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Abstract

Background: COVID-19 has caused over 46,000 deaths in New York City, with a disproportional impact on certain communities.
As part of the COVID-19 response, the city has directly administered over 6 million COVID-19 tests (in addition to millions of
indirectly administered tests not covered in this analysis) at no cost to individuals, resulting in nearly half a million positive
results. Given that the prevalence of testing, throughout the pandemic, has tended to be higher in more affluent areas, these tests
were targeted to areas with fewer resources.

Objective: This study aimed to evaluate the impact of New York City’s COVID-19 testing program; specifically, we aimed to
review its ability to provide equitable testing in economically, geographically, and demographically diverse populations. Of note,
in addition to the brick-and-mortar testing sites evaluated herein, this program conducted 2.1 million tests through mobile units
to further address testing inequity.

Methods: Testing data were collected from the in-house Microsoft SQL Server Management Studio 18 Clarity database,
representing 6,347,533 total tests and 449,721 positive test results. These tests were conducted at 48 hospital system locations.
Per capita testing rates by zip code tabulation area (ZCTA) and COVID-19 positivity rates by ZCTA were used as dependent
variables in separate regressions. Median income, median age, the percentage of English-speaking individuals, and the percentage
of people of color were used as independent demographic variables to analyze testing patterns across several intersecting identities.
Negative binomial regressions were run in a Jupyter Notebook using Python.

Results: Per capita testing inversely correlated with median income geographically. The overall pseudo r2 value was 0.1101
when comparing hospital system tests by ZCTA against the selected variables. The number of tests significantly increased as
median income fell (SE 1.00000155; P<.001). No other variables correlated at a significant level with the number of tests (all P
values were >.05). When considering positive test results by ZCTA, the number of positive test results also significantly increased

as median income fell (SE 1.57e–6; P<.001) and as the percentage of female residents fell (SE 0.957; P=.001). The number of
positive test results by ZCTA rose at a significant level alongside the percentage of English-only speakers (SE 0.271; P=.03).

Conclusions: New York City’s COVID-19 testing program was able to improve equity through the provision of no-cost testing,
which focused on areas of the city that were disproportionately impacted by COVID-19 and had fewer resources. By detecting
higher numbers of positive test results in resource-poor neighborhoods, New York City was able to deploy additional resources,
such as those for contact tracing and isolation and quarantine support (eg, free food delivery and free hotel stays), early during
the COVID-19 pandemic. Equitable deployment of testing is feasible and should be considered early in future epidemics or
pandemics.

(JMIR Public Health Surveill 2025;11:e52972)   doi:10.2196/52972

KEYWORDS

COVID-19 testing; health disparities; equity in testing; New York City; socioeconomic factors; testing accessibility; health care
inequalities; demographic analysis; COVID-19 mortality; coronavirus; SARS-CoV-2; pandemic; equitable testing; cost; poor
neighborhood; resources
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Introduction

In March 2020, New York City (NYC) emerged as one of the
global epicenters of SARS-CoV-2 infections and COVID-19
deaths. This was roughly 2 months after the first detected case
in the United States and 3 months following the first case in
Wuhan, China [1]. Early in the pandemic, within the United
States and especially within NYC, testing availability was
extremely limited. In fact, there were no positive test results
recorded in NYC until the beginning of March 2020 [2]. Over
the ensuing 3 years, over 45,000 deaths and over 3.2 million
infections were documented in NYC—a wave of mortality that
contributed to a decline of 4.6 years in life expectancy from
2019 to 2020 alone [3].

It should be noted that COVID-19 mortality and SARS-CoV-2
infection rates have varied widely based on several spatial and
socioeconomic factors [4]. US counties with higher poverty
rates had higher COVID-19 case numbers and related death
rates, and racial and ethnic minority individuals are at increased
vulnerability for COVID-19 when considering both infection
rates and mortality rates [5,6]. While life expectancy declined
by 4.6 years citywide, it declined by 6 years for Hispanic and
Latinx New Yorkers (to 77.3 years), by 5.5 years for Black New
Yorkers (to 73 years), and by 3 years for White New Yorkers
(to 80.1 years) [3]. These mortality disparities were not limited
to race. Individuals with chronic conditions, such as obesity
and diabetes, faced higher mortality rates than those faced by
the general population as a whole, while socioeconomic factors,
such as poverty, housing overcrowding, the effects of historical
residential racial segregation, and an inability to perform some
jobs remotely, have intersected with the aforementioned chronic
health issues to create a perfect storm of increased COVID-19
mortality in particular neighborhoods [7].

Following the initial lack of testing at the onset of the pandemic,
the federal and state governments sought to develop and
implement a mass testing strategy. Once tests were made
available, significant barriers to accessing testing remained in
terms of costs and the geographic locations of testing sites. The
NYC Health + Hospitals Corporation (H+H)—the largest public
health system in the United States, with 11 acute care facilities,
6 diagnostic and treatment centers, and more than 50
neighborhood health centers (mostly, but not entirely, in
economically depressed neighborhoods)—became the largest
free testing provider in NYC. The NYC Department of Health
and Mental Hygiene has always tracked health and
socioeconomic disparities. This background provided the basis
for establishing the TRIE (Taskforce on Racial Inclusion &
Equity) neighborhoods [8]. These were neighborhoods that had
economic disadvantages and were disproportionately impacted
by COVID-19. We leveraged the neighborhoods, which
essentially involved combining former disparity data related to
the impact of COVID-19, to help set our strategy for allocating
testing sites. By providing access to no-cost COVID-19 testing,
we sought to understand whether our equitably distributed
testing program had a relationship with health outcomes and
whether the no-cost testing option can be used to increase testing
in underserved areas.

Methods

Data Sources
Data on COVID-19 testing that was directly administered by
the NYC H+H were collected from the in-house NYC H+H
Microsoft SQL Server Management Studio 18 Clarity database,
representing 6,347,533 total tests and 449,721 positive test
results. These tests were sourced from the in-house NYC H+H
instance of Epic Systems; these did not include tests conducted
by external testing vendors contracted by the NYC H+H or tests
conducted by the school testing program that mandated
surveillance testing in NYC public schools from 2020 to 2022.
Demographic data were taken from 2020 US Census Bureau
data [9]. Citywide testing data came from the NYC coronavirus
data repository [10].

Experimental Design
We initially sought to run a Poisson regression analysis
comparing counts of tests and positive test results to
demographic variables while using population as an offset;
however, we found the data to be overdispersed and chose to
use negative binomial regressions. In terms of the variables we
chose to analyze, we were influenced by two studies from King
County, Washington, and NYC that, among other methods,
analyzed testing rates against demographic variables. The King
County, Washington, study used a variable called “people of
color (POC),” into which POC racial data were collapsed due
to collinearity among POC groups [11]. Given similar patterns
of collinearity in our data, we chose to do this in our study. The
NYC study used a number of different demographic variables,
such as income, education, and housing overcrowding, to
calculate a single socioeconomic index score [2]. Although this
is one way to handle collinearity between socioeconomic
variables, such as income and poverty, we chose to use median
income as our main predictor of socioeconomic status. As
variables related to COVID-19 mortality and testing rates, we
included age and sex breakdowns, as being older and being
male positively correlate with higher mortality. As a measure
of presumed difficulty in accessing health care, the percentage
of English speakers was included.

Ethical Considerations
We used deidentified patient data. The Biomedical Research
Alliance of New York (BRANY) Institutional Review Board
(IRB) determined that our research in this paper did not
constitute research involving human subjects that is regulated
by US Department of Health and Human Services or US Food
and Drug Administration regulations, and it was therefore not
subject to further BRANY IRB review. The BRANY study ID
is 23-15-564, the sponsor ID is RH2023-814, and our category
was determined as “15-Not Human Subject Research.” We were
advised by BRANY that we did not have to create a National
Clinical Trial number with the US National Library of Medicine
ClinicalTrials.gov website because our data-only study used
preexisting data.

Analysis
Regressions were run in a Jupyter Notebook (Project Jupyter)
using Python. Data visualizations were created by using Tableau
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(Tableau Software LLC). A selection of data visualizations can
be found in the Results section. As this was a spatial analysis,
we took care to map each of our demographic variables, testing
data points, and background health outcome data. We mapped
out “Percent POC,” “Percent Female,” “Percent Speaks Only
English,” “Median Age,” “Median Income,” and “COVID-19
death rate” as demographic and health outcome variables by
zip code tabulation area (ZCTA). To spatially display our testing
data, we mapped the variables “Total Citywide Tests per
100,000,” “NYC H+H COVID-19 Tests,” “NYC H+H
COVID-19 tests per 100,000,” “NYC H+H positive tests per
100,000,” and “NYC H+H COVID-19 test positivity rate” also
by ZCTA. We also created scatter plots to illustrate the
relationships between these variables.

Results

The overall pseudo r2 value was 0.1101 when comparing NYC
H+H tests by ZCTA against the selected variables. The number

of NYC H+H tests significantly increased as median income
fell (exponentiated β=.99998, SE 1.00000155; P<.001). No
other variables correlated at a significant level with the number
of tests (all P values were >.05). When considering positive test
results by ZCTA, the number of positive test results also
significantly increased as median income fell (exponentiated

β=.99998, SE 1.57e–6; P<.001) and as the percentage of female
residents fell (exponentiated β=.04014, SE 0.957; P=.001).
Positive test results by ZCTA rose at a less significant level
alongside the percentage of English-only speakers (β=1.81630,
SE 0.271; P=.03). No other predictor variables correlated with
positive test results by ZCTA (all P values were >.05). P<.05
was chosen as a standard biomedical level of significance for
geographic area–level research. A selection of data
visualizations depicting our results are shown in Figures 1-6.

Figure 1. Selected demographic, testing, and mortality variables by zip code tabulation areas (clockwise from upper left): “Percent POC,” “Percent
Female,” “Percent Speaks Only English,” “Total Tests per 100k,” “Median Income” (US $), and “Median Age” (years). POC: people of color.

JMIR Public Health Surveill 2025 | vol. 11 | e52972 | p.9https://publichealth.jmir.org/2025/1/e52972
(page number not for citation purposes)

Rosenfeld et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 2. Selected demographic, testing, and mortality variables by zip code tabulation areas continued (clockwise from upper left): “NYC H+H
COVID-19 Tests,” “NYC H+H Positive Tests,” “NYC H+H COVID-19 test positivity rate,” “COVID-19 death rate,” “NYC H+H positive tests per
100,000,” and “NYC H+H COVID-19 tests per 100,000.” NYC H+H: New York City Health + Hospitals Corporation.

Figure 3. Selected demographics compared to NYC H+H COVID-19 tests per 100,000 residents by zip code tabulation area (from top to bottom):
“Median Age” (years), “Median Income” (US $), “Percent POC,” and “Percent Speaks Only English” by NYC H+H COVID-19 tests per 100,000
residents. NYC H+H: New York City Health + Hospitals Corporation; POC: people of color.
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Figure 4. Selected demographics compared to NYC H+H COVID-19 test positivity rate by zip code tabulation area (from top to bottom): “Median
Age” (years), “Median Income” (US $), “Percent POC,” and “Percent Speaks Only English” by NYC H+H test positivity rate. NYC H+H: New York
City Health + Hospitals Corporation; POC: people of color.

Figure 5. Selected test and death rates compared to NYC H+H COVID-19 tests per 100,000 residents by zip code tabulation area (from top to bottom):
NYC H+H COVID-19 test positivity rate and COVID-19 death rate by NYC H+H COVID-19 tests per 100,000 residents. NYC H+H: New York City
Health + Hospitals Corporation.
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Figure 6. Selected test and death rates compared to NYC H+H COVID-19 positivity rate by zip code tabulation area (from top to bottom): COVID-19
death rate and NYC H+H COVID-19 tests per 100,000 residents by NYC H+H COVID-19 positivity rate. NYC H+H: New York City Health + Hospitals
Corporation.

Discussion

The devastatingly high mortality rates seen in NYC during the
height of the first COVID-19 wave in April 2020 were likely
linked to undetected cases as a result of limited testing
capabilities at the time. Roughly half of all deceased NYC
patients with COVID-19 died during the first months of the first
wave, making comparative analysis somewhat difficult in NYC
when compared to other regions. Approximately 6 million
COVID-19 tests were completed by the NYC H+H between
early 2020 and late 2022, though most testing was done
following the first wave in 2020 due to the time and resources
required to set up testing sites. In our analysis, the number of
NYC H+H no-cost COVID-19 tests increased as the median
income of a discrete neighborhood fell—a trend that stood in
opposition to overall citywide testing trends, wherein the highest
testing rates were observed in wealthier areas of the city. The
number of positive test results at the NYC H+H also rose as
median income fell in a discrete neighborhood, even when
controlling for other variables. This suggests that NYC H+H
no-cost COVID-19 tests were equitably distributed in targeted
increased-risk neighborhoods of NYC. This was important,
considering the disproportionate negative health impacts of the
pandemic on these neighborhoods, which already had a
preexisting vulnerability to a range of adverse health outcomes.

Consistent and easily accessible large-scale testing may be a
crucial element of successful strategies for avoiding additional
mortality. Our research echoes that of some other studies that
found an inverse relationship between COVID-19 positivity
and test availability [11]. With regard to the racial and income

equity issues that have been seen in COVID-19 testing within
NYC and the United States, our findings on tests administered
by the NYC H+H were more mixed for demographic variables,
such as “Percent POC,” that otherwise might be related to
COVID-19 mortality risk. Our study had limitations with regard
to interpreting disparities in COVID-19 testing rates across
space and disparities in time to COVID-19 mortality. COVID-19
testing was extremely limited early in the pandemic due to the
lack of readily available testing, whereas from 2022 to 2023,
at-home rapid testing became ubiquitous but came with the
caveat that results were rarely reported. In addition, as we
compared COVID-19 testing rates and results between
geographic and demographic variables, we recognized the
pitfalls that may arise when equating jurisdiction-level data with
individuals who live within those jurisdictions. NYC is an
extremely diverse city with substantial income inequality and
variability even within the smallest geographic neighborhoods.
The relationship between COVID-19 test positivity and the
percentage of female residents could suggest that ZCTAs with
a higher percentage of male residents had higher positivity rates,
and this information could be used to inform future testing
campaign strategies (eg, targeting areas with a higher percentage
of male residents).

We take the inverse relationship between NYC H+H testing
rates and median income as a positive sign that the no-cost
COVID-19 testing program was able to penetrate areas of the
city that were likely neglected by other testing providers. Despite
the devastating consequences from the COVID-19 pandemic
in NYC, this targeted, equitably distributed testing plan could
have broader public health implications if similar outreach
strategies are used in future pandemics.
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Abstract

Background: Research has shown that perceptions of a mental health need are closely associated with service demands and
are an important dimension in needs assessment. Perceived and unmet mental health needs are important factors in the
decision-making process regarding mental health services planning and resources allocation. However, few prediction tools are
available to be used by policy and decision makers to forecast perceived and unmet mental health needs at the population level.

Objective: We aim to develop prediction models to forecast perceived and unmet mental health needs at the provincial and
health regional levels in Canada.

Methods: Data from 2018, 2019, and 2020 Canadian Community Health Survey and Canadian Urban Environment were used
(n=65,000 each year). Perceived and unmet mental health needs were measured by the Perceived Needs for Care Questionnaire.
Using the 2018 dataset, we developed the prediction models through the application of regression synthetic estimation for the
Atlantic, Central, and Western regions. The models were validated in the 2019 and 2020 datasets at the provincial level and in
10 randomly selected health regions by comparing the observed and predicted proportions of the outcomes.

Results: In 2018, a total of 17.82% of the participants reported perceived mental health need and 3.81% reported unmet mental
health need. The proportions were similar in 2019 (18.04% and 3.91%) and in 2020 (18.1% and 3.92%). Sex, age, self-reported
mental health, physician diagnosed mood and anxiety disorders, self-reported life stress and life satisfaction were the predictors
in the 3 regional models. The individual based models had good discriminative power with C statistics over 0.83 and good
calibration. Applying the synthetic models in 2019 and 2020 data, the models had the best performance in Ontario, Quebec, and
British Columbia; the absolute differences between observed and predicted proportions were less than 1%. The absolute differences
between the predicted and observed proportion of perceived mental health needs in Newfoundland and Labrador (−4.16% in
2020) and Prince Edward Island (4.58% in 2019) were larger than those in other provinces. When applying the models in the 10
selected health regions, the models calibrated well in the health regions in Ontario and in Quebec; the absolute differences in
perceived mental health needs ranged from 0.23% to 2.34%.

Conclusions: Predicting perceived and unmet mental health at the population level is feasible. There are common factors that
contribute to perceived and unmet mental health needs across regions, at different magnitudes, due to different population
characteristics. Therefore, predicting perceived and unmet mental health needs should be region specific. The performance of
the models at the provincial and health regional levels may be affected by population size.

(JMIR Public Health Surveill 2025;11:e66056)   doi:10.2196/66056
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Introduction

Mental disorders are prevalent and have a considerable impact
on the people who experience them, as well as families,
communities and society as a whole. To enhance the provision
of timely and appropriate mental health services for people who
are in need, effective health services planning should be
adaptable and responsive to the changing needs and emerging
opportunities. Research has shown that many people living with
a mental disorder do not receive the services due to the barriers
of availability, accessibility, and acceptability [1]. On the other
hand, many people with symptoms of mental disorders that do
not meet clinical criteria may also benefit from intervention and
these people may actively seek treatment to prevent the
symptoms from escalating to the level of a disorder [2]. These
phenomena reflect different types of mental health care needs
and the extent to which the mental health needs are being met.

Mental health need is difficult to define. Bradshaw [3] proposed
six need types: (1) normative (presence of a mental disorder
diagnosis), (2) felt (subjective perception of a mental health
problem), (3) expressed (demand for mental health service), (4)
comparative (population inequities in mental health), (5) medical
(treatable disease), and (6) social (restoring quality of life).
There is evidence to suggest that perceptions of a mental health
need (felt need) are closely associated with service demands
[4] and are an important dimension in needs assessment [5].
Data-driven evidence about perceived and unmet mental health
needs at provincial, state and regional, or county levels can be
very helpful in building the business case of demand [6].
However, population health data about perceived and unmet
mental health needs have not been well adopted for this purpose
[7].

Unmet health need is “the absence of sufficient or appropriate
care and services.” [8] These needs are commonly assessed as
being for information, medication, counseling or therapy, or
another type of help. A need is considered to be fully met when
a person receives help meeting all their expectations. In other
cases, the help may only partly fulfill the need, or no support
is provided at all and the need is unmet [9]. Based on 2012
Canadian Community Health Survey (CCHS)–mental health,
17.3% of Canadians aged 15 years and older reported having
mental health needs in the past year, and about one-third of
those with a mental health care need reported that it was unmet
[9,10]. Addressing unmet needs is important, as people with
untreated anxiety or depression are at higher risk of experiencing
poor outcomes including persistence of symptoms, delayed
recovery, poor personal and occupational functioning, and
recurrence of these problems [11]. Unmet health care need has
been identified to be an important indicator of health care access
within various health care systems [12,13], and is a form of
inefficiency that has economic implications, according to Mental
Health Commission of Canada [14]. Both perceived and unmet
mental health needs constitute the central part of demand which
is a critical element in the process of health resources allocation.

Decision makers and health service planners have detailed
information about existing mental health resources including
available infrastructure, services and workforce at the provincial

and regional levels. To allocate and use these resources
efficiently, the magnitude of mental health needs and unmet
needs in the community is critical information in the
decision-making process. The ability to closely monitor and
forecast the trends of perceived and unmet needs in populations
can greatly facilitate this decision-making process. The objective
of this study was to develop prediction models for estimating
and forecasting perceived and unmet mental health needs at the
provincial and health regional levels in Canada.

Methods

Study Design
For the objective of this study, data from the 2018, 2019, and
2020 CCHS and Canadian Urban Environment (CANUE) were
used. CCHS is an annual national population health survey
conducted by Statistics Canada to gather data on health status,
health care use, and health determinants at the health region
levels of geography. The CCHS covers the household population
from 12 years of age and older living in the 10 provinces and
3 territories. The CCHS sample is selected using different frames
according to the age group. For the adult population (18 y and
older), the sample of households is selected from an area frame.
For the youth population (12 to 17 y old) a list frame is used to
select persons. The area frame used by the Labour Force Survey
is used as a sampling frame for the adult population. The Labour
Force Survey uses a 2-stage sample design. In the first stage, a
sample of primary sampling units, corresponding to geographical
regions called clusters, is selected. In each selected primary
sampling unit, a sample of dwellings is drawn at the second
stage. To sample persons for the youth population between the
ages of 12 and 17 years, the CCHS uses a list frame created
from the Canadian Child Benefit files. The sample for the youth
population is selected from a list of individuals. For adult
participants, 1 person is selected per household using varying
probabilities taking into account the age and the household
composition. Each year the CCHS collects information on
approximately 65,000 Canadians (60,000 aged 18 y and older
and 5000 aged 12 to 17 y) [15]. The CCHS uses 2 separate
computer-assisted interviewing applications to collect data, 1
for telephone interviews (computer-assisted telephone
interviewing) and 1 for personal interviews (computer-assisted
personal interviewing). Approximately 25% of these completed
cases were conducted in person using computer-assisted personal
interviewing, and the other 75% were conducted over the phone
using computer-assisted telephone interviewing. Starting in
2015, the CCHS undertook significant redesign in sampling
and the content [15]. Data about the outcome variables of the
proposed study (perceived and unmet mental heath needs) were
not collected in 2015, 2016, and 2017 CCHS, therefore, we will
analyze the 2018, 2019, and 2020 CCHS data.

CANUE is a Canadian Institutes of Health Research–funded
collaboration that focuses on developing robust methods for
producing measures of urban form that capture a wide range of
characteristics for every postal code in Canada [16]. It has
produced a unique repository of standardized metrics of urban,
suburban, and rural characteristics. CANUE shares a range of
data that can be directly linked with population health surveys
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through postal codes, including neighborhood-level material
and social deprivation [17], marginalization [18], and
walkability. CANUE is updated every 5 years. The most recent
CANUE update was in 2016. The CANUE data can be obtained
from CANUE consortium at no costs for research, and is
linkable to the CCHS by postal codes.

Perceived and Unmet Mental Health Needs
In the CCHS, perceived and unmet mental health needs were
measured by the Meadows et al [19] Perceived Needs for Care
Questionnaire (PNCQ). The PNCQ was designed and field
tested for the Australian National Survey for Mental Health and
Wellbeing which was commissioned by the Federal Government
of Australia [19]. The PNCQ assessed four types of help for
problems with emotions, mental health, or the use of alcohol
or drugs: (1) information about problems, treatments, or
services; (2) medication; (3) counseling or therapy; and (4) other
mental health services. Respondents were asked which types
of help they had received in the past 12 months. For each type
received, they were asked if they felt they had received enough.
For each type of help not received, they were asked if they felt
it was needed. Based on the PNCQ, the following binary
outcome variables can be derived: [9,20]

• Perceived mental health needs: having reported “yes” to a
perceived need of any type of help.

• Unmet mental health needs: For any type of help for which
a respondent had a perceived need, having reported not
receiving any or enough of that type of help. Interrater
reliability of the PNCQ (κ value) was 0.62 [19]. Validity
testing using homo-method agreements and hetero-method
agreement demonstrated that the PNCQ has good
discriminative validity [19]. The PNCQ has been used to
assess perceived and unmet mental health needs in a number
of population health surveys conducted in Australia [19],
Canada [21], the United States [22], and the Netherlands
[20].

Candidate Predictors

Overview
Guided by the Andersen Health Behavior model [23], we
selected potential predictors from the core component of the
CCHS which are consistently administered over time in all
provinces and territories. This ensured that health regions can
readily ascertain the predictor profile of their regions to make
an estimation and prediction when PNCQ is not administered
in the CCHS.

From the CCHS core component, we selected the predisposing
factors (sex, gender, age, marital status, race or ethnicity, rural
or urban residence, first official language spoken, immigration,
household food security, self-reported life stress, work stress,
life satisfaction, and sense of belonging), enabling factors
(educational level, household income, employment status, and
insurance coverage), and need factors (general health, comorbid
physical conditions, self-reported mental health, mood, and
anxiety, and primary care service use). Mental health problems
such as depression, anxiety, and psychological distress are not
part of the core component; data about these variables are not
available in every CCHS and for every province and territory.

Therefore, these variables were not selected. A number of
studies have shown that health behaviors (smoking [24],
problematic substance use [25,26], and physical inactivity
[27,28]) are associated with depression, anxiety, and
psychological distress. We selected these health behaviors from
the core component as candidate predictors. From the CANUE,
neighborhood-level social and material deprivation [17],
marginalization [18], and walkability will be selected as enabling
factors.

Model Development
The 2018 CCHS data were used to develop the prediction
models. Given the vast geographic area of Canada, we developed
the models by regions: Atlantic region (Newfoundland and
Labrador, Prince Edward Island, Nova Scotia, and New
Brunswick), Central region (Ontario and Quebec), Western
region (Manitoba, Saskatchewan, Alberta, and British
Columbia). For each region, we developed prediction models
for perceived and unmet mental health needs through the
application of regression synthetic estimation developed by the
UK’s Office of National Statistics [29], which is a type of small
area estimation methodology. The same methodology has been
used to estimate state and area-level prevalence of severe mental
illness in the United States [30]. The regression synthetic
estimation method involves several steps: (1) The development
of a prediction model of the outcome at the individual level. (2)
The coefficients derived from the foregoing model are used
with a parallel set of predictors on the area level, using data
obtained from CCHS, and coded using the same categories as
used to estimate the individual-level model and to compute
national and area-level estimates. (3) Internal and external
validation.

To develop the predictive models for the outcomes at the health
region level, multilevel, random intercept binary logistic
regression models were used to analyze the perceived and unmet
need for mental health services (level 1) nested within health
regions (level 2). A backward selection method was used to
identify the model with the best calibration and discrimination.
The decisions of model selection were initially based on the
changes in the values of Akaike information criterion and
Bayesian information criterion [31].

Because the goal of models was to assist decision makers and
service planners to estimate perceived and unmet needs at the
population level (not to be used by clinicians to identify high
risk individuals), we focused more on the calibration of the
model, instead of discrimination, when it came to model
performance. Discrimination is the ability of a prediction model
to separate those who experienced the outcome events from
those who did not, by predicting higher versus lower
probabilities, respectively. We quantified this by calculating
the area under the receiver operating characteristics curve, which
is equal to the C statistic. Calibration measures how closely
predicted outcomes agree with actual outcomes. For this, we
used the calibration slope by which a value of 1 indicates perfect
model calibration with data; less than 1 is overconfident and
greater than 1 is underconfident [32]. Additionally, we used
calibration plots to visually compare the mean predicted risk of
the outcomes versus the observed risk (the cumulative fraction
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of events) by decile risk groups so that the overall calibration
and the areas with over or under prediction can be identified.

The second step was synthetic estimation of the proportions at
the population level with perceived and unmet mental health
needs, which consisted of 2 stages. First, population proportions
for predictor variables that were used in the initial modeling
were estimated. For instance, if 5 household income categories
are used in the initial modeling (<CAD $30,000, CAD
$30,000‐$49,000, CAD $49,000‐$60,000, CAD
$60,000‐$80,000, and CAD $80,000+; <US $21,175.80, US
$21,175.80-$34,587.14, US $34,587.14-$42,351.60, US
$42,351.60-56,468.80, and US $56,468.80+, respectively), the
population proportion of participants in each of the same 5
income ranges were estimated from the CCHS. The regression
coefficients were then applied to the corresponding proportions
in the dataset, and to calculate the logit estimates for each
province, which were then converted into probabilities, giving
the predicted proportions of perceived and unmet mental health
needs in the province. These procedures were repeated with
data aggregated at the provincial and health regional levels. All
analyses were conducted using bootstrap weights provided by
Statistics Canada to account for the unequal sampling
probabilities and design effects.

Validation
As internal validation, we used CCHS-2018 data to compare
the predicted proportions (step 2 above) and the observed
proportions. To ensure the validity of the predictive models, it
is also important that the developed models are externally
validated in related but independent populations. As external
validation, we applied the developed synthetic models in
CCHS-2019 and CCHS-2020, to examine the performance of
the models, to investigate how the pandemic may affect the
performance of the models by comparing the model predicted
(synthetic) proportions and the observed proportions.

Additionally, we randomly selected 10 subprovincial health
regions from over 100 across the country. We applied the
regional models directly to the health regions and compared the
observed and predicted proportions of perceived and unmet
mental health needs. All analyses were conducted using the
bootstrap weights provided by Statistics Canada to account for
the sampling and design effects of the CCHS.

Ethical Considerations
This is a secondary data analysis using the deidentified data
collected by Statistics Canada. The data analysis was carried
out at one of the Research Data Centers across the country,
located on the campus of Dalhousie University. Researchers
who conducted data analysis had to go through security
clearances and become “deemed employees” of Statistics
Canada. The results were vetted by data analysts of the Research
Data Center to ensure privacy and confidentiality. CCHS
participants gave informed consent to Statistics Canada for use
of their data in accordance with the Statistics Act and no
compensation was provided to the CCHS participants. For these
reasons, ethics review was waived by the health research ethics
committee of Dalhousie University.

Results

Overview
The 2018 CCHS data were used to develop the prediction
models. The demographic and socioeconomic characteristics
of the participants in the 2018 CCHS are presented in Table 1.
In the 2018 CCHS, 17.82% reported perceived mental health
need and 3.81% reported unmet mental health need. In 2019,
the proportion of perceived and unmet mental health needs was
18.04% and 3.91%, respectively; in 2020, the proportion of
perceived and unmet mental health needs was 18.1% and 3.92%,
respectively.
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Table . The demographic and socioeconomic characteristics of the participants in the 2018 cross-sectional Canadian Community Health Survey.

ValuesVariables

49.4Men, weighted %

50.6Women, weighted %

45.7 (0.14)Age (years), mean (SD)

58.2Married, common law, or partner, weighted %

30.1Single, weighted %

11.7Divorced, separated, or widowed, weighted %

17.4<High school, weighted %

22.6High school, weighted %

60≥College or university, weighted %

67.2Employed, weighted %

22.4Unemployed, weighted %

10.4<15 or >75 years olda, weighted %

27.1Immigrants, weighted %

72.9Nonimmigrants, weighted %

75.5White, weighted %

24.5Non-White, weighted %

17.2Rural residence, weighted %

82.8Urban residence, weighted %

19.7Have insurance for medication, weighted %

80.3No, weighted %

aParticipants aged <15 or 75+ years were not eligible for the employment question.

Predicting Perceived Mental Health Need
The individual based models with the best performance for
predicting perceived mental health need are in supplemental
tables (Tables S1 [Atlantic region], S2 [Central region], and S3
[Western region] in Multimedia Appendix 1). Sex, age,
self-reported mental health, physician diagnosed mood and
anxiety disorders, and self-reported life stress and life
satisfaction were the predictors in the 3 regional models.
Perceived work stress and household food insecurity were in
the models for the Atlantic and Central regions, but not for the
Western region. However, immigrants, smoking, or problematic
drinking and material deprivation were predictors in the models
for the Atlantic and the Western region, not for the Central
region. The individual based models had good discriminative
power with C statistics over 0.83 (Tables S4-S6 in Multimedia
Appendix 1) and good calibration by comparing observed and
predicted proportions.

Converting the individual based models into synthetic estimation
models, the predicted proportion of perceived mental health
need in each province was estimated. The absolute difference
between the observed and predicted proportions in 2018 was

less than 1% for all provinces (Tables 2-4), except Saskatchewan
(3.37%). This is not surprising as the models were developed
using the 2018 CCHS data. To validate the models, we applied
the synthetic models directly in 2019 and 2020 data. The extent
to which the predicted or synthetic estimates agree with observed
proportions varied by regions (Tables 2-4). The models had the
best performance in Ontario and British Columbia (absolute
difference <1% in both 2019 and 2020), followed by Quebec
(absolute difference=1.54% in 2019 and 0.54% in 2020). The
models for Nova Scotia, New Brunswick, Saskatchewan, and
Alberta had 1 absolute difference being less than 1% and the
other greater than 2%. The absolute differences between
observed and predicted proportions in Newfoundland and
Labrador (−4.16% for perceived needs in 2020) and Prince
Edward Island (4.58% for perceived needs in 2019) were larger
than those in other provinces. When applying the models in the
10 selected health regions, the data showed that the model
performed well in health regions in Ontario (first 2 digits with
35) and in Quebec (first 2 digits with 24), supported by the
relatively small absolute differences between observed and
predicted proportions (Table 5). Health region 1304 had the
largest absolute differences in 2019 and 2020.
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Table . The observed and predicted proportions of perceived and unmet mental health needs in the Atlantic provinces in the 2018, 2019, and 2020
Canadian Community Health Survey.

Absolute differencea (%)Predicted proportion (%)Observed proportion (%)

Newfoundland and Labrador

    Perceived need

−0.3314.5714.92018

−2.214.0416.242019

−4.1615.1919.352020

Unmet need

−0.362.072.432018

−0.991.942.932019

−0.471.962.432020

Prince Edward Island

Perceived need

−0.1414.2314.372018

−4.5816.3420.922019

−1.9614.9316.892020

Unmet need

0.333.963.632018

1.414.152.742019

1.253.852.62020

Nova Scotia

Perceived need

−0.6619.1519.812018

−3.1420.4423.582019

0.7721.3320.562020

Unmet need

0.093.523.432018

−2.233.555.782019

−0.933.34.232020

New Brunswick

Perceived need

0.7818.4417.662018

2.7519.9717.222019    

0.8320.83202020    

Unmet need

−0.22.853.052018

−0.333.523.852019

−0.293.423.712020

aAbsolute difference=predicted proportion–observed proportion.
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Table . The observed and predicted proportions of perceived and unmet mental health needs in Ontario and Quebec in the 2018, 2019, and 2020
Canadian Community Health Survey.

Absolute differencea

(%)

Predicted proportion
(%)

Observed proportion
(%)

Ontario

Perceived need

−0.3016.6316.932018

−0.4116.9417.352019

−0.5317.4417.972020

Unmet need

0.023.983.962018

0.014.094.082019

0.294.2942020

Quebec

Perceived need

−0.4317.6517.082018

1.5417.5616.022019

0.5417.2616.722020

Unmet need

0.013.263.252018

0.23.213.012019

−0.273.093.362020

aAbsolute difference=predicted proportion−observed proportion.
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Table . The observed and predicted proportions of perceived and unmet mental health needs in the Western provinces in the 2018, 2019, and 2020
Canadian Community Health Survey.

Absolute differencea

(%)

Predicted proportion
(%)

Observed proportion
(%)

Manitoba

Perceived need

0.7219.5218.82018

0.719.5618.862019

3.2620.1316.872020

Unmet need

0.594.183.592018

−0.994.125.112019

0.184.434.252020

Saskatchewan

Perceived need

3.3719.9416.572018

2.5321.1418.612019

5.3321.3115.982020

Unmet need

0.934.033.12018

1.394.232.842019

0.094.164.072020

Alberta

Perceived need

−0.9620.7721.732018

0.8920.9120.022019

2.5721.4918.922020

Unmet need

−0.114.414.522018

0.774.433.662019

0.824.543.722020

British Columbia

Perceived need

−0.0118.3818.392018

−0.2818.8619.142019

−0.0420.0120.052020

Unmet need

−0.124.164.282018

N/AN/Ab4.92019

−0.364.514.872020

aAbsolute difference=predicted proportion–observed proportion.
bN/A: household food insecurity data were not collected in British Columbia in 2019.
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Table . The observed and predicted proportions of perceived mental health needs by selected health regions in 2018, 2019, and 2020 Canadian
Community Health Survey.

Absolute differencea (%)Predicted proportion (%)Observed proportion (%)Health regions and years

1301

1.6619.0817.422018

2.6622.4719.812019

−0.4122.4822.892020

1304

4.2616.1211.862018

8.6415.236.592019

10.1619.619.452020

2404

1.8216.0414.222018

1.8215.8314.012019

3.9414.7210.782020

3544

−0.5319.5920.122018

−1.718.720.42019

0.2320.3620.132020

3570

2.3414.9112.572018

−0.9315.3616.292019

−2.115.8717.972020

3536

0.9115.914.992018

−1.2416.1617.42019

−0.8316.3817.212020

5913

3.1118.2815.172018

N/AN/AN/Ab2019

−5.4918.824.292020

5921

4.9118.6613.752018

N/AN/AN/A2019

−0.720.5421.242020

5922

2.6418.4415.82018

N/AN/AN/A2019

−0.3119.4619.772020

5943

−0.1717.7117.882018

N/AN/AN/A2019

−5.5317.8423.372020

aAbsolute difference=predicted proportion–observed proportion.
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bN/A: estimates were not available due to lack of data on household food insecurity.

Predicting Unmet Mental Health Need
The individual based models with the best performance for
predicting unmet mental health need are in Tables S7 (Atlantic
region), S8 (Central region), and S9 (Western region) in
Multimedia Appendix 1. As seen from the tables, sex, age,
marital status, self-reported mental health, self-reported life
stress, and low sense of belonging to the community were the
common predictors in the models for the 3 regions. Household
income was a predictor only in the model for Central region;
professional diagnosed mood disorders, problematic drinking,
and smoking and social deprivation were the factors specific
for the model for the Atlantic region. The individual based
models had good discriminative power with C statistics over
0.77 (Tables S10-S12 in Multimedia Appendix 1) and good
calibration by comparing observed and predicted proportions.

The individual based models were converted into synthetic
estimation models, and the predicted proportion of perceived
mental health need in each province was estimated (Tables 2-4).
The data demonstrated that the models for unmet mental health
need performed well in most of the provinces with the absolute
difference between observed and predicted proportions being
less than 1%, except for Prince Edward Island, Nova Scotia,
and Saskatchewan. When applying the models in the 10 selected
health regions, the data showed that the models calibrated well
with data in all selected health regions with absolute difference
between observed and predicted proportions being less than 1%
(Table S13 in Multimedia Appendix 1).

Discussion

Principal Results
The 3 waves of CCHS showed that the proportion of the
Canadian population that perceived the need for mental health
care was between 17.82% and 18.1%, and about 4% reported
unmet mental health need. This study demonstrated the
feasibility of integrating individual and community level data
to build informative synthetic models for perceived and unmet
mental health care needs at the population level. The models
performed well in predicting the outcomes at both the provincial
and health regional levels, particularly in populous provinces
such as Ontario, Quebec, and British Columbia. The absolute
differences between the observed and predicted proportions of
perceived and unmet mental health needs in Ontario, Quebec,
and British Columbia were less than 1%. For the rest of the
provinces, the results showed that the models at provincial and
health regional levels predicting unmet mental health needs had
better calibration than the models predicting perceived mental
health need.

Limitations
This study had several limitations. First, although the predictors
in the models were associated with the outcomes, causal
inferences cannot be made. The goal of the prediction models
is to identify a key set of factors that in combination are best
predictive of the outcomes. The models are not to test hypothesis
or make inferences about etiology. Second, the relationships

between the selected factors and the outcomes are complex.
The logistic regression model is a linear function. Although we
found no evidence of interactions among the selected predictors,
nonlinear relationships between some predictors and the
outcomes are still possible. Future studies may test if models
using machine learning techniques have better performance.
Third, the selection of candidate predictors was limited by what
CCHS collected. It is possible that other factors are associated
with the outcomes of this study, but were not measured in
CCHS, therefore could not be examined in this study. Finally,
the models appeared to perform well at regional and provincial
levels. Relatively large absolute differences between predicted
and observed proportions of perceived and unmet needs were
observed in some health regions (eg, health region 1304).
Caution should be exercised for using them at the health region
level.

Comparison With Prior Work
The CCHS used a nationwide representative sample of the
Canadian household population. However, we found that a
model developed for the whole population performed well only
in the most populous provinces such as Ontario and Quebec,
but not in the rest of the provinces. Developing models for
specific regions appeared to be a better approach. The regional
models have some common predictors, including sex, age,
self-reported mental health, physician diagnosed mood and
anxiety disorders, self-reported life stress and life satisfaction
for perceived mental health need, and sex, age, marital status,
self-reported mental health, self-reported life stress, and low
sense of belonging to the community for unmet mental health
need. These factors have been found to be significantly
associated with mental health problems [33] in the literature.
On the other hand, the coefficients associated with these factors
varied by regional models and these models also contained
predictors that are regionally specific. This finding indicates
that there are common factors in the mechanisms underlying
perceived and unmet mental health needs across geographic
regions and populations. The extent to which these factors
influence perceived and unmet mental health needs may differ
due to the population characteristics of these provinces and
regions. The differences in population characteristics and the
distribution of the outcomes across the regions may also
contribute to the finding that the models contained region
specific predictors.

We have not found studies on predicting perceived and unmet
mental health needs at the population level. Therefore, a direct
comparison with previous studies is not possible. There are
several studies predicting county or state level suicide and severe
mental illness. For example, Kandula et al [34] modelled
county-level suicide risk in the United States using county-level
predictors derived from 8 different databases of different sources
(government programs, health surveys, or private organizations).
For some predictors such as the prevalence of major depressive
episode, only state-level estimates were available and these
estimates were extrapolated to the counties [34]. Hudson [30]
explored the utility of regression synthetic estimation model
that incorporated individual data from the National Comorbidity
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Survey, census and hospital administrative data to predict
state-level prevalence of severe mental illness. The advantages
of these population risk prediction models are the use of
community level predictors from existing sources or published
research and the ability of adapting the models in local context.
Notably, our study used the regression synthetic estimation
modeling approach. We used CCHS data. The use of a single
data source may improve the efficiency of data analysis, data
access, and eventually of the decision-making process.

One critical element of building risk prediction models is
assessing model performance and model validation. This is to
ensure that the developed model is accurate and has good
performance in different populations or at different time periods.
In this study, we developed the models using the 2018 CCHS
data, and validated the models using the data from 2019 and
2020 CCHS. Furthermore, we validated the models in a random
sample of health regions. These models were designed to
estimate population proportions and to identify regions with
high levels of mental health need and unmet mental health need;
these models were not to be used by clinicians to identify
high-risk individuals. Therefore, the focus of model performance
assessment can be different. Kandula et al [34] used symmetric
proportional error (observed deaths–predicted deaths)/(observed
deaths+predicted deaths) to quantify model calibration. Hudson
[30] calculated the absolute difference between the predicted
and observed prevalence of severe mental illness. In this study,
we calculated the absolute difference between the observed and
model predicted proportions of perceived and unmet mental
health needs. The absolute difference indicates the extent to
which the model prediction deviates from the observed value.
However, there is no consensus about what an optimal threshold
of absolute difference should be. There may be other indicators
that are useful for assessing the performance of population level
models. Consultations with policy and decision makers (ie, end
users of the models) would be helpful to understand what
indicators are informative about model performance, and the
level of the model error that is acceptable.

The results of this study are expected to have implications for
population mental health planning. Few would deny that
resources allocation should be partly driven by needs, and needs
assessments typically require the knowledge of potential changes
in prevalence estimates and in local population profiles, for
example, their demographics, diagnoses, and mental health
services use. The prediction models developed by this study
will allow decision makers and mental health services planners
to forecast the proportions of perceived and unmet mental health
needs in the years to come at the provincial (state) and health
regional (county) levels based on the potential changes in local
population profiles. Such profile changes may be estimated
using health administrative data and national population census
data. Additionally, region-specific estimates can help categorize
health regions—for example, regions with relatively stable
mental health needs especially those that remained in the highest
or lowest groups, or regions in which the largest year-to-year
changes are observed—and hence help identify areas with a
greater need of preventive resources, or conversely identify
areas where interventions seem to be effective.

Conclusion
In conclusion, accurate forecast of perceived and unmet mental
health needs in the population can allow policy and decision
makers and mental health services planners to categorize regions
or communities that are at high need and to monitor changes
so that they may mobilize resources and interventions to the
right populations and the right places at the right time. Regularly
collected population health data such as those from the CCHS
are readily accessible to policy and decision makers and mental
health services planners. The models are particularly useful for
service planners at the health regional level because population
health surveys usually do not contain sufficient numbers of
participants at the health regional level. Future studies are
needed to identify methods to improve prediction for regions
with small numbers of residents.
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Abstract

Background: Cervical cancer remains a major global health issue. Personalized, data-driven cervical cancer prevention (CCP)
strategies tailored to phenotypic profiles may improve prevention and reduce disease burden.

Objective: This study aimed to identify subgroups with differential cervical precancer or cancer risks using machine learning,
validate subgroup predictions across datasets, and propose a computational phenomapping strategy to enhance global CCP efforts.

Methods: We explored the data-driven CCP subgroups by applying unsupervised machine learning to a deeply phenotyped,
population-based discovery cohort. We extracted CCP-specific risks of cervical intraepithelial neoplasia (CIN) and cervical cancer
through weighted logistic regression analyses providing odds ratio (OR) estimates and 95% CIs. We trained a supervised machine
learning model and developed pathways to classify individuals before evaluating its diagnostic validity and usability on an external
cohort.
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Results: This study included 551,934 women (median age, 49 years) in the discovery cohort and 47,130 women (median age,
37 years) in the external cohort. Phenotyping identified 5 CCP subgroups, with CCP4 showing the highest carcinoma prevalence.
CCP2–4 had significantly higher risks of CIN2+ (CCP2: OR 2.07 [95% CI: 2.03‐2.12], CCP3: 3.88 [3.78‐3.97], and CCP4:
4.47 [4.33‐4.63]) and CIN3+ (CCP2: 2.10 [2.05‐2.14], CCP3: 3.92 [3.82‐4.02], and CCP4: 4.45 [4.31‐4.61]) compared to
CCP1 (P<.001), consistent with the direction of results observed in the external cohort. The proposed triple strategy was validated
as clinically relevant, prioritizing high-risk subgroups (CCP3-4) for colposcopies and scaling human papillomavirus screening
for CCP1-2.

Conclusions: This study underscores the potential of leveraging machine learning algorithms and large-scale routine electronic
health records to enhance CCP strategies. By identifying key determinants of CIN2+/CIN3+ risk and classifying 5 distinct
subgroups, our study provides a robust, data-driven foundation for the proposed triple strategy. This approach prioritizes tailored
prevention efforts for subgroups with varying risks, offering a novel and scalable tool to complement existing cervical cancer
screening guidelines. Future work should focus on independent external and prospective validation to maximize the global impact
of this strategy.

(JMIR Public Health Surveill 2025;11:e67840)   doi:10.2196/67840

KEYWORDS

cervical cancer; human papillomavirus; screening; machine learning; cervical tumor; cancer; carcinoma; tumor; malignant; ML;
phenomapping strategy; logistic regression; regression; population-based; validation study; cancer prevention; validity; usability;
algorithm; surveillance; electronic health record; EHR

Introduction

Cervical cancer is the fourth most common cancer among
women, with an estimated 660,000 new cases and 350,000
deaths globally in 2022 [1,2]. It is the most common cancer in
25 countries and the leading cause of cancer death in 37
countries. Despite being largely preventable through human
papillomavirus (HPV) vaccination [3], the high incidence and
persistence of high-risk HPV (hrHPV) remain the primary risk
factors for cervical cancer [4] and related diseases [5-7]. In
November 2020, the World Health Organization (WHO)
launched a global initiative [8] to eliminate cervical cancer as
a public health problem, emphasizing a triple intervention
strategy: vaccinating at least 90% of girls against HPV by age
15 years, screening 70% of women with a high-performance
test by ages 35 and 45 years, and treating at least 90% of
detected precancerous lesions and invasive cancers. Yet,
globally, an estimated 1.6 billion (67%) of 2.3 billion women
aged 20‐70 years have never been screened for cervical cancer
[9], and in China, 5-year screening coverage among women
aged 35‐49 years was only 33%. Establishing high-quality,
sustainable, and acceptable cervical cancer prevention (CCP)
with broad coverage in resource-limited regions remains a
critical challenge [10-12]. While HPV-based screening has
demonstrated significant benefits [13-18], leading the WHO to
recommend it as the primary method for CCP globally [19], its
adoption in low- and middle-income countries (LMICs) is
limited due to health inequities, resource constraints, and limited
access to affordable, clinically validated HPV tests [9,20].
Addressing these barriers requires personalized CCP strategies.

We hypothesize that data-driven CCP subgroups, identified
using machine learning, can provide valuable insights into CCP,
enabling personalized strategies to reduce the risk of cervical
intraepithelial neoplasia (CIN) and cervical cancer. Personalized
CCP strategies depend on the unique phenotypic profile of each
individual. The population, with its varying phenotypic diversity,
comprises heterogeneous subgroups that reflect multiple

underlying behavior patterns and causes of disease. Clinical
practice guidelines also recommend that cervical cancer
screening should be tailored to an individual’s risk profile of
HPV infection [21,22]. Therefore, the discovery of CCP
subgroups could inform and improve the development of new
screening strategies, public health policies, and clinical
decision-making, as well as contribute to trial design, despite
the complex causal relationships among individual risk factors
[4]. To date, no study has identified CCP subgroups. The
incomplete understanding of these subgroups across large,
diverse populations, coupled with insufficient validation through
various methods, has hindered the implementation of the triple
intervention strategy. Machine learning-based approaches allow
for the phenotyping of entire populations based on individual
characteristics, enabling the prediction of phenotypic clusters
and disease onset [23,24]. Additionally, by defining a
computational phenomap—a mathematical construct of
individual phenotypes based on baseline measures
[24]—computational methods can assess the heterogeneous risk
effects of distinct subpopulations. This approach accounts for
the phenotypic diversity within populations and their subsequent
histopathological diagnoses.

As such, in this study, we aimed to: (1) test the hypothesis that
distinct CCP subgroups exhibit differential risks of cervical
precancer or cancer based on their complex phenotypic profiles
(development); (2) demonstrate internal validity (within a dataset
and across methods), as well as external and diagnostic validity
(across datasets; validation); and (3) propose a computational
phenomapping strategy with clinical relevance and pathways
to improve global access to CCP (impact).

Methods

Data Source
Deidentified data were extracted from electronic health records
(EHRs) of the national cervical cancer screening program in
China. In summary, our study included eligible women aged
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25‐65 years who participated in the cervical cancer screening.
Data from Fujian Province (2014‐2023) were used to establish
a discovery cohort to train the models. Additionally, EHR data
from 5 other regions—Shenzhen City, Foshan City, Hubei
Province, Gansu Province, and Guizhou Province—were

employed as an external cohort to validate the generalizability
of the models across diverse populations. Details on the study
design, as illustrated in Figure 1, are available in Appendix S1
in Multimedia Appendix 1.
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Figure 1. Study design. (A) We explored the data-driven cervical cancer prevention (CCP) subgroups by applying unsupervised machine learning to
a deeply phenotyped, population-based discovery cohort. In this population-based, external, and diagnostic validation study, we aimed to use different
machine learning methods to test our hypothesis (B) that individuals within distinct CCP subgroups exhibit differential risks of cervical precancer or
cancer based on their complex phenotypic profiles. After identifying CCP subgroups, we extracted CCP-specific risks of outcomes of interest (C)
conditionally on all predefined and algorithmically selected features through weighted logistic regression analyses providing average odds ratio (OR)
estimates. Additionally, we stratified individuals based on their key features to conduct subgroup analyses. Finally, we trained a supervised machine
learning model and developed pathways (D) to classify individuals using features most consistently linked to CCP subgroups before evaluating its
diagnostic validity and usability on an external cohort. Pathologically abnormal diagnoses consisted of CIN1, CIN2, CIN3, and carcinoma. UMAP:
uniform manifold approximation and projection; CCP: cervical cancer prevention; LCA: latent class analysis; NILM: negative for intraepithelial lesion
or malignancy; CIN1: cervical intraepithelial neoplasia grade 1; CIN2: cervical intraepithelial neoplasia grade 2; CIN3: cervical intraepithelial neoplasia
grade 3; CIN2+: cervical intraepithelial neoplasia grade 2 or worse; CIN3+: cervical intraepithelial neoplasia grade 3 or worse; OR: odds ratio; XGBoost:
eXtreme gradient boosting; SCREENing: clinical Subgroups for CeRvical cancEr prEvention using computational phenomaps and machine learning;
hrHPV: high-risk human papillomavirus; HPV: human papillomavirus.
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Ethical Considerations
This study was approved by the Ethics Committee of Fujian
Maternal and Child Health Hospital (2023KY141). No
additional informed consent was required for this analysis. All
participant data were deidentified prior to analysis. No images
of identifiable individuals are included in the manuscript or
supplementary materials.

Data Preprocessing
In line with the consensus that detecting and treating CIN2 or
CIN3 [25,26], key premalignant cervical conditions, can prevent
progression to invasive cervical cancer, our primary and
secondary outcomes were CIN2+ and CIN3+, respectively.
These outcomes were confirmed by histopathology and align
with those commonly used in previous studies [26-29]. We
selected features based on prior research [22,30-34] and input
from clinical, biostatistical, and epidemiological experts. These
included demographic characteristics, cervical cancer screening
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history, HPV infection status, and medical examination results.
Details on data preprocessing are provided in Appendix S1 in
Multimedia Appendix 1.

Unsupervised Machine Learning
We calculated phenotypic distances between individuals using
Gower’s distance [35], a dissimilarity metric suitable for mixed
continuous and categorical data. To visualize phenotypic
variation in the population, we employed uniform manifold
approximation and projection (UMAP) [36] to construct a
phenomap. This approach enhances interpretability by presenting
the distributions of individuals within a multidimensional
phenotypic space, capturing the full range of baseline
phenotypes. To identify and categorize the underlying CCP
subgroups in which individuals exhibit phenotypic similarity,
we employed and compared 3 methods to capture and validate
CCP diversity: k-means [37], latent class analysis [38], and
UMAP [39]. The final number of CCP subgroups was
determined by reaching a consensus across all 3 approaches.
Further details are provided in Appendix S1 in Multimedia
Appendix 1.

Risk Estimates and an Algorithm to Identify
Subgroups
To further explore the association between CCP subgroups and
outcomes of interest, we calculated CCP-specific risk estimates
(odds ratios, ORs) [40] and 95% CIs using inverse probability
weights [41]. Additionally, we trained an eXtreme gradient
boosting (XGBoost) algorithm [42] to predict 5 CCP subgroups
with differential risks of outcomes, as described in our previous
work [23]. Briefly, the model was trained and calibrated using
an isotonic regression algorithm, and internally validated in the
discovery cohort. The SHapley Additive exPlanations (SHAP)
method was employed to identify each feature’s relative
contribution [23,43] and enhance the model’s explainability.
Model performance was evaluated using OVR AUROC
(one-versus-rest area under the receiver operating characteristics
curve, extended for multiple classes), Brier score, and calibration
curves as primary metrics. In external validation, the model’s
diagnostic validity was assessed by comparing CCP-specific
ORs between datasets to evaluate cross-cluster and cross-dataset

risk differences. Further details are provided in Appendix S1
in Multimedia Appendix 1.

Developing Pathways to Improve Impact
We named our computational phenomapping strategy
SCREENing (clinical Subgroups for CeRvical cancEr
prEvention using computational pheNomaps and machine
learnING). To assess real-world usability and effectiveness, we
consulted 11 clinical experts and 3 epidemiologists on its clinical
relevance, justification, result interpretability, and potential
impact on screening strategies and public health policymaking.

Statistical Analysis
Given the importance of menopause in women, we specifically
examined CCP-specific risks across age using spline analyses,
with interaction tests to assess whether age modified these risks.
Subgroup analyses were also performed by stratifying women
based on key features. Details are provided in Appendix S1 in
Multimedia Appendix 1. We followed the Guidelines for
Developing and Reporting Machine Learning Predictive Models
in Biomedical Research [44] and the Transparent Reporting of
a multivariable prediction model for Individual Prognosis or
Diagnosis statement [45]. Data management was performed
using the lulab.utils R package [46]. All analyses [47] were
conducted using Python (version 3.11.6), SAS Enterprise Guide
(version 7.1), and R (version 4.3.2; R Foundation for Statistical
Computing).

Results

Characteristics of Cohorts
The study included 551,934 women (median age 49 years
[42,48]; 10% infected with hrHPV, 1.2% with HPV-16, and
0.6% with HPV-18) in the discovery cohort (Table 1) and 47,130
women (median age 37 years [32,45]; 16.6% with hrHPV, 3.9%
with HPV-16, and 1.4% with HPV-18) in the external cohort
(Table S3 in Multimedia Appendix 1). In the discovery cohort,
9932 were pathologically diagnosed with cervical abnormalities,
including 533 with carcinoma. In contrast, the external cohort
showed a higher prevalence of cervical abnormalities at 11.1%
(5251).
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Table . Characteristics by cervical cancer prevention (CCP) subgroups in the discovery cohort. Categorical features are summarized as numbers
(percentages), and continuous features as median (Q1, Q3), as appropriate.

Total

(n=551,934)

CCP4

(n=1642)

CCP3

(n=2278)

CCP2

(n=3770)

CCP1

(n=2242)
CCP0a

(n=542,002)

Characteristics

49.00 (42.00,
54.00)

48.00 (43.00,
54.00)

51.00 (44.00,
57.00)

48.00 (43.00,
55.00)

48.00 (42.00,
54.00)

48.00 (42.00,
54.00)

Age (years), medi-
an (Q1, Q3)

Race/ethnicity, n (%)

543,787 (98.52)1607 (97.87)2236 (98.16)3707 (98.33)2214 (98.75)534,023 (98.53)Han

4622 (0.84)20 (1.22)29 (1.27)30 (0.80)15 (0.67)4528 (0.84)Others

3525 (0.64)15 (0.91)13 (0.57)33 (0.88)13 (0.58)3451 (0.64)Missing

History of cervical cancer screening, n (%)

236 (0.04)0 (0.00)0 (0.00)2 (0.05)0 (0.00)234 (0.04)Missing

418,717 (75.86)1642 (100.00)2278 (100.00)3768 (99.95)0 (0.00)411,029 (75.84)No

132,981 (24.09)0 (0.00)0 (0.00)0 (0.00)2242 (100.00)130,739 (24.12)Yes

Time of previous screening, n (%)

800 (0.14)0 (0.00)0 (0.00)2 (0.05)13 (0.58)785 (0.14)Missing

418,717 (75.86)1642 (100.00)2278 (100.00)3768 (99.95)0 (0.00)411,029 (75.84)No previous
screening

66,610 (12.07)0 (0.00)0 (0.00)0 (0.00)1091 (48.66)65,519 (12.09)Within 3 years
from now

65,807 (11.92)0 (0.00)0 (0.00)0 (0.00)1138 (50.76)64,669 (11.93)More than 3 years
ago

Gynecological examination, n (%)

2182 (0.40)0 (0.00)0 (0.00)1 (0.03)1 (0.04)2180 (0.40)Missing

424,760 (76.96)0 (0.00)1568 (68.83)3763 (99.81)1508 (67.26)417,921 (77.11)Normal

124,992 (22.65)1642 (100.00)710 (31.17)6 (0.16)733 (32.69)121,901 (22.49)Abnormal

Positive for high-risk HPV b, c , n (%)

496,633 (89.98)67 (4.08)27 (1.19)206 (5.46)99 (4.42)496,234 (91.56)No

55,301 (10.02)1575 (95.92)2251 (98.81)3564 (94.54)2143 (95.58)45,768 (8.44)Yes

Positive for low-risk HPV d , n (%)

543,427 (98.46)1602 (97.56)1813 (79.59)3664 (97.19)2035 (90.77)534,313 (98.58)No

8507 (1.54)40 (2.44)465 (20.41)106 (2.81)207 (9.23)7689 (1.42)Yes

Positive for possible high-risk HPV e , n (%)

547,419 (99.18)1617 (98.48)1987 (87.23)3686 (97.77)2130 (95.00)537,999 (99.26)No

4515 (0.82)25 (1.52)291 (12.77)84 (2.23)112 (5.00)4003 (0.74)Yes

0.00 (0.00, 0.00)1.00 (1.00, 1.00)2.00 (2.00, 3.00)1.00 (1.00, 1.00)1.00 (1.00, 2.00)0.00 (0.00, 0.00)Number of HPV in-
fections

Positive for HPV-16, n (%)

545,497 (98.83)1199 (73.02)1494 (65.58)2745 (72.81)1684 (75.11)538,375 (99.33)No

6437 (1.17)443 (26.98)784 (34.42)1025 (27.19)558 (24.89)3627 (0.67)Yes

Positive for HPV-18, n (%)

548,555 (99.39)1508 (91.84)1887 (82.84)3442 (91.30)2002 (89.30)539,716 (99.58)No

3379 (0.61)134 (8.16)391 (17.16)328 (8.70)240 (10.70)2286 (0.42)Yes

Positive for HPV-31, n (%)

549,594 (99.58)1588 (96.71)2063 (90.56)3662 (97.14)2138 (95.36)540,143 (99.66)No
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Total

(n=551,934)

CCP4

(n=1642)

CCP3

(n=2278)

CCP2

(n=3770)

CCP1

(n=2242)
CCP0a

(n=542,002)

Characteristics

2340 (0.42)54 (3.29)215 (9.44)108 (2.86)104 (4.64)1859 (0.34)Yes

Positive for HPV-33, n (%)

548,534 (99.38)1562 (95.13)1978 (86.83)3608 (95.70)2096 (93.49)539,290 (99.50)No

3400 (0.62)80 (4.87)300 (13.17)162 (4.30)146 (6.51)2712 (0.50)Yes

Positive for HPV-35, n (%)

550,507 (99.74)1622 (98.78)2160 (94.82)3708 (98.36)2197 (97.99)540,820 (99.78)No

1427 (0.26)20 (1.22)118 (5.18)62 (1.64)45 (2.01)1182 (0.22)Yes

Positive for HPV-39, n (%)

547,026 (99.11)1600 (97.44)2021 (88.72)3638 (96.50)2092 (93.31)537,675 (99.20)No

4908 (0.89)42 (2.56)257 (11.28)132 (3.50)150 (6.69)4327 (0.80)Yes

Positive for HPV-45, n (%)

550,780 (99.79)1632 (99.39)2204 (96.75)3741 (99.23)2205 (98.35)540,998 (99.81)No

1154 (0.21)10 (0.61)74 (3.25)29 (0.77)37 (1.65)1004 (0.19)Yes

Positive for HPV-51, n (%)

546,816 (99.07)1565 (95.31)1954 (85.78)3590 (95.23)2053 (91.57)537,654 (99.20)No

5118 (0.93)77 (4.69)324 (14.22)180 (4.77)189 (8.43)4348 (0.80)Yes

Positive for HPV-52, n (%)

533,217 (96.61)1276 (77.71)1396 (61.28)3019 (80.08)1622 (72.35)525,904 (97.03)No

18,717 (3.39)366 (22.29)882 (38.72)751 (19.92)620 (27.65)16,098 (2.97)Yes

Positive for HPV-56, n (%)

548,940 (99.46)1610 (98.05)2076 (91.13)3682 (97.67)2133 (95.14)539,439 (99.53)No

2994 (0.54)32 (1.95)202 (8.87)88 (2.33)109 (4.86)2563 (0.47)Yes

Positive for HPV-58, n (%)

543,042 (98.39)1413 (86.05)1691 (74.23)3297 (87.45)1877 (83.72)534,764 (98.66)No

8892 (1.61)229 (13.95)587 (25.77)473 (12.55)365 (16.28)7238 (1.34)Yes

Positive for HPV-59, n (%)

549,668 (99.59)1620 (98.66)2124 (93.24)3710 (98.41)2180 (97.23)540,034 (99.64)No

2266 (0.41)22 (1.34)154 (6.76)60 (1.59)62 (2.77)1968 (0.36)Yes

Positive for HPV-66, n (%)

550,340 (99.71)1614 (98.29)2180 (95.70)3720 (98.67)2186 (97.50)540,640 (99.75)No

1594 (0.29)28 (1.71)98 (4.30)50 (1.33)56 (2.50)1362 (0.25)Yes

Positive for HPV-68, n (%)

547,650 (99.22)1604 (97.69)2018 (88.59)3654 (96.92)2124 (94.74)538,250 (99.31)No

4284 (0.78)38 (2.31)260 (11.41)116 (3.08)118 (5.26)3752 (0.69)Yes

Positive for HPV-11, n (%)

551,283 (99.88)1631 (99.33)2235 (98.11)3764 (99.84)2218 (98.93)541,435 (99.90)No

651 (0.12)11 (0.67)43 (1.89)6 (0.16)24 (1.07)567 (0.10)Yes

Positive for HPV-42, n (%)

550,345 (99.71)1639 (99.82)2175 (95.48)3745 (99.34)2199 (98.08)540,587 (99.74)No

1589 (0.29)3 (0.18)103 (4.52)25 (0.66)43 (1.92)1415 (0.26)Yes

Positive for HPV-43, n (%)

551,137 (99.86)1641 (99.94)2210 (97.01)3759 (99.71)2212 (98.66)541,315 (99.87)No
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Total

(n=551,934)

CCP4

(n=1642)

CCP3

(n=2278)

CCP2

(n=3770)

CCP1

(n=2242)
CCP0a

(n=542,002)

Characteristics

797 (0.14)1 (0.06)68 (2.99)11 (0.29)30 (1.34)687 (0.13)Yes

Positive for HPV-44, n (%)

550,307 (99.71)1636 (99.63)2201 (96.62)3753 (99.55)2212 (98.66)540,505 (99.72)No

1627 (0.29)6 (0.37)77 (3.38)17 (0.45)30 (1.34)1497 (0.28)Yes

Positive for HPV-6, n (%)

550,537 (99.75)1635 (99.57)2199 (96.53)3748 (99.42)2207 (98.44)540,748 (99.77)No

1397 (0.25)7 (0.43)79 (3.47)22 (0.58)35 (1.56)1254 (0.23)Yes

Positive for HPV-81, n (%)

549,047 (99.48)1632 (99.39)2136 (93.77)3747 (99.39)2178 (97.15)539,354 (99.51)No

2887 (0.52)10 (0.61)142 (6.23)23 (0.61)64 (2.85)2648 (0.49)Yes

Positive for HPV-53, n (%)

547,905 (99.27)1617 (98.48)2015 (88.45)3689 (97.85)2139 (95.41)538,445 (99.34)No

4029 (0.73)25 (1.52)263 (11.55)81 (2.15)103 (4.59)3557 (0.66)Yes

Cervical cytology examination, n (%)

44,739 (8.11)345 (21.01)438 (19.23)721 (19.12)489 (21.81)42,746 (7.89)NILMf

487,245 (88.28)0 (0.00)0 (0.00)7 (0.19)3 (0.13)487,235 (89.90)No examination
due to negative for
high-risk HPV

10822 (1.96)531 (32.34)721 (31.65)1185 (31.43)808 (36.04)7577 (1.40)ASC-USg

4337 (0.79)286 (17.42)546 (23.97)772 (20.48)488 (21.77)2245 (0.41)LSILh

189 (0.03)30 (1.83)13 (0.57)29 (0.77)18 (0.80)99 (0.02)AGCi

1349 (0.24)81 (4.93)159 (6.98)231 (6.13)99 (4.42)779 (0.14)Missing but posi-
tive for high-risk
HPV

1720 (0.31)145 (8.83)163 (7.16)363 (9.63)147 (6.56)902 (0.17)ASC-Hj

29 (0.01)6 (0.37)3 (0.13)9 (0.24)4 (0.18)7 (0.00)AGC-FNk

1487 (0.27)215 (13.09)233 (10.23)443 (11.75)185 (8.25)411 (0.08)HSILl

17 (0.00)3 (0.18)2 (0.09)10 (0.27)1 (0.04)1 (0.00)Carcinoma

Histopathological diagnosis, n (%)

542,002 (98.20)0 (0.00)0 (0.00)0 (0.00)0 (0.00)542,002 (100.00)NILM

6391 (1.16)948 (57.73)1445 (63.43)2456 (65.15)1542 (68.78)0 (0.00)CIN1m

82 (0.01)16 (0.97)15 (0.66)29 (0.77)22 (0.98)0 (0.00)CIN2n

2865 (0.52)485 (29.54)716 (31.43)1113 (29.52)551 (24.58)0 (0.00)CIN2/3o

61 (0.01)13 (0.79)13 (0.57)19 (0.50)16 (0.71)0 (0.00)CIN3p

JMIR Public Health Surveill 2025 | vol. 11 | e67840 | p.36https://publichealth.jmir.org/2025/1/e67840
(page number not for citation purposes)

Lu et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Total

(n=551,934)

CCP4

(n=1642)

CCP3

(n=2278)

CCP2

(n=3770)

CCP1

(n=2242)
CCP0a

(n=542,002)

Characteristics

533 (0.10)180 (10.96)89 (3.91)153 (4.06)111 (4.95)0 (0.00)Carcinoma

aCCP: cervical cancer prevention.
bHPV: human papillomavirus.
chigh-risk HPV: HPV-16/18/31/33/35/39/45/51/52/56/58/59/66/68.
dlow-risk HPV: HPV-11/40/42/43/44/6/61/72/81.
epossible high-risk HPV: HPV-53/70/73/82/83.
fNILM: negative for intraepithelial lesion or malignancy.
gASC-US: atypical squamous cells of undetermined significance.
hLSIL: low-grade squamous intraepithelial lesion.
iAGC: atypical glandular cells.
jASC-H: atypical squamous cells, cannot exclude high-grade squamous intraepithelial lesion.
kAGC-FN: AGC-favor neoplastic.
lHSIL: high-grade squamous intraepithelial lesion.
mCIN1: cervical intraepithelial neoplasia grade 1.
nCIN2: cervical intraepithelial neoplasia grade 2.
oCIN2/3 is reflective of CIN2 or CIN3, i.e., HSIL; carcinoma consists of AIS (adenocarcinoma in situ) and cancer.
pCIN3: cervical intraepithelial neoplasia grade 3.

Data-Driven Subgroups
The discovery cohort was extensively phenotyped based on 31
features (Figure 2). Visual assessment of the risk phenomaps
revealed that nearly all 6 features were heterogeneously
distributed in the phenomic space to varying degrees, indicating
distinct phenotypic neighborhoods. In the discovery cohort, the
CCP subgroups identified across 3 algorithms and all metrics
were stable (Figure 3A and Table S4 in Multimedia Appendix
1), with the optimal number of clusters being 4 in the
subpopulation of 9932 women with cervical abnormalities. The
distribution of cervical abnormalities across subgroups is
presented in Figure 3B. Additionally, women with normal

screening results were treated as another CCP subgroup (Table
1). Following a detailed analysis of each subgroup’s features,
we labeled the 5 identified subgroups as follows: (0) healthy,
(1) early onset, (2) screening-targeted, (3) late onset, and (4)
carcinoma-specific. CCP1 had the highest prevalence of CIN1,
while CCP4 had the highest prevalence of carcinoma (Figure
3C). Most features were able to discriminate well between the
subgroups. In the external cohort, the subgroups were consistent
(Table S3 in Multimedia Appendix 1), though CCP1 was not
identified due to missing information on previous screenings.
The distribution of subgroups was similar across the discovery
and external cohorts, with CCP0 being the most common
subgroup and CCP4 having the highest prevalence of carcinoma.
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Figure 2. Manifold representations of the phenotypic architecture of 9932 individuals pathologically diagnosed with cervical abnormality from the
discovery cohort (N=551,934). A total of 9932 individuals are embedded in the phenotypic space based on dissimilarity metrics (Gower’s distance)
derived from 31 included phenotypic features; thus, phenotypically similar women tend to be topologically closer. In the subfigures, each dot represents
an individual, with coloring based on the value of features. Since the dimensionality reduction is nonlinear, axes have been omitted, and only the
comparisons between distances are meaningful. Pathologically abnormal diagnoses consisted of CIN1, CIN2, CIN3, and carcinoma. 14 high-risk HPV:
HPV-16/18/31/33/35/39/45/51/52/56/58/59/66/68; low-risk HPV: HPV-11/40/42/43/44/6/61/72/81; possible high-risk HPV: HPV- 53/70/73/82/83.
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Figure 3. Determination of the 5 CCP subgroups with differential risks of CIN2+/CIN3+. (A) Elbow plot to determine the optimal number of clusters.
Across 3 algorithms (k-means, LCA, and UMAP), identified CCP subgroups were stable, with the optimal number of clusters being 4 in 9932 women
pathologically diagnosed with cervical abnormality. Women with normal screening test findings were considered as one independent CCP subgroup
free of cervical cancer (Table 1). (B) Relative prevalence of pathologically abnormal diagnoses across CCP subgroups. For each pathologically abnormal
diagnosis, the highest prevalence was designated as 100%, and the prevalence in each of the other CCP subgroups was relative to that prevalence
(0‐100). (C) Characteristics of CCP subgroups. (D) CCP-specific risk estimates of CIN2+/CIN3+ compared with the CCP1 subgroup. Adjusted ORs
(dots) and 95% CIs (error bars) are presented. The dashed line marks an OR of 1.00; lower limits of 95% CIs with values greater than 1.00 indicate
significantly increased risk. (E) The CCP-specific risks of CIN2+/CIN3+ across age compared with the CCP1 subgroup. Age was transformed into a
restricted cubic spline function for the analyses. P value was based on 2-sided Chi-squared test on the interaction between age and CCP subgroups. A
P value of <.05 suggests that age modifies the association between CCP subgroups and CIN2+/CIN3+. Light-colored bands represent 95% CIs. (F)
Subgroup analyses of CCP-specific risk estimates of CIN2+/CIN3+ compared with the CCP1 subgroup. Adjusted ORs (dots) and 95% CIs (error bars)
are presented. The dashed line marks an OR of 1.00; lower limits of 95% CIs with values greater than 1.00 indicate significantly increased risk. Empty
subfigures suggest insufficient samples for the analysis. AIC: Akaike information criterion; BIC: Bayesian information criterion; SABIC: sample
size-adjusted BIC; CCP: cervical cancer prevention; CIN1: cervical intraepithelial neoplasia grade 1; CIN2: cervical intraepithelial neoplasia grade 2;
CIN3: cervical intraepithelial neoplasia grade 3; CIN2+: cervical intraepithelial neoplasia grade 2 or worse; CIN3+: cervical intraepithelial neoplasia
grade 3 or worse; OR: odds ratio; hrHPV: high-risk human papillomavirus.
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Risk Estimates and Diagnostic Validity
In the diagnostic validity analysis of the discovery cohort (Figure
3D), women in CCP2-4 exhibited a significantly increased risk
of both CIN2+ (CCP2: OR 2.07, 95% CI [2.03‐2.12]; CCP3:
3.88 [3.78‐3.97]; CCP4: 4.47 [4.33‐4.63]) and CIN3+ (2.10
[2.05‐2.14]; 3.92 [3.82‐4.02]; 4.45 [4.31‐4.61]) compared
to CCP1. Risk analysis across age groups showed that the risks
for CIN2+/CIN3+ were evident in the age ranges of 34‐47
and 60‐65 in CCP2, 26‐61 in CCP3, and 35‐60 in CCP4,

respectively (Figure 3E). Interaction analyses between age and
subgroups revealed that the risks of CIN2+/CIN3+ increased
with age in the 34‐39 and 60‐65 age ranges in CCP2, in the
35-43/44 age range in CCP4. Conversely, the risks decreased
with age in CCP2 within the 40‐47 age range and in CCP4
within the 45‐60 age range (all P for interaction <.001).
Subgroup analyses indicated that the risks for CIN2+/CIN3+
were present across nearly all subgroups, categorized by age,
race, gynecological examination, screening history, hrHPV
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infection, and number of infections (Figure 3F and Table S5 in
Multimedia Appendix 1).

SHAP analysis identified the top 10 key features for prediction,
including the number of infections, screening history,
gynecological examination, hrHPV infection, cervical cytology,
time since previous screening, HPV-16/18 infection, age, and
possible hrHPV infection (Figure 4A). The final XGBoost model
demonstrated excellent discrimination (OVR AUROC 0.995
[0.994‐0.996]), with CCP0 showing the lowest AUROC of
0.987 [0.985‐0.989], and strong calibration (Brier score 0.021
[0.020‐0.022]) (Figure 4B–C and Table S6 in Multimedia
Appendix 1). For the external diagnostic validity of the
identified subgroups, women in CCP2-4 showed differential

and increased risk for both CIN2+ (CCP2: 5.54 [3.27‐8.86];
CCP3&4: 26.56 [24.44‐28.88]) and CIN3+ (7.53
[3.90‐13.18]; 29.47 [26.46‐32.86]) compared to CCP0. The
cross-cluster risk differences were consistent across the
discovery and external cohorts. To illustrate the model’s
explainability, Figure 4D presents the SHAP plot for a woman
in the CCP4 subgroup, who had no previous screening and
tested positive for HPV-16 and CIN1 based on cervical cytology.
Given this information, our model predicted an elevated risk of
CCP4. Additionally, a screenshot of our browser-accessible
tool based on the model developed in this study, to clarify how
the model can be easily accessed via a browser in clinical
settings, is shown in Figure S1 in Multimedia Appendix 1.
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Figure 4. Feature importance, discrimination, calibration, explainability, and external diagnostic validity. (A) The top 20 features for prediction of
CCP subgroups with differential risks of CIN2+/CIN3+ are shown. The y-axis represents the features included in the model development (in descending
order of importance), and the x-axis indicates the mean of SHAP values. The 10 most important features were selected to train the final parsimonious
model. (B) ROC curves in the internal validation from the discovery cohort. The dark purple line represents the macro-average of all 5 CCP subgroups.
(C) Calibration curve of the alignment between predicted and observed CCP subgroups for the final model. The solid line corresponds to the calibration
curve, with the dashed line corresponding to a reference for perfect calibration (ie, perfect alignment between the predicted and observed probabilities).
(D) Explanation of the SCREENing tool (ie, the inference process of the final model with a woman in the CCP4 subgroup). (E) In external validation,
to assess cross-cluster and cross-dataset risk differences, the model was measured and compared by diagnostic validity (CCP-specific ORs) between
datasets. CCP: cervical cancer prevention; hrHPV: high-risk human papillomavirus; lrHPV: low-risk human papillomavirus; SHAP: SHapley Additive
exPlanations; AUC: area under receiver operating characteristics curve; XGBoost: eXtreme gradient boosting.
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Developed Pathways
Based on our analyses, we proposed a triple SCREENing
strategy to prioritize CCP subgroups with varying CIN2+/CIN3+
risks: (1) top priority for colposcopy referrals to women in
CCP3-4 in resource-constrained settings, (2) higher priority
given for scaling up organized, population-based HPV screening
programs (with adequate follow-up) for women in CCP1-2, and
(3) lowest priority for CCP0 women, with large-scale screening
limited to resource-rich settings. To assess its impact, we
evaluated the real-world usability and effectiveness of
SCREENing. Sample clinicians reported that the identified
subgroups and included features were clinically relevant for
risk-based cervical cancer management, particularly for
colposcopy referrals in CCP3-4. They also found the strategy
transparent, interpretable, and generalizable across clinical
settings, with the browser-accessible model feasible and
effective for indicating risk probabilities during consultations.
Sample epidemiologists highlighted the strategy’s potential to
advance screening practices, public health policies, and trial
design by enabling phenomapping, estimating subgroup-specific
risk profiles, and establishing high-performance, cost-effective
CCP for resource-limited regions. They noted its capability for
testing effectiveness and cost-effectiveness in well-designed,
prospective studies.

Discussion

This study represents one of the largest EHR analyses to date,
employing diverse machine learning methods and robust
validation approaches to classify subgroups and predict
CIN2+/CIN3+ risk. By leveraging comprehensive and
interconnected phenotypic features, our study identified 5 CCP
subgroups with varying risks. CCP2–4 had significantly higher
risks of CIN2+ (CCP2: OR 2.07 [95% CI: 2.03‐2.12], CCP3:
3.88 [3.78‐3.97], CCP4: 4.47 [4.33‐4.63]) and CIN3+ (CCP2:
2.10 [2.05‐2.14], CCP3: 3.92 [3.82‐4.02], CCP4: 4.45
[4.31‐4.61]) compared to CCP1 (P<.001), consistent with the
direction of results observed in the external cohort. Our findings
offer a robust foundation for the proposed triple SCREENing
strategy. This tailored approach prioritizes high-risk subgroups,
providing actionable insights for cervical cancer prevention,
particularly in LMICs.

To this end, various approaches, including single-cell
transcriptomic analysis [49], sequence and phylogenetic analysis
[50,51], and cluster analysis [48,52-54], have been employed
to define genetic and cellular heterogeneity [55] in cervical
cancer. These studies suggest that distinct subpopulations exhibit
heterogeneous risk effects, linking individual features to varying
absolute cervical cancer risk. Our 5 CCP subgroups align with
findings from 2 major population-based clustering studies
[56,57]. One study used a Poisson regression–based CEM
clustering algorithm [56] to identify clusters of Indian states
with similar cervical cancer incidence patterns. However, due
to its focus on approximating missing data on sexual behavior,
HPV prevalence, or cervical cancer incidence [56], the clusters
were not ideal for screening purposes. That study did not provide
sufficient details to estimate cluster-specific risks, and its
reliance on features not typically available in routine screening

limited real-world applicability. Additionally, strict model
assumptions and the inclusion of relatively few features further
constrained its generalizability. Another study performed
hierarchical clustering of HPV-related methylation sites to
identify subgroups of patients with cervical cancer [57]. While
informative for prognosis and clinical management, the 3
clusters were not designed for cervical cancer screening. Instead,
they are more suitable for guiding prognosis assessment, refining
risk stratification, and optimizing treatment strategies in clinical
practice.

In contrast, our study, specifically designed for cervical cancer
screening, identified complex interactions among factors such
as the number of infections, screening history, gynecological
examination, hrHPV and HPV-16/18 infections, cervical
cytology, time since previous screening, age, and possible
hrHPV infection as key determinants of the 5 CCP subgroups
with varying CIN2+/CIN3+ risks. Compared to previous studies
[56,57], our design and identified subgroups are more
representative of real-world cervical cancer screening.
Leveraging the comprehensive and interconnected phenotypic
features from EHRs, our algorithm extracted CCP-specific risk
estimates, providing a robust foundation for the proposed triple
SCREENing strategy. This strategy prioritizes subgroups with
differential CIN2+/CIN3+ risks, offering a tailored approach
to CCP. We recommend implementing SCREENing as a
supplemental tool to existing guidelines [58-60], while
accounting for the unique priorities and constraints of LMICs.
SCREENing enables clinicians to perform effective, risk-based
screening, followed by adequate diagnosis, surveillance, and
management, while empowering policy makers to optimize
public health policies and resource allocation. This approach
has the potential to mitigate resource shortages in LMICs, reduce
delays in diagnosis and treatment, and enhance screening
efficiency by focusing efforts on high-risk populations,
ultimately maximizing population-level benefits. Additionally,
our analysis highlights the modifying effect of age on
CCP-specific CIN2+/CIN3+ risks, emphasizing the need for
greater attention to menopause and age [61] in cervical cancer
screening strategies.

Methodologically, our study advances the external validation
of machine learning algorithms for identifying subgroups and
predicting cervical precancer or cancer risk using large-scale
routine EHRs—a rarity in previous studies, which have often
been limited to small samples. Our robust, structured framework
of internal, external, and diagnostic validation enhances the
acceptability and generalizability of unsupervised and supervised
machine learning approaches in routine CCP and is adaptable
to other diseases. The identified subgroups demonstrated good
accuracy and diagnostic validity for CIN2+/CIN3+ both within
and across datasets, though performance was lower in scenarios
with missing key features. Differences in diagnostic validity
across datasets may reflect variations in HPV infection patterns
and previous screening histories, which influence the distribution
of risk factors. Our findings of 5 subgroups and the proposed
strategy are novel, offering a framework for assessing validity
in screening, follow-up surveillance, and treatment for cervical
cancer. This study signals the potential for more effective and
targeted approaches to CCP.
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This study represents one of the largest EHR analyses to date,
employing multiple machine learning methods, datasets, and
validation approaches to classify subgroups and predict
CIN2+/CIN3+ risk. However, there are several limitations. First,
a major limitation of this study is that our models were not
externally validated beyond China. HPV infection patterns and
the epidemiology of cervical abnormalities differ across
countries and regions, which may impact the generalizability
of our models. Given this variability, and although we used data
from 5 distinct regions within China, we strongly recommend
further validation of our models’ performance before applying
them in settings not included in this study. We acknowledge
that externally validating the model in additional multicenter
studies worldwide is crucial for assessing its transferability and
applicability across different clinical settings. Additionally, the
tool may face challenges in fully adapting to various real-world
scenarios when implemented outside the controlled validation
environment of this study. To address these concerns, we plan
to conduct independent external and prospective validations,
as well as pilot implementation across diverse clinical settings
in future studies. These efforts will evaluate the model’s
effectiveness using a wider range of data, particularly in the
context of real-world cervical cancer prevention across regions
beyond those included in this study. We also encourage
independent researchers to validate our model in their own
settings, where feasible. While this study marks a significant
step in the development of the SCREENing tool, we
acknowledge that further research and validation are necessary
to establish its effectiveness in real-world applications.

Second, we acknowledge that the use of retrospective EHR data
may introduce biases and may not fully capture the real-time
challenges of clinical practice. These challenges include issues
such as missing data, data errors, and the heterogeneity of EHR
systems across different settings. Although we made efforts to
control for the quality of the EHR data, it remains inherently
difficult to fully address these concerns without significant

infrastructure changes, as well as ongoing monitoring and data
validation. Therefore, we explicitly caution that the findings of
this study should be interpreted with caution. In light of this
limitation, future studies should aim to bridge the gap between
retrospective analyses and the practical challenges of data
collection in clinical settings. Third, while this study focused
on routine EHR data, we acknowledge that incorporating
multi-omics data—such as genomic, proteomic, and imaging
data—could further enhance the model’s robustness and
performance, providing valuable new insights into cervical
abnormalities. We propose this as an area for future research to
better understand the progression of cervical cancer and to offer
novel perspectives on controlling and eliminating cervical
cancer. Fourth, due to the limitations of routinely collected EHR
content, we were unable to include several key sexual behavior
features, such as the number of sexual partners and oral
contraceptive use [62], in our analyses. These factors are known
to significantly influence HPV infection and cervical cancer
risk. While the model in this study demonstrated high
performance, the absence of such data constrained our ability
to further analyze the impact of sexual behaviors on findings,
such as subgroup characterization, which could provide valuable
insights. We recommend that future studies incorporate these
data to validate our findings and offer a more comprehensive
understanding of this field.

In conclusion, this study underscores the potential of leveraging
machine learning algorithms and large-scale routine EHRs to
enhance cervical cancer prevention strategies. By identifying
key determinants of CIN2+/CIN3+ risk and classifying 5 distinct
subgroups, our study provides a robust, data-driven foundation
for the proposed triple SCREENing strategy. This approach
prioritizes tailored prevention efforts for subgroups with varying
risks, offering a novel and scalable tool to complement existing
cervical cancer screening guidelines. Future work should focus
on independent external and prospective validation to maximize
the global impact of this strategy.
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Abstract

The COVID-19 pandemic proved how sharing of genomic sequences in a timely manner, as well as early detection and surveillance
of variants and characterization of their clinical impacts, helped to inform public health responses. However, the area of (re)emerging
infectious diseases and our global connectivity require interdisciplinary collaborations to happen at local, national and international
levels and connecting data to understand the linkages between all factors involved. Here, we describe experiences and lessons
learned from a COVID-19 pilot study aimed at developing a model for storage and sharing linked laboratory data and
clinical-epidemiological data using European open science infrastructure. We provide insights into the barriers and complexities
of internationally sharing linked, complex cohort datasets from opportunistic studies for connected data analyses. An analytical
timeline of events, describing key actions and delays in the execution of the pilot, and a critical path, defining steps in the process
of internationally sharing a linked cohort dataset are included. The pilot showed how building on existing infrastructure that had
previously been developed within the European Nucleotide Archive at the European Molecular Biology Laboratory-European
Bioinformatics Institute for pathogen genomics data sharing, allowed the rapid development of connected “data hubs.” These
data hubs were required to link human clinical-epidemiological data under controlled access with open high dimensional laboratory
data, under FAIR (Findable, Accessible, Interoperable, Reusable) principles. Based on our own experiences, we call for action
and make recommendations to support and to improve data sharing for outbreak preparedness and response.

(JMIR Public Health Surveill 2025;11:e63996)   doi:10.2196/63996
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data sharing; data management; open science; COVID-19; emerging infectious disease; global health

Introduction

The COVID-19 pandemic proved in a real-case scenario how
rapid FAIR (Findable, Accessible, Interoperable, Reusable) [1]
sequence data sharing was used to inform public health response
policies [2]. An international collaboration, the Reconciliation
of Cohort data in Infectious Diseases (ReCoDID) [3], a 4-year
project that began in January 2019, was funded by the European
Commission’s Horizon 2020 programme with a focus on the
global response to emerging pathogens. Building on existing
infrastructures and partnerships, the consortium was funded to
develop a sustainable model for the storage, curation, and
analyses of complex datasets collected from infectious disease

related cohorts to facilitate and speed up outbreak research. In
2020, a pilot study was developed within this project using
COVID-19 data from Erasmus Medical Center (Erasmus MC)
as a use-case. The incentive was that in an ongoing global
COVID-19 pandemic, linking data for connected data analysis
with the potential to better understand the disease would be of
public interest and of public health importance. The aim of the
pilot was to test the potential for sharing linked laboratory data
and clinical-epidemiological (CE) data in the evolving European
infrastructure for open science in a centralized model. The
centralized model, as opposed to a decentralized or federated
data sharing model, was chosen for this pilot because we wanted
to build on existing infrastructure [4,5]. The model has the
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potential of hosting and curation of large datasets, the benefit
of standardized data input and output leading to interoperability,
easing re-analysis by others necessary for improved prediction
and preparedness on global, EU and national level, as was
needed for a newly emerged outbreak. A decentralized or
federated data sharing model has the benefit of not needing to
move the data, but the consequences often manifest themselves
in no sharing or limited sharing and linking of datasets, difficulty
to apply federated data analyses across a wide range of data
formats and sources, with predictions and preparedness
happening more at local or regional level. Given the diversity
of datasets and the complexity of sharing data from clinical
research and in line with the rapidly evolving situation during
the COVID-19 pandemic, we wanted to learn what it would
take to release linked data from opportunistic studies, rather
than pre-approved cohort data.

Here, we describe experiences and lessons learned from this
pilot, providing insights into the complexities of internationally
sharing linked, cohort datasets for connected data analyses.

Pilot Set Up

The following sections have references to the timeline
(Multimedia Appendix 1) in which the steps taken to set up and
complete a pilot with a small but complex, linked dataset from
opportunistic COVID-19 clinical and laboratory research studies
as done in (academic) hospital settings are shown. We divided
these steps into the following categories: data identification and
acquisition, ethics and legal requirements (data protection), data
harmonization, and data storage and delivery. Starting in
November 2020, meetings took place with basic researchers
and clinical scientists who had generated COVID-19 data as
part of pandemic related research [6,7]. The drafted data map
illustrated how complex the seemingly “simple” datasets
(clinical, genomic, pathogen genomic, and high-dimensional
laboratory) were. Different data sharing rules and governance
for different parts of the datasets existed, and different identifiers
and platforms for data capture and storage had been used. It
became apparent that these procedures were not unique to

COVID-19 pandemic and were common practice at the hospital.
Finally, after a further meeting with the involved scientists to
discuss datasets that could be linked in a pilot, a small cohort
of 151 patients (intensive care unit and non–intensive care unit)
who had tested SARS-CoV-2 positive (reverse transcription
polymerase chain reaction) between May 2020 and May 2021
was selected for inclusion in the pilot, for whom several data
types were partially available, including SARS-CoV-2 viral
whole genomes, protein-microarray serological readouts, T-
and B-cell data as well as CE data (data identification and
acquisition).

Due to the extensive legal discussions around data sharing
(ethics and legal requirements), the implementation of the
long-term model of the ReCoDID data workflow was brought
to a standstill (see “Enablers and Barriers Affecting the
Execution of the Pilot” ). Therefore, a slightly deviated dataflow
model for the pilot was agreed on. The deviation was solely
focused on CE data and meant that instead of Heidelberg
University Hospital (UKHD) transferring harmonized CE data
directly to the European Genome-Phenome Archive (European
Molecular Biology Laboratory-European Bioinformatics
Institute [EMBL-EBI]), the harmonized CE data were
transferred back from UKHD to Erasmus MC, and Erasmus
MC carried out the CE data submission to the European
Genome-Phenome Archive, including a further data processing
agreement (Figure 1). This change was necessary to circumvent
one of the barriers (”Adherence to GDPR, and differences in
its interpretation” in Table 1) and to move forward with the
pilot and to facilitate the development of the connected datasets
platform. Furthermore, the Erasmus MC’s legal and privacy
offices and the institute’s COVID-19 clinical database team
(established in June 2020) were contacted to discuss the aim of
the pilot, the access procedures to the CE data, as well as all
other steps and legal requirements for sharing the CE data
internationally. For this purpose, a Data Protection Impact
Assessment was carried out. A data access request for CE data
though the Erasmus MC’s COVID-19 clinical database was
also required (ethics and legal requirements).
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Figure 1. Overview of Erasmus Medical Center (EMC)’s pilot dataflow, linkage and presentation for EMC’s connected dataset pilot. The roles of the
participating institutes within this pilot were as follows. EMC: mobilization and consolidation of the datasets (data identification and acquisition) by
the EMC team at the source within EMC, participant-level and derived BioSample record registration to include metadata about biological samples,
linking and submission of all data to repositories within the European Molecular Biology Laboratory-European Bioinformatics Institute (EMBL-EBI)
infrastructure including deposition of clinical-epidemiological (CE) data under controlled access at European Genome-Phenome (EGA), depositions
of viral sequences at the European Nucleotide Archive (ENA), B-cell and T-cell data, as well as antibody profiles at BioStudies and ArrayExpress
repositories, respectively, and setting up a data access committee (DAC) and data access agreement (DAA) (data storage and delivery); University
Hospital Heidelberg (UKHD): harmonization of the CE data and data dictionary at UKHD according to international standards (data harmonization);
EMBL-EBI: provided the process for data linking on a participant level, including linking of the CE data to omics data types, using the hierarchical
BioSamples database model and presentation of EMC’s cohort study in the Reconciliation of Cohort data in Infectious Diseases Cohort Browser (data
storage and delivery). All steps taken in this process (numbered arrows) are also numbered in the key entitled “Process Steps.”
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Table . Enablers and barriers that affected the Erasmus Medical Center (Erasmus MC) pilot’s execution.

Category of actionsStakeholdersDescription of enablers and barriers

Enabler Description

Ethics and legal requirementsAcademic hospitals or institutes    Active support from legal advisors or GDPRa

specialists. Navigating the complexity of regula-
tions governing data sharing, such as the GDPR,
and to apply these accordingly, requires expert
privacy and legal knowledge. The active support
from legal or GDPR specialists was therefore
pivotal in defining the process of dataflow within

ReCoDIDb.

Data storage and deliveryResearchers; European Union and national
funding agencies

    Building forward on existing infrastructure for
sharing (biomedical) data, allowed the rapid de-
velopment of the connected data hubs to include
controlled access sensitive data for/in this pilot.

AllResearchers; European Union and national
funding agencies

    Building forward on existing collaborations,
as developed in ReCoDID and COMPARE
(Collaborative Management Platform for Detec-
tion and Analyses of (Re)emerging and Food-
borne Outbreaks in Europe) [8], facilitated the
steps in the pilot and helped to further build trust
necessary for data sharing between participants.
The collaboration between the data provider or
controller (Erasmus MC) and the respective

EMBL-EBIc repositories, as well as between the
EMBL-EBI repositories, was needed in this pilot
to drive further developments and to extend the
existing infrastructures to host and present con-
nected datasets.

AllAcademic hospitals or institutes    Dedicated data scientist championing the pilot.
Acquiring data from different sources and sys-
tems and collected by various specialist teams,
linking such data, and ensuring the (legal) require-
ments are fulfilled before sharing such data, is
cumbersome and time-consuming. A dedicated
data scientist, supported by encouragement and
advocacy of the principal investigator for data
sharing amongst researchers, ensured the pilot
kept moving ahead.

Barrier Description

Ethics and legal requirementsEuropean Union and national governments; su-

pervisory authoritiesd
    Adhering to GDPR, and differences in its in-
terpretation. The data workflow gave rise to legal
issues in the context of the GDPR, with regards
to GDPR roles (eg, controller vs processor), po-
tential liabilities, different interpretations of Ar-
ticle 49 (d) (Derogations for specific situations,
important reasons of public interest), also in re-
gard to the transfer of data to international orga-
nizations (here: EMBL-EBI), and resulted in
long-lasting legal discussions to define the pro-
cess of dataflow within ReCoDID.
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Category of actionsStakeholdersDescription of enablers and barriers

Data identification and acquisition; data storage
and delivery

Academic hospitals or institutes; researchers;
European Union and national funding agencies

    Insufficient FAIRificatione and sharing of
initial data. Lack of both mandatory FAIRifica-
tion and sharing rules and specialized staff in
inter-pandemic times led to a situation during
the pandemic, when time and resources were
naturally scarce, often differently prioritized and
competing priorities existed, where FAIRification
and data sharing was not the main priority. This
also led to a situation where harmonization of

CEf data according to international standards

(WHO-ISARICg format) [9] was delayed or not
completed.

Data identification and acquisitionAcademic hospitals or institutes; researchers;
European Union and national funding agencies

    Insufficient interoperability of the data. Estab-
lishing linkages between CE data and correspond-
ing high-dimensional lab data was challenging,
and the availability of overlapping data types
was limited. Various identifiers were used for
CE data and derived high-dimensional laboratory
data, and metadata was not fully harmonized,
making it difficult to establish linkages. Further-
more, as high-dimensional data types were gen-
erated in separately funded projects, a limited
amount of overlap in high-dimensional data types
existed for the patients.

    Issues contributing to difficulty in CE data
acquisition
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Category of actionsStakeholdersDescription of enablers and barriers

Data identification and acquisitionAcademic hospitals or institutes• Competing priorities: there was a plethora
of clinical studies to be entered into the in-
stitute’s COVID-19 clinical database. Con-
sequently, there were difficulties in getting
approval for prioritization of data entry and
data access for this project. Finally, over
time there was a reduced interest with de-
creasing burden of COVID-19 in complet-
ing the data entry of CE data.

• Time consuming and resource intensive
handling and storage of CE data: CE data
was stored at different specialized hospital
health record systems, that allowed only
partial automation of data entry into the in-
stitute’s COVID-19 clinical database, and
records needed to be administered individu-
ally. During a time when clinical services
were overburdened with COVID-19 cases
this resulted in a backlog of CE data that
needed to be entered into the institute’s
database.

• Discontinued institutional funding and sup-
port for its COVID-19 clinical database:
after one year (in 2021), the database was
discontinued and subsequently placed under
different management. This delay also
meant that additional requirements, eg, re-
lated to data protection and ethics, had to
be met before CE data could be accessed
and shared.

aGDPR: General Data Protection Regulation.
bReCoDID: Reconciliation of Cohort data in Infectious Diseases.
cEMBL-EBI: European Molecular Biology Laboratory-European Bioinformatics Institute.
dThe supervisory authorities (barrier “Adhering to GDPR, and difference in its interpretation”) refer to the independent public authorities in each Member
State responsible for monitoring the application of the GDPR.
eFAIR: Findable, Accessible, Interoperable, Reusable.
fCE: clinical-epidemiological.
gWHO-ISARIC: World Health Organization-International Severe Acute Respiratory and emerging Infection Consortium.

Linking of Different Data Types

At the time of conducting this pilot, submission of SARS-CoV-2
viral genomes to repositories such as EMBL-EBI’s European
Nucleotide Archive (for raw sequences) and GISAID [10] (for
consensus sequences) was done routinely, other laboratory
datasets (protein-microarrays, T- and B-cell data) were not
shared. To link SARS-CoV-2 genomes to the other datasets a
check was done to verify whether viral genomes had been
submitted from the 151 individuals. This exercise required
iterative rounds of mapping 4 different identifiers. The internal
mapping exercise further revealed the partiality of all other
datasets for the individuals included in this cohort. Serum
antibody profiles generated using protein-microarrays were
available for 40 patients, T-cell phenotype and reactivity data
for 28 patients and clonal antibody cross-reactivity data using
B-cell profiling for 17 patients out of 151 selected patients in
the cohort. For 7 patients out of 151 all data types were
available.

Configuration of Data Infrastructure and
Data Delivery

With the exception of the viral genomes that were routinely
submitted to known repositories (refer to “Linking of different
data types” section), for storage and linkage of the dataset it
was needed to identify suitable respositories for all other
laboratory datasets. This meant establishing where new pilot
data types could be hosted, and how the EMBL-EBI system
could be leveraged to link all pilot datasets within the
EMBL-EBI system, so that the datasets could be eventually
also “presented” through a Cohort browser [11]. Although the
EMBL-EBI repositories were not fully designed to host one of
our data types (T-cell) it was possible to submit the outputs with
some adjustments to the format as proof of concept. This leaves
room for discussion between the respective researchers and the
EMBL-EBI to allow for a more routine application.

The upload of the last Erasmus MC pilot datasets was completed
in November 2022. To link all datasets EMBL-EBI’s BioSample
database [12] was used with a hierarchical model allowing
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linkage between individuals and their derived samples. With
the completion of linking all data types on participant level and
presentation of all datasets through the Cohort browser, the pilot
was considered as completed (data storage and delivery) in
December 2022 [13]. Study level metadata and links to the
datasets in the corresponding repositories can be accessed
through the Cohort browser and the BioSamples browser at
EMBL-EBI [14].

Enablers and Barriers Affecting the
Execution of the Pilot

Several enablers and barriers were identified that either
facilitated or hampered the execution of this pilot, respectively
(Table 1). The main category of actions affected by these
barriers and enablers was also identified, as well as the main
stakeholder(s) to influence the enablers and barriers.

Several barriers significantly delayed the sharing of a linked
dataset in this pilot. The barriers associated with complying
with ethics and legal requirements, and with data identification
and acquisition, caused the most evidential delays. Some of
these barriers tended to reinforce each other, particularly due
to shared underlying issues, such as the siloed nature of clinical
and complex laboratory data collection and storage. At the start
of the pilot, CE data was in different hospital systems, and not
yet integrated into the (newly established) institute’s database
for COVID-19 patient related CE data (”Issues contributing to
difficulty in CE data acquisition” in Table 1). Derived high
dimensional laboratory data was stored in different systems,
separate from patient and diagnostic databases (“Insufficient
FAIRification and sharing of initial data”). This was a result of
data being gathered by multiple different specialist teams, often
for separately funded projects, as well as the lack of linked data
infrastructures capturing both patient and (raw) laboratory data,
which is typical for hospital systems. Furthermore, the
COVID-19 pandemic was characterized by a fragmented funding
landscape. Many projects were funded, often focusing on a
specific research question or field, thereby reinforcing the siloed
nature of specialist teams’ work. In addition, for each of these
projects, patient sample materials were needed (eg, swabs,

blood, and serum). Consequently, high-dimensional lab data
were generated for only a subset of patients, based on
availability of sample material and requirements of the specific
research topic (”Insufficient interoperability of the data”).

Interestingly, the newly established institute’s COVID-19
clinical database could have in principle worked as an enabler
for data sharing. It was designed with the aim for CE data to be
collected, stored and retrieved from one central database, and
potentially address the issue of CE data being siloed in different
existing hospital IT systems and databases and improve the
FAIR aspects of such data. Yet, a variety of issues, described
in Table 1, caused significant delays in CE data acquisition and
sharing.

Several factors contributed to or facilitated the sharing of a
linked dataset in this pilot, which showed the willingness of the
involved teams to overcome the barriers in the sharing of a
complex, linked dataset.

Critical Path for Sharing a Complex,
Linked Dataset

The critical path analysis (Figure 2) defined the steps in the
process of sharing a complex, linked cohort dataset, showing
the necessary order of steps or tasks to complete the submission
and sharing of such datasets through an appropriate
infrastructure, based on our pilot experiences. These steps were
classified into the same 4 categories of actions introduced above,
data identification and acquisition (4 steps), ethics and legal
requirements (7 steps), external data harmonization (1 step),
and data storage and delivery (5 steps). Most of the steps in this
process could be worked on concurrently, depending on the
availability of resources (eg, time of legal staff; availability of
appropriate, and standardized templates). As shown in Figure
2, pathogen genetic sequence data (GSD) required a minimum
number of steps (1 step), followed by other laboratory data (6
steps), whereas CE data required at least 10 steps. This also
corresponds to the time for completion of all steps for each data
type in our pilot, with the least amount of time for pathogen
GSD. Figure 2 also shows how the identified barriers and
enablers affected the process for this pilot.
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Figure 2. Critical path for sharing a complex, linked dataset. Two rounded boxes mark the start and endpoint; the diamond box represents a decision.
Steps were classified into 4 categories of actions (color coding corresponds to timeline): data identification and acquisition (4 steps, shown in text boxes
with blue margins), ethics and legal requirements (7 steps, shown in red), external data harmonization (1 step, shown in purple), and data storage and
delivery (5 steps, shown in green). Dashed green boxes represent steps that were needed for this first pilot to build the system (European Molecular
Biology Laboratory-European Bioinformatics Institute). Different types of data required different steps in this process, as shown for pseudonymized
pathogen genetic sequence data (GSD), other laboratory datasets (other lab data), and clinical-epidemiological (CE) data. The identified barriers and
enablers are indicated at the specific steps in the process that were mainly affected for our pilot; 2 enablers are not shown as these did not affect specific
steps but acted as general facilitators of this process for our pilot. DAC: data access committee; EU: European Union; FAIR: Findable, Accessible,
Interoperable, Reusable; GDPR: General Data Protection Regulation;

Mission (Im)possible: A Call for Action

The pilot demonstrated that sharing a linked cohort dataset using
a centralized approach can succeed, but several crucial barriers
(as described in Table 1) exist that cause long delays. Although
these barriers were not unique to COVID-19 pandemic and have
been extensively described previously [15-17], they persist
today, as currently the burden to overcome or circumvent such
barriers is placed on the individual researchers, projects, or
institutes. However, the root causes of these barriers are systemic
in nature. To alleviate these barriers, stakeholders at institutional,
national and international or EU level (eg, governments, health
care, research, journals, funders, and legal) need to work jointly
toward building a model that not only supports but motivates
data exchange by simplifying steps in the process of data
sharing, taking privacy and legal aspects into account, and to
reward researchers in new ways [18]. Below we describe some
immediate actions to achieve this based on our experiences.

Support With Privacy Questions and General Data
Protection Regulation
We recommend creating a roadmap amongst EU countries for
how to deal with common issues, to avoid (recurrent) lengthy
legal discussions. Harmonization of regional and national
implementation of GDPR, and alleviation of the disproportionate
burden in legal compliance activities for data sharing with
international organizations, needs to be achieved [19]. Finally,
additional support should be provided by the European Union
to their funded projects, for example, by providing legal
guidance or a top up for projects to hire legal experts.

Build and maintain FAIR Data Sharing During
“Interpandemics”
Mandatory FAIRification of data in funded projects with funding
for personnel to build and maintain FAIR data collections and
FAIR sharing, and monitoring of and consequences for
noncompliance. At the same time, more data repositories
submitting to evaluation-based initiatives and accreditation
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processes [20-22], could help with a cultural change toward
more FAIR data sharing. Furthermore, FAIRification and
sharing of data should become standard practice during the
education of bachelor, master, and PhD students.

Decrease Fragmented Funding Landscape
Consideration for funding interdisciplinary projects to enable
combined data sharing and, continued funding support for
existing data infrastructures is key to sustaining the efforts of
data FAIRification and sharing, both nationally and
internationally. One clear example is the COVID-19 open data
portal [23], an initiative launched at the explicit wish from the
European Commission. It provides access to open data from a
range of areas of expertise for use across sciences (biomedical
and social sciences). A second example is the newly launched
World Health Organization (WHO) pandemic hub, to develop
“collaborative surveillance,” a new area that seeks to bring
together data collected by different areas of expertise. This
includes the classical epidemiological data that are the core of
public health surveillance, but also data on climate parameters,
and data on factors that influence disease dynamics.

Willingness and Commitment Building (Culture
Change)
We call for establishment of a common policy about data sharing
allowing culture change at the EU or international level and for
provision of resources to do so. One way of supporting culture
change can be achieved by reflecting how researchers are
recognized, rewarded, or assessed beyond publishing results in
a journal. On short term, acknowledging data providers when
reusing their datasets, and the use of citable data Digital Object
Identifiers (DOI) pointing to their data could help (eg, as used
for one of the datasets used in this pilot [24]). At institutional
level, common policies about data sharing should also be
established, and resources provided to implement these, to
improve existing sharing norms and cultures.

Standardization and Interoperability
Institutes need to prioritize standardization or reconciliation of
existing databases and systems to tackle data siloes. Overarching
infrastructures at University Hospitals that would allow and
enhance standardization, harmonization, and linking of different
data types locally and nationally could also increase
interoperability at EU and international level [25].

Discussion

Without action, barriers will persist, especially for sharing CE
data, which hamper FAIR data sharing for infectious disease
preparedness and response. The actions described here also
contribute toward the commitment from closed to open research
information, as put forward in the recent Barcelona Declaration
[26]. The first and uppermost question needs to be answered at
institutional and national level: Do people want to share data
and what are they prepared to invest in terms of a collaborative
effort to do so, if there was funding, GDPR and other support,
for data sharing to move away from a felt “burden” to being a
seen “benefit.” On the path toward more open data sharing

researchers’ and other stakeholders’ concerns about sharing
“their” data need to be addressed [15,27,28].

Meanwhile, decentralized or federated approaches are often
preferred, as these circumvent barriers [16,29,30] and are less
resource- and time intensive for (clinical) researchers and
institutes. Federated networks, where decentralized but
interconnected nodes allow data to be queried or analyzed by
other nodes in the network without the data leaving its location,
have been proposed as a solution and are being worked on to
address the siloing of health data and current barriers to data
sharing [31]. However, common obstacles to broader uptake of
federated networks include the absence of data standards or
limited adherence to existing standards, the complexity of
designing, implementing and deploying federated solutions that
preserve privacy [32]. The challenges must be addressed before
federated networks can be implemented more widely, especially
across national borders [31], but the question remains if full
federation will ever be possible. Other concerns with federated
approaches, such as the forthcoming European Health Data
Space [33], are about significant delays in the authorization by
national health data access bodies for reuse or secondary use of
health data [34], and introduction of paywalls [35], potentially
leading to inequity.

There is a need to streamline the timeliness of steps for sharing
CE and other data, and to ensure no additional barriers are
created in sharing a linked cohort dataset. Ongoing discussions
to include digital sequence information, including pathogen
GSD, under the Nagoya protocol [36], or the WHO CA+ [37],
could potentially result in new barriers due to additional steps
to complete legal procedures before pathogen GSD could be
shared. This may considerably delay the prompt sharing and
access to pathogen GSD, which has proven crucial in early
detection, diagnostics, and identifying variants during the
COVID-19 pandemic [2], while its impact on improving access
and benefit sharing mechanisms remains uncertain [38].

The multidisciplinary nature of infectious disease research and
collaborations reflects the complexity of research and public
health questions which need to be understood and answered
around (re-) emerging diseases. While certain answers can be
found in isolation within a specific area of research and small
numbers of patients, larger complex questions require a joint
outlook and a combination of data sources to be examined
together [39].

Conclusions

Here we have shown the complexities in sharing a small but
complex, linked dataset from opportunistic COVID-19 clinical
and laboratory research studies as done in (academic) hospital
settings. We also provided actionable elements to shorten the
timeline to go through this process. Actions that are taken now
to improve data sharing for outbreak preparedness and response
will improve our ability to detect and respond to emerging
threats in the future. We call upon governments, funders, global
and regional organizations, scientists and their institutes, journals
and industries to tackle known barriers hampering data sharing
for infectious disease preparedness and response.
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Abstract

The US Department of Defense (DoD) is establishing its wastewater surveillance capacities to support national security objectives
and promote the public health and medical readiness of US service members. Wastewater surveillance is an emerging technology
that has traditionally been leveraged for detecting infectious diseases. However, its potential future applications could yield a
vast and unpredictable amount of information that could be used for a wide variety of both health- and nonhealth-related purposes.
The US military also serves an inimitable role for the country and its citizens, and exercises significant levels of control over its
service members compared to civilian organizations. Further, its present and potential wastewater surveillance activities may
reach far beyond just military installations. These factors raise unique ethical considerations that must be accounted for by leaders
and policymakers to ensure the DoD implements a wastewater surveillance network in a manner that is both impactful in supporting
public health and appropriate to the scope and population under surveillance. This paper explores important ethical features in
conducting wastewater surveillance that are both specific to the DoD experience and applicable to wider public health initiatives.

(JMIR Public Health Surveill 2025;11:e67145)   doi:10.2196/67145
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Introduction

Wastewater represents a promising source for obtaining valuable
public health data to inform decision-making and response
efforts [1]. Wastewater testing includes the tools and
technologies used for various activities (eg, research, law
enforcement, public health), while wastewater surveillance
(WWS) is the activity of assessing biological, chemical, and
analyte signatures for determining population-level trends to
inform public health decision-making [2-5]. Traditionally, WWS
has been leveraged to monitor for select infectious disease
pathogens, such as poliovirus and more recently, SARS-CoV-2
during the COVID-19 pandemic [2-4,6]. However, wastewater
testing has been used in recent years to detect numerous other
targets, ranging from dietary patterns to the genetic makeup of
communities [2,3,6-10]. Wastewater surveillance is an appealing
public health instrument due to its scalability, cost-effectiveness
compared to clinical monitoring, and the ability to detect surges
in infectious disease cases, days before they become clinically
relevant [11,12]. Recognizing the potential utility and value of

WWS, the Centers for Disease Control and Prevention led the
development of the National Wastewater Surveillance System.
This system allows environmental scientists and public health
departments across the country to track specific pathogens,
including SARS-CoV-2, influenza A, respiratory syncytial virus,
and mpox and report data into the National Wastewater
Surveillance System to inform public health decision-making
[13]. This system currently collects data from over 1000 sites
across the United States, representing 35% of the US population,
and it continues to add collaborating sites and other pathogens
of public health concern to its surveillance list [13]. There are
also plans by researchers and private corporations to further
expand the detection capabilities of wastewater testing
technologies to include illicit drug use, noncommunicable
diseases, genetic information, and other targets. There are
meaningful differences in the ethical considerations between
wastewater testing and WWS, partly because wastewater testing
has broader applications, such as research, law enforcement,
and espionage [14,15]. However, this paper focuses on WWS,
addressing wastewater testing only as it pertains to WWS as a
public health activity.
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Recently, the Department of Defense (DoD) has started
prioritizing wastewater testing and surveillance, as highlighted
in the emerging capabilities and technologies section of the
2023 Biodefense Posture Review [16]. It currently oversees
multiple individual WWS projects within the United States and
overseas, partners with other government agencies and private
industries to explore and expand its wastewater testing
technologies, and is building the capacity to develop and manage
a DoD WWS network. It has already invested tens of millions
of dollars toward advancing its WWS efforts. The DoD plays
a distinctive role in ensuring social security and maintains a
unique relationship with its ervice members (SM). A DoD WWS
network has a potentially vast global scope, covering diverse
civilian and military populations [17]. Given (1) the DoD’s
unique population and security considerations, (2) the rapid
evolution and promising applications of wastewater testing
technologies, and (3) the significant unknowns regarding the
potential future uses of these technologies, there is an urgent
need to address the ethical considerations inherent to
implementing a WWS network for the DoD. These efforts are
imperative to ensure it is executed appropriately and has suitable
policies in place for management.

It is critical that environmental scientists, policymakers, and
those engaged in WWS must be aware of the current and
potential ethical issues related to wastewater testing and
surveillance. Policy development, particularly for emerging
technologies, must be focused on ethical implications and should
aim to provide appropriate guidance and boundaries. This paper
explores the ethical features of WWS and offers
recommendations to address these concerns— that are important
for any group planning to implement a WWS system. While
many ethical considerations discussed in this paper are universal
to any WWS system, their application within the DoD (whether
in identity, scope, or importance) compared to other contexts
is unique and deserves particular attention.

Targets of Wastewater Surveillance

The scientific evidence and methodology for wastewater
sampling and testing must be established for each pathogen or
target under consideration for surveillance. Pursuing large-scale
sampling without a sufficient understanding of the target would
be both ineffective and an unethical use of resources. For
infectious diseases, this might involve pathogen-specific
knowledge of (1) sampling and detection methods; (2) laboratory
testing, genomic sequencing, and analysis; (3) relationship
between detection levels in wastewater and clinical detection
in humans; and (4) methods to mitigate the spread of the disease.
A key component of conducting ethical public health activities
includes ensuring the surveillance and responses to the
surveillance findings are done in effective, scientifically sound,
and evidence-based ways. The negative opportunity costs of
inefficiently utilizing public health funds could harm other
health areas where funds could have otherwise been allocated.
Addressing this concern should include pilot testing of new
pathogen targets or wastewater testing technologies as well as
cost-effectiveness analyses prior to full integration into a WWS
system [18]. For example, if a pilot project discovered that a
new potential feature of the WWS system only marginally

reduced infectious disease transmission at a significant cost,
then those funds might be better directed to more effective
public health activities.

Kass [19] describes an ethical framework for the assessment of
public health programs and emphasizes that one of the key
aspects of an ethically conducted program includes its
effectiveness in achieving the stated goals. Relatedly, monitoring
and program evaluation should be incorporated into the
workflow of a public health program to ensure alignment with
its goals [20]. For WWS, this could involve monitoring to
determine whether WWS programs are effective at limiting
infectious disease transmission among communities where they
are being implemented, compared to those without such
programs. Additionally, as WWS technologies and
methodologies are developed and refined, efforts should be
made to assess for concordance between WWS findings and
clinical or on-ground surveillance data. Thus, an ethical WWS
program must employ scientifically sound sampling and analysis
methods and demonstrate effectiveness in achieving its goals,
supported by clinical and epidemiologic evidence.

Currently, most WWS programs are focused on infectious
diseases. However, there are other potential targets that have
been explored beyond infectious pathogens (eg,
noncommunicable diseases such as cardiovascular disease and
cancer). While it is difficult to predict what technologies will
become available in the future to assess WWS [21,22], many
of the core ethical issues at present will remain relevant
regardless of the future technological capability. The DoD
leadership should be cognizant of preventing excessive mission
creep (ie, broadening of the original objective) [23,24]. Using
WWS for purposes beyond promoting and preserving health
can be dangerous and cause ethically fraught scenarios. For
example, while opioids and other substances of abuse (eg,
methamphetamines, cocaine, nicotine) could be monitored via
WWS, it raises equity concerns and risks of overpolicing [25].
Although the DoD already implements randomized drug
screening for its SMs, WWS could introduce additional equity
concerns. For instance, many higher-ranking personnel and
officers typically live off-base, but the DoD would more
accessibly conduct WWS in on-base areas where lower-ranking
personnel primarily reside. This disparity might result in military
leadership focusing punitive actions on lower-ranking enlisted
personnel in an inequitable, unjustified manner, despite the
possibility that higher-ranking individuals living off-base might
use illicit substances in equal measures but remain undetected.
This inequity would be particularly problematic considering
that WWS captures all individuals using the sanitation system,
including SMs, families, civilian employees, contractors, and
visitors. In the future, WWS could also be used to detect
medication-related metabolites (eg, reproductive health
medications), human genetic content (eg, racial or ethnic
composition of communities), and other potentially sensitive
or politically contentious targets. It is important to thoughtfully
consider what may become possible for WWS capabilities and
to ensure that DoD leaders and policymakers remain vigilant
in keeping its focus on appropriate health targets and public
health–promoting outcomes.
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Populations and Areas of Wastewater
Surveillance

Where should the DoD focus its wastewater surveillance efforts?
This question is practically, legally, and ethically important
because there are few areas where WWS could be conducted
with only DoD SMs present. Understanding the size and
vulnerability of the populations targeted by WWS can influence
the interpretation of and responses to the data produced by it
[26]. Thus, exploring where the DoD should conduct WWS
naturally leads to the question: on whom should the DoD focus
its WWS efforts?

On-base DoD locations and DoD transport vessels are obvious
areas to focus WWS efforts. Four primary location types can
be considered for on-base WWS: (1) facilities, (2) clinics and
hospitals, (3) recruit and trainee sites, and (4) housing. On-base
DoD locations refer to areas both within the United States and
abroad, including permanent international installations and
temporary bases established during conflicts. On-base facilities
(both medical and nonmedical) and recruit and trainee sites are
the least ethically problematic locations, as these areas typically
constitute force health protection–relevant activities and have
the highest concentration of SMs. While DoD civilian and
contractor personnel also work in these areas, conducting WWS
at these locations is fully within the DoD’s responsibility and
legal jurisdiction to support and promote the health of DoD
SMs as well as civilian and contractor personnel. Military
transport vessels (eg, large aircraft and naval ships) may prove
to be particularly important catchment points for sentinel
surveillance, especially for tracking the transmission of
infectious diseases [27-29].

On-base housing is another force health protection–relevant
area, as these are locations where SMs and those closest to them
spend most of their off-duty time. An SM’s family often lives
on-base with them, and the family’s health can directly impact
the health of SMs and their units. Further, infectious diseases
present among SM families are also present among SMs;
therefore, conducting surveillance of beneficiaries can better
inform the epidemiologic picture of infectious disease
prevalence and transmission within military units. Thus, there
is a high probability of detecting pathogens of DoD significance
in these areas. Moreover, the DoD has a precedent of assuming
some fiduciary responsibility for promoting the health and
well-being of SM families, through a variety of clinical and
social support systems (eg, Tricare health care coverage,
paternity/maternity leave policy, education options, free
counseling services, housing support, wellness centers). It is
also impossible to extricate on-base housing WWS sampling
of SMs from family members who live with them. Therefore,
it is within the DoD’s purview to promote SM families’ health,
and if the WWS is conducted in a minimally invasive,
deidentified, and ethically sound manner, WWS could be a
valuable way to further support these health objectives.

The DoD also has a vested interest in WWS abroad; these
international locations can be grouped into three categories: (1)
joint military exercises, (2) ally military installations, and (3)
foreign areas of mutual interest with the host nation. There

should be two key underlying requirements for all international
locations (beyond DoD installations located abroad): (1) the
DoD must obtain the permission of the host nation in which
they are guests to conduct WWS and (2) the WWS should
provide some benefit to that host nation. Ensuring these criteria
are fulfilled will promote an equitable relationship between
nations and help avoid exploitative or colonialist interpretations
of mutually beneficial public health activities. Another critical
consideration for the DoD in conducting international WWS is
that the host nation should be empowered to exercise as much
sovereign control over the public health activities occurring in
its own territory as it sees fit. The DoD and the host nation may
both have interests in conducting WWS in certain locations in
that country; however, the host nation should decide if and how
WWS should proceed. The DoD’s role should be supportive,
which can manifest in a variety of ways depending on the
context and needs of the host nation, including leading the WWS
project, funding host nation researchers, providing methodologic
input and subject matter expertise, or developing technical and
analytical capabilities. Challenges may arise if an ally nation
requests WWS support that the DoD is not positioned to support,
either on principle or due to resource constraints. International
scientific collaborations require agreement from all involved
parties. If the DoD does not want to engage, then they are not
required to do so, particularly if the DoD has ethical reservations
regarding an expansion of the ally nation’s surveillance activities
to include controversial targets or populations. If the DoD is
supportive of the request but is resource constrained, then it can
offer support in other ways (eg, technical consultation,
references to other potential collaborators). If the foreign
nation’s request involves surveillance targets that are of
importance to them but not of interest to the DoD, then the DoD
can consider offering low-cost support (eg, information,
consultation) in the spirit of preserving and strengthening the
relationship. Generally, approaching host nations from the
perspective of support, providing the host nation opportunities
to lead decision-making, and emphasizing the mutually
beneficial aspects of the collaboration will support an equitable
partnership.

Joint military exercises serve as collaborative training
opportunities for two or more militaries to build cohesiveness,
promote mission readiness, and grow camaraderie among allies.
In such scenarios, it is acceptable for either the DoD or other
militaries to lead WWS efforts, provided all the participating
militaries whose wastewater is sampled endorse their permission
for WWS to be conducted during the exercise, and for the data
to be shared with the sampled parties that participated, if
requested. This practice supports the participating military’s
autonomy by providing an opportunity for group informed
consent, whereby a nation’s military can provide permission or
denial for participation of its SMs. For WWS at ally military
health care facilities and installations, it is appropriate for the
ally nation’s military to lead, with the DoD providing support
these efforts as defined by what is agreed upon between the two
militaries. The flow of data should be bidirectional and
beneficial for both parties for the endeavor to be equitable. For
international civilian settings, such as health care facilities, the
ally nation’s relevant health organizations (eg, ministries of
health, health research institutes) should serve as key partners,

JMIR Public Health Surveill 2025 | vol. 11 | e67145 | p.63https://publichealth.jmir.org/2025/1/e67145
(page number not for citation purposes)

Smith et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


and the DoD should support and coordinate with them in the
conduct of the surveillance and sharing of data. The host nation’s
organization should make efforts to ensure awareness of WWS
efforts within the communities involved, especially in specific
locations such as health care facilities, and that the facility’s
leadership is aware, and approves of the WWS.

Management of Wastewater Surveillance
Data

Once the WWS has been conducted, how should data be
managed? The DoD faces important ethical considerations
regarding the type of data to be collected and its management.
A balance must be struck between allowing beneficial data
access and ensuring data protection. WWS can generate a variety
of data, including molecular and biological signatures, health
and disease markers, biochemical indicators of illicit activities,
and associated identifiable demographic metadata [17]. While
possessing large amounts of data is typically beneficial for
determining appropriate responses, course of actions, and
preventive planning, protecting these data is crucial, especially
as the DoD arguably experiences more frequent and powerful
attacks on its information security infrastructure compared to
other organizations. Therefore, managing the focus on which
data to protect (eg, personally identifiable information vs
aggregate data) and how to protect it (eg, cloud or servers vs
hardline firewalls) will be crucial for ensuring minimized risk
of data weaponization or leakage. Wastewater surveillance can
produce highly granular data that can be used by public health
researchers and officials for improving the quality of the
communities they serve; however, this level of detail is not
always essential when communicating with end users.
Establishment of well-defined data-sharing agreements which
incorporate ethical guidelines and treat WWS data with the
same scrutiny as Controlled Unclassified Information or
Classified determinations, wherein raw information sharing is
conducted only as needed, will aid in reducing improper use of
WWS information. Data security can be handled in a similar
manner by escalating access and storage restrictions
corresponding to data aggregation and specificity. For instance,
aggregated, community-level detection data of public health
targets could be stored on shared drives with minimal
restrictions; however, individual molecular and genetic data
could be stored behind hardline firewalls on dedicated IT
systems. Anonymization and the use of beacons are additional
potential methods that could help in ensuring individual human
subjects cannot be identified by WWS; however, both methods
have their inherent limitations [30]. Nonetheless, it is likely that
data security approaches will not lend to one size fits all
solutions and will be dictated by the surveillance effort, parties
involved, and required outcomes. The DoD must take strong
measures to ensure only authorized personnel access appropriate
levels of WWS data.

As WWS data becomes more granular and specific, the ethical
responsibility to ensure data security and appropriate use and
access increases proportionally. This escalation of responsibility
in proportion to the level of granularity of the data is derived
from the increasing probability of it being personalized and

potentially damaging to individuals or small groups. For
example, depending on where the wastewater is sampled, it
could be possible to pinpoint illicit drug use or the location of
an individual to a specific household. In fact, analyzing local
sewage for genetic markers was one of the methods potentially
used by the United States to confirm Osama bin Laden’s location
prior to him being killed in 2011 [15]. It may also become
possible in the future to obtain personal genetic information
through WWS and to associate it with personally identifiable
information; the DoD must be prepared to either dispose or
strongly protect this data. There are significant risks if foreign
adversaries gain access to this level of data, as well as real
concerns regarding how this information could be misused
domestically in politically motivated ways. One way to combat
these concerns is to establish clear sampling strategies with
requirements to destroy unused sample portions once the
appropriate predetermined targets have been tested or detected.

There are also important considerations regarding the sharing
of WWS data when it has broader implications beyond the DoD,
and is relevant to other public health entities, such as US
government groups (eg, local health departments, the Centers
for Disease Control and Prevention), ally nations, or
nongovernmental organizations (eg, the Bill and Melinda Gates
Foundation). There are certain ethical responsibilities in the
sharing of appropriate levels of data when it can also be of
benefit to others, and the DoD should take steps to collaborate
with these groups to promote health security. Thus, taking all
these considerations into account, one overarching goal for a
DoD WWS network is to ensure the data is maintained at an
aggregate level as much as possible for monitoring of
community and population-level trends rather than specific
information on individuals or small groups.

Utilization and Response to Wastewater
Surveillance Data

Public health surveillance data should not be collected unless
there is a potential for a meaningful and actionable response. If
surveillance findings are not translated to public health action
or policy changes, the benefits accrued from the surveillance
efforts are minimal [31]. Collecting data only for the sake of
collection is an inappropriate use of resources; therefore, there
should be focused and organized plans in place for using the
WWS systems and information derived from them prior to their
implementation. Additionally, there should be rigorous
discussions about how military leaders and public health
officials respond to such information as it becomes available
to them. There are innumerable ways in which the leadership
could respond to WWS data when it is received in near
real-time. While this information offers an opportunity to
ethically use that data, there is a risk of inappropriate response
to it [32]. Notably, military commanders make the final
decisions regarding public health actions or interventions,
particularly those of consequence. It is likely that a medical or
public health professional will not be making the decision, and
the military commander may have no background in science,
medicine, or public health. While making the intervention
decisions in response to WWS data, these commanders and
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their leadership teams should lean heavily upon the expert advice
of medical and public health professionals to inform their
decisions to help ensure they take the most appropriate actions.
The key consideration here is that the responses—whether
determined by military command or leadership from preventive
medicine, public health, or clinical groups—should be
appropriate, proportional, and context- and community-specific
based on the information received through the WWS system.

General Ethical Considerations

Finally, there are unique ethical considerations for the DoD that
civilian organizations do not necessarily face to the same extent.
The military has substantial authority, control, and access over
the lives of its SMs. It can dictate aspects ranging from what to
wear, where to live, how to behave, and nearly every aspect of
SMs’ lives. Given the extent of this control and its durability
and depth, the DoD has an elevated ethical responsibility toward
the health and well-being of its SMs [33]. Further, there is a
public health ethics principle, which argues that a public health
program should use the least invasive or minimally burdensome
(to the population being targeted by the program) methods to
accomplish its goals [16,34]. Service members already forgo
significant autonomy afforded to civilians; therefore, any public
health program that might additionally strip away their
autonomy must be seriously deliberated before implementation.
Although WWS may not directly interfere with the lives of SMs
while the data is collected, the actions related to WWS (eg, how
leadership responds to the information, what data is collected,
and how the data is managed) could infringe upon their privacy
and autonomy. However, if conducted appropriately, the
potential health benefits for the SMs would likely outweigh
minor privacy or autonomy concerns. Additionally, the
implications extend beyond military populations when
considering the health of SMs. The mission of the DoD and
SMs is to protect US citizens, interests, and national security.
If SMs are unwell, experience disease outbreaks, or are targeted
using bioweapons, it places the country at risk, as they will be
less able to support their security objectives by failing to achieve
optimal operational capabilities and mission readiness.
Furthermore, SMs and military installations do not exist in
isolation. If an infectious disease emerges among a military
population in a certain area, it is likely there is a similar problem
in the surrounding civilian community, or at least presents a
risk to them. Therefore, these considerations add to the elevated
responsibility of the DoD to support and promote the health of
its SMs.

There are also several broad ethical considerations for how the
DoD conducts WWS. There is a tension underlying many public
health actions, between preserving personal freedom and
autonomy of individuals and maximizing the public health
benefits for the group. This tension is manifested in several
ways, including the amount and types of data to be collected,
proportionality and appropriateness of response to the data,
level of invasiveness of the surveillance, populations, and areas
selected for surveillance [35,36]. DoD leadership should balance
protecting the freedom and autonomy of its SMs while also
prioritizing the health of the force from a population perspective
[33]. Additional resources providing ethical guidance for the

operation of public health surveillance systems that are
applicable for WWS are available from the American Public
Health Association’s Public Health Code of Ethics and the
World Health Organization’s Guidelines on Ethical Issues in
Public Health Surveillance [34,37].

Justice is another key ethical concept, and when appraising a
DoD WWS program, two relevant perspectives must be
considered: (1) distributive justice and (2) procedural justice.
Distributive justice is an ethical principle concerned with the
fair distribution of benefits and burdens. In the DoD WWS
context, it involves ensuring that the distribution of resources,
outcomes, and interventions based on the surveillance findings
is done in an equitable way (eg, distributing vaccines based on
WWS findings of acute elevations in vaccine-preventable
diseases). It also includes the fair distribution of resources for
conducting WWS throughout the United States and international
installations. Procedural justice is an ethical principle concerned
with fair processes and methods. It includes features such as
inclusion, transparency, neutrality, respect, and trust [38]. For
DoD WWS, it might involve transparent communications and
decision-making, community considerations, stakeholder
participation, access to relevant data for the surveilled
communities, among others.

There are a variety of other general ethical considerations that
are applicable to WWS, which are briefly mentioned here and
should be explored further. First, there are differences between
conducting public health surveillance versus research and the
varying regulatory, oversight, and ethical requirements. Second,
there may be differences in what actions are permissible when
considering baseline surveillance versus those needed during
public health emergencies. Finally, there are inevitable future
possibilities beyond our current capabilities or knowledge
regarding what might become possible through conducting
WWS. What might WWS be capable of in the future, and how
do we anticipate and plan for that? Although there are myriad
ethical considerations for the appropriate conduct of WWS by
the DoD both currently and in the future, it is undoubtedly a
burgeoning area of public health that the DoD should pursue
and be engaged in a substantial, effective, and meaningful
manner, as there are innumerable potential benefits to a DoD
WWS network.

Conclusions

Wastewater surveillance offers tremendous promise and
opportunities to advance public health by enhancing disease
surveillance, informing public health and clinical
decision-making, and improving public health response times
to mitigate negative health impacts to populations [39,40]. The
DoD should adopt WWS and position itself to take advantage
of the current and potential future benefits. It should also
recognize the practical and ethical differences between using
wastewater testing for public health surveillance, research, or
other potential military purposes. With over 1.3 million
active-duty SMs, 1.1 million National Guard and Reserve
members, and 700,000 civilian personnel, the DoD is the largest
organization in the United States, and has responsibilities to
their health and readiness [41]. Further, the Military Health
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System serves a total of approximately 9.5 million beneficiaries,
which includes both SMs and their families [42]. WWS has the
potential to benefit not only these populations, but others in the
United States and overseas as well. However, these opportunities
also present a potential for misuse, which could be detrimental
to those being surveilled, raising important ethical questions
about how and why WWS should be conducted. The DoD also
has elevated ethical obligations to the well-being of its SMs due
to the breadth and depth of control it exercises over them.
Although ethical issues may arise related to WWS, these issues
can and should be addressed through proper deliberation and

policy implementation, as the potential public health benefits
could be substantial. The DoD has responsibilities to protecting
the national security of its citizens broadly, which implies a
crucial role in infectious disease surveillance for outbreaks as
well as bioengineered and emerging pathogen threats. Therefore,
the DoD should pursue wastewater surveillance in an ethically
appropriate, scientifically robust, and thoughtfully planned and
executed manner to guide public health decision-making, protect
the well-being of its SMs, and support US government health
security objectives.
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Abstract

Current societal trends reflect an increased mistrust in science and a lowered civic engagement that threaten to impair research
that is foundational for ensuring public health and advancing health equity. One effective countermeasure to these trends lies in
community-facing citizen science applications to increase public participation in scientific research, making this field an important
target for artificial intelligence (AI) exploration. We highlight potentially promising citizen science AI applications that extend
beyond individual use to the community level, including conversational large language models, text-to-image generative AI tools,
descriptive analytics for analyzing integrated macro- and micro-level data, and predictive analytics. The novel adaptations of AI
technologies for community-engaged participatory research also bring an array of potential risks. We highlight possible negative
externalities and mitigations for some of the potential ethical and societal challenges in this field.

(JMIR Public Health Surveill 2025;11:e65699)   doi:10.2196/65699
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Introduction

“While the future might indeed be bright for AI, it
wouldn’t be so by accident. We will have to earn it,
together.” [Dr. Fei-Fei Li] [Founding Director,
Stanford Institute for Human-Centered AI] [From
The Worlds I See: Curiosity, Exploration, and
Discovery at the Dawn of AI 1]

The last several decades have witnessed a growing mistrust in
science among both policy makers and the public at large on
an unprecedented scale [2]. The reasons for this trend appear
to be many and varied, including a lack of understanding about
how science actually operates, partly at least due to an absence
of participatory educational opportunities and direct engagement
in meaningful science activities [3]. This, in turn, has been
linked with poor self-ratings of scientific literacy among
school-aged adolescents and adults alike [3]. A general
confusion about what the public should reasonably expect from
research in terms of scientific veracity or “truth” has been an
additional contributor to the public’s skepticism about science.
These problems have been amplified to a significant extent by
social media, which has often worked, either intentionally or

unintentionally, to confuse or obfuscate the truth [4].
Unfortunately, such efforts arguably have been abetted by
scientific institutions themselves as well as scientific journal
outlets which, in their haste to grab the day’s headlines, have
at times stripped scientific results of their complexity, nuance,
and context; or, shockingly, filled untold numbers of journals
with “fake science” [5]. Well-documented historical injustices
also have contributed to a lack of trust in academic and scientific
institutions, particularly among communities of color. For
example, the US Public Health Service Untreated Syphilis Study
at Tuskegee has generated mistrust in health care institutions
and research for generations [6]. More recently, the University
of Arizona was found guilty of using DNA samples from the
Havasupai Tribe for research without their consent [7]. Recent
controversies and public health crises (eg, the COVID-19
pandemic) also have given rise to increased questioning of
public health authorities and have sown doubts regarding
scientific validity and reliability, which have exacerbated
feelings of mistrust.

This alarming trend of mistrust in science threatens public health
efforts in multiple ways, which include the following recent
examples: (1) misinformation concerning vaccines, including
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outright dismissal of the extensive multigenerational evidence
base supporting the development and use of vaccines to prevent
a myriad of dangerous and at times fatal diseases that have
threatened the public’s health; (2) skepticism surrounding the
wide-ranging, multidisciplinary evidence base establishing the
considerable effects of climate change that threaten the health
of the planet and all of its living inhabitants; and (3) the growing
distrust of health care systems as well as pharmaceutical
companies (ie, “big Pharma”), which has become especially
acute among marginalized groups, including minoritized and
under-resourced communities [8].

The mistrust of science coincides with other pernicious societal
trends reflecting disconnection and skepticism in other facets
of daily life. These include growing concerns in the health and
mental health fields around the current levels of civic
disconnectedness and community disengagement among
significant sections of the population. Recent data indicate, for
example, that civic participation, social engagement, and
community connection among segments of today’s youth and
young adults are declining, with this trend having been worsened
by the COVID-19 pandemic [9].

The confluence of these trends with the emergence of an
often-bewildering pace of advances in the worldwide IT sector
has served to exacerbate feelings of confusion and mistrust
among broad segments of the population. This has included, in
particular, the unexpectedly disruptive force of the current
artificial intelligence (AI) revolution across all sectors, including
health care, education, and research. Threats regarding the
spread of misinformation, increasing systematic biases against
already marginalized populations, data privacy issues, and
potential job displacement are among the leading concerns of
the public, in addition to other impacts that the widespread
acceptance and use of AI might have on various segments of
society, from individuals through governments and policy
makers [10].

The above issues have led to the following questions: (1) how
can science in general be made more accessible to the public in
ways that can reduce confusion and mistrust and increase the
meaningfulness of scientific inquiry to directly benefit
individuals and their communities, and (2) how can the potential
of AI be harnessed to bolster the public’s engagement in public
health science while mitigating the distrust and confusion about
both research and AI itself?

Increasing Public Participation in
Scientific Research

Public participation in science research (PPSR) is one way
researchers have been addressing the increasing mistrust among
decision makers and the public toward science. A growing
number of studies have included PPSR methods, such as citizen
science, that have utilized educational outreach efforts to
increase public knowledge and awareness of scientific principles
and best practices [11]. Important, systematic efforts have been
employed to actively involve a greater number and variety of
community members in the scientific process [12]. Such

participatory research paradigms can have substantial positive
impacts for increasing transparency, knowledge, and trust in
scientific inquiry, particularly when they involve generating
actionable data of direct relevance to those involved [13].

Within the broader umbrella of PPSR frameworks, citizen
science—generally defined as involving lay persons in the
research process to advance science—is an increasingly popular
approach to engage community members in research activities
[14]. A strength behind citizen science is its underlying principle
that scientific inquiry can often benefit from including diverse
members of the community from varying educational,
occupational, social, and cultural backgrounds. Various forms
of citizen science have occurred over several centuries and have
involved diverse fields, including the life, environmental, health,
social, and behavioral sciences [15]. Citizen science can directly
benefit research by providing extra pairs of “helping hands” in
the data collection and problem-solving aspects of science [14].
Beyond democratizing data acquisition, citizen scientists also
can contribute to the fuller research process, including problem
definition, data interpretation and prioritization, data-driven
solution generation, and results dissemination [16-18]. This
more fully participatory “by the people” form of citizen science
can advance scientific inquiry as well as promote meaningful
knowledge and solutions for the local communities that are
involved [13,16,17].

An example of this type of citizen science in the public health
arena is the technology-enabled “Our Voice” Global Citizen
Science Research Initiative [19], where residents from diverse
and often under-resourced communities learn how to partner
with researchers and community organizations in collecting and
interpreting aggregated and anonymized contextual data (eg,
photos, text, and audio). These data identify features of
residents’ local environments that help or hinder their health
[16,17]. They then learn how to effectively communicate their
data to decision makers and work with them to activate
health-benefiting changes in their local environments [16,17].
Over nearly a decade, the multi-generational “Our Voice”
Initiative has produced demonstrable community-driven physical
and social environmental impacts across 100+ projects involving
over 25 countries spanning 6 continents [16,17].

Leveraging the Potential of AI to Promote
More Powerful Citizen Science for
Advancing Public Health

While the current focus of health-oriented AI applications has
been primarily at the individual patient level, the thoughtful and
strategic application of AI at the community level offers
potentially powerful tools to augment participatory science
activities across the fuller research process. At the same time,
it is important that both researchers and participants recognize
the potential risks of AI and are committed to implementing
multilayered mitigation tactics aimed at addressing them (see
Table 1, Figure 1, and the subsequent section focused on risk
mitigation).
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Table . Examples of potential artificial intelligence (AI) uses within community-engaged public health citizen science research, along with potential
risks and risk mitigation strategies.

Risk mitigation strategiesPotential risksPotential use of AI within community-engaged
research

Conversational LLMsa

(ChatGPT or similar) for onboarding participants,
offering personalized guidance on engaging with
technology, and asking thought-provoking
questions

•• Dedicated time spent in prompt engineering
to determine language best used to minimize
these biases in this context, and then shared
as best practices to the public

Biased or culturally insensitive conversa-
tions emerge

• AI “hallucinations” where factually inaccu-
rate commentary is made

• Public education on AI, the training data
that were used, and discussion of shortcom-
ings

Text-to-image Generative AI tools

(DALL-E, Midjourney, or similar) for helping
the community visualize their data (eg, turning
text descriptions into relevant images)

•• Human (expert) review and gatekeeping
before images shared broadly to the public

Biased or culturally insensitive pictures
generated and shared

• •Impossible or impractical to execute ideas
presented

Prompt engineering and similar efforts
aimed at community data collection are
shared with participants in advance to en-
hance the potential relevance and feasibility
of solutions

Data Mining (Descriptive Analytics)

for analyzing macro- and microlevel data, gener-
ating integrated data reports, visualizations, etc.

•• Intentional efforts made to feed AI inclusive
and community representative data

Inaccuracies or AI hallucinations injected
into the dataset

• •Loss of control, research rigor, and cogni-
tive competence by scientists who defer too
much to AI

Recursive AI use: feed output back to AI to
check for inaccuracies

• Require scientists to review all data gener-
ated for accuracy and meet field standards
for scientific literacy or competence

Data Mining (Predictive Analytics)

for reviewing large datasets, providing data ag-
gregation reports, and generating visual aids to
help the community interpret data

•• Human (expert) review and governance of
all generated findings

Data presented may result in wrong conclu-
sions, resulting in further inequities

• •Loss of control, research rigor, and cogni-
tive competence by scientists who defer too
much to AI

Recursive AI use: feed output back to AI to
check for inaccuracies

• Require scientists to review all data and
methods for accuracy and meet field stan-
dards for scientific literacy or competence

• Empirical testing of AI to determine when
it helps or hurts scientific skills and compe-
tencies

aLLM: large language model
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Figure 1. Artificial intelligence (AI) integration and risk mitigation strategies for participatory action citizen science: example of “Our Voice” Method
and workflow. LLM: large language model; OV: Our Voice.

Using the “Our Voice” multistep citizen science method as an
example, potentially valuable AI applications can occur at each
step (see Figure 1). The steps include resident-engaged data
collection using a multilingual mobile app (“Discover” step);
facilitated analysis, discussion, and prioritization of relevant
local issues (“Discussion” step); leveraging of visualization
technologies to bring potential solutions into clearer focus

(“Imagine” step); communicating relevant community issues
and brainstorming feasible solutions with local decision makers
(“Activate” step); and continued partnering with stakeholders
in bringing action plans to fruition (“Change” step). In addition
to these integral steps, the above “Our Voice” method has been
supplemented at times with an increasingly proactive and
thoughtful approach to engage the community prior to
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embarking on citizen science activities, as well as the thoughtful
dissemination of findings and insights to researchers, decision
makers, and the public (a “Share” step). The careful integration
of relevant AI applications into these different citizen science
processes may assist in supplementing and enriching the
different step outputs, as well as helping to address at least some
of the challenges with public trust, given the active role that
community members play in this type of participatory science.

Some examples of potentially relevant AI tools that can be
explored are given below for each step.

Discover (Data Collection) Step

A challenge to address in the discover (data collection) step is
that the inclusion of AI in this step should not supersede the
real, on-the-ground data collected by local citizen scientists.
Any additional data presented by the AI at this step is intended
to be an augmentation that goes through human review before
it is included in project data capture.

Conversational large language models (LLMs) can be employed
in a strategic and transparent way to personally guide the use
of citizen science data collection apps such as the “Our Voice
Discovery Tool” app, along with “real-time” dynamic prompts
to more fully engage residents as they go through their data
collection walks. In addition, utilizing computer vision, hearing,
and other “real-world” perceptual sensing tools (eg, smell) may
help to produce more robust and comprehensive data capture
and classifications to augment the contextually focused citizen
science data [20]. The goal of using such sensing tools along
with LLMs would be to enrich citizen scientists’data collection
activities to produce more nuanced and detailed data to analyze
and combine with other relevant data sources (eg, geographic
information systems and social network models).

Discuss Step

A challenge to address in the discuss step is that AI should not
absolve researchers and participants from the task of ensuring
analytical accuracy and rigor, nor replace efforts in interpreting
the data and gleaning insights. As AI is known at times to
experience “hallucinations” and commit errors when it comes
to data analysis and interpretation, whatever is generated by it
should be seen as a first-pass draft of something that helps
researchers and community members enrich their own
interpretations and iterations.

ChatGPT and similar conversational LLMs can be engaged
during community meetings to support residents’ group
discussions during data interpretation and solution-building
activities. For example, LLMs may be able to support thoughtful
community-level discussion and advocacy, not as an omniscient
“black box” but as an attentive community-level support system
and Socratic thinking aide. Rather than attempting to “replace”
community members’perspectives and lived experiences, LLMs
may be employed to play the role of “devil’s advocate” in a
more neutral way, to help residents better understand the
concerns of marginalized groups as well as policy makers. LLMs
also may allow participants to better assess the feasibility of
their data-driven ideas for positive change by supplementing
knowledge or experience gaps that the average citizen scientist
may have (eg, “Considering the financial constraints of X and

timeframe to solve this issue by Y, which of these 5 solutions
are the most feasible to address …..?”). In presenting
participants with more detailed background information
regarding the implementation of different data-driven solutions
or strategies, residents can be further informed about the
potential complexities that come with improving their
communities. AI also could be leveraged to generate and
describe multilevel insights by combining diverse sources of
data, from citizen scientist–generated microscale data that
capture local contexts and individual-level biosensing outputs
(eg, heart rate and physiological stress responses) through
macroscale population-based social determinants and health
data. This, in turn, could result in the development of interactive
maps from such mixed-methods data sources that arguably could
foster faster insights and public health responses from policy
makers. For example, the initial efforts to visually combine
citizen scientist–generated microscale data describing residents’
neighborhood-lived experiences with macroscale
epidemiological data about their larger environmental contexts
have yielded richer results than would have been obtained from
either data source alone [21]. Leveraging AI in this manner to
assist with combining and visualizing different forms of data
could actually free up researchers and citizen scientists to engage
in higher-order thinking and analysis that is required for
creatively addressing some of society’s most pressing issues.
For instance, in California, low participation in
community-supported public health initiatives that provide
opportunities for affordable healthy food access is often driven
by diverse factors that can vary by locale. The multifactorial
issues driving low program uptake often are challenging for
researchers, governmental agencies, and community-based
organizations to understand sufficiently to be able to intervene
effectively. It is possible that AI tools could help by aiding the
visualization of how microlevel “lived experience” data vary
with respect to macrolevel contextual data. Such multilevel
visualizations would allow researchers and community partners
to spend more of their time understanding and solving the
problem, as opposed to gathering and synthesizing relevant data
to describe the problem.

Imagine Step

A challenge to address in the imagine step is that AI should not
have free reign in determining what the best solutions for the
community are. Using culturally tailored inputs, AI’s creativity
can be used as a supplemental aide to the collective community’s
brainstorming while not superseding it.

Several AI tools may be useful in helping residents, decision
makers, and researchers better imagine what scientifically
generated health-enhancing changes can actually look like in
their own communities and environments (eg, through
generative AI text-to-image tools such as DALL-E and
Midjourney). For example, Stanford’s Center on
Human-Centered Artificial Intelligence awarded a seed grant
to “Our Voice” that will allow citizen scientists to take images
collected during local “discovery walks” and transform them
into reimagined futures through such generative AI tools (eg,
an image of an unsafe intersection to get to school could be
“morphed” into images of different solutions such as a
crosswalk, pedestrian bridge, etc). The early testing of this form
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of AI with school children living in the El Pozón neighborhood
of Cartagena, Colombia—where the majority of inhabitants live
below the poverty line and lack access to essential services—is
showing how the thoughtful, culturally tailored use of
text-to-image AI tools can generate meaningful and actionable
solutions to local environmental problems (eg, stagnant water
and uncollected garbage). These rapid visual renderings could
in turn lead to enhanced and richer discussions of trade-offs and
foster new ideas among community members and researchers.

Activate and Change Steps

A challenge to address in the activate and change steps is that,
as noted above, an optimal goal of AI use is to supplement and
enrich such conversations, as opposed to driving them. Sharing
the above types of visualization tools and information with local
decision makers may help to jump-start relevant
solution-building efforts. Generative AI could be used to aid in
the creation of presentation materials, help community members
role-play conversations with local decision makers in preparation
for scheduled meetings with them, and identify issues and
suggest modifications to the action plan created during the
community meetings.

Share Step

A challenge to address in the share step is that it is recommended
that researchers avoid risking diminished scientific rigor and
accuracy through outsourcing major data interpretation to AI.
As noted earlier, people are in the best position to fully
understand and evaluate what the data mean, including, in this
case, the citizen scientists who have collected those data.

Machine learning tools also can be used to aid researchers in
the aggregation of data across projects and expedite their ability
to glean useful insights across different citizen science projects
and research groups.

In addition to the above types of citizen science-oriented
strategies, through utilizing AI-generated virtual reality
simulations, citizen scientists along with other community
members can experience physical, cultural, and social situations
that they might not otherwise encounter in their daily lives [22].
Such AI-generated virtual reality simulations also can provide
community members and decision makers with hands-on
opportunities to interact with virtual characters representing
differing cultural backgrounds that may lead to increased
cultural sensitivity [22]. These AI-driven virtual or simulated
environments can additionally allow community members to
try out citizen science data gathering and similar tools before
real-world use [20].

Additional Recommendations on
Mitigating Potential Risks of AI

Amidst the potentially promising uses of AI for the public health
and citizen science fields noted above, including its potential
to expand the breadth and utility of the data being collected and
interpreted, a number of ethical challenges and concerns have
been raised, some of which have been touched on earlier and
in other articles [23]. These include the different types of risks,
as described in this paragraph. AI could diminish, distort, or

replace data being collected in the field with output that is less
accurate (ie, AI “hallucinations”) and less representative of
community member experiences and responses. AI output may
be based on information and sources that are not culturally
relevant or appropriate for a given community or context.
Potential challenges emerge when AI is presented with
contrasting ideas from citizen scientists, researchers, and other
stakeholders and autonomously makes prioritization choices
among them. The introduction of AI tools into the public health
research process could actually serve to increase the
“depersonalization” of the research process, leading to a greater
rather than a lower distrust of science. Finally, major concerns
have been raised that through potentially oversimplifying and
directing aspects of the scientific process, LLMs and similar
AI tools could significantly diminish scientists’data processing
skills and cognitive competencies.

The publicly available use of ChatGPT and similar generative
AI tools as “short cuts” for increasing time efficiencies at the
potential expense of thought and deliberation has served to
heighten many of these concerns.

In response to such threats, some potential solutions have begun
to emerge (see Table 1), as described below.

Thoughtfulness and Transparency
A potential solution is being thoughtful and transparent in
determining when IA (information augmentation to support
human intelligence) versus AI (artificial intelligence, which is
often used as a replacement for some human activities) is best
suited. For example, in places where the radius for impact is
large and missteps would be difficult to rectify or could cause
grave harm, AI, which to date generally does not have
community participation or checks for bias mitigation, ought
to be used with great caution. In such instances, using
technology instead to aggregate and synthesize data findings,
and leaving the interpretation of those findings to people, could
be wiser.

A mitigation example could be the data collection of citizen
scientists’ lived experiences in the context of community
determinants of health that could be synthesized to share
summary statistics, generate heat maps, or word clouds;
however, any interpretation of their data, along with
solution-building and implementation, would not be outsourced
to AI without human supervision and community-level
interpretations and buy-in.

Employing Explainable AI Concepts and Strategies
Another potential solution is the use of explainable AI (XAI)
that involves processes and methods that allow human users to
understand and better trust the results and output created by
machine learning and similar algorithms. It can be used to
describe an AI model, its expected uses and impacts, and
potential biases (eg, based on sex or race).

A mitigation example is the use of a set of vetted chat prompts
and outlined best practices that could be provided to users
(“prompt engineering”), instead of assuming that the results of
ChatGPT are correct and accurate. These best practices could
include examples of wording to enter into ChatGPT to improve
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results and ideally catch AI “hallucinations.” Here is one such
example: “For any and all responses, end each response with a
bulleted list that includes (1) any assumptions you are making,
(2) citations of any sources you have used to determine the
response to my prompt, and (3) any biases or concerns you want
to review if you had access to unlimited data or personnel.” In
addition, the responses generated by the AI system can be fed
back to itself with the prompt “Check this response for any
factual inaccuracies or state anything you cannot back up with
reputable sources.”

Launching Active Educational and Outreach Initiatives
There are growing concerns related to the potential of AI,
including generative AI, to promote biased results and intensify
health inequities through the lack of diverse data that are
representative of different societal groups. Therefore, it is
important to launch active educational and outreach initiatives
to better inform the public across all walks of life about AI, its
uses, ethical implications, and the precautions about which
people should be aware. Educational efforts aimed specifically
at diverse communities and populations may help to increase
transparency concerning both the promise and limitations of
this emerging field. It also may help ensure that key community
norms and values are taken into account [24]. Such
outreach-based multidisciplinary and community-driven
educational efforts tailored to the needs of different populations
may additionally help to empower currently under-represented
groups to actively participate in data collection and information
sharing to help mitigate such biases [24]. Involving community
members in the development of AI methodologies from the
beginning is important to ensure transparency and reduce
mistrust among participants [24]. While such proactive
educational efforts have been focused primarily on health care,
they could benefit public health research and activities as well.

A mitigation example is described here. Zainab Garba-Sani and
colleagues have developed the A.C.C.E.S.S. AI model, which
lays a framework for involving communities in the AI-rollout
process as follows: A = “Affirm your aims,” C = “Consider
your communities,” C = “Cultivate your conversations,” E =
“Embrace your essentials,” S = “Specify your scope,” and S =
“Scrutinize your spaces” [24]. Through training sessions and
workshops with diverse groups, A.C.C.E.S.S. serves the dual
purpose of not only educating people about AI and its potential
applications but also gathering their input on how AI should be
thoughtfully designed for their unique contexts. Another
example of such an initiative is the nonprofit “AI4ALL”
movement that aims to advance an increasingly human-centered,
inclusive AI discipline [25]. Through proactive participatory
approaches such as these, we can begin to demystify AI and
ensure that diverse communities are brought to the table when
implementing AI tools.

Increasing Efforts to Improve Data Upon Which AI
is Modeled and Trained
As AI is merely holding up a mirror to the society or data upon
which it is trained, the biases inherent in AI responses are likely
due to the missing perspectives and incomplete data upon which
it was built. Leveraging collaborations across institutions, social
or civic interest groups, and diverse communities to improve

the training data should help AI become more aware of differing
perspectives and hopefully reduce if not completely minimize
the bias. Outreach-based multidisciplinary and
community-driven educational efforts as described below that
are tailored to the needs of different populations may
additionally help to empower currently under-represented groups
to actively participate in data collection and information sharing
to help mitigate such biases [24].

A mitigation example is the need for clear guidelines and
incentives from scientific organizations, universities, journals,
and granting organizations (eg, specific grant announcements
from the NIH in this area) concerning expanding the population
representativeness of the datasets upon which AI is based; this
can send a clear message regarding the importance of this issue
to the field as well as society at large.

Setting AI-Specific Ethical Standards and Having
Expected AI-Influenced Outputs Verified by Experts
It is important to set AI-specific ethical standards across
universities, other research organizations, scientific outlets, and
funding sources that include the ethics review of study methods
as well as have the expected AI-influenced outputs verified by
experts trained in the relevant ethics fields. Publishers of
scientific journals, books, and other scientific communication
channels should be encouraged to provide specific guidelines
related to the publication of research investigations that include
AI. Demanding transparency of AI use in scientific research
more generally is recommended, as a growing collection of
policy makers, technology developers, and scientific
organizations are currently doing. Setting up appropriate
“guardrails” prior to AI use is similarly important to help ensure
that flawed, offensive, or inaccurate information does not
unexpectedly find its way into AI-driven conversations or other
outputs.

A mitigation example is described here. As part of institutional
review board policies and activities, some grant-making
organizations have included, in addition to the review of a grant
proposal’s scientific merit, a separate ethics review involving
experts in ethics and similar fields to identify areas of potential
ethical concern and methods for the mitigation of such concerns.
An example is the Stanford Human-Centered Artificial
Intelligence Center’s process of including a separate ethics
review of AI grant proposals to help ensure that appropriate
AI-relevant guardrails are in place prior to funding.

Regulating Transparent Data Ownership and Use
It is important to regulate transparent data ownership and use
to ensure that access to citizen science data is not limited by
commercial interests [20]; this helps to ensure that AI tools and
resources are available to everyone, which can democratize its
use and diminish public suspicion and skepticism. For example,
many users of ChatGPT and similar platforms may not
understand that their data currently may be sent to the parent
company OpenAI to subsequently power future AI learning,
and then be ultimately used by unnamed sources for a variety
of undisclosed purposes.

A mitigation example is that, instead of relying on public GPTs
whose data ownership and use are ambiguous, the Stanford
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School of Medicine and other academic institutions have
developed their own custom GPT that ensure data security,
HIPAA compliance, and similar outcomes. Additional AI
resources that are being developed at Stanford include a
user-friendly “AI Playground” platform, built on open-source
technologies, that allows the Stanford community to try out
various AI models and tools as well as compare the utility of
different tools in a head-to-head fashion.

Human Governance and Oversight Over AI Output
It is imperative when undertaking community-engaged forms
of research that scientists work to ensure that AI-generated
contributions to the research endeavor do not supersede or
otherwise hamper the credibility of the contributions from
community members and their representatives. While AI tools
are often used to obtain meaning from large datasets, in the
participatory public health research field, it is typically the
residents themselves who can best provide meaning and context
to the data being collected and interpreted.

A mitigation example is that the addition of community advisory
experts, panels, and similar oversight bodies can help ensure
that the use of AI enriches but does not overshadow either the
scientific process itself or scientists and the public’s participation
in that process. It will be particularly valuable to include the
expertise of ethicists familiar with AI who can identify potential
areas of concern and help build appropriate safeguards.

Ensuring That Scientific Competencies are Enhanced
Rather Than Diminished as a Consequence of the AI
“Revolution”
With the rapid expansion and ease of use of ChatGPT and other
LLM tools across a range of scientific and educational fields,
there have been growing concerns related to the detrimental
effects that the overuse of such tools can have on current and
future generations of scientists and the public. These concerns
include the real danger that regular substitution of
LLM-generated written and oral communication in science, as
well as across other facets of life, could significantly diminish
cognitive competencies and the creative and innovative thinking
that is the foundation of the scientific process itself. It is clear,
at this early stage of generative AI use in participatory science
as well as in other scientific areas, that carefully created
guidelines for AI usage in all aspects of scientific education and
training should be developed and put into place to ensure LLMs
and other AI tools support, rather than replace, the facilitation
and participation of community-engaged research endeavors.

A mitigation example is described here. A year-long deliberative
process by Stanford University’s Department of Epidemiology
& Population Health has resulted in a clear set of early principles
and guidelines for the use of generative AI tools in one of its
major education programs. The guidelines have helped to
diminish ambiguity among students and faculty while
reinforcing the importance of human-centered educational
activities in growing the cognitive competencies of vital
importance to the advancement of science. In addition to clear
guidelines for AI use and requirements that scientists at all levels
of training and experience review their data and methods for
accuracy, other suggestions include the further development of

field-specific scientific standards for scientific literacy and
competence independent of AI usage.

It is also important to ensure that scientific data collection and
analysis activities themselves are not in some way diminished
or curtailed through overdependence on AI tools. As noted
earlier, the judicious use of certain AI tools in the participatory
science area may help to enrich and expand the insights and
impacts gained through participation by residents, decision
makers, and scientists working together. However, it is critical
that such AI tools undergo thorough empirical testing to
determine when, how, and with whom they can enhance rather
than impede scientific knowledge and insights. As one example,
the “Our Voice” research team is conducting initial experiments
to better determine how the use of “text-to-image” generative
AI may affect the ability of citizen scientists to better visualize
and understand the proposed health-promoting environmental
changes drawn from their data. Among the populations for
which such tools are being systematically tested are older US
women and school children living in the El Pozón neighborhood
of Cartagena, Colombia, which was highlighted earlier. In a
second example, a recent “Our Voice” citizen science project
conducted in Bogotá, Colombia has illustrated how
resident-collected data that were augmented via virtual reality
tools can ignite compelling discussions and solution building
among participants, scientists, and local stakeholders [22].

The multidimensional mixed-methods data collection methods,
sources, and analyses required by the types of participatory
scientific methods described in this Viewpoint also may serve
as a means for preventing the diminution of cognitive
competencies. For example, we have found that the increased
complexity of the multilevel, mixed-methods data acquired
when microscale (eg, citizen scientists’ “lived experiences”)
and macroscale data sources are integrated requires an increased
interdisciplinary understanding of both these different forms of
data and more intricate and multifaceted data analysis methods,
which can serve to enhance cognitive competencies [21].

Discussion and Conclusions

Citizen science has been shown to be effective in positively
engaging diverse groups of community members in meaningful,
action-oriented research [17]. Such participatory methods can
help to lessen both mistrust in science and civic disengagement,
which are trends that threaten to impair advances in public
health. Can the judicious applications of various AI tools serve
to amplify the potential of participatory science for reducing
these trends while broadening meaningful scientific advances
in public health? Given that it is clear that the AI “genie” is out
of the bottle and will likely have substantial impacts across
virtually all aspects of science, it is critical that we meet the AI
challenge head on. The inevitable integration of AI into
participatory research methods must be thoughtfully managed
in order to amplify, and not replace, the collective
documentation of human lived experiences, and to ensure that
the applications of such data to affect change truly reflect the
priorities of local communities. We believe that the time is ripe
to systematically evaluate the potential of AI beyond current
individual-level applications by exploring its utility as a
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community aid for advancing public health. At the same time,
it is imperative that we continually keep in mind the potential
risks accompanying its use, especially among underserved,
under-resourced communities. We call on the research
community to consider such challenges proactively and

empirically over the coming years, finding innovative ways to
mitigate the risks while testing the impacts of AI on trust in
science, civic engagement, knowledge advancement, and
community-driven change.
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Abstract

Foodborne illness is a continuous public health risk. The recognition of signals indicating a cluster of foodborne illness is key to
the detection, mitigation, and prevention of foodborne adverse event incidents and outbreaks. With increased internet availability
and access, novel data streams (NDSs) for foodborne illness reports initiated by users outside of the traditional public health
framework have emerged. These include, but are not limited to, social media websites, web-based product reviews posted to
retailer websites, and private companies that host public-generated notices of foodborne illnesses. Information gathered by these
platforms can help identify early signals of foodborne illness clusters or help inform ongoing public health investigations. Here
we present an overview of NDSs and 3 investigations of foodborne illness incidents by the US Food and Drug Administration
that included the use of NDSs at various stages. Each example demonstrates how these data were collected, integrated into
traditional data sources, and used to inform the investigation. NDSs present a unique opportunity for public health agencies to
identify clusters that may not have been identified otherwise, due to new or unique etiologies, as shown in the 3 examples. Clusters
may also be identified earlier than they would have been through traditional sources. NDSs can further provide investigators
supplemental information that may help confirm or rule out a source of illness. However, data collected from NDSs are often
incomplete and lack critical details for investigators, such as product information (eg, lot numbers), clinical or medical details
(eg, laboratory results of affected individuals), and contact information for report follow-up. In the future, public health agencies
may wish to standardize an approach to maximize the potential of NDSs to catalyze and supplement adverse event investigations.
Additionally, the collection of essential data elements by NDS platforms and data-sharing processes with public health agencies
may aid in the investigation of foodborne illness clusters and inform subsequent public health and regulatory actions.

(JMIR Public Health Surveill 2025;11:e58797)   doi:10.2196/58797

KEYWORDS

foodborne illness surveillance; novel data streams; outbreak investigations; novel data; foodborne illness; foodborne; illness;
United States; public health; prevention; outbreaks; social media; product review; cluster; product information; surveillance;
epidemiology

Introduction

An estimated 1 in 6 people experiences an episode of foodborne
illness in the United States annually, placing an estimated US
$77.7 billion burden on the US economy [1,2]. Most of these
illnesses are considered sporadic; however, limitations in

foodborne outbreak surveillance may hinder the detection of
outbreak-associated cases. The identification and investigation
of foodborne illness clusters requires a high degree of
coordination across state and local jurisdictions and, in some
cases, federal agencies [3].
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At the federal level, outbreaks are investigated when they
involve cases in multiple states, implicate imported products,
or when federal support is requested. Most of these outbreaks
that involve known pathogens are traditionally initiated through
laboratory-based surveillance systems with the identification
of illness clusters by molecular subtyping of clinical isolates or
case reports from ill individuals with a common exposure and
illness who seek medical care. These clusters can then be linked
to a common vehicle based on supporting epidemiologic
information, traceback findings, and laboratory testing results
from food and environmental samples. This information is
usually first received by state or local health departments
(LHDs) before it is passed on to federal partners, when deemed
necessary. Outbreaks that involve known pathogens may also
be identified through matching the genetic similarity of historic
and contemporary isolates from product or environmental
samples to clinical isolates via molecular subtyping techniques,
such as whole genome sequencing [4].

In situations where an etiology is unknown or has not yet been
identified, consumer complaint systems provide a mechanism
for consumers to self-report adverse health events, including
foodborne illness. This allows public health entities to conduct
disease surveillance to help mitigate this primary limitation of
laboratory-based surveillance. Consumer complaint–based
systems allow for the collection and storage of consumer reports
that can be submitted in a range of formats, including in-person,
phone, e-mail, and web form [5]. A survey of LHDs in the
United States revealed that a majority (81%) use consumer
complaint–based systems and attributed the detection of 69%
of foodborne outbreaks in the past year to consumer complaints
[6]. State health departments that have conducted
self-assessments of their consumer-complaint systems, such as
Minnesota and Rhode Island, have credited the detection of
79% and 80% of foodborne outbreaks to consumer complaints,
respectively [7,8]. Of the surveyed LHDs in the United States,
75% reported the ability to receive consumer complaints via
email, and 40% reported the availability of a web-based
reporting form [6]. The Integrated Food Safety Centers for
Excellence help states to continually improve these
complaint-based surveillance systems as well [9]. In the United
States, the various consumer complaint systems create a
patchwork that helps to capture information on foodborne
illnesses that may not be reported to medical professionals.
However, holistically, this patchwork can pose challenges as
data from the various consumer complaint systems are stored
separately. Recognition of signals depends on a sufficient
number of complaints to come to the same complaint system.

Complaint-based surveillance is also used at the federal level
to identify potential clusters of foodborne illness. The US Food
and Drug Administration (FDA) collects complaints or reports
submitted from consumers, health care providers, industry
members, public health officials, or other submitters via 2
web-based mechanisms using the MedWatch or Safety
Reporting Portal as well as by phone, email, fax, and physical
mail [10-13]. A complainant may submit similar reports via
multiple mechanisms, and it may not be possible to distinguish
if they are duplicate reports or are separate cases. A key element
of identifying illness clusters via this approach is the availability

of complete and reliable epidemiologic data, such as illness
onset date and contact information, to link complainant reports.
This information is also needed to narrow down potential
etiology and food vehicle [5].

Disease surveillance and outbreak information received by the
FDA from various internal and external sources, including
federal, state, and local health partners, is evaluated by the
FDA’s Coordinated Outbreak Response & Evaluation (CORE)
Network, which was established in 2011 and charged with
coordinating efforts to find, stop, and prevent illnesses linked
to FDA Center for Food Safety and Applied Nutrition (CFSAN)
regulated products [14]. These products include all human foods
not falling under the jurisdiction of the US Department of
Agriculture Food Safety Inspection Service and account for
75% of the food supply in the United States [15]. Once an
actionable signal has been identified, further investigational
activities and public health actions (eg, product traceback,
recalls, and communication) are coordinated across local, state,
and federal partners, a process that has been described elsewhere
[3].

Traditional investigative tools, such as laboratory-based
surveillance, do face challenges including but not limited to
underdiagnosis and underreporting of illnesses, varying illness
reporting structures, the increased use of culture-independent
diagnostic testing, and resource availability [16,17]. While some
of these challenges are mitigated by public health consumer
complaint systems described earlier, the increased accessibility
and use of novel data streams (NDSs) provide new information
that may further aid in the detection and investigation of
foodborne illness clusters. NDSs include nontraditional sources
of information such as social media, web-based customer
reviews, multimedia news (comment sections from news stories
about clusters of illnesses), and private participatory reporting
platforms (PPRPs) that actively collect data on food poisoning.

The availability of crowdsourced web-based information
provides an opportunity for public health entities to potentially
augment existing traditional foodborne illness surveillance
systems or identify clusters not detected by traditional tools.
The evolution of cell phones to more readily allow users to
access the internet has made these NDSs even more accessible
as a tool for the submission of consumer complaints. These
NDSs, in the context of foodborne illness, consist of reports of
consumer information related to food products that are relayed
digitally through social media, search histories, customer
reviews (ie, product and restaurant reviews), and PPRPs [18].
Some PPRP sites have the express goal of collecting data on
people who believe that they have gotten sick from food.
Information from these sources may be shared directly with
public health agencies or may be mined by agencies in response
to a signal.

NDSs can be integrated with traditional public health
surveillance programs to catalyze or supplement investigation,
and several examples of this exist at the local and state health
department level. For instance, the Chicago Department of
Public Health has used social media posts generated within
jurisdictional limits to address consumer complaints of food
poisoning and to target health inspections [19]. The New York
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City Department of Health and Mental Hygiene has similarly
evaluated the use of customer-submitted restaurant reviews to
detect outbreaks and target health inspections [20]. These are
just a few documented examples of the use of NDSs by state
and LHDs. No systematic use of these data sources has been
documented at the federal level at this time.

Reports of foodborne illness clusters can come from a variety
of traditional and novel data sources (Figure 1). In this review,

we (1) highlight key details of 3 recent adverse event clusters
that were investigated by the FDA and were catalyzed or
supplemented by NDSs, (2) discuss challenges and limitations
associated with the current use of NDSs by the FDA, and (3)
propose opportunities for improvement and the future use of
NDS applications during foodborne illness surveillance and
investigational activities conducted by the FDA.

Figure 1. Examples of adverse event and illness cluster data sources evaluated by the US Food and Drug Administration Coordinated Outbreak Response
& Evaluation (FDA CORE) Network. Multimedia journalism may also be considered a traditional data source in some cases. CFSAN: Center for Food
Safety and Applied Nutrition; CDC: Centers for Disease Control and Prevention; USDA: US Department of Agriculture.

Three Case Studies

Overview
To illustrate the use of NDSs during FDA investigations of
foodborne illness clusters, the following 3 case studies describe
recent incidents linked to dry breakfast cereal, ketogenic shakes,
and plant-based crumbles, respectively. Each of these incidents
provides a unique look at how these data streams were used by
the FDA to identify or supplement investigations. There may
be duplicate reports included in the analyses of these case
studies, as reports may have been submitted by the same
complaint through multiple points in FDA and to a given PPRP
or other form of NDS. The following case studies are meant to
highlight examples of this use and are not meant to be
comprehensive reviews of the entire incidents.

Dry Breakfast Cereal
On April 1, 2022, the New York Post published an article that
highlighted an increase in illness reports mentioning a dry
breakfast cereal product on a PPRP [21]. The article stated that
at least 139 consumers reported vomiting and diarrhea after
consuming the dry breakfast cereal of interest, which prompted
an FDA investigation. After FDA CORE initiated an
investigation, the PPRP shared complaint data with the FDA,
which was reviewed by FDA CORE and used for an initial
assessment of the incident. FDA’s medical evaluation of 470
PPRP reports received from January 1, 2022, to April 5, 2022,
identified symptom onset data for 349 (74%) reports, most of
which (96%) suggested nonrapid symptom onset (exceeding
30 min since consumption). In some cases, due to the nature of
the reporting tool, these data sometimes omitted necessary
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epidemiologic information such as the date the person first
reported feeling ill, food exposure date, and illness duration.

Thus, the investigation instead focused on reports directly
submitted to the FDA. FDA consumer complaint reports
collected between June 1, 2021, and May 10, 2022, that
mentioned exposure to the dry breakfast cereal product of
interest and explicit gastrointestinal (GI) symptoms were
reviewed. Only one of the 120 consumer complaint reports
submitted between June 1, 2021, and May 10, 2022, was
received in 2021. The remaining 119 were submitted after April
1, 2022, the day the NY Post article was published. Of these
120 consumer complaints, many reported GI symptoms.

Between June 1, 2021, and May 10, 2022, there were a total of
438 Center for Food Safety and Applied Nutrition Adverse
Event Reporting System (CAERS) reports associated with the
dry breakfast cereal product, 437 of which were submitted after
April 1, 2022 (Figure 2). The FDA conducted an analysis of
406 CAERS reports that contained suspected cases with
exposure to the breakfast cereal, explicit GI symptoms, and
were received prior to April 30, 2022. Of 406 CAERS reports,
only 160 had information on illness onset, most of which
suggested symptom onset occurred 1‐24 hours after
consumption. Overall, 558 FDA adverse event reports (120
consumer complaint and 438 CAERS reports) and 6272 PPRP
reports of GI illness were associated with this incident.

Figure 2. Distribution of adverse event reports received by various reporting platforms concerning dry breakfast cereal (2022). CAERS: Center for
Food Safety and Applied Nutrition Adverse Event Reporting System; CC: Food and Drug Administration consumer complaints; NY: New York; PPRP:
private participatory reporting platform.

In response to illness reports related to the dry breakfast cereal
product, the FDA conducted preventive control inspections at
2 manufacturing facilities that produced the dry breakfast cereal
of interest and at 1 product supplier in order to document
manufacturing operations and identify potential deficiencies.
An FDA investigation was also conducted at the corporate
offices of the dry breakfast cereal brand in order to collect
records pertaining to manufacturing processes, facilities,
products, suppliers, quality control practices, and consumer
complaint data. Concurrently, the Michigan Department of
Agriculture and Rural Development initiated a preventive
control inspection at another supplier to the brand. No significant
observations were found during these inspections. FDA chemical
and microbial analyses were completed on product and

environmental samples. FDA and state partners also analyzed
clinical and consumer product samples. However, no causative
agent for this incident was identified. Evidence from this
investigation indicated that this was, in fact, not a microbial
outbreak related to dry cereal.

Ketogenic Shakes
In March 2022, a PPRP shared with the FDA an analysis of
complaints they received about Brand A protein or meal
replacement shakes, a generic brand produced for Retailer A.
The analysis demonstrated that there was an increase in
complaints associated with Brand A when compared to other
protein or meal replacement shake brands starting in January
2021. The PPRP provided all complaints to the FDA for Brand
A protein or meal replacement shakes submitted between
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January 2021 and March 2022. A review of this information
found that 28 of 32 reports specifically identified the ketogenic
shake from Brand A, and the FDA initiated an investigation
into this product. During the investigation, 6 additional
complaints were received, culminating in a total of 34
complaints specifically identifying Brand A ketogenic shakes
reported to the PPRP between January 2, 2021, and March 30,
2022. These PPRP reports were challenging to use as they lacked
complete epidemiologic information, and specific product
details, such as lot numbers, were not consistently available.
Further, some of the data that was provided was unstructured
and required manual review and extraction.

Additionally, reviews for the ketogenic shake product were
extracted on March 24, 2022, from Retailer A’s website. This
data also required manual review and data extraction. Between
January 9, 2021, and February 2, 2022, 54 reviews contained
text with complaints indicating an adverse event. Finally, FDA
systems were queried for complaints related to the Brand A
ketogenic shake over the previous 2 years. Between June 6,
2021, and April 8, 2022, 2 consumer complaints and 4 CAERS
reports were received by the FDA. Complaints from all 3 data
sources (FDA, consumer reviews, and PPRP complaints) were
compiled, and a total of 93 were reviewed. Symptoms were
varied but included mostly GI distress, and many reported a
rapid onset of symptoms (<30 min). The number of reports
received for Brand A was compared to the number for Brand
B ketogenic shake to ascertain whether the amount of complaints
was unusual. The Brand B ketogenic shake had nearly equivalent
product labeling to the Brand A ketogenic shake, but the 2
brands did not share a manufacturer. Both brands were
nationally distributed in the United States. The FDA CAERS
database and the PPRP were also queried for complaints that
specified Brand B during the same time frame. These Brand B
queries returned no complaints from the PPRP and 1 complaint
from FDA CAERS.

Closed retail samples of 2 flavors of Brand A ketogenic shakes
and open and closed samples from a complainant’s home were
collected. Chemical and sensory analyses were completed on
all product samples collected by the FDA, and no unusual
findings were identified. No public communications or
regulatory actions resulted from this investigation. However,
details of the investigation were shared with Retailer A, who
had already discontinued distribution of the product based on
poor web-based reviews and who further, in response to FDA
notification, made the remaining product in their stores
unavailable for purchase. Ultimately, laboratory testing did not
detect any specific undeclared ingredients or toxins as a
causative agent for these adverse events, but the investigation
did highlight potential consumer intolerances to some declared
ingredients used in ketogenic food products.

Plant-Based Crumble Product
In June 2022, the FDA received consumer complaints and
adverse event reports referencing GI illness suggesting abnormal
liver function (eg, jaundice and dark urine) that may have been
attributable to the consumption of a plant-based crumble product
produced by Brand C. As of June 23, 2022, 20 CAERS reports
and 13 consumer complaints had been evaluated. Although

some complainants reported several Brand C products, all
complaints specified the plant-based crumble product. Most
reported GI and liver-associated symptoms. This incident
became heavily publicized as reports pertaining to the adverse
events were reported digitally. Additionally, consumers reported
adverse health outcomes to various other sources, such as state
reporting mechanisms, a PPRP, and directly to Brand C. As of
October 18, 2022, this incident included 393 (177 consumer
complaints and 216 CAERS reports) adverse event reports in
39 states with 133 hospitalizations and zero deaths. Estimated
illness onset dates ranged from April 19, 2022, to September
4, 2022.

Closed and open samples of Brand C plant-based crumbles
product were sampled from complainants’ homes. Closed and
undistributed product samples were also obtained from Brand
C’s warehouses. Both chemical and microbiological analyses
were performed, but there were no significant findings.
However, in 2024, the FDA made a public posting noting that
tara flour, an ingredient used in this product, did not meet the
Generally Recognized as Safe standard, so it was an unapproved
food additive [22]. The FDA issued a web post on the
investigation and posted the company recall on the FDA recalls
page [23,24]. The FDA further performed several domestic
inspections related to the incident and 1 foreign inspection,
though none of these actions provided evidence of
contamination.

During this investigation, the FDA also reached out to the PPRP
to examine any reports they had received regarding this product.
The website had received 24 complaints associated with Brand
C products from April 4, 2022, to October 18, 2022, 7 of which
mentioned the product of interest (plant-based crumbles). Of
these 7 complaints, 4 reported GI symptoms and 3 reported
various liver-associated ailments. Records from the PPRP were
obtained to rule out other vehicles of interest, such as other
Brand C products and products from a separate company, Brand
D. Although 8 other products were mentioned, none were
mentioned more than twice. Further, the PPRP had only received
a single complaint for Brand D, which described nausea and
vomiting. Based on these reports and the data from FDA
systems, other Brand C and Brand D products were excluded
as not likely vehicles of illness for this incident.

Discussion

Overview
The use of NDSs to identify adverse event signals or supplement
FDA investigations of foodborne illness clusters may offer
opportunities such as earlier detection of clusters and vehicle
confirmation as seen in the case studies described earlier.
However, data collection from NDSs also presents challenges
that may reduce their utility during ongoing incident
investigations. The advantages and challenges associated with
the use of NDS data are discussed in the following section,
along with a summary of future steps to better harmonize public
health efforts.
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Advantages
Traditional, laboratory-based methods of foodborne disease
surveillance are largely reliant on the detection of foodborne
illnesses via information collected at the clinical level, such as
laboratory tests and health care provider reports [25]. These
signals are dependent on ill persons seeking medical care, yet
some research indicates that fewer than 15% of individuals with
self-suspected foodborne illness seek medical attention or report
to an LHD [25]. The most recent Foodborne Disease Active
Surveillance Network (FoodNet) population survey supports
this, noting that only 16.9% of respondents with an acute GI
illness sought medical care [26]. Further, most episodes of
foodborne illness are self-limiting, and only a small percentage
of illnesses in the United States are estimated to result in
hospitalization [2]. Once a case of foodborne illness is detected,
associated epidemiologic information is gathered by trained
epidemiologists, which ensures collected information is detailed
and accurate. However, national mandatory reporting of
foodborne illnesses is limited to a select set of diseases [27].
While this list includes most well-established foodborne
pathogens, it is not as useful for illnesses without a known
etiology. Notification of the public health system to new
illnesses is also slow, as lag times often range from 2 to 4 weeks
or more, depending on the etiology, time of year, and laboratory
testing capability. As discussed, some of these limitations are
mitigated by various consumer complaint-based systems that
are not limited by specific etiology and do not require a person
to seek medical care. This is particularly important for localized
outbreak detection.

NDSs have the potential to address gaps that exist in traditional
foodborne illness surveillance methods and empower consumers.
For example, data from these systems can alert public health
agencies to foodborne illnesses in situations where medical care
is not obtained (eg, due to financial reasons, lack of perceived
necessity). NDSs may also provide early signals for foodborne
illness clusters that would otherwise be slowed due to expected
lag times in case reporting or unforeseen delays. Common
barriers to traditional reporting, such as cost, time, access, or
awareness, may also be avoided by consumers who use NDSs.
In the United States, mechanisms to report an adverse event
directly to a public health entity vary across the state and federal
levels, while NDS companies have varying user-friendly formats
for accepting consumer complaints. Therefore, the generation
of an adverse event report on a PPRP or a review on a product
webpage may be more intuitive, simpler, and less
time-consuming for the public in some situations.

The broad reach of NDSs strengthens their ability to catalyze
public health investigations. The larger number of associated
complaints can also contextualize reported symptoms, which
is useful in situations where the pathogen or hazard is emerging
and case symptomology is unknown. One example of this is
the ketogenic shake investigation, in which complainants
described a rapid onset of short-lived symptoms after consuming
the product, making it more unlikely for complainants to seek
care under these circumstances. Despite the low volume of
related complaints reported to the FDA, which typically would
not rise to the level of an investigation, an FDA investigation
was triggered due to the number of complaints reporting a

similar product or symptomology within product reviews and
PPRP reports.

A signal received via NDS of a suspected illness related to an
FDA-regulated product may allow the FDA to evaluate
consumer risk using investigative tools such as traceback if the
incoming data includes necessary details about the product.
Traceback helps ascertain if illnesses are related to a common
source, which leads to further investigation and, potentially,
product actions. Details within NDS reports may help to target
firm inspections, product sample collection, and product testing,
all of which can inform compliance actions. Retailers may also
use information from NDSs as an early alert to a poor-quality
product or one that may be causing adverse reactions among
consumers, such as in the example provided with ketogenic
shakes. This unsolicited information allows retailers to internally
initiate actions to protect consumers prior to a
manufacturer-initiated product recall or the attention of
regulatory and public health agencies. Traceback information
obtained from NDSs may also help to rule out products not
linked to adverse events. Although NDS data can inform
industry and regulatory investigations, the source for NDS
reports may be anonymous; therefore, the veracity of the data
should be considered during decision-making.

Challenges
An overarching limitation of NDSs stems from the quality of
available data. Consumer complaints made to the FDA use
forms that incorporate standardized epidemiologic data elements,
including those identified by the Council to Improve Foodborne
Outbreak Response [27]. These forms also collect details used
to assess complaint trends and detect potential food safety issues.
NDSs do not reliably capture key data elements essential for
public health investigations such as those outlined in Table 1,
which includes an expanded list of data elements in addition to
those put forth by the Council to Improve Foodborne Outbreak
Response. As NDSs often obtain information for other purposes,
data gaps are expected and can hinder public health
investigations. For example, epidemiologic information is used
by investigators to identify a common etiologic agent, which is
critical in the absence of clinical validation. Without
epidemiologic information, the cause of a food safety issue is
more challenging to identify, and the scope of product testing
is significantly more resource intensive. Product and exposure
information are also necessary to identify a common source of
illness and inform traceback investigations. A lack of actionable
data inhibits public health response, which was illustrated during
the 3 investigations described here.

Another limitation associated with NDS systems is that the data
are often unstructured. Information from complainants is
typically in the form of free-text entry (eg, social media posts,
product reviews, web-based comments), which currently require
manual review to extract key data elements. This process is
resource-intensive, subject to human error, and has limited
feasibility for large numbers of posts or comments. Automated
data review may reduce the burden of manual review in the
future, but specialized tools are expensive investments for ad
hoc analyses, and varying data sources may necessitate different
technical approaches. Similar to traditional outbreak data
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sources, NDS reports may also be duplicated across reporting
platforms, as individuals may submit complaints on multiple
NDS platforms, multiple complaints on one platform, and
directly to the FDA (Figure 1). Some NDS platforms do
minimize report duplication with requirements for users to sign

into an account, to have verified purchases to leave a review,
or by tracking the IP address of the user. However, evaluation
of complaint uniqueness for enumeration across platforms may
require manual deduplication or simply not be possible.

Table . List of key data elements for actionable public health response for collection by novel data systems, expanded and modified from the Council
to Improve Foodborne Outbreak Response [27].

Data elementData type

Epidemiologic • Illness onset date and time
• Symptoms
• Duration of symptoms
• Care-seeking behavior
• Suspected exposure of interest
• Exposure date
• Other recent exposures (past 7 days)

Product • Photo of product packaging
• Brand
• Best buy date or best if used by date
• Lot code
• Product description on label
• Purchase location and purchase date
• Manufacturer, distributor information

Complainant’s contact information • Name
• Phone number
• Email address

Affected individual’s contact information (if not the same as the com-
plainant’s)

• Name
• Phone number
• Email address

Affected individual’s demographic information • Age
• Gender
• State of affected individual’s residence

Method of report • Date of complaint
• Type of platform
• Method of complaint

Ultimately the structure, breadth, and utility of information
available in an NDS are dependent on the purpose of the
platform. Certain NDSs, such as web-based reviews and social
media posts, share information publicly, though not explicitly
for public health goals. Due to this, food safety complaints made
on these platforms usually lack critical data elements but have
the potential to provide contextual information that can catalyze
or supplement an investigation. PPRPs do have a public health
goal, and compared to official government complaint systems,
they may be easier to find and use, which makes them attractive
options to complainants. However, although these sites may be
easier to use, the data captured may be incomplete or of lower
quality than data collected from traditional complaint systems.
Public health and regulatory officials must keep these limitations
in mind when considering NDSs in an investigational context.

When a signal for an adverse event is received, public health
investigators review the reported symptoms, in conjunction with
laboratory diagnoses, to determine an etiology and define cluster
criteria (ie, develop a case definition) [27]. With NDSs, limited
epidemiologic information may result in nonspecific
symptomology. Alternatively, investigators may rely on medical

records and laboratory documentation to accumulate evidence
in search of a possible etiology, but complainant contact
information is not often included in NDS reports, which prevents
investigators from obtaining follow-up information. Thus,
reports from NDSs must be grouped based on available
epidemiologic features, which results in a broad case definition,
extensive record requests, and resource-intensive review by
investigators. Therefore, biological plausibility and medical
review should be considered when refining a case definition
and evaluating likely exposures when using NDSs.

Evidence has shown that media attention, particularly TV news
coverage, can lead to an increase in adverse event reporting
during a health scare [28,29]. This would also affect reporting
to NDSs, which could see greater impacts given their ease of
reporting, particularly if an NDS uses tools such as social media
to share information on the incident. This effect was illustrated
during the dry cereal incident, as complaints to both NDSs and
FDA increased dramatically after newspaper reporting (Figure
2). One possible further complication of media attention is the
amplification of unreliable and spurious signals that leads to
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stress on public health response entities, who already have
limited resources.

Many actors are involved in multistate investigations, each with
unique roles and challenges. One of these challenges is
identifying proper medical and epidemiologic experts to evaluate
data collected from PPRP or other NDS sources. CDC, for
example, has investigational programs aligned to specific
pathogens, so it can be difficult to identify which group would
provide expertise during an investigation involving an unknown
etiology.

As NDS platforms are not managed by established public health
systems, information sharing with entities that have authority
to take public health action is limited. Although some public
health agencies may partner with third-party NDS platforms,
subscribe to their services, or survey their data, NDS data may
not be automatically escalated to a public health authority, which
may not always be clear to the public when submitting their
report. Also, some NDS companies may require public health
agencies to pay to access complaint data. In addition, NDS
platforms vary in the user information they collect, which can
limit the ability to conduct follow-up with ill persons. It is also
important to note that these NDS systems may divert ill people
away from submitting reports to established public health
reporting and surveillance systems. People who report their
illnesses on these NDS platforms may assume that their reports
will automatically be shared with authorities, which is not the
case. In addition, submitting complaints to NDS systems may
give people the false expectation that the information they
provide will be actionable by public health agencies.

One reason that laboratory results can be confirmed relatively
quickly in traditional outbreaks is that the etiological agent is
known, and multiple laboratories are often able to perform and
analyze testing results. Conversely, NDS-detected outbreaks
often have an unknown etiological agent, which requires broad,
instead of targeted, testing and often takes longer to return
results.

Similar to limitations discussed regarding epidemiologic data,
information collected from consumers through NDSs may lack
critical elements needed for product traceback, such as product
and purchase information. Although photos can be shared of a
product, photos and product descriptions obtained from
consumers do not consistently provide information on lot
numbers, purchase dates, or purchase locations. Using a phone
to submit complaints, while convenient, may limit the amount
of information that people are able to submit. This information
can aid regulatory authorities to conduct traceback, as some
products may have the same name or label but have been
produced or grown at different locations. Purchase information
may also inform traceback investigations through identification
of the manufacturer; however, these details are not consistently
captured from NDSs or from traditional outbreak data sources.
Ultimately, the lack of consistent product and purchase
information may hinder the identification of a specific
implicated product for further industry or regulatory action.

Opportunities
While NDSs have been helpful at the local level in identifying
establishment-based illness clusters or targeting limited
resources for inspections, foodborne investigations at the federal
level focus on multistate outbreaks or vehicles that enter
interstate commerce [7,20,28]. In these situations, etiologic
agents are generally not related to ill workers or conditions at
a retail establishment, but rather issues further up the supply
chain. Similar to traditional outbreak data sources, NDSs reports
may be of assistance during FDA investigations to identify
signals related to branded or packaged products that are easily
identified by the consumer, as opposed to loose items, such as
produce, with no clear or easily identifiable brand or
manufacturer. NDSs are also most likely to identify incidents
that involve a rapid onset of symptoms, as with the ketogenic
shakes investigation, or unusual symptoms, as in the plant-based
crumble product investigation.

Signal detection and data collection through NDSs will likely
become more prevalent. Therefore, it is incumbent upon public
health agencies to determine the best ways to use this data,
integrate it into established signal detection systems, and
potentially collaborate with platform hosts. There is also a need
to establish a process, once a signal is detected via NDS, where
ill individuals can be interviewed with a standardized
questionnaire that can be used to further evaluate potential
exposures and etiologies. NDS providers should consider adding
the noted critical data elements (Table 1) to existing data
captured by their sites or provide public health officials with
contact information to follow up with complainants. CDC and
state health departments or LHDs can play an important role in
coordinating patient interviews and epidemiological data
collection, including medical records. In the future, the further
development of tools for natural language processing, website
scraping, and optical character recognition technology (software
to extract text from an image) may also be useful when applied
to NDSs for signal detection or to supplement ongoing outbreak
investigations.

Conclusions

NDSs may enable quicker signal detection in certain situations
compared to traditional surveillance methods for foodborne
illness clusters attributable to unknown agents. Recently, NDSs
have provided supplementary data during traditional
investigations and sparked investigations into previously
undetected signals, which may or may not have provided enough
information for an actionable public health response. While
PPRPs and product reviews are the focus in this paper, future
signals may come from other NDSs, such as web-based social
media platforms. To effectively integrate these data into public
health surveillance and response, working protocols could be
developed to help agencies better collect, surveil, and assess
this data. NDSs with a focus on public health should also do
their best to collect critical epidemiologic, product, and clinical
data, enhancing their utility as a resource for public health
agencies.
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Abstract

Background: Although agricultural health has gained importance, to date, much of the existing research relies on traditional
epidemiological approaches that often face limitations related to sample size, geographic scope, temporal coverage, and the range
of health events examined. To address these challenges, a complementary approach involves leveraging and reusing data beyond
its original purpose. Administrative health databases (AHDs) are increasingly reused in population-based research and digital
public health, especially for populations such as farmers, who face distinct environmental risks.

Objective: We aimed to explore the reuse of AHDs in addressing health issues within farming populations by summarizing the
current landscape of AHD-based research and identifying key areas of interest, research gaps, and unmet needs.

Methods: We conducted a scoping review and bibliometric analysis using PubMed and Web of Science. Building upon previous
reviews of AHD-based public health research, we conducted a comprehensive literature search using 72 terms related to the
farming population and AHDs. To identify research hot spots, directions, and gaps, we used keyword frequency, co-occurrence,
and thematic mapping. We also explored the bibliometric profile of the farming exposome by mapping keyword co-occurrences
between environmental factors and health outcomes.

Results: Between 1975 and April 2024, 296 publications across 118 journals, predominantly from high-income countries, were
identified. Nearly one-third of these publications were associated with well-established cohorts, such as Agriculture and Cancer
and Agricultural Health Study. The most frequently used AHDs included disease registers (158/296, 53.4%), electronic health
records (124/296, 41.9%), insurance claims (106/296, 35.8%), population registers (95/296, 32.1%), and hospital discharge
databases (41/296, 13.9%). Fifty (16.9%) of 296 studies involved >1 million participants. Although a broad range of exposure
proxies were used, most studies (254/296, 85.8%) relied on broad proxies, which failed to capture the specifics of farming tasks.
Research on the farming exposome remains underexplored, with a predominant focus on the specific external exposome, particularly
pesticide exposure. A limited range of health events have been examined, primarily cancer, mortality, and injuries.

Conclusions: The increasing use of AHDs holds major potential to advance public health research within farming populations.
However, substantial research gaps persist, particularly in low-income regions and among underrepresented farming subgroups,
such as women, children, and contingent workers. Emerging issues, including exposure to per- and polyfluoroalkyl substances,
biological agents, microbiome, microplastics, and climate change, warrant further research. Major gaps also persist in understanding
various health conditions, including cardiovascular, reproductive, ocular, sleep-related, age-related, and autoimmune diseases.
Addressing these overlooked areas is essential for comprehending the health risks faced by farming communities and guiding
public health policies. Within this context, promoting AHD-based research, in conjunction with other digital data sources (eg,
mobile health, social health data, and wearables) and artificial intelligence approaches, represents a promising avenue for future
exploration.

JMIR Public Health Surveill 2025 | vol. 11 | e62939 | p.90https://publichealth.jmir.org/2025/1/e62939
(page number not for citation purposes)

Petit & VuillermeJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

mailto:pascal.petit@univ-grenoble-alpes.fr
http://www.w3.org/Style/XSL
http://www.renderx.com/


(JMIR Public Health Surveill 2025;11:e62939)   doi:10.2196/62939

KEYWORDS

farming population; digital public health; digital epidemiology; administrative health database; farming exposome; review;
bibliometric analysis; data reuse

Introduction

Background
Public health research seeks to identify and understand the
factors that influence population health to effectively prevent
diseases and promote health and well-being for all [1,2]. A broad
range of environmental determinants can impact health across
the life span. One of the core areas of public health research,
known as the exposome, investigates how cumulative
environmental influences contribute to disease etiology and
pathogenesis [3-18]. The exposome, which complements
genomic research, refers to the comprehensive examination of
all environmental exposures experienced throughout an
individual’s lifetime, including physical, chemical, biological,
psychosocial, and behavioral factors, from conception to death
[3-18]. The exposome classically includes 3 overlapping
domains: the general external exposome (eg, climate and built
environment); the specific external exposome (eg, chemical
exposure, lifestyle, and occupations); and the internal exposome
(eg, aging, oxidative stress, metabolism, and gut microbiome)
[8,14,16,17,19,20]. Understanding the exposome is crucial for
enabling both population-wide and precision prevention
[3,21-23]. However, fully describing the exposome is
challenging due to the vast diversity and the temporal and spatial
variability of environmental factors [3]. Public health research
in this area requires data on both risk factors and adverse health
outcomes to progress effectively [3,14,24,25].

The volume of data collected has grown exponentially as the
world becomes increasingly reliant on technology and
digitization [26,27]. Data are omnipresent in our everyday lives,
leading science toward data-driven research [27,28], in particular
in the health field. The digital transformation in health care has
enabled unprecedented data availability, collection, storage, and
analysis capabilities, leading to a paradigm shift in health care
systems, with entire care pathways becoming digitized [29,30].
Health-related data now represent approximately 6% of all
digital data globally, a figure that continues to rise [31]. This
explosion of data has transformed research, providing new
opportunities, especially in public health, to enhance disease
understanding and evaluate intervention effectiveness
[27,28,32-35]. The integration of digital technologies and digital
data in public health has led to the emergence of “digital public
health,” an evolving field focused on using digital data to
achieve public health goals [33,36-41]. Public health research
is moving from isolated data systems to more integrated,
accessible, and reusable data resources [42]. Reusing data allows
researchers to explore various health determinants, including
environmental, occupational, behavioral, and organizational

factors, fostering a holistic approach to disease prevention and
health promotion strategies [14].

Within the digital public health framework, 2 main types of
data are being used, namely primary and secondary data.
Primary data are tailor-made, designed for a specific purpose,
and often used once or repeatedly for the same goal [43-45].
Primary data are the cornerstone of traditional public health
policy and decision-making. These data are derived from several
types of studies [46-50], in particular observational cohorts (eg,
the Framingham Cohort study [51,52]) [46-50,53,54],
case-control studies [46-50], cross-sectional surveys (eg, the
China Health and Retirement Longitudinal Study [55,56])
[46-50,53], and experimental studies [46-50]. Primary data have
many advantages [46-50]. They are rich, of high quality, and
are designed to answer specific research questions for public
health and epidemiological purposes. Primary data are usually
available at the individual level and are derived from studies
that control for certain biases. By contrast, they are cumbersome,
time-consuming, and costly to set up and maintain [53,54,57].
The representativeness of primary data is also limited in size,
geographic scope, and temporal coverage and can erode with
time [46-50,53]. Primary data are not free from bias, such as
selection, healthy worker, recall, or prevarication biases [53,58].

Unlike traditional public health, digital public health does not
rely solely on primary data but takes advantage of the myriad
of existing digital data that have not been generated originally
for research purposes (ie, secondary data) to overcome some
limitations intrinsic to primary data and complement them
[28,43,44,53,59-68]. Indeed, some data can have an additional
impact when used beyond the context for which they were
originally created [68,69]. Secondary data are collected for
purposes other than public health or epidemiology and include
contextual data (eg, air quality and climate data)
[14,24,26,29,70-74], person-generated data (eg, social media,
c r ow d s o u r c i n g ,  a n d  m o b i l e  h e a l t h )
[2,24,26,31,43,61,62,73,75-86], synthetic data (eg, digital twin)
[87-91], and administrative health databases (AHDs)
[26,64,68,81,92-102].

AHD is a broad term encompassing a wide range of routinely
collected data on individuals’ health and sociodemographic
information collected for registration, billing, record keeping,
and other administrative purposes [26,64,81,93,95,98,100-102].
For this review, based on previous works [93,95,96,103-105],
AHDs included population registers, claims databases, disease
registers, electronic health or medical records, and hospital
discharge databases that were collected at a local, regional,
national, or international level (Table 1)
[26,61,62,93,95,96,100,103-110].
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Table 1. Definition and characteristics of administrative health databases included in this review.

Hospital discharge
database

Electronic health or
medical record

Disease registerClaims databasePopulation register

Digital records of ser-
vice use with informa-
tion about patients, their
care, and their stay in
the hospital

Systematized digital
record of a patient’s
medical information
collected in real time

A continuous and ex-
haustive digital collec-
tion of individual data
regarding 1 or more
health events in a geo-
graphically defined
population

Routinely collected
digital information on
individual data regard-
ing reimbursement,
records of health ser-
vices, medical proce-
dures, prescriptions,
and medical diagnoses

Digital sociodemograph-
ic information on the
residents of a country

Definition

HospitalsHospitals, physicians,
health care centers, and
institutions

Health care institutions
(eg, hospitals)

Insurance programs or
schemes and health care
providers

Local or national author-
ities

Source

All patients from a hos-
pital

All patients using the
health care system

All individuals diag-
nosed with a specific
health event in a popula-
tion on a geographically
defined scale

All individuals covered
by an insurance pro-
gram or scheme

All individuals residing
in a country

Population

For billing or account-
ing purposes

For clinical and billing
purposes: to document
patients’ clinical condi-
tion

For clinical and re-
search purposes: to col-
lect information about
people diagnosed with
a specific health event

To store financial and
administrative informa-
tion for medical insur-
ers’ and providers’ use

For the administrative
purposes of govern-
ment: to provide reli-
able information

Purpose or finality

Health events from
hospital admission

Health events requiring
care that are reported in
medical records

Specific health events
(eg, cancer)

Health events covered
by insurance or a health
care provider

NoneHealth event

AHDs offer many advantages for research. Such data are
collected as part of routine administrative processes, reducing
additional costs for researchers. Therefore, AHDs offer relatively
inexpensive access to a large number of individuals who can
be tracked with time for several years, guaranteeing the
representativeness of the populations studied
[26,54,78,93,95,104,105,111-114]. Data recorded within AHDs
are structured, coded in a standardized way, and less affected
by participation and recall biases [54,58,95,106,113,115]. AHDs
enable the study of rare events and populations underrepresented
in studies using only primary data [95,111-113]. AHDs have
limitations inherent to their nature, such as the absence of some
confounding factors, the limited granularity of certain
information, the data complexity, and confidentiality issues
[73,78,93,95,115-125].

Rationale
AHDs are increasingly used in population-based health research
due to their complementarity with traditional sources of public
health and epidemiological data (ie, primary data)
[42,59,64,87,93,95,96,126-128]. The reuse of AHDs, referring
to their application beyond their original or intended purpose,
holds major potential to advance public health and
epidemiological research, offering insights that can guide public
health decision-making [42,59,64,87,93,95,96,105,126-131].
Although several reviews have previously explored the general
use of AHDs in research [42,95,107,129,132-135], others have
focused on their application within specific countries [96,136],
examined individual AHDs [108,137], or investigated their role
in studying specific diseases and adverse health outcomes
[44,93,104,138-142]. However, to the best of our knowledge,
no study has synthesized how AHDs are reused for

epidemiological and public health research within a specific
population group.

To address this gap, we conducted a comprehensive scoping
review and bibliometric analysis aimed at identifying how AHDs
are used to address health issues in a specific population. We
selected farming populations as an illustrative example because
they present unique health and disease patterns [143-147].
Globally, approximately 27% of the workforce is engaged in
occupational farming, and this group is exposed to numerous
risk factors (ie, exposomes), including pesticides, biological
agents, and limited access to health care [148]. These exposures
put them at heightened risk for a wide range of adverse health
outcomes [143,145,147,149]. Although agricultural safety and
health have become a major public health issue in recent
decades, most research on the health of farming populations
has relied on traditional epidemiological and community-based
studies, which often face limitations in terms of sample size,
geographic scope, temporal coverage, and the range of health
events examined [145,150,151].

In this context, AHDs offer valuable opportunities to enhance
public health and epidemiological research in farming
populations by providing broader insights, identifying at-risk
subgroups, and informing health services and policy
development [152]. The primary objectives of this scoping
review were two-fold: (1) to summarize the current state of
AHD-based research in farming populations by examining
which types of AHDs are used and why, whether AHDs are
integrated with other data sources, which farming populations
have been studied, and what exposures and health outcomes
have been explored and (2) to identify key areas of interest and
potential research gaps and unmet needs in this field.
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Methods

Overview
This scoping review was conducted and reported according to
the PRISMA-ScR (Preferred Reporting Items for Systematic
Reviews and Meta-Analyses extension for Scoping Reviews)
and evidence maps guidelines (Table S1 in Multimedia
Appendix 1) [153] following a single screening approach. The
protocol of this study was not registered. A 7-step procedure
was used: research question formulation, identifying relevant
publications, title review, abstract review, full-text review, data
extraction, and data analysis.

To formulate our research question, we followed the Joanna
Briggs Institute guidelines, using the population, concept, and
context criteria framework [154]. Our population included all
individuals engaged in farming and all individuals exposed to
farming-related exposures. The concepts included all possible
public health and epidemiological research works that involved
the study of a health outcome of interest. The context was the

use, in any setting, of at least one of the AHDs, as defined in
Table 1.

Search Strategy and Selection Criteria
To develop and validate the search strategy, previous reviews
that examined the reuse of AHDs for population-based research
were identified and refined [93,96,103,104]. Our initial search
revealed that electronic health records (EHRs) are often
interchangeably referred to as electronic medical records
(EMRs). A distinction between EHR and EMR is sometimes
made, with EMR describing patients’ care from only 1 practice
(eg, specific encounters in hospitals), which is contrary to EHR
[105]. In that case, EMR serves as a data source for EHR. This
distinction was not considered in this paper. In addition, to
ensure comprehensiveness, the search terms were broadened
by searching for their synonyms. For example, search terms
such as “electronic health record,” “digital health record,”
“electronic medical record,” “EHR,” or “EMR” were used as
synonyms for electronic health or medical records. A total of
72 terms pertaining to 2 categories (farming and AHDs) were
used (Textbox 1). The search terms were reflective of our
research topic and question.

Textbox 1. Search terms.

Farming

• husbandry* OR agriculture* OR farming OR farm* OR agricultural* OR farmworker*

Administrative health databases (combined using AND)

• “health record” OR “health records” OR “digital record” OR “digital records” OR “health administrative register” OR “health administrative
registry” OR “health register” OR “health registry” OR “medical register” OR “medical registry” OR “electronic health record” OR “electronic
health records” OR “EHR” OR “EMR” OR “electronic medical record” OR “electronic medical records” OR “digital medical record” OR “digital
medical records” OR “digital health record” OR “digital health records” OR “health administrative data” OR “health administrative database”
OR “ health administrative dataset” OR “ health administrative datasets” OR “health administrative databases” OR “administrative health data”
OR “administrative health database” OR “administrative health dataset” OR “administrative health datasets” OR “administrative health databases”
OR “insurance data” OR “insurance database” OR “insurance databases” OR “insurance dataset” OR “insurance claim” OR “insurance claims”
OR “cancer registry” OR “cancer register” OR “health insurance” OR “health surveillance program” OR “health surveillance programs” OR
“Mutualite Sociale Agricole” OR “MSA” OR “health insurance system” OR “record-linkage” OR “population register” OR “population registry”
OR “insurance scheme” OR “social security scheme” OR “hospital discharge” OR “administrative claim” OR “administrative claims” OR
“medical claims” OR “medical claim” OR “electronic claim” OR “electronic claims” OR “mortality register” OR “mortality registry” OR
“mortality record” OR “mortality records” OR “disease register” OR “disease registry” OR “illness register” OR “illness registry” OR “disorder
register” OR “disorder registry”

To develop the eligibility criteria, an initial search of the
literature was conducted on PubMed, with a review of the first
100 articles that used AHDs for public health and
epidemiological research. In our pilot run, disease and morbidity
registers were initially not considered as AHD because they
were created for clinical and research purposes
[47-50,53,76,155,156]. However, because disease registers
contain some information derived from medical records, we

decided to consider them as AHD for this review. The eligibility
criteria are presented in Textbox 2. The search was restricted
to original peer-reviewed records (all types were included)
written in English or French but not constrained by the year of
publication [93,106,157]. Publications that examined partly
farming populations, with, for instance, studies reporting health
risks for various sectors of activity, were included.
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Textbox 2. Eligibility criteria for selection of publications.

Inclusion criteria for articles

• Data had to originate at least partly from the administrative health database (AHD)

• The study had to pertain at least partly to the farming population

• The study had to relate to public health or epidemiological research

• Original peer-reviewed publications

• Publications in English or French

Exclusion criteria for articles

• Publications not describing the use of an AHD

• Animal or in vitro studies

• Publications not in English or French

The final literature search was conducted on both PubMed and
Web of Science Core Collection databases. Regarding the Web
of Science Core Collection, a topic search was performed. To
reduce the bias induced by daily database changes, all data
collection (literature retrieval and data download) was conducted
and completed on the same day, that is, April 15, 2024. Titles,
abstracts, and full-text publications were screened based on
pre-established inclusion and exclusion criteria. The inclusion
criteria for each phase of the literature search are provided in
Table S1 in Multimedia Appendix 1. When abstracts did not
contain enough information about correspondence to inclusion
or exclusion criteria, the article was considered for full-text
review. Reference lists of included publications were not
searched, although they might have also yielded new relevant
studies.

Data Collection and Processing
A total of 29 metadata were extracted from each publication
included in the scoping review (Table 2).

The data underwent rigorous manual validation, cleaning, and
harmonization following a structured 5-step process. First,
duplicate items (eg, keywords and institutions) were removed.
Second, leading and trailing white spaces were eliminated.
Third, items were standardized by converting text to lower case,
with only the first letter capitalized. In the fourth step, items
were harmonized to either singular or plural forms consistently.
Finally, synonyms or terms with similar meanings (eg, “illness”
and “disease”) were unified under a single term. For instance,
“Pesticide,” “Pesticide exposure,” and “Pesticide use” were
standardized to “Pesticide,” while “Pulmonary disease copd,”
“Copd,” and “Chronic obstructive pulmonary disease” were
unified as “COPD.” For cancer-related keywords, the
International Classification of Diseases, eleventh revision, was
used to consolidate varied terms (eg, “lung cancer,” “lung cancer
risk,” “lung and bronchus cancer,” “lung tumor,” “lung tumour,”
“lung neoplasm,” and “basal cell carcinoma of the lung”) into
standard categories (eg, lung cancer). Quality appraisals were
not performed because they were beyond the aim of this review
[106,157].
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Table 2. List of metadata of interest to collect from the literature search.

Fictional exampleMetadata

2024Publication year

ArticlePublication type

Project XStudy name

To study the association between farming and health out-
come

Goal of the study

Ecological studyStudy type

YesIs the study nationwide?

Insurance claimsDigital data used

To identify farmersGoal of the digital data used

YesIs active data used?

Clinical examinationActive data used

Farming activity and pesticide compoundsFarming exposure considered

10Farming activities studied, n

29Pesticide compounds studied, n

AdultsPopulation

FemaleSex

100 to 1000Participants included, n

FranceCountry

1991Oldest data used (year)

2020Most recent data used (year)

4Data follow-up period (years)

7Years between the most recent data used and publication year, n

Parkinson diseaseDisease or health events

Gauthier JAuthors’ names

PesticideAuthors’ keywords

FranceAuthors’ country

Université Grenoble AlpesAuthors’ institution

Environmental Health PerspectivesJournal

MIAI@Grenoble AlpesaFunding body

14Citations, n

aMIAI@Grenoble Alpes: Multidisciplinary Institute in Artificial Intelligence at the Université Grenoble Alpes.

Data Analysis
To analyze the research directions (ie, hot spots and gaps) on
the use of AHDs for public health and epidemiological research
in farming populations, a bibliometric approach was conducted
[158-160]. This analysis examined the number of publications,
countries of publications, most active journals, institutions,
authors, funding bodies, subject areas, citations of publications,
and keywords of publications. Seven bibliometric metrics were
computed, including the h-, g-, m-, and Y-indices; dominance
factor; annual growth rate (AGR); and fractionalized frequency
(Table S3 in Multimedia Appendix 1). The h-index attempts to
measure both the productivity and citation impact of the
published body of work of an entity (eg, author, institution, and

journal) [161,162]. It refers to the total number of publications
by a particular entity with at least the same number of citations.
The m-index is calculated by dividing the h-index by the number
of years of an entity’s productive life (eg, researcher) [161].
The g-index of an entity corresponds to the largest number g

such that the top g publications have at least ≥g2 citations
together [162]. The Y-index refers to the sum of both the total
number of first-authored publications and the total number of
corresponding author publications [163]. The dominance factor
refers, for a particular researcher, to the proportion of
multiauthored publications as a specific author’s rank to the
total number of multiauthored publications [164]. The
fractionalized frequency intends to reflect an author’s
contribution. The AGR refers to the variable’s change in
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percentage as a year-over-year statistic [165]. The most
up-to-date journals’ impact factors and ranks were retrieved
manually using the Journal Citation Report in April 2024.

Spearman correlations were calculated to examine the
association between the number of publications and gross
domestic product (GDP); population size [166]; and the total
labor force, the number of researchers in research and
development (per million people), fertilizer consumption (in
both % of fertilizer production and kilograms per hectare of

arable land), agricultural land (km2), agricultural land (% of
land area), land under cereal production (hectares), permanent
cropland (% of land area), cereal production (metric tons), crop
production index, food production index, livestock production
index, cereal yield (kilogram per hectare), female individual
employment in agriculture (% of female employment), male
individual employment in agriculture (% of male employment),
employment in agriculture (% of total employment); and
agriculture, forestry, and fishing, value added (% of GDP).
These country characteristics were obtained from the World
Bank. The most recent country characteristic (eg, GDP) was
used when available.

Research directions, including hot spots and gaps, were
investigated with keyword frequency, co-occurrence (counting
of paired keywords), and thematic mapping analyses. Thematic
mapping and keyword co-occurrence network are 2
complementary but distinct approaches that serve different
purposes and offer different insights. In summary, thematic
mapping focuses more on the strategic positioning of research
themes within a field, while keyword co-occurrence networks
emphasize the relationships and connections between specific
keywords in the literature [158,167]. Both methods complement
each other and are usually used to provide a more
comprehensive understanding of research landscapes. The
co-occurrence of 2 keywords was defined by the frequency with
which they appear together in publications and was quantified
using association strength (AS) or equivalent index, calculated

as , where cij is the number of publications in which keywords
i and j co-occur, while ci and cj are the number of publications
in which each keyword appears, respectively [158,167]. AS
measures how close 2 keywords are to each other. An AS value
of 1 indicates keywords always appear together, while 0
indicates they never co-occur. These keyword co-occurrences
can be visualized using a co-occurrence network graph, where
a vertex or node represents a keyword, the size of the node
represents the keyword frequency, and the edge represents the
association between 2 keywords [158,167]. On the basis of the
keyword co-occurrence network graph, a community detection
procedure can be used to identify groups of words highly
associated with each other [158,167]. In other words, equivalent

keywords based on AS can be grouped together to identify
research themes [158,167]. A strategic diagram or thematic map
is based on Callon centrality (x-axis) and Callon density (y-axis)
[158,167]. Callon centrality measures the degree of interaction

of a theme with other themes. It is defined as , where k is a
keyword belonging to a theme and h is a keyword belonging to
another theme [158,167]. Callon centrality can be interpreted
as an indicator of the importance of a particular topic within
the broader research landscape. Callon density measures the

internal strength of a theme. It is defined as , where i and j
are keywords belonging to the same theme and w is the total
number of keywords in a theme [158,167]. Callon density serves
as a metric for assessing the progression and maturation of that
topic [158,167]. A strategic diagram is divided into 4 quadrants
according to Callon centrality and density values, which
correspond to 4 types of topics. Hot spots or hot topics are
defined by both high density and high centrality values
(upper-right quadrant), while basic topics are defined by high
centrality but low density values (lower-right quadrant).
Peripheral topics are defined by both low centrality and low
density values (lower-left quadrant), while niche topics are
defined by low centrality and high density values (upper-left
quadrant) [158,167].

To focus on agricultural or farming exposome research, a
bibliometric profile of the “farming exposome” was constructed,
which restricts the exposome concept to environmental
exposures specific to farming populations [152,168]. This
bibliometric farming exposome picture examined co-occurrences
between keywords related to potential risk factors and specific
health events (eg, cancers and reproductive disorders).

The bibliometric analysis was conducted and reported according
to the preliminary guideline for reporting bibliometric reviews
of the biomedical literature (BIBLIO; Table S4 in Multimedia
Appendix 1) [169]. All analyses were performed using R
software (version 4.3.2; R Foundation for Statistical Computing)
for Windows 10 (Microsoft Corporation). The bibliometric
analysis was performed using the bibliometrix R package
(version 4.1.4) [170].

Results

Overview
After excluding 4485 irrelevant records, 296 publications were
analyzed (Figure 1). The majority were articles (293/296,
98.9%), with a small number of reviews (2/296, 0.7%) and
editorial materials (1/296, 0.3%; Table 3). Only one-third of
the publications (107/296, 36.1%) were open access (Table 3
and Figure S1 in Multimedia Appendix 1).
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Figure 1. PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-Analyses extension for Scoping Reviews) flowchart depicting
the literature search and the evaluation process for finding relevant records. The search, conducted on April 15, 2024, in PubMed and Web of Science,
had no date restrictions. AHD: administrative health database.
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Table 3. Main characteristics of the included publications (N=296).

ResultsDescription

1975 to 2024Timespan

Publication type, n (%)

293 (99)Article

2 (0.7)Review

1 (0.3)Editorial material

107 (36.1)Open-access publications, n (%)

14.2 (11.8)Document age (y), mean (SD)

5.2Annual growth rate (%)

Publication citations

9379Total, na

31.7Average citations per publication

2.02Average citations per year per publications

8814References, n

Journals

118Total, n

1.86Average number of publications per journal

79.5Average number of citations per journal

Authors

1225Total, n

4Single-author publications, n

1882Author appearances, n

6.36Average number of coauthors per publication

0.24Average number of publications per author

24.3International coauthorships (%)

576Author’s keywords, n

Author’s country

34Total, n

2.86Average number of publications per country

436.0Average number of citations per country

Author’s institution

338Total, n

3.11Average number of publications per institution

101.3Average number of citations per institution

Author’s funding body

181Total, n

2.48Average number of publications per funding body

77.7Average number of citations per funding body

aTotal, n indicates that the respective parameter has been cited n number of times, as in 296 publications have been cited 9379 times.

The average publication age was 14.2 (SD 11.8) years, ranging
from the oldest in 1975 [171] to the most recent in April 2024
[152]. From 1975 onward, there has been a steady increase in
publications using AHDs to address health issues in farming

populations, with an AGR of 5.2%. Notably, almost one-third
of these articles (91/296, 30.7%) were published in the last 5
years, highlighting the rising interest in AHD-based public
health research in this population (Figure S2 in Multimedia
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Appendix 1). Collectively, the publications received 9379
citations, averaging 31.7 citations per publication. Figure S3 in
Multimedia Appendix 1 presents the historical direct citation
network. The body of work involved 1225 authors from 338
institutions, with 1882 author appearances and an average of 6
authors per paper (Table 3). Four (1.4%) out of the 296
publications were single-author publications. On average, each
paper cited 30 references.

Studies were led by authors from 34 countries, predominantly
high-income nations, with 24.3% (72/296) of studies involving
multicountry collaborations (Figure S4 in Multimedia Appendix
1). US-based authors contributed the most publications (91/296,
30.7%), followed by authors based in France (71/296, 24%)
and Finland (35/296, 11.8%). US authors also had the most
citations (3495/9379, 37.2%), with France and Finland ranking
second and third, respectively.

Of 296 publications, the 25 (8.4%) most cited ones, appearing
in 17 different journals, received between 83 (83/9379, 0.9%)
and 485 (485/9379, 5.2%) citations (Table S5 in Multimedia
Appendix 1) [150,172-196]. Of these 25 publications, 10 (40%)
were published before 2000, another 10 (40%) between 2000
and 2010, and 5 (20%) after 2010. Most of these studies focused
on cancer risk (16/25, 64%), while others investigated
neurodegenerative disorders (5/25, 20%); respiratory conditions
(2/25, 8%); and multiple health outcomes, such as sleep
disorders, mental health disorders, and musculoskeletal disorders
(2/25, 8%).

Table S6 in Multimedia Appendix 1 provides details on the
most productive countries, prolific authors, active journals,
institutions, and funding bodies.

Study Characteristics
Table 4 provides an overview of the included publications.
Longitudinal study designs were the most common, including

retrospective cohorts (129/296, 43.6%) and prospective cohorts
(56/296, 18.9%). Case-control studies (62/296, 20.9%),
cross-sectional studies (39/296, 13.2%), and ecological studies
(17/296, 5.7%) were less common (Multimedia Appendix 2).
A few studies (10/296, 3.4%) used multiple study designs
[188,194,197-204].

The median follow-up period was 9.5 (IQR 5-17) years. On
average, there was a 7-year gap (90% CI 3-14) between the
most recent data used and the year of publication, with
considerable variation depending on the publication year (Figure
2). The oldest data were from 1801 [205], and the most recent
data were from 2022 [206]. Notably, one-third of the data used
(98/296, 33.1%) were from before 2000, while nearly
three-quarters (214/296, 72.3%) were from before 2015 (Figure
S2 in Multimedia Appendix 1). Of 296 studies, only 10 (3.4%)
used data from the last 5 years (from 2020), while 80 (27%)
used data from the last 10 years (from 2015).

Studies were conducted in all continents, but most participants
were from Europe (249/296, 84.1%), followed by North America
(85/296, 28.7%), Asia (24/296, 8.1%), Oceania (17/296, 5.7%),
Africa (4/296, 1.4%), and Central and South America (4/296,
1.4%). France (70/296, 23.6%) and the United States (67/296,
22.6%) were the most represented countries, followed by
Finland (36/296, 12.2%), Sweden (32/296, 10.8%), Denmark
(28/296, 9.5%), and Norway (26/296, 8.8%; Figure 3 and Figure
S5 in Multimedia Appendix 1). Most studies had a regional or
local scope (177/296, 59.8%), in particular, traditional
epidemiological studies, such as Agriculture and Cancer
(AGRICAN) [207] and Agricultural Health Study (AHS) [172],
which used AHDs to either identify potential individuals for
inclusion or enrich their cohorts.
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Table 4. Characteristics of the included studies (1975 to 2024; N=296).

ValuesCharacteristic

Research goal, n (%)

156 (52.7)Study the association between farming and a health event

131 (44.3)Study the association between individual characteristics and a health event

9 (3)Other research goals

Study design, n (%)

129 (43.6)Retrospective cohort

62 (20.9)Case-control study

56 (18.9)Prospective cohort

39 (13.2)Cross-sectional study

17 (5.7)Ecological study

10 (3.4)Multiple designs

2 (0.7)Review

1 (0.3)Perspective

Geographic scope, n (%)

117 (39.5)Nationwide

176 (59.5)Regional or local

Temporal scope (y)

9.50 (5-17)Follow-up period, median (IQR)

12.8 (14.0)Follow-up period, mean (SD)

7.21 (5-9)Gap between the latest data used and publication year, median (IQR)

7.21 (4.67)Gap between the latest data used and publication year, mean (SD)

Population, n (%)

265 (89.5)Adult

19 (6.4)Adult and child

8 (2.7)Child

1 (0.3)Not reported

Sex, n (%)

130 (43.9)Female

169 (57.1)Male

188 (63.5)Female and male

108 (36.5)Not specified

Participants, n (%)

50 (16.9)>1,000,000

53 (17.9)100,001 to 1,000,000

65 (22)10,001 to 100,000

67 (22.6)1001 to 10,000

47 (15.9)101 to 1000

8 (2.7)10 to 100

3 (1)Not reported

AHD a type, n (%)

158 (53.4)Disease register

124 (41.9)Electronic health or medical record
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ValuesCharacteristic

106 (35.8)Insurance claim

95 (32.1)Population register

41 (13.9)Hospital discharge databases

AHD use, n (%)

272 (91.9)Obtain information on sociodemographics

269 (90.9)Obtain information on a health event

147 (49.7)Identify a farmer

140 (47.3)Identify an individual

117 (39.5)Obtain information on occupations

57 (19.3)Exposure assessment

43 (14.5)Obtain information on a farming activity

14 (4.7)Other uses

aAHD: administrative health database.

Figure 2. Number of years between the most recent data used and publication for all included articles (1975-2024). Points refer to the average number
of years or gap between the most recent data used and publication (x-axis) for each publication year (y-axis). Error bars refer to the 90% CI of the
number of years between the most recent data used and publication.
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Figure 3. World map of the number of publications per country of the farming population studied between 1975 and 2024.

Most studies included 1001 to 10,000 participants (67/296,
22.6%), followed by studies with 10,001 to 100,000 participants
(65/296, 22%) and 100,001 to 1 million participants (53/296,
17.9%; Table 4). Larger studies (>1 million participants)
accounted for 16.9% (50/296) of the included publications.
Smaller studies, with 100 to 1000 participants, were less
common (47/296, 15.9%), and very few (8/296, 2.7%) had <100
participants. Most studies included adult participants (284/296,
95.9%). Of 296 studies, 169 (57.1%) examined male individuals,
130 (43.9%) examined female individuals, and 188 (63.5%)
examined both sexes, but 108 (36.5%) did not specify the
participants’ sex.

More than half of the studies (156/296, 52.7%) aimed to explore
the relationship between farming activities (eg, dairy farming)
and health events, while 131 studies (44.3%) focused on
individual characteristics, such as occupation, age, sex, and
socioeconomic status (Figure S6 in Multimedia Appendix 1).
Among those studies examining individual characteristics,
farming was often considered broadly and compared to other
occupations (95/131, 72.5%). Conversely, in studies
investigating health outcomes specifically related to farming
activities, agriculture was treated as a broad category in only
27.6% (43/156) of the cases. Most studies (277/296, 93.6%)
used the general population or other nonfarming groups as the
reference category without differentiating farmers by job role
(eg, farm managers vs farm workers). Descriptive statistics and
multivariable regression were the most commonly used methods.
Notably, only 2 studies (2/296, 0.7%) incorporated artificial
intelligence (AI) in their analysis [208,209].

Few studies investigated health outcomes in farmers’ family
members or nonfarmers exposed to farming. Of 296 studies,
only 3 (1%) focused on health events in farmers’ partners
[177,210,211], 5 (1.7%) on farmers’ children [179,212-215],

and 6 (2%) on nonfarmers exposed to farming-related risks
[209,216-221]. There were 11 (3.7%) studies that explored
health risks in migrant workers.

Some publications reported findings from the same cohorts
(Figure S7 in Multimedia Appendix 1). The 10 most prolific
cohorts included France-based AGRICAN (18/296, 6.1%) [207],
the US-based AHS (17/296, 5.7%) [172], Nordic Occupational
Cancer Study (NOCCA; 12/296, 4.1%) from Nordic countries
(Finland, Denmark, Norway, Sweden, and Iceland) [189],
France-based Tracking and Monitoring Occupational Risks in
Agriculture (TRACTOR; 7/296, 2.4%) [222], and Cancer in
the Norwegian Agricultural Population (7/296, 2.4%) [182]
cohorts. Other notable cohorts included the US-based United
Farm Workers of America (6/296, 2.0%) [223], France-based
BALISTIC (5/296, 1.7%) [224], the international (29 countries)
consortium agricultural cohort (AGRICOH; 4/296, 1.4%)
[150,225], AIRBAg (4/296, 1.4%) from France [226], and the
US-based National Agricultural Workers Survey (3/296, 1%)
[227]. Among these top 10 cohorts, only NOCCA, United Farm
Workers of America, and TRACTOR exclusively used AHDs.

AHD Use
There was high heterogeneity in the coding systems used and
the granularity of the information available regarding health
events (outcomes), population, and exposure determinants,
depending on the AHD and study considered. Regardless of the
publication reviewed, AHDs and other datasets were never
reported as adhering to the findable, accessible, interoperable,
and reusable (FAIR) data principles [228-230]. In addition,
none of them could be considered as FAIR data because, with
a few exceptions [222], most AHDs were not precisely
described, and data availability statements were rare.
Furthermore, mainly due to privacy concerns, AHDs were not
available for open and free access.
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The most commonly used AHDs were disease registers, used
in more than half of the studies (158/296, 53.4%), followed by
electronic health or medical records (124/296, 41.9%), insurance
claims (106/296, 35.8%), population registers (95/296, 32.1%),
and hospital discharge databases (41/296, 13.9%; Table 4).
Among disease registers, cancer (120/158, 75.9) and mortality
registers (75/158, 47.5%) were the most frequently used (Figure
S8 in Multimedia Appendix 1 and Multimedia Appendix 2).
Nearly one-third of the studies (91/296, 30.7%) relied on a
single AHD, with disease registers being the most common
(38/91, 42%), followed by insurance claims (29/91, 32%),
electronic health or medical records (18/91, 20%), population
registers (5/91, 5%), and hospital discharge databases (1/91,
1%). Other types of digital data were used less frequently,
including pesticide registration records (13/296, 4.4%),
job-exposure matrices (JEMs; 12/296, 4.1%), crop-exposure
matrices (11/296, 3.7%), pesticide use records (8/296, 2.7%),
climate data (7/296, 2.4%), and air quality data (2/296, 0.7%).
While contextual data were sometimes used (9/296, 3.0%),
person-generated data, smart agriculture data, and omics were
never used.

The AHDs and other digital data were primarily used to obtain
sociodemographic information (272/296, 91.9%) and health
event data (269/296, 90.9%). They were also used to identify
farmers (147/296, 49.7%) or individuals (140/296, 47.3%),
gather occupational information (117/296, 39.5%), assess
exposure (57/296, 19.3%), obtain data on farming activities
(43/296, 14.5%), or track climate conditions (7/296, 2.4%).

Nearly two-thirds of the studies (181/296, 61.1%) relied
exclusively on digital data (AHDs or other), while more than
one-third (112/296, 37.8%) incorporated self-reported
information/active data (requiring active participant
involvement) as part of epidemiological cohorts. A total of 111
(37.5%) out of 296 studies used participant-completed
questionnaires (paper or electronic) to gather sociodemographic
data and confounding factors (98/296, 33.1%), assess exposure
(96/296, 32.4%), or collect health information (83/296, 28%).
Some information was obtained through interviews (44/296,
14.9%) or clinical examinations (32/296, 10.8%). Biological
monitoring (24/296, 8.1%) and airborne monitoring (2/296,
0.7%) were sometimes used, whereas no study reported dermal
monitoring (Figure S9 in Multimedia Appendix 1).

Among all the AHDs used, the Mutualité Sociale Agricole
(MSA) is a singularity. To the best of our knowledge, it is the
only AHD specifically dedicated to the entire farming population
of a country. Indeed, MSA is the French national insurance
scheme that covers the entire farming workforce (5% of the
overall French population) [115,128]. MSA was used in 60
studies (60/296, 20.3%). These studies were often part of cohorts
with multiple publications, such as AGRICAN (18/60, 30%),
TRACTOR (7/60, 12%), BALISTIC (5/60, 8%), AIRBAg (4/60,
7%), Aging Multidisciplinary Investigation (2/60, 3%) [151],
BM3R (2/60, 3%) [231], FERMA (risk factors of the rural
environment and allergic and respiratory disease; 1/60, 2%)
[232], and Phytoner (1/60, 2%) [233]. Of these, TRACTOR
was the only cohort using exclusively MSA data [222].

Farming Exposure
A variety of exposure proxies were used to assess
farming-related exposure. The most common proxy was a job
title, which generally referred to whether the individual was a
farmer (184/296, 62.2%). Other proxies included specific
farming activities, such as dairy or crop farming (111/296,
37.5%), general pesticide exposure (yes or no; 62/296, 20.9%),
and exposure to specific pesticide compounds (eg, glyphosate
or paraquat) or pesticide classes (eg, insecticides; 51/296, 17.2%;
Figure S10 in Multimedia Appendix 1 and Multimedia Appendix
2). The number of farming activities studied ranged from just
1 [226] to 78 [222], with an average of 8 farming activities per
study. Similarly, the number of pesticide compounds assessed
ranged from 1 [234] to 943 [235], with an average of 42
pesticides per study. Only 1 study investigated the mixture effect
of exposure to multiple pesticide combinations on human health
[236]. Investigations into other chemical exposures were also
limited, with only 2 papers each addressing silica exposure
[237,238] and air pollution [194,217] (2/296, 0.7%). Notably,
no studies examined exposure to per- and polyfluoroalkyl
substances or micro- and nanoplastics. Research on the broader
farming exposome was rare (5/296, 1.7%) and typically used
farming activities as proxies [152].

Of 296 studies, few explored exposure to physical agents, with
5 studies (1.7%) focusing on radiation [187,218,239-241]. No
studies investigated the effects of climate change on farmers’
health. Exposure to biological agents was rarely studied as well,
with just 3 (1%) out of 296 papers addressing mycotoxins
[241-243]. Finally, only 3 studies (1%) examined psychological
factors related to farming exposure [244-246].

Health Events
The most frequently studied health events were cancer (142/296,
48%), followed by mortality (44/296, 14.9%), injuries (38/296,
12.8%), workplace accidents (32/296, 10.8%), respiratory
disorders (30/296, 10.1%), neurodegenerative diseases (28/296,
9.5%), and mental health issues (26/296, 8.8%; Figure S11 in
Multimedia Appendix 1 and Multimedia Appendix 2). Less
frequently studied conditions included cardiovascular diseases
(16/296, 5.4%), autoimmune disorders (11/296, 3.7%),
musculoskeletal disorders (11/296, 3.7%), reproductive disorders
(3/296, 1.0%), sleep disorders (1/296, 0.3%), and frailty (1/296,
0.3%). Notably, no studies explored the farming microbiome.

Among cancers, lung cancer was the most commonly
investigated cancer (43/142, 30.3%), followed by prostate cancer
(38/142, 26.8%), leukemia (37/142, 26.1%), colorectal cancer
(35/142, 34.6%), multiple myeloma (35/142, 34.6%),
non-Hodgkin lymphoma (35/142, 34.6%), bladder cancer
(31/142, 21.8%), and brain cancer (31/142, 21.8%; Figure S12
in Multimedia Appendix 1). Respiratory disorders were
primarily focused on asthma (15/30, 50%) and COPD (chronic
obstructive pulmonary disease; 14/30, 47%). Parkinson disease
was the most studied neurodegenerative condition (16/28, 57%),
followed by multiple sclerosis (6/28, 21%). Fewer publications
examined Alzheimer disease (2/28, 7%) and amyotrophic lateral
sclerosis (2/28, 7%; Figure S13 in Multimedia Appendix 1). In
the mental health field, suicide (12/26, 46%) and depression
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(8/26, 31%) were the most investigated issues (Figure S14 in
Multimedia Appendix 1).

Keyword Analysis

Overview
Following an initial extraction of 1259 authors’ keywords,
manual harmonization was performed. Duplicate keywords
were removed through singular or plural standardization
(130/1259, 10.3%) and synonym unification and grouping of
cancer-related terms (553/1259, 43.9%), yielding a final set of
576 (45.8%) harmonized keywords, which were all used in
subsequent analyses to prevent selection bias.

On average, each publication included 8.90 keywords (90% CI
0-17), although 35 (11.8%) out of 296 publications lacked any
keywords, in line with the journal guidelines. Keyword analysis
confirmed prior findings regarding farming exposure and health
outcomes. It also provided deeper insights into emerging
research hot spots, directions, and gaps.

Of the total 576 keywords, 301 (52.3%) appeared only once,
while 68 (11.8%) were mentioned at least 10 times. More
frequently used keywords included 39 that appeared at least 20
times (39/576, 6.8%) and 11 that featured in at least 50
publications (11/576, 1.9%). The 50 most frequently used
keywords were mentioned in at least 17 (5.7%) out of 296
publications, while the top 10 appeared in at least 51
publications (17.2%; Table S7 in Multimedia Appendix 1). The
most frequently cited keyword was “cancer” (150/296, 50.7%),
followed by “mortality” (96/296, 32.4%), “pesticide” (88/296,
29.7%), “occupation” (82/296, 27.7%), “farmer” (77/296,
26.0%), “agriculture” (74/296, 25%), “exposure” (57/296,
19.3%), and “epidemiology” (57/296, 19.3%).

In terms of overall citations, “cancer” (5766/9379, 61.5%),
“pesticide” (3569/9379, 38.1%), and “mortality” (3097/9379,
33%) were the most cited keywords. During the past decade,
the frequency of the top 5 keywords has drastically increased
(Figure S15 in Multimedia Appendix 1). Notably, keywords
such as “cancer,” “mortality,” “occupation,” “pesticide,”
“agriculture,” and “farmer” have been consistently present in
publications spanning at least 30 years (not necessarily
consecutively; Figure S16 in Multimedia Appendix 1). In the

last decade, emerging keywords, such as “big data,”
“administrative health database,” “dust,” and “BMI,” have
gained prominence (Figure S17 in Multimedia Appendix 1).

Keyword Co-Occurrence
A keyword co-occurrence network illustrating the frequency of
keyword co-mentions in publications was constructed, thereby
revealing relationships and conceptual connections (Figure 4).
In this network, nodes or vertices represent keywords, with their
sizes indicating frequency, while edges denote co-occurrences.
The network’s density and arrangement reveal topic
interconnectivity, with larger vertices representing more
frequently mentioned keywords. The network visualization
helps identify clusters of related topics and highlights core
research areas.

Using a community detection algorithm (spin-glass model with
simulated annealing), 4 distinct clusters or communities of
keywords were identified. Each cluster groups keywords that
are often mentioned together, with stronger internal associations
and weaker connections to keywords in other clusters.

The most frequently used keywords for each cluster were
“cancer” (red cluster), “pesticide” (purple cluster), “mortality”
(green cluster), and “exposure” (blue cluster). The red cluster
highlights associations between various types of cancer,
reflecting the fact that studies investigating cancer risks often
examine multiple types of cancer. The green cluster links
“mortality” with terms such as “mental health,” “injury,” and
“animal farming,” explained by the association between
workplace accidents, mental health issues (eg, suicide), animal
farming, and mortality. In the purple cluster, “pesticide”
connects with “occupational exposure” and “farming activity,”
emphasizing that pesticide exposure is primarily studied in
occupational settings across different types of farming. The blue
cluster connects “exposure” to terms such as “neurodegenerative
disease,” “respiratory disorder,” “cardiovascular disorder,” “risk
factor,” “air pollution,” “age,” and “diet,” indicating the study
of various risk factors in relation to several health events. These
clusters highlight current research hot spots that focus on 4 main
interconnected themes: the associations between risk factors,
pesticide exposure, farming activities, and a range of diseases.
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Figure 4. Keyword co-occurrence network of the 296 articles published between 1975 and 2024. Each vertex or node represents a keyword, while
edges represent the co-occurrence between keywords. Two keywords are connected when they co-occur in the same publication, and the size of each
vertex indicates the frequency of a keyword: larger vertices represent more frequently mentioned keywords. Keywords with the same color (cluster)
represent a research area. AAW: workplace accident; COPD: chronic obstructive pulmonary disease; CVD: cardiovascular disorder; MSD: musculoskeletal
disorder; SES: socioeconomic status.

Thematic Mapping: Research Hot Spots
Figure 5 presents a thematic map that illustrates current research
directions. Thematic mapping visualizes the relationship
between research themes or topics, enabling the identification
of directions, emerging areas, and gaps in the literature. The
result is a strategic diagram that shows how themes relate to
each other and their relevance within a specific field. The graph
is divided into 4 quadrants, categorizing topics based on their
relevance (x-axis, Callon centrality) and maturity (y-axis, Callon
density) within the broader research landscape. Each circle
represents a theme or topic (ie, a cluster of equivalent
keywords), with the circle size corresponding to the frequency
of the keywords associated with that theme.

The upper-right quadrant represents “hot topics,” which are
both highly relevant and mature in the research landscape. Four
key hot topics drive AHD-based public health research in
farming populations. These include 1 topic focused on cancer
research; another on respiratory disorders; and a third
encompassing neurodegenerative diseases, workplace accidents,
injuries, and mental health issues. The final hot topic involves
large-scale studies in France and Europe using big data and
insurance claims.

The lower-right quadrant contains “basic topics,” which are
relevant but not yet mature in the research landscape. Only 1
such theme emerged: research related to pesticide exposure,
mortality, and farming.

In the upper-left quadrant, “niche themes” refer to mature
research topics that have not yet achieved full relevance. Three
niche themes were identified: the first involves studies
examining aging and research conducted in Norway; the second
focuses on reproductive disorders and parental exposure, a theme
poised to potentially evolve into a hot topic; and the final niche
theme covers genetics and metabolism.

Finally, the lower-left quadrant contains “peripheral topics,”
which represent either emerging or declining themes with low
relevance and maturity. Four peripheral topics were observed,
of which 2 (50%) were primarily centered on research on ocular
disorders, 1 (25%) on the use of electronic health or medical
records, and 1 (25%) on studies conducted in India.

This thematic map helps highlight both well-established and
emerging areas of research, as well as gaps that may be ripe for
future investigation.
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Figure 5. Thematic mapping: research hot spots based on keywords from the 296 articles published between 1975 and 2024. The graph shows how
themes relate to each other and their relevance within a specific field. This graph is divided into 4 quadrants, categorizing topics based on their relevance
(x-axis and Callon centrality) and maturity (y-axis and Callon density) within the broader research landscape. Each circle represents a theme or topic
(ie, a cluster of equivalent keywords), with the circle size corresponding to the frequency of the keywords associated with that theme. AAW: accident
at work; COPD: chronic obstructive pulmonary disease; EHR: electronic health record; EMR: electronic medical record.

Bibliometric Farming Exposome
To identify research directions and gaps in the farming
exposome literature, a bibliometric keyword co-occurrence
analysis was conducted to explore the farming exposome by
examining the co-occurrence between keywords associated with
potential risk factors and specific health outcomes. This analysis
was restricted to exposome-related and health event–related
keywords. Of 576 keywords, 130 (22.6%) were related to the
exposome, among which 93 (16.1%) were related to the specific
external exposome (eg, pesticide), 19 (3.3%) to the general
external exposome (eg, climate), and 18 (3.1%) to the internal

exposome (eg, oxidative stress). Furthermore, there were 70
(12.2%) health event–related keywords (eg, brain cancer).

The results of this analysis are provided in Tables 5 and 6 and
Multimedia Appendix 3, with each cell representing the
percentage of occurrences of an exposome-related keyword (eg,
air pollution) in all publications mentioning a specific health
event–related keyword (eg, Alzheimer disease). For example,
a value of 33.3 indicates that an exposome-related keyword
appeared in 33.3% of all publications mentioning a specified
health event–related keyword. To facilitate interpretation and
ease the reading of Tables 5 and 6, exposome-related keywords
were categorized into 19 groups (eg, chemical agent) and health
event–related keywords into 20 groups.
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Table 5. Co-occurrence between keywords related to internal exposomes and health event categories among the articles published between 1975 and
2024. Each cell refers to the number of times (%) a keyword related to an exposome category (eg, chemical agent) was mentioned among all publications
in which a keyword related to a health event category (eg, cancer) appeared (N=296). Please note that the absolute value for each row is provided in
parentheses with the row header and remains the same for all the parameters in that row.

Internal exposome (%)Health event, n

Inflamma-
tion

OSbMetabolismMenopauseHormoneEthnicityHeredityBPaBMISexAge

000005.8805.885.8811.85.88Cardiovascular disease
(n=17)

000000000200Work-related disease (n=5)

0000000011.100Autoimmune disease

(IBDc, RAd, vasculitis, and

NRe; n=9)

00.732.90.733.621.450.7302.1727.53.62Cancer (n=150)

00000000000Dental health (n=2)

000000000016.7Ocular disorder (n=6)

0000000050050Frailty (n=2)

00100000000100100Anemia (n=1)

000007.140007.140Infectious disease (malaria,
Lyme disease, tuberculo-
sis, toxoplasmosis, and
NR; n=14)

0002.1302.13002.138.514.26Injury (including work-
place accident and disabili-
ty; n=40)

00000000000Chronic kidney disease
(n=3)

000000004.764.769.52Mental health disorder
(depression, suicide, and
NR; n=25)

0000011.1011.111.1011.1Metabolic disorder (dia-
betes, dysthyroidism, and
NR; n=9)

0002.081.0401.040017.74.17Mortality (n=75)

000000007.1414.37.14Musculoskeletal disorder
(arthritis, low-back pain,
and NR; n=14)

06.0612.1006.063.030006.06Neurodegenerative disease

(ADf, ALSg, MNDh, MSi,

PDj, and NR; n=33)

00000000000Sensory impairment (n=1)

007.1407.147.140014.328.60Reproductive disorder
(birth defects, infertility,
spontaneous abortion, and
NR; n=24)

2.9405.88005.8802.948.8211.85.88Respiratory disorder (aller-

gy, asthma, COPDk, pneu-
monia, sarcoidosis, and
NR; n=39)

000000000500Skin disorder (dermatitis
and NR; n=2)

aBP: blood pressure.
bOS: oxidative stress.
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cIBD: inflammatory bowel disease.
dRA: rheumatoid arthritis.
eNR: not reported.
fAD: Alzheimer disease.
gALS: amyotrophic lateral sclerosis.
hMND: motor neuron disease
iMS: multiple sclerosis.
jPD: Parkinson disease.
kCOPD: chronic obstructive pulmonary disease.

Distinct keyword exposome profiles were developed for each
health event–related keyword (Figures S18-S43 in Multimedia
Appendix 1), as illustrated in Figure 6 for mental health
disorders. Most exposome-related keywords associated with
keywords related to mental health disorders pertained to the
type of occupations as well as chemical, lifestyle,
socioeconomic, and psychological factors. Cancer-related
keywords were associated mostly with keywords related to the
internal (sex) and specific external exposome (chemical agents,
lifestyle, and type of occupations). Autoimmune disease–related
keywords co-occurred mostly with external exposome–related
keywords (chemical agents, lifestyle, type of occupations, and
socioeconomic factors). Neurodegenerative disease–related
keywords were associated mostly with keywords related to the
specific external exposome (lifestyle, chemical agents, and type
of occupations). Reproductive disorders co-occurred mostly

with internal (sex and BMI) and specific external
exposome–related keywords (chemical agents and type of
occupations). Keywords related to both musculoskeletal disorder
and injury were associated with keywords from all 3 exposome
components, in particular sex, type of occupations, lifestyle,
biomechanical factors, chemical agents, and psychological
factors. Infectious disease–related keywords co-occurred with
specific external exposome–related keywords (biological agents
and type of occupations), while respiratory disorder–related
keywords were associated mostly with internal (sex) and specific
external exposome–related keywords (lifestyle, chemical and
biological agents, and type of occupations). Cardiovascular
disorder–related keywords were associated with keywords from
all 3 exposome components, in particular the sex, type of
occupations, lifestyle, chemical agents, and socioeconomic and
psychological factors.
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Table 6. Co-occurrence between keywords related to specific external and general external exposomes and health event categories among the articles
published between 1975 and 2024. Each cell refers to the number of times (%) a keyword related to an exposome category (eg, chemical agent) was
mentioned among all publications in which a keyword related to a health event category (eg, cancer) appeared (N=296). Please note that the absolute
value for each row is provided in parentheses with the row header and remains the same for all the parameters in that row.

General external exposome (%)Specific external exposome (%)Health event, n

PFfSFePAdOccupationBFcBAbCAaLifestyle

17.629.4023.511.8029.411.8Cardiovascular disease
(n=17)

0200402020200Work-related disease (n=5)

022.2055.60044.422.2Autoimmune disease (IBDg,

RAh, vasculitis, and NRi;
n=9)

08.75.858.71.457.2551.417.4Cancer (n=150)

0500000050Dental health (n=2)

16.70000016.716.7Ocular disorder (n=6)

500000050100Frailty (n=2)

00000000Anemia (n=1)

7.1414.3028.67.145021.421.4Infectious disease (malaria,
Lyme disease, tuberculosis,
toxoplasmosis, and NR;
n=14)

6.384.262.1323.414.92.1314.912.8Injury (including workplace
accident and disability;
n=40)

0033.30066.71000Chronic kidney disease
(n=3)

28.623.84.7633.34.76023.828.6Mental health disorder (de-
pression, suicide, and NR;
n=25)

22.2011.144.411.1044.433.3Metabolic disorder (dia-
betes, dysthyroidism, and
NR; n=9)

2.0817.75.2154.24.178.3355.217.7Mortality (n=75)

21.407.1442.914.37.1421.414.3Musculoskeletal disorder
(arthritis, low-back pain, and
NR; n=14)

3.039.09036.406.0648.521.2Neurodegenerative disease

(ADj, ALSk, MNDl, MSm,

PDn, and NR; n=33)

0001000000Sensory impairment (n=1)

07.14064.307.1435.77.14Reproductive disorder (birth
defects, infertility, sponta-
neous abortion, and NR;
n=24)

5.888.82035.32.9411.835.347.1Respiratory disorder (aller-

gy, asthma, COPDo, pneu-
monia, sarcoidosis, and NR;
n=39)

00050005050Skin disorder (dermatitis
and NR; n=2)

aCA: chemical agent.
bBA: biological agent.
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cBF: biomechanical factor.
dPA: physical agent.
eSF: socioeconomic factor.
fPF: psychological factor.
gIBD: inflammatory bowel disease.
hRA: rheumatoid arthritis.
iNR: not reported.
jAD: Alzheimer disease.
kALS: amyotrophic lateral sclerosis.
lMND: motor neuron disease
mMS: multiple sclerosis.
nPD: Parkinson disease.
oCOPD: chronic obstructive pulmonary disease.

Figure 6. Chord diagram of keyword co-occurrence between potential risk factors and mental health disorder keywords from the 296 articles published
between 1975 and 2024. Disease-related keywords are displayed on the top half of the chord diagram, while exposome-related keywords are displayed
on the bottom half. Each chord or link indicates that an exposome-related keyword was mentioned with a disease-related keyword (co-occurrence) at
least once in the same publication. The chord color differs from one exposome-related keyword to another. SES: socioeconomic status.
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Discussion

Principal Findings
This review provides the first comprehensive and objective
synthesis of research on the use of AHDs to address health
issues in farming populations. It identifies major contributors,
key publications, and existing research gaps while also
suggesting future directions for leveraging AHDs to study health
issues in farming populations. Overall, findings indicate that
only a small part of the exposome and a limited range of health
events have been examined within farming populations through
the reuse of AHDs.

Current Directions in AHD Use for Public Health
Research in Farming Populations
Research using AHDs in farming populations has been
predominantly conducted in developed countries [150,225],
with the United States [172,223,227]; France [207,222,224];
Canada [145,186,195]; and Scandinavian nations [182,189],
including Denmark, Finland, Norway, and Sweden, leading the
field. This dominance is linked to considerable funding from
these regions and international collaborations. Scandinavian
countries are particularly advanced in AHD use, offering
databases that are highly complete, accessible, and
well-integrated into public health research. AHDs from
Denmark, Sweden, Canada, and France also provide
comprehensive data on a patient’s digital trajectory within their
respective health systems [93,98,104,108,113,115,128,247].
France stands out further, with an AHD dedicated specifically
to the entire farming population (MSA). This may explain the
frequency of large-scale and long-term studies from these
countries, some of which included >100,000 participants.
However, many studies still had a regional focus, partly due to
the use of AHDs by traditional epidemiological studies such as
AGRICAN [207] and AHS [172], which rely on limited
resources [47-50,53,54,57]. These studies often used AHDs to
identify farming populations for inclusion or to supplement
cohort data. The international AGRICOH consortium, initiated
by the US National Cancer Institute and the International
Agency for Research on Cancer, includes 11 (38%) of the 29
cohorts identified in this review [150,225]. However, several
cohorts in AGRICOH were not identified, potentially due to
lack of publications, language barriers, or limited use of AHDs.
There were many publications associated with these
well-established cohorts, for which many of the most prolific
authors were working [172,182,189,207,222-227].

The most frequently used AHDs in farming population health
research were disease registers, followed by electronic health
or medical records and insurance claims. More than two-thirds
of the studies used disease registers, in particular, cancer and
mortality registers. This is not surprising because disease
registers are created for clinical and research purposes with a
continuous, exhaustive, and optimal digital collection of
individual data regarding ≥1 health event in a geographically
defined population [53,105]. The coding systems and the
granularity of information related to health outcomes,
populations, and exposure determinants varied widely across

studies. Most studies (291/296, 98.3%) used AHDs to collect
sociodemographic and health event information [222].

There was no consensus on the best methods or proxies to assess
farming exposure. A variety of exposure proxies and
determinants were used across studies, with indirect methods
being the most common. Many studies (237/296, 80.1%)
dichotomized proxy, for example, classifying individuals as
farmers or nonfarmers or as pesticide-exposed versus
nonexposed. In nearly two-thirds of the included studies, job
title (ie, “being a farmer”) served as the primary exposure proxy.
About one-third of studies took into account specific farming
activities (eg, dairy farming and crop farming) to reflect the
diversity of farming practices. This approach is a valuable proxy
for agricultural exposure, offering a broader representation of
the farming exposome, which involves multiple stressors beyond
just pesticides [147,152,188,201,248,249]. Farming activity
information was often derived from digitalized data, such as
agricultural censuses or self-reported data from mandatory
insurance enrollments [152]. Many studies (111/296, 37.5%)
combined AHDs with self-reported data (eg, questionnaires)
[172,207], which allowed for more comprehensive data
collection but tended to restrict the scope to regional studies
due to resource constraints. These studies typically yielded
high-quality data, with more potential confounders considered
compared to studies relying solely on AHDs. Most studies
(68/111, 61.3%) using self-reported data focused on single
exposures, mainly pesticides, with only 1 study addressing
multiexposure to pesticides [236]. Biological monitoring and
airborne chemical sampling were rarely conducted, likely due
to practical and financial constraints and the short half-lives of
most pesticides [250]. Dermal chemical monitoring has not
been reported, even though it is the main exposure route for
pesticides [251]. The high number of studies investigating
exposure to pesticides may be explained by the fact that AHS
focuses on pesticide applicators and their spouses [172] and
because many pesticides have adverse health effects on humans,
such as neurotoxicity or endocrine disruption [252-256]. Beyond
pesticides, farmers face exposure to other chemicals [257], such
as air pollution; micro- and nanoplastics [258-263]; biological
agents (eg, endotoxins and zoonoses) [264-266]; physical agents
(eg, UV radiation, noise, and vibrations) [187,267];
biomechanical factors (eg, repetitive movements, heavy load,
and working posture) [198,268,269]; and psychosocial stressors
[270-274], which have been less studied than pesticides. Despite
these multiple exposures, the broader farming exposome remains
understudied.

In addition to AHDs, some studies integrated other secondary
data, such as climate data [187,275], air quality data [194,217],
JEMs [212,276,277], or crop-exposure matrices [278]. JEMs
provide exposure level estimates for various chemicals and
stressors based on job categories [250,279]. Although JEMs
can provide valuable exposure data, they often lack the
specificity of individual-level data, making it difficult to account
for task-specific risks, temporal variations, and the inclusion of
specific worker subgroups such as female individuals
[250,279-282]. The lack of a universal standard for JEMs further
complicates their application, which may explain why many
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studies still rely on self-reported data for more accurate exposure
assessment despite the risk of recall bias [250,279-282].

The health outcomes studied were predominantly cancer
[145,150,151,171-175,177-179,182,183,185,189,190,196,207,210-212,223],
mortality [173,186,194,195,202,205], workplace injuries
[198,208], respiratory disorders (eg, asthma and COPD)
[151,180,181,213,224,226], neurodegenerative diseases (eg,
Parkinson disease) [111,151,176,184,187,188,193,197,201,
248,249,283], and mental health issues [151,244,273], which
represent focal points within the research field. This is not
surprising because many well-established cohorts centered on
cancer research, in particular AGRICAN [207], Cancer in the
Norwegian Agricultural Population [182], and NOCCA [189].
In addition, arsenic and inorganic arsenic compounds are
classified as carcinogenic to humans by the International Agency
for Research on Cancer [252,253,284], while malathion,
glyphosate, diazinon, dichlorodiphenyltrichloroethane, and
occupational exposures in spraying and application of
nonarsenical insecticides are classified as probably carcinogenic
to humans (group 2A), and several other pesticides are ranked
as possibly carcinogenic to humans (group 2B), such as
tetrachlorvinphos and parathion. Regarding mortality, it is often
cancer and suicide mortalities that are investigated
[186,195,202,244]. Furthermore, several pesticides are
neurotoxic [252,255], but existing studies focused mainly on
Parkinson disease and multiple sclerosis, with a paucity of data
on Alzheimer disease and other neurodegenerative diseases
[147,283]. In contrast, certain areas, such as cardiovascular
diseases [151,194,203,227,285,286], autoimmune disorders
[168,219,237], musculoskeletal disorders
[192,204,245,287,288], reproductive disorders [242,289,290],
sleep disorders [191], aging-related conditions [151,291],
hearing impairment [267,292], and the microbiome [8,293-298],
remain underexplored, despite their potential relevance to
farming populations.

Challenges of Reusing AHD for Public Health Research
in Farming Populations
Each AHD presents unique advantages and limitations. For
example, large sample sizes and a large number of available
health events are strengths, while generalizability and the
absence of key confounders are challenges [64,93,95,105,115].
Access to AHDs is frequently restricted by a variety of factors,
including governance and technical barriers, such as language,
data structure, interoperability, and coding systems. Additional
challenges stem from the type of AHD (eg, insurance claims or
cancer registers), inadequate documentation (eg, absence of a
data dictionary), limited accessibility due to costs or conditions,
and jurisdictional and legal constraints [30,62,64,81,113,115].
Identifying the optimal AHD for a given research question is
also complex, especially when considering the heterogeneity
in coding systems and country-specific data structures. In
countries such as Scandinavia, Canada, and France, individual
identifiers facilitate data linkage across multiple AHDs,
enhancing research opportunities [93,104,113,115,128,247].
However, many AHDs are not ready for research and require
significant processing, cleaning, and understanding before they
can be analyzed [93,105,113,222,299]. Another major challenge
is the long lag between data access, analysis, and research

publication. On average, studies used data that were 7 years old
at the time of publication, largely due to delays in data access,
administrative approvals, and the need to prepare complex
datasets for analysis [223,300]. For instance, the TRACTOR
project took 2 years to clean and prepare its dataset for research
use [222]. These delays are compounded by the time required
to conduct statistical analyses and prepare manuscripts for
publication, as well as review and publication times (delay from
submission to acceptance and from acceptance to publication).
Another limitation of AHDs is the lack of detailed exposure
data. AHDs rarely include exposure information due to their
administrative focus, requiring researchers to supplement with
additional data sources, such as JEMs or self-reported data.
When exposure information is recorded in AHDs, it is often too
generalized, typically only reflecting broad job classifications,
such as farming, without specifying detailed activities or
stressors. There are some exceptions, such as MSA data, which
capture a wider range of specific farming activities (eg, dairy
farming) [222]. However, exposure to specific stressors (eg,
chemical compounds) is largely absent from AHDs.

The reference populations used in farming studies vary, which
precludes direct comparisons and limits the generalizability of
the findings. For example, AGRICAN used the general
population as a reference [207], while TRACTOR used a
farming population [152,168]. Furthermore, studies differ in
their focus on specific farming populations, such as the entire
agricultural workforce [207], farm managers [152], or pesticide
applicators [172], which may lead to distinct exposure profiles
that influence health outcomes because these farming
populations have different socioeconomic status, experiences,
and behaviors. Hence, to avoid or lessen bias, some studies
focused on specific farming populations [152,172]. Moreover,
the scope of farming populations included in studies is often
limited, omitting subgroups, such as farm families, nearby
residents, or consumers exposed to agricultural products, which
limits the broader application of the findings. In addition,
farming practices can vary significantly between countries and
studies, and there is no international standardized classification
for farming activities. In some cases, farming categories are
derived from legal or administrative sources, as seen in the MSA
data [152,168,283]. This lack of standardization limits the
comparability and generalizability of findings across studies.
In addition, the generalizability of the findings to other countries
when using AHDs may be limited because of the differences
in health care systems [93].

There are several well-known limitations of AHDs that
complicate the investigation of health outcomes [301]. Health
events captured in AHDs are typically limited to those requiring
medical attention, which may not reflect the true incidence of
diseases. In addition, the level of detail varies across diseases,
even within the same AHD [92]. Although diagnostic accuracy
is generally higher in disease registers, these are often
geographically limited and cover only a subset of health
conditions. For example, in France, cancer registers only cover
23 (24%) out of 96 administrative regions [155]. In addition,
certain conditions, such as depression, are not covered by any
registers. Identifying health outcomes in AHDs often requires
complex algorithms that combine data from multiple sources,
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such as drug reimbursements, disease declarations, or medical
procedures [104,105,128,152,302-304]. In addition,
inconsistencies in case definitions and algorithms across studies
and countries hinder the ability to compare and pool risk
estimates [104,302,304]. Some AHDs also lack critical clinical
information, such as laboratory results and genetic data
[115,128,305], and the recorded diagnosis or treatment date
may not correspond to the actual onset of the disease.
Furthermore, diagnosis codes are not always indicative of a
confirmed diagnosis.

Emerging Opportunities and Research Needs
While AHDs are well-used in certain countries, there are
underexplored opportunities in regions such as the United
Kingdom, where AHDs exist but are underused for research
[113]. For low- and middle-income countries, the development
and access to AHDs remain limited, and international support
is needed to expand this research infrastructure. As already
reported by Habib et al [306], there is a notable lack of
sex-specific data, even though occupational exposures and health
outcomes can vary significantly between sexes due to genetic,
physiological, psychological, and behavioral factors [307-311].
Future research should address these disparities to provide a
more comprehensive understanding of health risks in farming
communities. Although there are inherent delays in using AHDs
due to the time required for data generation, consolidation, and
access, we advocate for the continued publication of studies,
even those using older data. Historical data remain vital for
better understanding long-term health patterns, particularly for
diseases such as cancer, where tumor initiation can span decades
[312,313]. Editors should encourage the publication of studies
using older datasets, especially when addressing long-term
health outcomes (eg, cancer and neurodegenerative diseases)
or when recent data are not available [312].

None of the analyzed AHDs fully adhere to the FAIR principles,
possibly because most were developed before the establishment
of these principles in 2016 [228-230]. Moreover, the assessment
of FAIR compliance of AHDs relied solely on information
presented in publications, which may not provide a
comprehensive evaluation. Nevertheless, there is a critical need
to advocate for the integration of FAIR principles within AHDs
to enhance public health research [228-230]. Currently, the
landscape is favorable for data reuse, particularly with initiatives
such as the forthcoming European Health Data Space [314-316].
Data reuse extends beyond mere access; it encompasses data
discovery, a fundamental aspect of FAIR principles that involves
recognizing the existence of databases [228-230]. To facilitate
this, the creation of data catalogs is essential [228]. Numerous
data repositories, such as Re3Data [317], Zenodo [318], CANUE
[319], Figshare [320], “Epidémiologie – France” [321],
data.gouv [322], Dataverse [320], or Data Europa [320], already
exist. In addition, specialized multidisciplinary open-access and
peer-reviewed journals such as Scientific Data and Data in Brief
publish datasets [318]. A dataset search can also be conducted
using the Google (Google LLC) platform [323]. However, the
documentation and access conditions for datasets can highly
vary across inventories, complicating the selection process for
researchers. The absence of indicators or scores for data
reusability further hampers efforts to identify the most suitable

datasets for specific research questions [45,69]. To our
knowledge, no comprehensive catalog of AHDs currently exists
to date. A web-based inventory of AHDs, modeled after existing
resources, such as OccupationalCohorts.net [324],
OccupationalExposureTools.net [325], and Toxicological and
Exposure Database Inventory [10], could greatly enhance
research endeavors. The motivation for analyzing AHDs often
stems from the data they contain. Consequently, as data
availability increases, researchers will be better positioned to
formulate research questions and engage in a parallel process
of “datagraphy” or “datagraphic search” akin to traditional
bibliographic research. The objective of datagraphy would be
to determine which datasets are best suited for addressing
specific research questions, highlighting the need for accessible
catalogs to support this goal.

There is also an opportunity to integrate other secondary data,
such as person-generated data (eg, mobile health, social media,
digital footprints, and wearable sensors); contextual data (eg,
climate and air quality); and smart agriculture data
[2,83,84,326-328]. These datasets, largely untapped in farming
population research, could provide new insights into health
outcomes and environmental exposures [101].

Nationwide studies using big data were a hot spot. AI, such as
machine learning, is particularly useful for analyzing big data
and holds substantial promise for future research [329-331],
particularly for identifying predictors of health outcomes in
farming populations [332]. To date, AI has been underused,
with only 2 studies using it, 1 identifying occupational injuries
in agriculture [208] and 1 reviewing the development of chronic
kidney disease risk prediction models [209]. Incorporating AI,
along with cohort enrichment and interdisciplinary expert
interpretation, could open new avenues for research.

Many studies continue to examine agriculture as a broad
category, highlighting the need for more detailed investigations
into specific farming activities and tasks
[147,152,188,201,248,249]. Our analysis reveals major research
gaps in understanding environmental and occupational exposures
among farming populations, particularly with regard to emerging
concerns such as per- and polyfluoroalkyl substances, biological
agents, micro- and nanoplastics, and the impact of climate
change. Climate change is a critical issue for agriculture, as it
may drive shifts in pests, diseases, and farming practices
[274,333-339]. Parental exposure appears to be a theme that
will soon become a hot topic. Furthermore, research is needed
to explore the farming exposome, particularly focusing on the
“mixture effects” of multiple simultaneous exposures [340,341].
Omics data, which have not been used in farming population
studies to date, represent a promising avenue for future research
because genetics and metabolism were found to be a niche
theme. Omics data refer to the large-scale datasets generated
from various omics technologies that analyze biological
molecules (eg, genomics, transcriptomics, proteomics, and
metabolomics), which provide comprehensive insights into
different biological layers and processes [11,342,343].

To enhance the characterization of farming exposome research
using keyword analysis, there is a pressing need for standardized
keyword reporting. We advocate for the development of a
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standardized approach to reporting keywords in scientific
journals, including defining a minimum set of information (eg,
study type, health outcome, population studied, data sources,
and positive, negative, or null associations) and adopting a list
of standardized terms. Although challenging, this approach
would improve literature searches, make data more comparable
and FAIR [228-230], and lead to more efficient, frugal (less
time and energy spent to identify relevant information), and
accurate synthesis of the scientific literature, such as in reviews
and bibliometric analyses.

The prominence of topics such as cancer, neurodegenerative
diseases, mortality, injuries, and mental health issues
underscores the need for targeted prevention strategies. The
thematic map analysis indicates that reproductive disorders (eg,
birth defects, endometriosis, and infertility) are on the verge of
becoming a central research focus. Emerging and understudied
health conditions, including ocular disorders, autoimmune
diseases (eg, inflammatory bowel disease and rheumatoid
arthritis), sleep disorders (eg, sleep apnea), cardiovascular
diseases, and musculoskeletal conditions (eg, low-back pain),
warrant increased attention and further research. Aging-related
health issues, such as frailty, also represent promising avenues
for future research, particularly given the growing aging
population and associated health care challenges [24].

Limitations
The findings of this review should be considered in view of
their limitations. Because of time and resource constraints, a
single screening approach was used, with only 1 author (PP)
conducting the review and bibliometric analysis. While single
screening is an efficient use of time and resources, there is a
higher risk of missing relevant studies than when using dual
screening [344,345]. However, when completed by an
experienced reviewer familiar with the research topic, the
proportion of missed studies is limited and estimated to be
around 3% [344]. Therefore, we cannot exclude the possibility
that some studies may have been missed. Nevertheless, we are
confident that none of these methodological limitations would
change the overall conclusions of this work. Our restriction on
articles published in English and French may have inadvertently
excluded potentially relevant publications. We cannot exclude
the possibility that publications using AHDs for addressing
health issues in farming populations may have been missed if
there was no mention of AHD in the publications’ titles and
abstracts. However, it is important to mention that our search
strategy was similar to recent reviews that specifically examined
the use of AHDs for population-based research [93,96,103,104].
We further broadened our search by including synonyms to
improve the comprehensiveness of our literature search. Some
details and specificities on the AHDs and other digital data used
may be limited because only information reported in each study
was used. Shortcomings inherent to bibliometric analysis cannot
be excluded. Some authors may have duplicate names, and
namesakes could exist. This limitation could not be prevented
as a unique author identifier (eg, Open Researcher and

Contributor ID number) was not available. Self-citation could
not be identified.

While our keyword analysis helped map the farming exposome
in AHD-based public health research, this profile is incomplete
and potentially biased. Because our review focused on
AHD-based studies, we likely missed relevant epidemiological
studies not using AHDs, leaving gaps in our understanding of
the complete farming exposome across public health. In
addition, the variability in keyword reporting practices across
journals introduced bias into our keyword analysis. Some
journals limit the number of keywords, and the lack of
standardized keyword ontologies adds further variability. To
mitigate this bias, we manually harmonized the keywords (eg,
the use of 1 unique term for a given entity). While this approach
is time-consuming, it allows for a more accurate analysis. For
instance, if this approach was not performed, the same entity
could be designated by various terms that would have been
considered separate entities or terms, potentially resulting in
underestimates (eg, in the number of publications). Despite
these challenges, the findings from our scoping review were
consistent with the keyword analysis.

Notwithstanding the aforementioned limitations, most of which
are inherent to all scoping reviews and bibliometric analyses
[93,96,103,104,158-160], we are confident that our findings
can provide a comprehensive picture of what has been published
until now (the current state of research and general directions)
regarding the use of AHDs for addressing health issues in
farming populations. This study may lay the groundwork for
researchers to quickly identify research priorities and emerging
research directions investigating health issues in farming
populations using AHDs.

Conclusions
Technological advancements have greatly increased the volume
of research data available, positioning AHDs as critical resources
for population-based public health studies [41]. Our review
underscores the broad public health implications of AHDs,
providing actionable insights for researchers, physicians, and
policy makers (Textbox 3). Addressing the identified research
gaps is crucial to comprehensively understanding health risks
in farming populations.

The insights derived from AHDs can inform meaningful
recommendations for policy makers and guide future research
directions, ultimately aiding health services and health policy
development. Our findings underscore the necessity of
comprehensive, interdisciplinary approaches to better understand
and mitigate the health risks encountered by farming
populations. Such efforts will improve data comparability and
research quality while also supporting the formulation of
targeted prevention strategies. This, in turn, will enhance health
outcomes for farming populations and promote the sustainability
of agriculture in an increasingly dynamic environment. The
findings from this review offer insights that are not only relevant
to farming populations but also potentially generalizable to
other populations.
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Textbox 3. Take-home messages.

Farming population

Research focusing on low- and middle-income countries, as well as on underrepresented subgroups within farming communities (eg, women, children,
and contingent workers), remains insufficiently developed. These areas warrant further investigation to ensure more comprehensive insights.

Administrative health database (AHD) use

The use of AHDs in public health research among farming populations is expanding, offering major potential to enhance epidemiological studies and
inform public health decisions. Promoting AHD-based research alongside the integration of other secondary data and artificial intelligence approaches
represents a promising direction for future exploration. There is also a need to promote findable, accessible, interoperable, and reusable principles.
Creating an AHD catalog or inventory could be a solution that would allow researchers to conduct a “datagraphic search” akin to traditional bibliographic
research.

Farming exposure

Published studies on farming-related exposures often rely on broad proxies, such as job titles, neglecting to capture the nuances of specific agricultural
tasks. While pesticide exposure remains a predominant research focus, emerging concerns, such as per- and polyfluoroalkyl substances, biological
agents, micro or nanoplastics, and the effects of climate change, require urgent attention. The farming exposome remains underexplored despite its
potential to uncover important associations between risk factors and a diverse range of health outcomes.

Health outcomes

Cancer, respiratory diseases, neurodegenerative disorders, and mental health issues are among the most frequently studied health outcomes in farming
populations. However, significant gaps exist in understanding other critical conditions, such as cardiovascular diseases, reproductive disorders, ocular
conditions, autoimmune diseases, musculoskeletal disorders, age-related health issues, and microbiome impacts. Addressing these overlooked areas
is essential for a more complete understanding of the health risks faced by farming communities.
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EMR: electronic medical record
FAIR: findable, accessible, interoperable, and reusable
FERMA: risk factors of the rural environment and the allergic and respiratory disease
GDP: gross domestic product
JEM: job-exposure matrix
MIAI: Multidisciplinary Institute in Artificial Intelligence
MSA: Mutualité Sociale Agricole
NOCCA: Nordic Occupational Cancer Study
PRISMA-ScR: Preferred Reporting Items for Systematic Reviews and Meta-Analyses extension for Scoping
Reviews
TRACTOR: Tracking and Monitoring Occupational Risks in Agriculture
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Abstract

Background: Epidemics and outbreaks present arduous challenges, requiring both individual and communal efforts. The
significant medical, emotional, and financial burden associated with epidemics creates feelings of distrust, fear, and loss of control,
making vulnerable populations prone to exploitation and manipulation through misinformation, rumors, and conspiracies. The
use of social media sites has increased in the last decade. As a result, significant amounts of public data can be leveraged for
biosurveillance. Social media sites can also provide a platform to quickly and efficiently reach a sizable percentage of the
population; therefore, they have a potential role in various aspects of epidemic mitigation.

Objective: This systematic literature review aimed to provide a methodical overview of the integration of social media in 3
epidemic-related contexts: epidemic monitoring, misinformation detection, and the relationship with mental health. The aim is
to understand how social media has been used efficiently in these contexts, and which gaps need further research efforts.

Methods: Three research questions, related to epidemic monitoring, misinformation, and mental health, were conceptualized
for this review. In the first PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) stage, 13,522
publications were collected from several digital libraries (PubMed, IEEE Xplore, ScienceDirect, SpringerLink, MDPI, ACM,
and ACL) and gray literature sources (arXiv and ProQuest), spanning from 2010 to 2022. A total of 242 (1.79%) papers were
selected for inclusion and were synthesized to identify themes, methods, epidemics studied, and social media sites used.

Results: Five main themes were identified in the literature, as follows: epidemic forecasting and surveillance, public opinion
understanding, fake news identification and characterization, mental health assessment, and association of social media use with
psychological outcomes. Social media data were found to be an efficient tool to gauge public response, monitor discourse, identify
misleading and fake news, and estimate the mental health toll of epidemics. Findings uncovered a need for more robust applications
of lessons learned from epidemic “postmortem documentation.” A vast gap exists between retrospective analysis of epidemic
management and result integration in prospective studies.

Conclusions: Harnessing the full potential of social media in epidemic-related tasks requires streamlining the results of epidemic
forecasting, public opinion understanding, and misinformation detection, all while keeping abreast of potential mental health
implications. Proactive prevention has thus become vital for epidemic curtailment and containment.

(JMIR Public Health Surveill 2025;11:e55642)   doi:10.2196/55642
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Introduction

Background
The global community braved the COVID-19 crisis, with
multiple emerging variants, more than 6 million deaths, and
764 million cases being registered [1]. COVID-19 was dubbed
“an individual and collective traumatic event,” and has “directly
or indirectly affected every individual in the world” [2]. Four
years later, the world is still grappling with the emotional and
socioeconomic aftermath of this crisis [3].

However, COVID-19 has not been the first crisis of its kind to
affect global public health. Multiple epidemics have spanned
the last 2 decades, causing varying degrees of instability and
disease burden [4]. An epidemic is defined as “the occurrence
in a community or region of cases of an illness, specific
health-related behavior, or other health-related events clearly
in excess of normal expectancy” [5]. When an epidemic “occurs
worldwide or over a very wide area, crosses international
boundaries, and affects a large number of people,” it qualifies
as a pandemic [5].

Epidemics are often linked to major feelings of uncertainty and
loss. The 2014 Ebola outbreak caused rampant fear behaviors
in West Africa [6]. The SARS outbreak has created a range of
psychiatric conditions, including posttraumatic stress disorder,
depressive disorders, and other anxiety spectrum disorders, such
as panic, agoraphobia, and social phobia [7]. COVID-19 was
associated with major stigma and psychological pressure, further
aggravating feelings of guilt, shame, regret, sadness, self-pity,
anger, internalized emotions, overwhelmed feelings, negative
self-talk, unrealistic expectations, and perceived sense of failure
[2]. During epidemics and outbreaks, mistrust of governments
and health workers, misinformation, rumors, and conspiracies
[8] present challenges to containment and can have a negative
impact on mitigation efforts [9-11]. The particular vulnerability
surrounding epidemics could render social media users highly
suggestible and at risk for fake news acceptance and
dissemination [12]. The substantial financial and medical burden
imposed by outbreaks and epidemics, in addition to the
substantial challenges arising in their progression and aftermath,
further complicates the mental health toll they take on the
affected population and on vulnerable communities [13].

The control strategies put in place in public health crises to
contain the spread of infection are highly dependent on the
transmission method and rate [14]. For instance, during
COVID-19, various containment measures were adopted,
including school closures, shut-downs of nonessential
businesses, bans on mass gatherings, travel restrictions, border
closures, and curfews [14]. These measures, although necessary
for mitigation, can worsen emotional states, contribute to the
exacerbation of preexisting socioeconomic inequalities in mental
health [15], and lead to unhealthy coping mechanisms, such as
problematic internet use, social media addiction, and emotional
overeating [16-18].

During epidemics, social media platforms fulfill various
functions ranging from informational support to emotional and
peer support [19]. They are often a solemn companion offering

a tool for connection, a space to grieve, and an instrument of
outrage [19]. It is not surprising that the use of social media
platforms massively increased during the COVID-19 pandemic
[20], rendering them almost essential, ubiquitous, and a catalyst
for change, for better and for worse [21].

Social media platforms offer significant amounts of data that
can be leveraged for biosurveillance and syndromic surveillance
of epidemics and outbreaks [22]. Biosurveillance provides early
warning and situational awareness of events using diverse data
streams [22]. Efforts directed at facilitating both the early
detection and forecasting of disease outbreaks have been
increasing in the past 2 decades [22]. Through the analysis of
a variety of data sources, syndromic surveillance aims to discern
individual and population health indicators before confirmed
diagnoses are made [23] using trackable or exhibited behavioral
patterns, symptoms, signs, or laboratory findings [23].

Understanding how social media shapes our experiences and
preparedness during epidemics, and characterizing the roles it
can fulfill, could allow for an improved apprehension of how
to efficiently harness this resource for prevention efforts or
alleviation of burden of disease [24].

Literature reviews have shown interest in understanding the
roles social media fulfills during times of crisis, especially in
the last decade [12,25-27]. Social media roles related to the
facilitation of public health management, prevention of
misinformation, and management of public health behavior and
response were found to be of utmost priority [24], and social
media topics related to surveillance and monitoring of public
attitudes and perceptions, as well as mental health,
misinformation, and fake news, were found to be the most
well-developed research topics [28]. These 3 particular facets
of social media’s intersection with epidemics have not been
approached in existing reviews; therefore, a gap remains for the
research questions (RQs) proposed in this systematic literature
review.

This Review
This review aimed to examine the “epidemic-social media”
relationship and delineate its various aspects, as well as identify
the methods used in harnessing social media in epidemics, with
a particular focus on monitoring and surveillance,
misinformation, and mental health. In light of the current state
of global public health, it is vital to understand how a tool as
influential as social media can shape the population’s response
in times of crisis and how it can be leveraged.

This systematic literature review outlines 3 RQs as follows: (1)
How is social media harnessed for epidemic monitoring and
management? (RQ1); (2) How is social media used for capturing
and managing misinformation during epidemics? (RQ2); and
(3) How is social media related to mental health during
epidemics? (RQ3).

The remainder of this paper is organized as follows. Methods
pertaining to the search strategy and extraction process are
detailed in the Methods section. Results of the systematic review
are synthesized in the Results section. Discussion of the major
issues and practical implications as well as identified directions
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for future research are presented in the Discussion section.
Conclusions are summarized in the Conclusion section.

Methods

Overview
This systematic review builds upon the preferred reporting items
outlined in the PRISMA (Preferred Reporting Items for
Systematic Reviews and Meta-Analyses) statement [29]
(Multimedia Appendix 1).

Proposed RQs
The RQs proposed in this systematic literature review examine
the epidemic-social media relationship from different
perspectives. The first RQ aims to identify potential uses of
social media in the context of epidemic management and
mitigation. The second RQ examines potential methods used
in the context of social media misinformation as it relates to
epidemics. Furthermore, the third RQ aims to discern potential
aspects of the relationship between social media and public
mental health during epidemics.

Search Strategy
A systematic literature search was undertaken at the beginning
of June 2021. A collaborative planning and task allocation
process was developed and updated at each stage of the study.
The systematic search was conducted across multiple digital

libraries—PubMed, IEEE Xplore, ACM Digital Library,
ScienceDirect, MDPI, ACL, SpringerLink, arXiv, and ProQuest.
Gray literature sources (arXiv and ProQuest) were used to
complement the search and reduce publication bias as they
provide a venue for authors to share studies with null or negative
results that might otherwise not be disseminated.

The RQs were used as a guideline to identify search keywords.
The search terms used included “social media” and “epidemics,”
with variations depending on the RQ’s objectives and the
database searched. For RQ1, the search results of the query
(“social media” AND “epidemics”) were complemented by the
results of the query (“social media” AND “epidemics” AND
“monitoring” AND “tracking”). The combination of these 2
queries allowed for result-filtering without overlimiting the
output. The query (“social media” AND “epidemics” AND
“fake news”) was used for RQ2. A combination of the queries
(“social media” AND “epidemics” AND “mental health” AND
“support system”) and (“social media” AND epidemic AND
“mental health” AND addiction) was used for RQ3.

These queries were adapted to each database based on its
settings. All searches used the parameters full-text or all
metadata in the queries. All searches covered the time range
2010 to 2022.

Table 1 details the number of publications (without duplication)
retrieved for screening from each database for each RQ.

Table 1. Output of search strategy for research questions (RQs) 1, 2, and 3.

RQ3RQ2RQ1Database

5427259IEEE Xplore

2403711180ScienceDirect

21883672189SpringerLink

1212090ACL

1795923672ACM Digital Library

70113178MDPI

051544arXiv

12726226ProQuest

21714954PubMed

Study Selection and Data Extraction Strategy
At the initial screening stage, 3 authors assessed the titles and
abstracts against the inclusion criteria. Publications included
after this screening stage were then retrieved in full-text version,
and subsequently screened in the eligibility stage. Three of the
authors read the full-text articles independently to ascertain their
relevance with regard to the search terms and the research aims.
All disagreements on the included articles were resolved by
consensus.

To organize the screening process, Rayyan [30], a web
application facilitating the collaborative review process and
screening process for systematic literature reviews, was used
by the authors to import all articles initially collected and screen
them following a “blind on” setting, where decisions and labels
of any collaborator were not visible to others. Publications with

inclusion disagreements were then identified after dropping the
“blind on” setting and resolved among authors.

The inclusion and exclusion criteria specified the aims of the
review and were agreed upon by all authors (Textbox 1). For a
publication to be selected, it needed to address the RQs and be
published within the time range. The publication was excluded
if it was not a journal paper, conference proceedings paper, or
peer-reviewed workshop or symposium paper. Long abstracts
and posters were excluded. Publications related to the HIV or
tuberculosis epidemic were excluded to preserve the
homogeneity of the review. Tuberculosis is a bacterial infection
with a high burden of disease, especially in developing countries,
while HIV is the virus responsible for AIDS [1]. Both
tuberculosis and HIV or AIDS are classified as ongoing
worldwide public health issues by the World Health
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Organization (WHO) and the Centers for Disease Control and
Prevention [1]. Given the particularities of both tuberculosis
and HIV or AIDS and the high volume of literature review

publications related to them [31], the authors agreed to consider
both beyond the scope of this review.

Textbox 1. Inclusion and exclusion criteria for the study selection process.

Inclusion criteria for studies

• Within the scope of one of the research questions

• Published between 2010 and 2022

• Relates to an epidemic or pandemic within the last 2 decades

• Includes the use of a social media site

• Is a journal, conference, or workshop paper

Exclusion criteria for studies

• Tuberculosis, HIV, or, noninfectious diseases

• Online forums or traditional media

• Book, e-book, letter to editor, magazine, abstracts, case reports, comments, reviews, or poster

In the data extraction stage, the final list of papers was analyzed
to answer the RQs and extract pertinent information. The final
stage of the PRISMA guidelines [29] was considered in this
phase. The following data were extracted from selected papers:
authors, publication year, epidemic studied, social media site
used, theme, identified method, and key findings. All the related
data were extracted independently by 2 investigators. When
necessary, differences were resolved by discussing, examining,
and negotiating with a third investigator.

Quality Assessment
The quality of the included studies in this review was appraised
using a set checklist of quality criteria. Papers that did not fulfill
at least 4 out of the 5 quality criteria were excluded. The
checklist was defined as follows:

1. Are the study objectives clearly defined?
2. Are the methods clearly defined and applied?
3. Are the methods applied successfully and correctly?
4. Are accuracy values and efficiency and confidence levels

reported?
5. Are limitations clearly reported and adequately represented?
6. Do the contributions outweigh the limitations of the study?

The quality criteria were formulated based on our understanding
of the current state of research in this field and the research gap
this systematic review is attempting to fill. The papers were

assessed for their ability to answer the RQs and enrich the
literature while fulfilling quality standards.

Bias was evaluated in this systematic literature review from 2
aspects. First, the risk of bias based on inclusion was limited
through the use of multiple reviewers. Second, publication bias
was limited by including gray literature which reports negative
and null results. To enhance the quality of this review, the
authors monitored the planned review tasks and ensured
continuous progress monitoring. Collaborative worksheets were
created to keep track of scheduled tasks and deadlines, and to
note pertinent observations. Validation of the extracted data
from selected papers was conducted by the authors and
peer-reviewing was maintained at every stage of the systematic
review process.

Results

Characteristics of the Selected Papers
The search process resulted in a total of 13,522 articles
distributed over both the main and gray databases used. After
the removal of duplicates, 13,306 (98.4%) titles remained. Of
these, 12,718 (95.58%) studies were excluded after the title and
abstract screening, as they did not fulfill the inclusion criteria.
A flow diagram of the results of literature collection, screening,
eligibility, and inclusion is presented in Figure 1.
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Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram for the selection of articles of the literature
reviewed. RQ: research question.

Of the 588 studies that were full-text screened, 351 (59.7%) did
not meet the inclusion criteria. 5 (1.4%) papers were identified
from reference lists of included papers. A total of 242 (67.9%)
studies were selected for inclusion in this review as summarized
in subsection Answers to RQs.

The papers included in the review were distributed as follows:
47.1% (114/242) were journal papers, 43.8% (106/242) were
publications of conference proceedings, 7.4% (18/242) were
workshop and symposium publications, while 1.7% (4/242)
were gray literature (Figure 2A).
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Figure 2. Distribution of selected papers by (A) type and (B) year. RQ: research question.

The publications spanned from 2010 to 2022. As can be seen
in Figure 2B, the number of publications peaked in 2020 and
continued to increase for all RQs. All the selected papers that
answeredRQ3 spanned the from 2020 to 2021. A similar
distribution was seen in papers that answeredRQ2, where
selected papers were from 2015, 2019, 2020, and 2021. RQ1,
which studies the aspects of epidemic management and
mitigation using social media, included the highest number of
papers and spanned the entire decade.

Social Media Platforms Used
Several social media platforms were used in the literature
selected for this systematic review. X (formerly Twitter) is one
of the most widely used platforms for sharing “microblogs.”
These short messages are called tweets and can take up to 280
characters. In contrast, Weibo, is a popular platform to share
and discuss individual information and life activities as well as
celebrity news in China. As can be seen in Figure 3, X followed
by Weibo seems to be the platform of choice for most works
aiming to study epidemic monitoring and mitigation through
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social media (RQ1) and epidemic-related misinformation on
social media (RQ2). For epidemic and social media–related
mental health aspects, most works seem to take a generalist
approach rather than a platform-specific one. Compared with

other social media sites, such as Facebook and Instagram, which
predominantly include heterogeneous posts, X offers a more
concise “microblog” format.

Figure 3. Number of selected publications using each social media platform included in the systematic literature review. RQ: research question.

Epidemics Studied
The selected literature discussed multiple epidemics (Figures
4 and 5), including vital hemorrhagic fevers and influenza-like
illness (ILI).

Dengue fever and Zika fever are mosquito-borne diseases caused
by the dengue virus and Zika virus, respectively, and spread by
several species of female mosquitoes of the Aedes genus [1].
The disease is now endemic in more than 100 countries with
potential risk in other areas [1,32]. The WHO declared the Zika
outbreak of 2016 and the Ebola outbreak in 2019 as public
health emergencies of international concern (PHEICs) [1].

ILI is a nonspecific respiratory illness characterized by fever,
fatigue, cough, and other symptoms. Cases of ILI can be caused
either by influenza strains or by other viruses, such as
coronaviruses. Influenza remains a global and year-round

disease burden and causes illnesses that range in severity and
sometimes lead to hospitalization and death. Seasonal influenza
epidemics are mainly caused by influenza A and B viruses [1].
The influenza A virus subtype strain H1N1, commonly referred
to as the swine flu, disproportionately affects children and
younger people. H1N1 was declared a PHEIC in 2009 and then
designated a pandemic [1]. Coronaviruses include SARS, MERS
(Middle East respiratory syndrome), which can be contracted
through direct or indirect contact with infected animals [1], as
well as COVID-19 caused by the SARS-CoV-2 virus. The latter
was designated a PHEIC and a pandemic by the WHO. As of
April 26, 2023, the official death toll from COVID-19 reached
6,915,268 [1].

The highest number of selected publications for all RQs related
to COVID-19, followed by influenza (Figure 4). This trend is
due, in part, to the volume of the COVID-19 research output
[33].
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Figure 4. Number of selected publications pertaining to each epidemic included in the systematic literature review. MERS: Middle East respiratory
virus; RQ: research question.

Figure 5. Timeline of the epidemics and pandemics spanning the last decade and included in the systematic literature review. SARS is pre-2009 and
dengue fever has caused multiple outbreaks. Both are not illustrated in the timeline but are included in the systematic literature review. DRC: Democratic
Republic of the Congo; MERS: Middle East respiratory syndrome.

Answers to RQs

Overview
A thematic analysis of the selected literature was conducted
with the aim of identifying the main themes of each RQ. Themes
were identified following the objectives of the paper and its
results. For each theme, papers were organized by method,
social media platform used, and the epidemic studied. Methods
were grouped categorically. For instance, content analysis
includes automated, linguistic, thematic, qualitative, or
quantitative analysis, while dictionary-based classification
entails a lexicon-based classification. Machine learning (ML)
classification includes conventional ML models, while deep
learning (DL) entails methods based on artificial neural networks

with representation learning. Although it must be acknowledged
that overlaps exist, the categorization used in this paper is based
on the most distinctive and predominant use or theoretical
approach of each method. This categorization is meant to
facilitate a structured analysis and discussion of the literature
by grouping papers according to their primary methodological
approach, thus allowing a clearer comparison and contrast of
their contributions, strengths, and limitations.
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RQ1. Social Media for Epidemic Monitoring and
Management

Overview

Social media platforms offer significant amounts of data, which
can be potentially useful in biosurveillance and syndromic
surveillance of epidemics and outbreaks.

Two main themes were identified in the selected papers that
addressed how social media could be used in epidemic
management, namely, (1) epidemic surveillance and forecasting,
and (2) public opinion understanding.

Epidemic Surveillance and Forecasting

Several works proposed a dictionary-based classification of X
for the surveillance of COVID-19 [34,35], dengue fever [36,37],
Ebola [38,39], H1N1 [40,41], influenza [42-50], Zika [51,52],
MERS [53], and a combination of epidemics [53-55]. Similar
epidemic surveillance applications using dictionary-based
classification were conducted using data from Weibo for Ebola
[56] and influenza [57,58], Reddit for Zika [59], and Facebook
for MERS and other epidemics [53].

Reported results indicated that epidemic surveillance can be
achieved using varying strategies. For instance, social
distancing–related tweets can be grouped into categories, such
as implementation, purpose, social disruption, and adaptation,
and used to quantify the spatiotemporal prevalence and evolution
of COVID-19 social distancing on X [34]. Similarly, official
social media channels of information and health organizations,
such as the Centers for Disease Control and Prevention, WHO,
and National Institutes of Health (NIH) can be monitored, and
their X data can be classified to recognize “alarming” news and
“concerning” news [35]. Dengue fever reported surveillance
strategies to include systems aggregating social media data with
weather and flood information [36], and using volume, location,
time, and public perception as spatiotemporal dimensions [37].

Results also reported keyword-based data extraction and
classification as a strategy for the creation of an Ebola
monitoring platforming in China using Weibo data [56] and in
Africa using X data [39], and for multiple epidemics [53-55].

Regression analysis was reported to be used for tracking and
forecasting influenza [46,47,49,57] and Zika [52], and the
Markov switching model was used for real-time early-stage
influenza detection with emotion factors for epidemic and
nonepidemic segmentation [58]. Statistical analysis was used
to study the relationship between human activities collected
from Sina Weibo and morbidity patterns and at-risk areas during
COVID-19 in China [60].

Correlation analysis reported that X, in addition to other sources,
could not provide an Ebola alert more than a week before the
WHO and that X’s message volume was correlated more with
news article volume than with the number of Ebola cases [38].

Additional dictionary-based surveillance methods include
quantitative analysis, filtering, and normalization of X data for
H1N1 [40,41] and Zika [51]; mathematical modeling of
influenza trends using geo-tagged X streams [42]; time series
for X symptom reporting matching ILI [43]; keyword analysis

for Zika risk assessment [59,61] as well as influenza risk
surveillance [44] and condition aggravation [45], and upcoming
influenza spike detection [50], sentiment analysis [48].

Different methodologies using conventional ML were reported
to be used for dengue-related event monitoring [62] and lazy
associative classification [63]; influenza detection [64-66];
influenza activity monitoring [67]; seasonal influenza trend
prediction [68,69]; ILI prevalence prediction [70] and awareness
or infection classification [71]; location-specific influenza state
detection [58,72,73]; avian influenza outbreak detection [74];
disease-related category classification [75-77] for Ebola, MERS,
and dengue fever; guideline-related category classification for
ILIs [78]; supervised text classification [79]; topic classification
for symptomatic manifestation and prevention of
mosquito-borne diseases [80]; infectious disease analytics
[81,82] and COVID-19 case forecasting [83], and X-enabled
contact tracing [84] and early detection [85].

Conventional ML models used for epidemic surveillance and
monitoring include support vector machine (SVM), naive Bayes
(NB), and logistic regression (LR).

Several DL techniques were applied for epidemic monitoring
[86-90]; fine-tuning of semisupervised model with unlabeled
COVID-19 dataset [91]; disease-infected individual detection
in tweets using bidirectional encoder representations from
transformers (BERT)–based model and disease-infection region
identification using spatial analysis [92]; classification of Zika-
and Ebola-related tweets [93], COVID-19 related tweets [94],
and influenza-related information [95,96]; H1N1 outbreak
forecasting and individual-level disease progressing using
semisupervised multilayer perceptron and a online stochastic
training algorithm [97]; and correlation of X reports on H1N1
infectious disease control using gray wolf optimizer and least
square method [98]. Results reported that mathematical
modeling can be used to understand the influence of X on the
spread of H1N1 [98,99] and information entropy to quantify
the impact of social network information [100].

Results showed that social network theory and social network
analysis can be used for the prediction of infected groups and
early detection of contagious outbreaks in social media
[101-104], and that topic modeling techniques, such as latent
Dirichlet allocation (LDA) can be used for epidemic intelligence
[105-110] to detect major epidemic-related events [111], monitor
information spread [112], and rank epidemic-related tweets
[113].

Understanding Public Opinion

Several methods were used in the selected literature to extract
and analyze public opinions expressed on social media. These
methods were based on content analysis of social media data,
linguistic analysis, qualitative analysis, lexicon-based analysis,
sentiment analysis, valence aware dictionary and sentiment
reasoner–based sentiment analysis, topic modeling, conventional
ML models, and DL models.

Social media content analysis was used to analyze public
discourse around H1N1- [114] and Zika-related risks [61],
inspect social media coverage related to influenza vaccinations
[115] and COVID-19 vaccinations [116-127], measure public
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health concerns [128], identify stances toward policies, such as
social distancing and face masks [129], identify emotional
composition of online discourse before and after COVID-19
[130], and inspect the presence and escalation of negative
sentiments toward China [131]. Latent semantic analysis and
LDA were used to mine opinions on X related to the hashtag
#IndiaFightsCorona [132]. Topic detection and sentiment
analysis were performed for opinion mining, concern
exploration, and public opinion analysis in the context of
epidemics [133-142], and for pattern analysis [143-145]. Social
media content analysis was also used for tracking information
spread [146], narratives and information voids [147], monitoring
engagement [148-152] and emotional response [153-161],
requests for medical assistance [162], health behavior changes
[163], governmental response [164,165], and physicians’
opinions [166].

Public reaction tracking and investigation were performed using
SVM and NB for topic and sentiment analysis [127,167-175];
SVM, NB, and random forest (RF) for social media content
classification (eg, caution, advice, notifications, donations, etc)
[176]; crisis analysis [177,178]; clustering for topic extraction
[179]; and LR for prevention category tweet classification [180].
ML was used to analyze public discourse against masks [181],
extract insights on policy response [182], and understand
expressions of help-seeking during COVID-19 [183].

BERT-based models were used for public sentiment assessment
of data related to COVID-19 available in X [184-186].
Multilingual COVID-19 emotion prediction was performed
using a fine-tuned BERT “BERTmoticon” [187], while bias
and user opinion were identified using a GPT [188]. A language
model for Arabic Moroccan dialect was used for topic modeling,
emotion recognition, and polarity analysis [189]. long short-term
memory (LSTM), BERT, and enhanced language representation
with informative entities were used to analyze the evolution of
sentiments in the face of the public health crisis due to
COVID-19 [190]. Bi-LSTM with an attention mechanism was
used for sentiment analysis of COVID-19–related tweets [191].
Term-frequency analysis was adopted to build an emerging
topic graph [192], while the k-means algorithm, LR, SVM, and
NB were used to identify COVID-19–related topics [193]. An
extra tree and convolutional neural network-based ensemble
model was reported to have outperformed conventional ML
models in a sentiment classification task [194]. French
COVID-19 tweet classification was performed using FlauBERT
[195], while opinion monitoring was achieved using a
combination of LSTM and global vectors for word

representations [196]. Convolutional neural network was used
for COVID-19 personal health mention detection [197].

Findings of analyses performed in the context of Ebola, Zika,
and influenza revealed that social media posts from health
organizations were highly effective when incorporating visuals
and that public response was more affected by these
communications when they acknowledged the concerns and
fear of the community [198]. In the context of Ebola, findings
highlighted that online blame was directed toward the affected
populations as well as figures with whom social media users
had preexisting political frustrations [199].

Analysis of X discussions in relation to COVID-19 revealed
the presence of negative sentiments and an association between
the words “coronavirus” and “China” [200]; a gradual increase
in calls for social distancing, quarantining, and working from
home among social media users [201]; a growing number of
anger expressions directed at individuals refusing sanitary
protocols; and the frequent use of the words “family,” “life,”
“health,” and “death” [201]. Analysis of X hashtags also
revealed categories, such as quarantine, panic buying, school
closures, lockdowns, frustration, and hope [201], as well as
mentions of mental health issues and gratitude for essential
workers [201]. Other categories and themes identified or used
for manual annotation of topics discussed on social media
include resource provision, employment and strategies [87],
statistics, prevention, hygiene, diagnosis, politics, world news
[202], conspiracy, economy, mortality, origin, and outbreak
[203].

Findings also indicated increased levels of connectivity and
agency coordination during the early-stage response to
COVID-19 [87]. Disregarding COVID-19–imposed sanitary
and government recommendations was potentially linked to
uncertainty in times of crisis, overwhelm by “noise” presented
on social media, and varying socioeconomic factors [204].

Results revealed that social media analytics were an efficient
approach to capture the attitudes and perceptions of the public
during COVID-19 as mentioned in studies by Yigitcanlar et al
[205] and Xia et al [206]. Fear and collectivism were identified
as predictors of people’s preventive intention in the context of
COVID-19 [207]. “Sadness” appeared to spike after the WHO
declared COVID-19 as a pandemic, while “anger” and “disgust”
spiked after the death toll surpassed the hundred thousand in
the United States [187].

Tables 2 and 3 summarize the methods, epidemics, and social
media used in studies pertaining to epidemic forecasting and
prediction and understanding of public opinion.
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Table 2. Summary of methodologies used in studies addressing the first part of research question 1 (epidemic surveillance and forecasting).

ReferencesMethod, epidemic studied, and social media used

Dictionary-based classification

COVID-19

[34,35]X (formerly Twitter)

[60]Sina Weibo

Dengue fever

[36,37]X

Ebola

[38,39]X

[56]Weibo

H1N1 or swine flu

[40,41]X

Influenza or flu

[42-50]X

[57,58]Sina Weibo, Tancent Weibo

Zika

[51,52]X

[59]Reddit

MERSa

[53]X

[53]Facebook

Multiple epidemics

[53-55]X

[53]Facebook

MLb classification

Dengue fever

[62,63]X

Influenza or flu

[64-73]X

[58,73]Sina Weibo, Tancent Weibo

[68]Facebook

H1N1 or swine flu

[78]X

H5N1 or avian influenza

[74]X

MERS

[75-77]X

Ebola

[93]X

Zika

[93]X

COVID-19
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ReferencesMethod, epidemic studied, and social media used

[83-85]X

Multiple epidemics

[75-77,79-82]X

DLc classification

COVID-19

[35,86,88-91,94]X

Ebola

[93]X

Zika

[93]X

Influenza or flu

[95]X

Multiple epidemics

[92]X

Mathematical modeling

COVID-19

[100]WeChat

H1N1 or swine flu

[97-99]X

Social network analysis

COVID-19

[101,102]X

Influenza or flu

[104]Facebook

Multiple epidemics

[103]X

Topic modeling

COVID-19

[88,102,105,106]X

Dengue fever

[111]X

Ebola

[112]X

Influenza or flu

[107]X

[108]Weibo

Zika

[109]X

Multiple epidemics

[113]X

aMERS: Middle East respiratory syndrome.
bML: machine learning.
cDL: deep learning.
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Table 3. Summary of methodologies used in studies addressing the second part of research question 1 (understanding public opinion).

ReferencesMethod, epidemic studied and social media used

Content analysis

COVID-19

[87,123,126,141,144,146,148,151,156,157,159,160,200,201]X

[202]Instagram

[155,157,204]Reddit

[122]TikTok

[151,162]Weibo

[126,149]Facebook

Ebola

[198,199]X

[199]Facebook

[198]Instagram

Zika

[61]Reddit

Influenza or flu

[115]X

[115]Facebook

H1N1 or swine flu

[115]X

[115]Facebook

Dictionary-based classification

COVID-19

[128,129,147,153,158,165,166,203,205,206]X

[147]Facebook

[147]Instagram

[147]Reddit

[129]Weibo

H1N1 or swine flu

[114]X

MLa classification

COVID-19

[127,132,164-167,177-179,181]X

[176]Weibo

[182]Facebook

[182]Instagram

Zika

[180]X

DLb classification

COVID-19

[118-120,130,184-189,191,194-197]X

[190]Weibo
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ReferencesMethod, epidemic studied and social media used

Topic modeling

COVID-19

[116,133-135,138,143,154,163,189,192,193]X

[139]Reddit

[136,137]Weibo

[183]Zhihu

Social network analysis

COVID-19

[117,121,124,125,140,142,145,150,152]X

[161]Facebook

aML: machine learning.
bDL: deep learning.

RQ2. Social Media for Misinformation Management
During Epidemics

Overview

Misinformation, or “fake news,” has become a social
phenomenon and has received increased attention in the past
few years. Although the term, “fake news” has been around
since the 1890s [208], the emergence and exponential rise in
popularity of social media platforms has brought the term to
the “front page.” Fake news can fall into multiple categories
depending on the intent and form it takes [208]. For instance,
fake news can be false information and rumor fabrication (eg,
celebrity gossip), hoaxes (eg, doomsday 2012), conspiracy
theories (Q-Anon), and satire (eg, The Onion). The intent can
range from deception for the purposes of monetary or personal
gain to satirizing real news.

One main theme was identified in the selected papers that
addressed how social media could be used in misinformation
management during epidemics, namely, misinformation
detection and characterization. Three subsequent subthemes
were identified based on the scope of selected literature, namely:
fake news identification, fake news characterization, and
information distortion and conspiracy theories.

Misinformation Detection and Characterization

Overview

The selected literature focused on the inspection of news or
claims shared on social media, with the aim of classifying them
based on trustworthiness. Several methods were used to analyze
social media content and detect misleading information, such
as expert annotation, DL models, and social network analysis.
While some papers focused on technical approaches to the
detection of fake news, other studies tried to identify various
characteristics related to the source or propagation of fake news.

Fake News Identification

Several works performed fake news identification using DL
models [209-211] with conventional ML models for comparison
or as baselines. A modified 3-layer-each LSTM and gated
recurrent unit were used along with 6 conventional ML

classification models (decision trees, LR, k-nearest neighbors,
RF, SVM, and NB) on a “Covid-19 fake news Twitter dataset”
[212] to identify fake news [210]. Findings reported that the
best test results were obtained by LSTM (2 layers), with an
accuracy of 98.6%, a precision of 98.55%, a recall of 98.6%,
and an F1-score of 98.5% [210]. Similarly, a multilayer
perceptron, LR, decision trees, RF, NB, SVM, and gradient
boosting were used for COVID-19 fake news detection in tweets
and concluded that RF outperformed other models with an
accuracy of 78%, a recall of 100%, a precision of 85%, and an
F1-score of 83% [211]. Expert annotated tweets were used to
evaluate the performance of a BERT-based misinformation
detection system [213]. Findings suggest that knowledge about
the domain vocabulary helps domain-adapted models in
predicting the correct stance, as it did for retrieval.

Detecting misleading and fake news was also performed by
several studies using methods based on pretrained transformer
models, bi-LSTM networks, artificial neural networks,
convolutional neural networks, deep transfer learning [214-220],
and using hybrid methodologies [221-227].

A semisupervised probabilistic graphical model that aimed to
jointly learn the interactions between user trustworthiness,
content reliability, and post credibility for influenza posts’
credibility analysis outperformed baseline models (RF and
Bayesian network) with an accuracy of 71.7% on data from
Sina Weibo [209]. LR was performed on a small dataset of
Facebook comments to detect fake news [228]. Several ML
models, including gradient boosting classifier, LR, RF classifier,
and decision tree classification were used in multiple works for
fake news classification on social media [229-233].

Other works seeking to curtail the misinformation of
COVID-19–related news and support reliable information
dissemination used manual analysis through fact-checkers as
well as consensus to verify the veracity and correctness of
selected tweets and social media posts [234,235]. This is
illustrated in a use case analyzing Facebook and X content in
both English and Amharic [234] and an Ebola study [235].
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Fake News Characterization

A manual annotation of tweet sources following 5 categories
(academic, government, media, health professional, and public)
allowed for the creation of a gold standard dataset for training
a LR model based on 6 million Arabic tweets related to
infectious viruses, such as MERS and COVID-19 [236]. Rumor
detection using a top-down strategy consisting of extracting
posts associated with previously identified rumors reported an
84.03% accuracy for the LR classifier [236]. Higher precision
was obtained at the expense of higher runtime using ML models
[232]. Similarly, topic modeling based on the k-means algorithm
was used to identify sources of COVID-19–related rumors [193].
An entropy-based method was used to investigate the potential
control of COVID-19 rumors [237] and content analysis was
used to evaluate rumor dissemination and official responses
during COVID-19 [238].

Semantic correlations between textual content and attached
images were mined using a pretrained convolutional neural
network to learn image representations and use them to enhance
textual representations and train a fake news detector [239].

Content analysis showed that fake news from multiple sources
could be classified using a taxonomy of health and
non–health-related types and reported that the response of the
public health system was debilitated by the propagation of fake
news [240]. Roots of misinformation were categorized as
politically related, false medical information, celebrity and pop
culture related, religious belief related, and fraud and criminality
related [241]. A comparison of fake news sources between
China, Iran, and the United States showed that fake science is
the main “root” of misinformation in China, while
counterexpertise, that is, the rejection of mainstream academic
expertise, politically motivated and governmentally sourced
misinformation is the most prevalent source of fake news in the
United States. In Iran, discourse about COVID-19 was found
to be politically manipulated by the government, while official
religious figures hindered the dissemination of accurate
information [241]. Statistical analysis found bias of sentiment
in fake news, as well as biases of gender of the user and media
use with respect to real news [242].

Bot detection using BERT was performed as a potential strategy
to improve fake news detection [243]. Findings imply that the
ratio of real news to fake news is very similar between human
accounts and bot accounts, and bot detection could not improve
the performance of the fake news detection model [243].

Findings of an information mutation study using A Lite BERT
reported that misinformation propagation could potentially be
exacerbated by user commentary and found a positive
association between information mutation and spreading
outcome [244].

The findings of a propagation analysis showed that false claims
propagate faster than partially false claims and that tweets
containing misinformation are more often concerned with
discrediting other information on social media [245].

An investigation leveraging neural networks and quantitative
content analysis that aimed to reveal the conditions that lead
audiences to accept and disseminate a fake claim as it relates
to the Zika virus showed that Zika tweets, including threat cues
and protection cues, are positively associated with the likelihood
of sharing fake news [246]. In addition, findings of a descriptive
analysis showed that the quality of news sources varies
considerably with regard to information on COVID-19 [247],
Results of a computational analysis indicated that the COVID-19
infodemic is highly characteristic of community structure,
shaped by ideological orientation, typology of fake news, and
geographic areas of reference [248]. Data from X indicated that
content could be labeled according to political affiliation, media
source, and type of source (political, satire, mainstream media,
science, conspiracy or junk science, clickbait, and fake or hoax)
[248].

Information Distortion and Conspiracy Theories

Information distortion in X cascades was found to be linked to
oversimplification, distortion of logical links, omission of facts,
and a shift in the medical topic to political and business disputes
[249]. Risk amplification by information dramatization appeared
to be linked to controversial topics as well as social and cultural
influences [250].

Manual content and semantic analysis and topic modeling
(LDA) techniques of tweet content were conducted through an
examination of key term distribution, context, and medical
terminology verification [249]. In a COVID-19 5G conspiracy
use case, LDA and social network analysis were used to identify
several topics from dataset of tweets [251] related to “5G
conspiracy” and “5G threat” and discuss topics, including 5G
towers, radiation effects, network, and radiation [252,253].
Emerging COVID-19–related conspiracy theories were detected
by estimating narrative networks with an underlying graphical
model and using a collection of data from Reddit subreddits
and 4Chan threads related to the pandemic [254]. Findings
identified multiple central conspiracy theories illustrated by
examples, such as incorporating the COVID-19 conspiracy into
Q-Anon conspiracy, #scamdemic and #plandemic [255], 5G as
the cause of COVID-19 [252,253], antivax conspiracy, Bill
Gates, #filmyourhospital conspiracy [256], and Pizzagate
conspiracy [254]. Table 4 summarizes the methods, epidemics,
and social media used in studies pertaining to misinformation
management and detection.
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Table 4. Summary of methods used in papers addressing research question 2–misinformation identification and characterization.

ReferencesMethod, epidemic studied, and social media used

MLa classification

COVID-19

[193,210,211,221-227,229-232]X

[228,230]Facebook

[233]Sina Weibo

Multiple epidemics

[236]X

DLb classification

COVID-19

[210,213-218,220-227,239]X

[156]Facebook

[217]Instagram

[219,239]Weibo

Topic modeling

COVID-19

[237,249,252,255]X

Social network analysis

COVID-19

[248,252,253,256]X

[254]Reddit, 4Chan

Probabilistic graph modeling

Influenza

[209]Weibo

Manual content analysis

COVID-19

[234,241,248,249]X

[234,241,247]Facebook

[241,250]Weibo

[241]Instagram

Ebola

[235]X

Quantitative content analysis

COVID-19

[213,242,245]X

[250]Weibo

Zika

[246]X

aML: machine learning.
bDL: deep learning.
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RQ3. Social Media’s Relationship With Mental Health
During Epidemics

Overview

During the implementation of restrictive measures requiring
limited social contact, social media can become one of the few
methods to safely engage with others, rendering it the sole
support system of vulnerable populations. Mental health
deterioration can manifest in expressions shared on the internet
and be used to gauge the toll epidemics and subsequent
containment strategies could potentially take on individuals.

Two main themes were identified in the selected papers
addressing how social media can be integrated in aspects of
public mental health management during epidemics, namely,
(1) social media as a tool to gauge the mental health toll of
epidemics, and (2) impact of social media consumption during
epidemics on mental health.

Mental Health Assessment Using Social Media

Assessment of mental health state was performed using
conventional ML [257-259], DL [260-262], and topic modeling
techniques [263,264]. Psychological profiles of Weibo users
were predicted using ML and online ecological recognition with
emotional measures and cognitive indicators, such as anxiety,

depression, Oxford happiness, social risk judgment, and life
satisfaction [257]. LSTM was used to estimate the rate of
depression in the population during the COVID-19 pandemic
using Reddit data [260]. Topic modeling, expert intervention,
and X data were used to evaluate the possible effects of critical
factors related to COVID-19 on the mental well-being of the
population in a psychological vulnerability study [263].

Findings revealed that negative emotional indicators of
psychological traits increased in anxiety and depression after
COVID-19 was declared an epidemic or pandemic [257,262],
while life satisfaction and happiness decreased [257]. A 53%
average increase in depression rate of Reddit users was noted
in selected months after the pandemic [260], and negative
psychological vulnerability manifested in negative emotions
toward social distancing and hospitalization [263]. Financial
burden was found to increase the odds of depressive nonsuicidal
thoughts for individuals who suffered job loss during COVID-19
[264]. Results indicated the beginning of recovery following
the immediate mental health impact of the COVID-19 pandemic
[259].

Table 5 summarizes the methods, epidemics, and social media
used in studies pertaining to the use of social media as a tool to
gauge the mental health toll of epidemics.

Table 5. Summary of methods used in papers addressing the first part of research question 3 (mental health assessment using social media).

ReferencesSocial media usedMethod and epidemic studied

MLa classification

COVID-19

[257]Weibo

[258,259]X

[259]Reddit

DLb classification

COVID-19

[260,261]Reddit

[262]X

Topic modeling

COVID-19

[263,264]X

[264]Reddit

aML: machine learning.
bDL: deep learning.

Association of Social Media Consumption and Mental Health

Multiple papers conducted cross-sectional studies and statistical
analysis to investigate the association between social media
consumption and mental health complications during epidemics,
particularly during COVID-19. Several studies relied on
regression analysis, online surveys, the Generalized Anxiety
Disorder Scale, and the Patient Health Questionnaire.

Findings revealed that frequent Sina Weibo use was associated
with higher anxiety, depression, and a combination of both

[265], and compulsive WeChat use was associated with social
media fatigue, emotional stress, and social anxiety [266].
Frequent use of WeChat during COVID-19 was also associated
with depression and secondary trauma and was found to be a
significant predictor of both [19], while close contact with
individuals with COVID-19, along with spending ≥2 hours daily
on COVID-19–related news on WeChat was associated with
probable anxiety and depression in community-based adults
[267]. The association between social media consumption and
anxiety and depression was found to be statistically significant

JMIR Public Health Surveill 2025 | vol. 11 | e55642 | p.149https://publichealth.jmir.org/2025/1/e55642
(page number not for citation purposes)

Asaad et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


[265,268,269] and positively associated with emotional
overeating and anxiety in individuals with neuroticism [18].

The association between the mental health of students receiving
higher education and social media use during COVID-19
confinement was analyzed, and results indicated that students
in the 18 to 24 years age group, who were not in a relationship
and who had lower academic results, presented the highest levels
of addiction to social media [16]. Significant positive
associations were found between relatedness, need, frustration,
and social media addiction, as well as between social media
addiction, depressive symptoms, and loneliness [17]. Excessive
social media use was also found to fully mediate the relationship
between COVID-19–related life concerns and schizotypal traits
[270].

Appropriate guidance of adolescents in the use of social
networking sites was found to have a potential impact on the
mitigation of negative emotions during the COVID-19 pandemic
[271].

On the positive side, social media use was found to be rewarding
for Wuhan’s residents through information sharing and
emotional and peer support [19]. Social media breaks were
reported to have the potential to promote well-being during the
COVID-19 pandemic [19]. In addition, positive mental health
and mindfulness appeared to serve as protective factors, and
positive mental health was found to be a mediator between the
COVID-19 burden and addictive social media use [272].

Table 6 summarizes the methods, epidemics, and social media
used in studies pertaining to the association of social media use
with mental health issues during epidemics.

Table 6. Summary of methods used in papers addressing the second part of research question 3 (association of social media consumption with mental
health).

ReferencesMethod, epidemic studied, and social media used

Statistical analysis

COVID-19

[19,266]WeChat

[265]Sina Weibo

[16-18,267-273]Social media in general

Discussion

Principal Findings
This systematic literature review conceptualized 3 RQs to
investigate if, when, and how social media can be harnessed for
successful epidemic management and mitigation, effective
curtailment of fake news propagation, and a refined
understanding of social media’s relationship with mental health
during epidemics. It presented a systematic categorization and
summary of methods, social media sites, and epidemics
broached in the 242 selected works and identified potential
research directions and practical implications related to the RQs.

Papers selected pertaining to RQ1 comprised the highest number
of papers and included publications from all years of the decade,
illustrating continuous and ongoing efforts by the scientific
community to harness social media’s potential for improved
containment measures during epidemics.

COVID-19 was found to be the epidemic most studied in
selected papers. This is due to the rapid increase of
COVID-19–related publications since the first year of the
pandemic. The frequency of publication and the volume of the
academic output contributed to the creation of the COVID-19
Open Research Dataset [33]. A similar rising trend was seen in
RQ2. This can be explained by the emergence of the “fake
news” phenomena on social media and its particular increase
in times of crisis. The selected publications answering RQ3
were published from 2020 to 2022. Papers that pertained to
RQ3 were much lesser in number than those that pertained to
RQ1 and RQ2. Given the mental health aspect of this particular
RQ, a potential inference can be made suggesting a very recent

interest in mental health as it relates to social media and
epidemics. X was found to be the most used social media site
in the selected literature, potentially suggesting its attractiveness
to works conducting linguistic analysis and classification tasks.
This can also be due to the differences in the popularity of social
media sites by geographic location and key demographics. The
availability of application programming interfaces to crawl data
is also a major factor in choosing specific social media platforms
as data sources.

General Discussion
The systematic literature review presented in this paper differs
from existing reviews and aims to cover a different gap in the
literature. Existing works have taken an interest in a broader
range of crises, including noninfectious diseases and health risk
behaviors [12], disasters in general [25], and new and
reemerging infectious diseases [26]. Focus was directed toward
effectively targeting vulnerable populations to test interventions
and improve health outcomes [12], collective behavior [25],
and generalized perspectives on emergency situations [27].
Differences other than scope include data sources, time range,
and volume of literature. The review presented in this paper
covered a broader time range, included gray literature, and
reviewed a sizable volume of research papers.

The review’s findings indicated that social media was found to
be an effective way to understand the public’s reactions and
engagement during epidemics [205]. Monitoring topics of
discussion during epidemics allowed for insights on whether
aspects of epidemic management needed improvement, whether
the public agrees with government decisions, and which
emotions are linked to the onset of epidemics and mitigation
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protocols [198,204-206]. Analysis of opinions related to aspects,
such as COVID-19 vaccinations were proposed and could be
used to give feedback to governments and health organizations
to implement better suited protocols [116,122,124-126] for
mitigation, and to identify topics of misinformation, and
therefore offer clarifications or conduct further awareness efforts
to combat rumors and conspiracies [254]. Results also indicated
that social media can be used in case forecasting [83], X-enabled
contact tracing [84], early detection [85], tracking adherence to
preventive guidelines, such as wearing masks and social
distancing [205,206], and monitoring symptomatic
self-expressions of infection [80]. Misinformation detection on
social media was performed as a classification task, manually
using experts and fact checkers, and using artificial intelligence
techniques; however, presented several challenges.
Misinformation often used language styles of academics and
health professionals to deceive the public [236] and propagated
faster when it included higher levels of threat due to the
collective stress reaction it generated [246]. “Troll” accounts
were found to play the second most prominent role is
misinformation spread and present a “substantial cause for
concern” [248]. Other challenges of misinformation detection
related to limitations of studies due to the use of small batches
of data [252], false positives [228], and a “politicization” of
neutral health emergency crises [235].

Although epidemics were found to cause negative emotions and
mental health issues [260,262,263], many expressions of positive
emotions were noted [257], reflecting group cohesiveness rather
than pure personal emotions. Group threats contributed to the
manifestation of more beneficial behaviors and social solidarity
[269]. Viewing heroic acts, speeches from experts, and
knowledge of the disease and prevention methods were
associated with more positive effects and less expressions of
depression [269]. Media content, including useful information
for self-protection was found to be potentially helpful to people
during epidemics and may enhance active coping, prevention
behaviors, and instill a sense of control [269]. The use of social
media during epidemics, although linked with manifestations
of anxiety and depression, appeared to benefit Wuhan residents
and was perceived as an important activity during lockdown
[19]. Balancing social media use to obtain ample informational
as well as emotional and peer support, while avoiding the
potential mental health toll, is a difficult task for users,
especially without the availability of alternative and easily
accessible sources of health information [19].

Using social media data for mental health assessment has its
challenges and limitations. It can add a population or
demographic bias to results, given that some social media sites
are predominantly used by younger people or are more or less
popular depending on the country [257,263]. Depending on the
social media site (eg, Reddit), the user pool skews younger, and
thus could be more prone to depression [260]. Moreover, some
analyses are based on a weekly basis, with a relatively large
granularity, which has certain influences on reflecting the
changing trend of social mentality in a timely manner [257].
The qualitative nature of the results obtained and interpreted
by domain experts limits the generalization of the findings and
requires more corroborating results. Consequently, findings

may need additional data to be strengthened [260,263]. As for
works pertaining to the association of social media consumption
with psychological outcomes, a causal link has not been
established due to the cross-sectional nature of the contributions.
Studies reflected a single point in time for participants, therefore,
further longitudinal studies are necessary. In addition, the
surveys were conducted on the web, and consequently,
respondent bias is possible [265]. The recruitment of all
participants from the same country and from one social media
platform can introduce bias to studies [266,268], in addition to
potential gender biases and sample representativeness [18,19],
and recall bias related to self-reporting [269]. The results could
not exclude the possibility of residual confounding caused by
unmeasured factors.

A change can be seen in the evolution of research themes over
time and through different epidemics. A sizable number of
works focused on the influenza epidemic surveillance using
lexicon-based and dictionary-based classifications, as well as
classical ML techniques. This volume of literature could
potentially be linked to the influenza prediction “wave” that
preceded, paralleled, and followed the dereliction of the “Google
flu trend” after its failure to predict major outbreaks [274].
Although various methods were used, ML and DL techniques
were most frequently used for COVID-19 surveillance.
Scientific contributions evolved with the emergence of more
epidemics. COVID-19 appeared to have benefited from the
digitization of literature as well as the development and
improvements taking place in the fields of natural language
processing, ML, DL, social network analysis, and topic
modeling. The global nature of the COVID-19 crisis generated
an influx of publications and contributions. The theme of
misinformation management has also evolved with epidemics
and with the proliferation of social media fake news, bots, troll
accounts, and widely propagated conspiracy theories. COVID-19
has been the subject of multiple controversies and conspiracies,
which encouraged scientific efforts to study potential curtailment
methods. As for the mental health aspect, all publications
pertaining to the scope of RQ3 were related to COVID-19, and
it appeared that previous epidemics were not subject to social
media association analysis. This could be due to the fear linked
to COVID-19 and the challenging nature of sanitary measures
such as global lockdowns and social distancing, which led to
an increase in social media reliance. It could also be due to the
decade’s zeitgeist which brought online mental health
discussions and awareness front and center.

Identified Issues
One of the major issues identified was the lack of preemptive
measures building on the results of previous studies and aiming
to implement social media–enabled processes in real time or
near real time. Lessons learned are not efficiently integrated in
crisis mitigation measures nor used as building blocks for
optimized proactive prevention. A synergy between government
health agencies, research communities, and the public would
allow for the success of social-media public health initiatives.
Such collaborative efforts require effective and trustworthy
interactions. This highlights an additional issue related to the
relative inefficiency of social media campaigns. Populations
need to be targeted for both informative purposes and for active
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emotional support. Understanding public opinion is useful to
gauge sentiments and reactions, and therefore it is important to
remedy the gap for applications integrating extracted opinions
in targeted epidemic management.

Because of the medical and financial burden of epidemics,
mental health concerns are often ignored by both governments
and the public. As a result, the manifestation of several mental
health–related symptoms becomes more prevalent as epidemics
progress. In the case of the Ebola outbreak in 2014, symptoms
of posttraumatic stress disorder and anxiety-depression were
more prevalent even after a year of the Ebola response [199].
When limited resources are geared for epidemic containment,
the health care system focuses majorly on emergency services.
Therefore, individuals with substance abuse and dependency
disorders may see deterioration in their mental health [13].
During community crises, event-related information is often
sought in an effort to retain a sense of control in the face of fear
and uncertainty and their psychological manifestations. When
misleading misinformation is propagated on social media,
perceptions of risk are distorted, leading to extreme public panic,
stigmatization, and marginalization [13]. Psychological
interventions and psychosocial support would have a direct
impact on the improvement of public mental health during
epidemics.

Directions for Future Research
We identified several issues and gaps in the literature related
to the RQs of this systematic literature review and suggest
potential paths for future research.

Given the recognized impact of epidemics on mental health and
the prevalent use of social media platforms during times of
crisis, it is necessary to explore the aspects of social media
leading to mental health deterioration during epidemics.
Potential factors range from increased consumption levels of
social media, social media addiction, emotional fatigue due to
overwhelm, and consumption of “sad” content. Investigating
which aspects of social media use are responsible for worsening
states of mental health and mental health disorders would allow
a targeted approach to curbing this negative impact during times
of crisis. As for health-related fake news, it is important to
understand what makes citizens prone to engaging in fake news
sharing. Specifically, features identifying both an individual’s
and a group’s susceptibility to believe and share misinformation
need to be determined and categorized. Levels of education,
geographic and demographic profiles, cultural influences, and
psychological vulnerability are potential features requiring
further investigation in their association with fake news
dissemination on social media and within communities.

Epidemics are rapidly changing phenomena requiring fast
interventions and decision-making. Although postcrisis analysis
is imperative for an improved understanding of lessons learned,
proactive epidemic management is vital and would have the
most impact on mitigation efforts. Integrating artificial
intelligence techniques into this proactive surveillance could
further optimize this process.

In addition, misinformation propagation has a significant impact
on the success of interventions given that both the components

of exaggerated fear and apathy linked to misinformation can
hinder management efforts. However, the investigation of
misinformation needs to be extended to include potential links
between misinformation and mental health deterioration.

Practical Implications
This work has several potential practical implications pertaining
to different entities.

Implications for governing entities include the development of
an efficient misinformation correction strategy to fight incorrect
information, rumors, and conspiracy theories related to
epidemics; the development of clear communication channels
for knowledge dissemination to build trust with the public; the
development of interventions to limit the impact of epidemics
on stress responses (anxiety, depression) due to distorted risk
perceptions; the bolstering of public awareness efforts on
sanitary measures and proactive protection; and the insurance
of the supply of medical staff available to treat patients, as well
as psychological support staff to assist patients and their families
in navigating the ramifications of infection and loss of loved
ones.

Implications for social media platforms include taking a
leadership position in the management of epidemic-related fake
news by implementing built-in fact-checking processes and
assisting health agencies and scientific entities in disseminating
factual information about the disease, its symptoms, its potential
risk, and efficient sanitary measures for the public to adopt.

Implications for the public include improving community
resilience during epidemics using social media groups and
assisting in combating misinformation.

Limitations
The results of this review should be considered in light of several
limitations. The data sources used in this review did not cover
all existing scientific databases, and therefore, cannot generalize
findings to the entirety of the literature. The scope of the review
focused on specific aspects of the epidemic-social media
relationship, and so does not provide a general overview.
Although the process of data extraction and analysis was
undertaken with extreme diligence, there can be potential for
bias. Despite our recognition of the inherent limitations of any
search strategy, we have ensured our commitment to the rigor
and transparency of the systematic review process.

Conclusions
Given the collective experience of epidemics, responses by
communities can often provide insight into the degree of
adherence toward preventive measures as well as mitigation
protocols. In an effort to control the spread of epidemics,
governments, public health institutions, and health care
professionals generally issue guidelines for the public through
online portals, news sources, and in the past decade, social
media. Online “chatter” can indicate the public’s response to
these guidelines, and their sentiments toward the epidemic itself
or specific topics related to it, such as vaccinations, treatments,
mortality rates, etc. Mitigation efforts require collaborative
strategies and public involvement; therefore, gaining insight
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into public opinion and response can prove vital in the success
or failure of such efforts.

It is evident that epidemic preparedness and mitigation protocols
need to be adjusted to deal with the special challenges that
accompany the technological revolution taking place, especially
in light of the considerable impact of the ongoing infodemic.
In addition, it is vital to have effective ways to exploit the full
potential of social media without risking the toll it could
potentially take on users’mental health. The systematic literature
review presented in this paper covers several key aspects of the

relationship between epidemics and social media, especially
with respect to fake news and mental health. Methods used to
answer RQs are categorized. The findings of this review could
shed light on broader implications related to data quality
concerns and privacy considerations in epidemic surveillance,
thus highlighting the lack of works proposing ethical, legal, and
technical frameworks to accompany scientific efforts. Learning
from past crises and integrating a digital and social
media-enabled infrastructure into public health protocols could
make a difference in future preparedness levels.
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Abstract

Background: Adolescents, particularly those in Sub-Saharan Africa, experience major challenges in getting accurate and
comprehensive sexual and reproductive health (SRH) information because of sociocultural norms, stigma, and limited SRH
educational resources. Digital educational tools, leveraging the widespread use of mobile phones and internet connectivity, present
a promising avenue to overcome these barriers and enhance SRH education among adolescents in Sub-Saharan Africa.

Objective: We conducted a systematic review to describe (1) the geographic and demographic distributions (designated objectives
1a and 1b, respectively, given their interrelatedness) and (2) the types and relevant impacts of digital educational tools (objective
2).

Methods: We followed the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines, using
databases, such as Ovid-MEDLINE, Google Scholar, PubMed, and ERIC, to conduct literature searches. The selection criteria
focused on studies that specifically addressed digital educational tools used to assess or deliver SRH education, their implementation,
and their effectiveness among the adolescent population in Sub-Saharan Africa. We used the JBI critical appraisal tools for the
quality assessment of papers included in the review.

Results: The review identified 22 studies across Sub-Saharan Africa that met the inclusion criteria. The 22 studies spanned
populations in West, Central, East, and South Africa, with an emphasis on youth and adolescents aged 10-24 years, reflecting
the critical importance of reaching these age groups with effective, accessible, and engaging health education (objectives 1a and
1b). There was a diverse range of digital tools used, including social media platforms, mobile apps, and gamified learning
experiences, for a broad age range of adolescent youth. These methods were generally successful in engaging adolescents by
providing them with accessible and relevant SRH information (objective 2). However, challenges, such as the digital divide, the
cultural sensitivity of the material, and the necessity for a thorough examination of the long-term influence of these tools on
behavior modification, were noted.

Conclusions: Digital educational tools provide great potential to improve SRH education among adolescents in Sub-Saharan
Africa. These technologies can help enhance relevant health outcomes and accessibility by delivering information that is easy to
understand, interesting, and tailored to their needs. Future research should focus on addressing the identified challenges, including
bridging the digital divide, ensuring cultural and contextual relevance of content, and assessing the long-term impact of digital
SRH education on adolescent behavior and health outcomes. Policymakers and educators are encouraged to integrate digital tools
into SRH educational strategies that target adolescents in order to improve the SRH of this age group and contribute to improving
public health in Sub-Saharan Africa.
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Introduction

According to the World Health Organization, there are more
than 1.2 billion adolescents aged 10 to 19 years with sexual and
reproductive health (SRH) problems, such as sexually
transmitted infections (STIs) and unplanned pregnancies, many
of whom face significant barriers to accessing SRH-related
education. With the increasing rates of SRH problems and
mental health issues among adolescents, there is a pressing
global need for effective educational tools that address the SRH
needs of adolescents [1,2]. There are global disparities in
adolescents’ access to SRH education, with those in low- and
middle-income countries (LMICs) facing the greatest barriers
to accessing knowledge and resources due to sociocultural
norms, beliefs, practices, and stigma, and yet, these parts of the
world have the greatest burden of poor adolescent SRH
outcomes [3]. For example, over 80% of all adolescents living
with HIV are in Sub-Saharan Africa [4], which also has the
highest prevalence of adolescent pregnancy globally [5].
Melesse et al [6] conducted a review of demographic and health
survey data from 33 African countries and reported that despite
improvements in SRH among adolescents in Sub-Saharan
Africa, young people in this part of the world continue to have
disproportionately high rates of unwanted pregnancies and STIs
(including HIV/AIDS). These persistently high rates of poor
health outcomes have been attributed, at least in part, to limited
access to SRH education, more formally referred to as
comprehensive sexuality education, in many Sub-Saharan
African countries [7]. Challenges impacting access to sex
education in Sub-Saharan Africa include cultural and societal
norms that serve as barriers to youths’ access to information,
especially taboos regarding the open discussion of topics such
as family planning, menstruation, and contraception [8].
Additionally, comprehensive sexuality education programs have
been constrained by inconsistent funding and poor accountability
[9]. It is crucial to promote SRH education to combat the
challenges faced by adolescents and foster a more inclusive and
equitable society as these young people transition into adulthood.
Additionally, universal access to SRH is an essential component
of sustainable development goals [10].

Digital educational tools have the potential to effectively provide
SRH education for adolescents in Sub-Saharan Africa. Such
technologies use the widespread availability of mobile phones
and internet infrastructure to innovatively address the unique
challenges faced by the youth in accessing current information
and resources [11,12]. The use of social media platforms,
websites, games, and mobile apps has become prevalent in
digital education. These tools can provide instructional content
with the potential to stimulate teenagers’ interest in learning
and promote favorable attitudes and knowledge that may lead
to desirable SRH outcomes. The integration of digital tools into
SRH education offers a promising avenue to overcome health
disparities [13,14]. Mobile health (mHealth), which is the

practice of medicine and public health that uses mobile devices,
has exploded over the last few years, with mobile phone
penetration reaching 90% in some LMICs [15]. The increased
usage of mobile phones among younger populations in LMICs
presents a valuable opportunity to use mHealth, for example,
as a tool to overcome barriers to accessing SRH information
and service [16]. Digital technology has the potential to close
the information gap for adolescents in LMICs, ensuring
equitable access to essential health knowledge for all adolescents
irrespective of their geographical location or socioeconomic
status.

We have conducted a systematic review to describe: (1) the
geographic and demographic distribution (designated objectives
1a and 1b, respectively, given their interrelatedness) and (2) the
types and formats of digital educational tools available for
delivering SRH education to adolescents in Sub-Saharan Africa
and, as appropriate, the impacts of these digital innovations on
target populations (objective 2). A systematic review is
appropriate for this work as it allows us to comprehensively
synthesize the current state of the literature on such an
underresearched topic, identify gaps in knowledge, and provide
insights on moving the field forward [17]. The public health
significance of this review lies in its potential to inform policy
and practice by highlighting successful digital interventions that
can enhance SRH education for adolescents. Given the
increasing prevalence of internet and mobile device usage in
Sub-Saharan Africa, identifying effective educational strategies
is crucial for addressing the high rates of unintended
pregnancies, STIs, and other reproductive health challenges
faced by young people in the region. Ultimately, our findings
can be used to support the development of targeted
evidence-based digital interventions that can significantly
improve health outcomes for adolescents in this part of the
world.

Methods

Definitions of Digital Tools and Adolescents
We have defined the terms “digital tools” and “adolescents” as
presented below.

Digital Tools
Digital tools are technological resources or applications used
in the provision of information, support, and resources related
to SRH. These tools use digital technology to enhance access,
outreach, and effectiveness in the delivery of SRH education
and services. They are available through a variety of digital
platforms, such as websites, mobile apps, and social media
platforms [11]. The use of such tools has become increasingly
prevalent in recent years as they offer a convenient and efficient
means of accessing information and resources related to SRH.
These tools have gained considerable popularity owing to their
ease of use and convenience in terms of obtaining information
related to SRH.
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Adolescents
Adolescents, who are individuals in the intermediate stage of
development between childhood and adulthood, commonly
referred to as teenagers or young adults, experience substantial
transformations in physical structure, thinking, interpersonal
relationships, and emotions [18]. As adolescents face major
educational and health challenges, especially in the context of
SRH-related information, our review is focused on this age
group. We used the World Health Organization’s definition of
“adolescents” as individuals aged 10 to 19 years, “youth” as
those aged 15 to 24 years, and “young people” as those aged
10 to 24 years [19]. Therefore, if any studies included these age
groups, we erred on the side of caution and included them to
ensure we were being as comprehensive as possible in capturing
the breadth and scope of the research in this field.

Database and Search Dates
This systematic review adhered to the PRISMA (Preferred
Reporting Items for Systematic Reviews and Meta-Analyses)
criteria [20] to ensure that all relevant primary materials match
the review requirements [21]. Additionally, we used the JBI
critical appraisal tools for the quality assessment of all papers
included in the review [22] (Multimedia Appendix 1). A
systematic search of peer-reviewed articles was conducted in
November 2023 using Ovid-MEDLINE, with the assistance of
a University of Pittsburgh Health Sciences Library System
(HSLS) professional, to identify original research articles
published between 2013 and 2024. The first Ovid-MEDLINE
search was developed using a mix of Medical Subject Heading
(MeSH) phrases, keywords, and Boolean operators (eg,
“adolescent* or teen* or youth”; “digital health education/ or
health promotion/ or sex education/”; “Africa or Angola or
Benin or Botswana or Burkina Faso or Burundi or Cabo Verde
or Cameroon or Central African Republic or Chad or Comoros

or Congo or Cote d'Ivoire or Djibouti or Eritrea or Eswatini or
Ethiopia or Gabon or Gambia or Ghana or Accra or Kumasi or
Tamale or Sekondi-Takoradi or Guinea or Kenya or Lesotho
or Liberia or Madagascar or Malawi or Mali or Mauritania or
Mozambique or Namibia or Niger or Nigeria or Rwanda or Sao
Tome or Principe or Senegal or Seychelles or Sierra Leone or
Somalia or Sudan or Tanzania or Togo or Uganda or Zambia
or Zimbabwe.ti,ab,kf.”) (Multimedia Appendix 1). The search
results were managed and tracked in SciWheel.

Study Selection
We restricted the search to studies conducted in humans and
written in the English language. Additional articles were
identified by cross-referencing bibliography lists. In alignment
with the PRISMA standards, the methodology encompasses 4
phases: identification of sources, assessment of eligibility,
detailed screening, and final selection for inclusion [21].
Initially, potential sources were selected by examining their
titles and abstracts, ensuring relevance to the research question.
This meticulous process facilitated the systematic evaluation
and filtering of records, governed by rigorously defined
inclusion and exclusion criteria. Articles that advanced beyond
the preliminary screening phase were subjected to a
comprehensive review of their full texts to determine their
eligibility for inclusion in the systematic review. Articles were
first reviewed by the first author (RHAHA) in collaboration
with the co-author NJA and under the supervision of the second
author (CLH) to ensure they met the eligibility criteria. The JBI
critical appraisal tools for the quality assessment of all papers
included in the review were further used to ensure the papers
met the necessary standards for research and publication
(internally valid, appropriately randomized, participants
appropriately consented, etc). The eligibility criteria are
presented in Textbox 1.

Textbox 1. Eligibility criteria.

Inclusion criteria

• Region: Focuses on the Sub-Saharan African region or has significant relevance to Sub-Saharan African populations

• Target population: Adolescents and youth

• Area of focus: Addresses sexual and reproductive health, including sexually transmitted infection education, mental health, sexuality, and positive
sexuality

• Mode of delivery: Digital tools, including apps, websites, gaming, e-learning modules, social media, etc

• Timeline: Published within the last 10 years (2013-2024) to ensure relevance

• Language: In English to ensure comprehension and interpretation by research teams who are primarily English speaking

Exclusion criteria

• Region: Excluded Sub-Saharan African populations or did not have a Sub-Saharan Africa focus

• Target population: Outside of the age range of adolescents and young people

• Area of focus: Does not specifically address sexual and reproductive health

• Mode of delivery: Excludes digital tools

• Timeline: Outside of the specified dates

• Language: Not in English
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Results

Included Studies
Figure 1 outlines the systematic and comprehensive search and
selection process employed in this systematic review, focusing
on digital educational tools for adolescent SRH in Sub-Saharan
Africa. Initially, a total of 1877 records were identified through
meticulous searches across major databases, including
OVID-MEDLINE, Google Scholar, PubMed, and ERIC. An
additional 4 records were identified through citation searching,
augmenting the pool of potential studies. Before screening, 203

records were removed due to duplication, leaving 1674 records
for detailed screening. The screening process, grounded in
rigorously defined inclusion and exclusion criteria, led to the
exclusion of 1656 records for reasons such as not directly
addressing SRH digital educational tools, not focusing on the
Sub-Saharan African region or LMIC context, targeting
populations outside the adolescent age range and young people,
and duplications. After the exclusion process, 18 reports were
retrieved and assessed for eligibility, and 4 additional studies
were identified and included in the review alongside the initially
identified studies, bringing the total number of studies included
in the review to 22 (Figure 1; Table 1) [22].

Figure 1. Flowchart for our systematic review of digital educational tools for adolescent sexual and reproductive health (SRH) in Sub-Saharan Africa.
LMIC: low- and middle-income country.
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Table 1. Summary of studies on the availability of digital sexual and reproductive health education for adolescents in Sub-Saharan Africa.

FindingsDigital tool typeStudy designStudy population/re-
gion/country

Study (authors
and year)

Primary results: The intervention did not significantly
improve retention (50% vs 45% retention in treatment

Social mediaRandomized controlled trial.
Participants were random-

349 youth aged 15-
24 years from Nige-
ria

Dulli et al [23],
2020

vs control groups) or social support but did significantly
improve HIV-related knowledge (t=–2.96; P=.003).

ized into 2 groups: those re-
ceiving the SMART Connec-
tions intervention and those
receiving standard care ser-
vices.

Primary results: Successful engagement of youth as
project partners and action researchers. Identified oppor-

Youth-engaged ver-
sion of HCD as part

Application of youth-led
participatory action research

111 adolescents
aged 15-19 years

Fakoya et al
[24], 2022

tunities to improve program empathy and responsive-of the Adolescents
360 initiative

(PAR) approaches within
human-centered design
(HCD)

from Nigeria, Tanza-
nia, and Ethiopia ness. Challenges in recruiting “extreme users” due to

high competencies needed in HCD. Empathy and design
standards during prototyping helped in decision-making.
Real-world testing of services and products emphasized
the importance of continuing youth-adult partnership.

Primarily used for client education and behavior change
communication (n=14, 93%), followed by financial

Mobile phones used
for mHealth interven-

Systematic reviewYoung people (ado-
lescents and youth)

Feroz et al [16],
2021

transactions and incentives, and data collection and re-tions aimed at im-aged 10-24 years in
porting. Studies evaluated the effect mHealth interven-proving sexual andlow- and middle-in-
tions had on access to SRH services (n=9) and SRHreproductive health

(SRH) outcomes
come countries
(LMICs), specifical-
ly Sub-Saharan
Africa and Asia

outcomes (n=6). mHealth interventions improved access
to SRH services and outcomes by addressing barriers
such as provider prejudice, stigmatization, discrimina-
tion, and issues of privacy and confidentiality. Included
decreased technological literacy, inferior network cov-
erage, and lower linguistic competency.

If proven to be effective, interventions like ARMADIL-
LO can bridge an important gap in achieving universal

Mobile phone sexual
health information

Protocol of an open, 3-arm,
individually randomized tri-
al. Participants will be ran-

705 young people
aged 13-24 years
from Kenya and Pe-
ru

Gonsalves et
al [25], 2018

access to SRH information and education for an other-
wise difficult-to-reach group. Outcomes will be assessed
via questionnaires administered at baseline, intervention

domized into one of three
arms: (1) intervention arm

end, and 8 weeks after intervention end. Statisticalreceiving SRH information
analysis will include comparisons of proportions (chi-(using ARMADILLO) via
square tests) and means (t-tests) between arms and dif-
ference-in-difference techniques.

mobile phones, (2) control
arm receiving no interven-
tion, and (3) a third arm with
variations by site (Kenya
and Peru).

A paired t-test revealed a statistically significant improve-
ment in sexual health literacy scores from pretest (mean

Digital gamified
learning platform

Design-based research
(DBR)

348 secondary
school participants
(students) aged 11-

Haruna et al
[26], 2019

26.40, SD 7.29) to posttest (mean 74.12, SD 16.21)named “My Future
Begins Today” (t347=52.230; P<.000), with an average increase of 47.72

points. A 1-way ANOVA showed no significant differ-
15 years from 3
schools were recruit-
ed to participate in ences among the 3 groups’pretest scores, but significant
this study from Tan-
zania

differences were found in posttest scores (F2,345=210.43;
P<.001), with follow-up Tukey post hoc tests indicating
better performance by the gamified learning platform
group compared to the traditional teaching group. Posi-
tive stakeholder and participant feedback on the gami-
fied approach. Effective use of participatory design in
developing educational tools.
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FindingsDigital tool typeStudy designStudy population/re-
gion/country

Study (authors
and year)

The mobile phone app demonstrated predominantly
positive (responsiveness, nondistracting in-app adver-
tisements, and ease of use) attributes. 86% (n=464) of
students who received a recommendation to download
the app accepted and downloaded it. Of these students,
81% (n=374) used the app to access SRH information,
goods, and services over 6 months. In terms of respon-
siveness, 55.1% (n=206) of students stated that clinics
were responsive (P=.11). 75.4% (n=282) said the in-app
advertisements were not distracting (P=.23). 44.4%
(n=166) found that in-app instructions were very easy
to use (P=.50).

Mobile phone appCross-sectional analysis of
data from an endline survey
of a randomized controlled
trial (RCT) and data from
use of a mobile phone app
over a 6-month period.

1086 Kyambogo
University students
aged 18-30 years
from Uganda

Nalwanga et al
[27], 2021

Most projects (n=12, 70%) relied on text messaging to
transmit SRH information. The majority of projects were
based in Africa (67%), followed by Eurasia (26%) and
Latin America (13%). Mobile phones were effectively
used to increase the reach of SRH information and ser-
vices, especially in conservative societies where SRH
topics are stigmatized. 70% of the projects relied on text
messaging to transmit SRH information. Several projects
have been adapted and scaled to other countries,
demonstrating the scalability of mHealth interventions.

Mobile phones (in-
cluding SMS text
messaging and mo-
bile phone apps)

Global landscape analysis.
The authors issued a global
call for project resources in
2014 and reviewed the sub-
missions to confirm they
met specific inclusion crite-
ria.

Adolescents and
youth aged 10-24
years from Africa
(67%), Eurasia
(26%), and Latin
America (13%)

Ippoliti et al
[28], 2017

Most programs (n=23, 82%) used text messaging. An
average of 41% of essential mHealth criteria were met.
An average of 82% of methodological reporting criteria
were met. Evidence suggests improvements in health
promotion campaigns, sexually transmitted infection
(STI) screening and follow-up, and medication adher-
ence.

Mobile phone inter-
ventions, primarily
text messaging

Systematic reviewReview targeted
adolescents aged 10-
24 years and includ-
ed studies that pro-
vided results from
mobile phone inter-
ventions designed to
improve adolescent
SRH

L’Engle et al
[29], 2016

The study protocol describes the design and intended
impact evaluation of the CyberRwanda program using
a 3-arm cluster randomized noninferiority trial, but it
does not report on the outcomes or effectiveness of the
intervention. The primary outcomes are measurements
of uptake of a modern method of contraception, initia-
tion of childbearing, and HIV testing, all measured at
the participant level. Data analysis will consist of a
generalized linear mixed model.

CyberRwanda, a
digital health inter-
vention consisting of
interactive stories,
questions and an-
swers, videos, and
an online shop for
health products

3-arm cluster-randomized.
Arms: (1) CyberRwanda
self-service, (2) CyberRwan-
da facilitated, and (3) con-
trol schools, which will re-
ceive the standard services
that are available in the
community.

6000 youth aged 12-
19 years across 8
districts in Rwanda

Nolan et al [30],
2020

mHealth interventions were effective in improving
adolescents’uptake of SRH services across a wide range
of services, with the strongest evidence for contraceptive
use. Interventions with 2-way interactive functions and
more behavior change techniques embedded were more
effective. Limited data suggested that interventions were
inexpensive, but cost-effectiveness was not evaluated.

mHealth interven-
tions

Systematic reviewReview includes indi-
viduals aged 10-19
years, with consider-
ation for interven-
tions focusing on
young people aged
10-24 years in Sub-
Saharan Africa

Onukwugha et
al [31], 2022

2165 mobile apps were initially identified, with only 8
apps meeting the inclusion criteria and assessed using
the Mobile App Rating Scale (MARS) tool. The func-
tionality subdomain scored the highest at 4.6. The infor-
mation subdomain scored the lowest at 2.5. None of the
assessed apps contained information on the MARS items
related to the evidence base and goals. “Too Shy to Ask”
had the highest individual app mean score of 4.1, while
“e-SRHR” scored the lowest at 2.3.

Mobile appsEnvironmental scan is used
to identify current SRH mo-
bile apps available in the
iOS App Store and Android
Play Store.

Adolescents in
LMICs (countries
not specified by the
authors)

Patel et al [32],
2022

JMIR Public Health Surveill 2025 | vol. 11 | e63309 | p.173https://publichealth.jmir.org/2025/1/e63309
(page number not for citation purposes)

Abdul Hamid Alhassan et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


FindingsDigital tool typeStudy designStudy population/re-
gion/country

Study (authors
and year)

Adolescents access the internet mainly through mobile
phones (68%). Facebook is the most popular internet
site among the youth (73%). Adolescents expressed in-
terest in receiving reproductive and sexual health mes-
sages through social media, with 92% of respondents
saying Facebook should be used. Youth role models,
such as music stars and actors, are influential in deliver-
ing health messages.

Social media, with a
particular focus on
Facebook

Mixed methods study60 adolescents aged
15-19 years in Dar
es Salaam and Mt-
wara, Southern Tan-
zania

Pfeiffer et al
[33], 2014

The TuneMe platform provided extensive information
on SRH and HIV. Topics on relationships (21%) as well
as sexual rights and sexual citizenship (11%) were also
covered, albeit to a lesser extent. Areas, such as pleasure,
violence, diversity, and gender, received significantly
less attention. Content was presented in culturally rele-
vant contexts but sometimes portrayed mixed or prob-
lematic views on gender norms. 89% of the TuneMe
content falls within the IPPF Framework components
for CSE, with 37% falling in the SRH and HIV primary
category. The Gunning Fog Index score indicated that
a minimum of an 8th grade reading level would be re-
quired to fully understand TuneMe content.

Mobile-optimized
website (TuneMe)

Content analysis of the
TuneMe website

Adolescents aged
10-19 years living in
Zambia

Rogers et al
[34], 2019

The unidirectional intervention increased reproductive
health knowledge by 11 percentage points (95% CI 7-
15). The interactive intervention increased knowledge
by 24 percentage points (95% CI 19-28) from a control
baseline of 26%. No significant changes in reproductive
health outcomes overall. Both interventions lowered the
odds of self-reported pregnancy for sexually active
participants (unidirectional: OR 0.14, 95% CI 0.03-0.71;
interactive: OR 0.15, 95% CI 0.03-0.86). Results showed
that text-messaging programs may help improve repro-
ductive health knowledge among adolescents.

Text messaging pro-
gram

Cluster randomized con-
trolled trial. Unidirectional
intervention (n=12 schools):
participants received text
messages with reproductive
health information; interac-
tive intervention (n=12
schools): participants en-
gaged in text messaging re-
productive health quizzes;
control (n=14 schools): did
not receive reproductive
health–related text mes-
sages.

756 female adoles-
cents aged 14-24
years enrolled in
secondary schools in
Accra, Ghana

Rokicki et al
[35], 2017

77 responses were included in the analysis. High accep-
tance and usability of the digital tool among the target
population. Perceived usefulness, attitude toward health
care–integrated evidence technology, and usability had
significant positive impacts on acceptance and intention
to use. Having the resources and knowledge necessary
for the usage of a digital tool had a significant negative
impact. The chi-square test statistic was 532 (P<.001),
meaning it was highly significant compared to the
original model. A System Usability Scale (SUS) score
of 67.3 indicated the tool’s usability as “okay.”

Web-based proto-
type designed to
provide essential
sexual health infor-
mation

Survey based on the Unified
Theory of Acceptance and
Use of Technology
(UTAUT)

77 young adults
aged 18-35 years in
the resource-poor re-
gions of Kenya

Soehnchen et al
[13], 2023

Stigmatization around sexual health in Kenya leads to
myths and a lack of information. Sexual health education
is not part of the Kenyan school curriculum, leading to
insufficient knowledge about safe contraception, men-
struation, and female genital mutilation. A digital app
could support and provide education and information
for universal equal access. Barriers to using a digital
sexual health education app include conservative cultural
background, classic text communication, and social af-
filiation influence.

Web-based sexual
health education app

Qualitative research design,
with a sample size of 12 pi-
lot phase interviews and 5
expert interviews.

17 young female in-
dividuals aged 15-25
years from Kenya

Soehnchen et al
[8], 2023
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FindingsDigital tool typeStudy designStudy population/re-
gion/country

Study (authors
and year)

Significant increase in mean knowledge, attitude, and
practice scores from baseline to the end of the study
(from 6.03, 4.01, and 3.45 to 7.99, 5.83, and 4.99, respec-
tively). Statistical significance in the overall improve-
ment in adolescents’ perception of sexoreproductive
health as a result of the intervention (F=15.12; P=.02
for knowledge; F=60.21; P=.001 for attitudes; F=57;
P=.01 for practices). Majority (65.3%) of participants
were satisfied with the SMS text messaging service.

Mobile phone text
messaging (SMS)

Single-centered randomized
controlled single-blinded
trial. Intervention group: re-
ceived weekly educational
1-way text messages on
sexoreproductive health
(199 participants); control
group: did not receive the
text messages (199 partici-
pants).

398 female adoles-
cents aged 10-19
years from
Cameroon

Frankline et
al [36], 2020

Significant improvements in SRH knowledge
(F=2117.252; P<.001) and attitudes (F=148.493;
P<.001) in the intervention group. No significant change
in risky sexual behavior scores in the intervention group
(P=.57). Females had higher odds of having good SRH
knowledge (aOR 2.5, 95% CI 1.04-6.13). Males had
lower odds of practicing protective sexual behavior
(aOR 0.3, 95% CI 0.15-0.55), and higher class levels
(SS2: aOR 5.2; SS3: aOR 6.2) were associated with
more protective behavior.

mHealth-based sex
education program

Cluster randomized con-
trolled trial. Intervention
group: received the
mHealth-based intervention;
control group: did not re-
ceive the mHealth interven-
tion.

1280 in-school ado-
lescents aged 15-17
years from Nigeria

Akande et al
[37], 2024

The mHealth intervention was effective in engaging
adolescent girls across sociodemographic strata. Partic-
ipants showed increased health knowledge regarding
SRH. Knowledge scores increased from 26% to 32% in
the control group, 30% to 45% in the unidirectional
group, and 31% to 60% in the interactive group when
looking from baseline to the 3-month follow-up. The
interactive intervention was more effective than the
unidirectional intervention, increasing knowledge scores
by 13 percentage points (95% CI 8-18). The intervention
reached adolescents who may be at higher risk of poor
SRH outcomes.

Interactive mobile
phone quiz (mHealth
intervention)

Randomized controlled trial.
Unidirectional intervention
(text messages with repro-
ductive health information),
interactive intervention (en-
gaged adolescents in text
messaging reproductive
health quizzes), and control
(no intervention).

756 female adoles-
cents and young
women aged 14-24
years from Ghana

Rokicki and
Fink [15], 2017

The Adolescent Sexual Health Literacy Test (ASHLT)
showed a significant increase in scores from pretest
(mean 29.26, SD 8.689) to posttest (mean 70.36, SD
18.201) (t119=–23.787; P=.001). GBL and gamification
methods significantly improved students’ motivation,
attitude, knowledge, and engagement (MAKE) com-
pared to traditional teaching methods, as evidenced by
higher scores in these areas and supported by positive
feedback from focus group discussions. Pairwise com-
parisons revealed significant differences between tradi-
tional and experimental methods, with no substantial
differences between GBL and gamification, indicating
that both experimental approaches were more effective
in enhancing sexual health education.

GBL and gamifica-
tion platforms

Randomized controlled trial.
Groups: (1) game-based
learning (GBL), (2) gamifi-
cation, (3) control group
(traditional teaching).

120 lower secondary
school students aged
11-15 years from
Tanzania

Haruna et al
[38], 2018

99% of participants owned mobile phones, with 58%
being smartphone users. Male young adults and young
adults who owned a smartphone were more likely to use
mobile phones for STI education and prevention (P=.000
and P=.01, respectively). The study suggests high mobile
phone penetration among young adults, with a belief in
the efficacy of mobile phone programs for STI education
and prevention.

Mobile phones (in-
cluding smart-
phones)

Cross-sectional analytical
study

250 adolescents and
young people aged
18-24 years at the
University of Ghana,
Legon in Accra,
Ghana

Alhassan et al
[39], 2019

Over 1000 Rwandan youth, caregivers, teachers, health
care providers, and government stakeholders engaged.
Revealed participants’ beliefs, behavioral preferences,
and experiences related to family planning and reproduc-
tive health. Designed for urban and periurban young
people and pharmacy staff. Evaluations will be conduct-
ed across 60 schools and 9 youth centers in 8 districts
in Rwanda (n=6082 at baseline).

CyberRwanda, a
web-based digital
health platform

HCD approachAdolescents aged
12-19 years from
Rwanda

Ippoliti et al
[40], 2021
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Objectives 1a and 1b: Geographic and Demographic
Focus
As shown in Figure 2, the geographical scope of research on
digital interventions for SRH education spans diverse settings
in Sub-Saharan Africa, each offering unique insights into the
challenges and opportunities inherent in deploying
technology-based solutions within various cultural and
infrastructural contexts. The studies span populations in West,
Central, East, and South Africa. This geographical diversity is
not merely a backdrop for these studies but a critical factor that
shapes the design, implementation, and impact of digital health
interventions across the continent; it underscores the importance
of contextually adapted solutions. As depicted in Table 1, the
studies included youth and adolescents of various ages,

integrating variations of human-centered designs (HCDs) that
resonated with their lived experiences and preferences. In
Nigeria, Dulli et al [23], Fakoya et al [24], and Akande et al
[37] highlighted the country’s engagement with digital platforms
to address SRH among youth and adolescents. Feroz et al [16]
and Ippoliti and L’Engle [28] also included studies from Nigeria.
Nigeria, with its vast population and significant digital
penetration, represents a critical context for understanding how
social media and participatory design can be harnessed to meet
young people’s health education needs. The focus on Nigeria
underscores the potential of digital tools to transcend traditional
barriers to health education, leveraging the widespread use of
social media and mobile phones among the youth. Besides
Nigeria, this study included some other countries in West Africa,
such as Ghana [16,31,35,39], Senegal, and Mali [28].

Figure 2. Map of Africa showing the countries included in the reviewed studies (green).

The reviewed studies extend beyond West Africa to include
Kenya, as illustrated by Gonsalves et al [25], who explored the
impact of mobile phone–based sexual health information among
young people, as well as Soehnchen et al [13], who assessed
acceptance of a digital tool for delivering sexual health
education. Some other authors, namely Feroz et al [16], Ippoliti
and L’Engle [28], Onukwugha et al [31], and Soehnchen et al

[8], also included studies that were performed in Kenya in their
reviews. Kenya’s inclusion in this body of research is indicative
of its role as a hub for technological innovation and digital
health initiatives in East Africa. Nalwanga et al [27] performed
a cross-sectional analysis to assess the use of a mobile phone
app by university students in Uganda, another East African
country. Haruna et al [26] focused on secondary school
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participants in Tanzania, using a gamified learning platform to
engage students in SRH education. This emphasis on educational
settings highlights the potential of integrating digital tools into
formal education systems, showing how gamification can
enhance learning outcomes and engagement among school-aged
youth. Data from Tanzania, Rwanda, and Ethiopia, which are
also East African countries, were included in studies by Fakoya
et al [24], Feroz et al [16], Haruna et al [26,38], Ippoliti and
L’Engle [28], Ippoliti et al [40], Onukwugha et al [31], Nolan
et al [30], and Pfeiffer et al [33]. The cross-regional approach
of Gonsalves et al [25], encompassing participants from both
Kenya and Peru, further emphasizes the global relevance of
digital health interventions and the importance of considering
diverse cultural and infrastructural landscapes in their design
and deployment.

This review also included some countries in southern Africa,
including South Africa, Mozambique, and Zambia. For example,
Rogers et al [34] performed a content analysis of TuneMe, a
mobile-optimized website that offers extensive information on
SRH and HIV. Importantly, the content was presented in
culturally relevant contexts. In addition to that study, Feroz et
al [16], Ippoliti and L’Engle [28], and Onukwugha et al [31]
included data from southern African countries in their systematic
reviews.

Democratic Republic of Congo [16] and Cameroon [36] were
the 2 Central African countries included in this review.
Collectively, these studies paint a picture of a continent actively
engaging with digital technologies to overcome the challenges
in delivering SRH education. The wide geographical reach of
this research, ranging from the populous country of Nigeria to
the tech-savvy environments of Kenya, reflects the varied
landscapes in which these digital interventions are implemented.
Each setting provides unique insights into the interplay between
cultural norms, technological accessibility, and health education
needs, contributing to a richer understanding of how digital
tools can be adapted and scaled across the Sub-Saharan African
context.

Target Demographics
Among the studies reviewed, there was a notable emphasis on
youth and adolescents, spanning ages 10 to 24 years, which
reflected the critical importance of reaching these age groups
with effective, accessible, and engaging health education.
Although the focus of this study is the adolescent age group,
they are often included in broader age groups, such as young
people and youth, as shown in Table 1. For instance, Dulli et
al [23] concentrated on youth aged 15 to 24 years in Nigeria.
The authors performed a randomized controlled trial using social
media as a platform to deliver sexual health interventions
(SMART Connections). Similar populations were targeted by
Gonsalves et al [25] in Kenya and Rokicki et al [35] in Ghana.
Similarly, Fakoya et al [24] engaged adolescents aged 15 to 19
years from Nigeria, Tanzania, and Ethiopia, incorporating
youth-led participatory action research with an HCD to create
interventions that resonate with the lived experiences and
preferences of young individuals. The authors directly engaged
the target demographic in the study design process. In Rwanda,
Nolan et al [30] analyzed data from 6000 youth aged 12 to 19

years in a cluster-randomized trial and Rogers et al [34] studied
a similar age group (10 to 19 years) in Zambia.

Further broadening the demographic spectrum, Feroz et al [16]
extended their review to young people aged 10 to 24 years in
Sub-Saharan Africa and Asia. The Sub-Saharan African
countries in that study included Tanzania, Nigeria, Ghana,
Uganda, and Kenya. The authors performed a comprehensive
review of mHealth interventions, identified a wide range of
options, and elucidated their applications as well as barriers and
facilitators for adoption.

The inclusive age range spanning from early adolescence to
young adulthood acknowledges the diverse needs and challenges
faced by individuals as they navigate through different stages
of the early life course, emphasizing the importance of tailoring
interventions to meet these varying requirements. The more
expansive approach of Gonsalves et al [25], by including young
people aged 13 to 24 years in Kenya and Peru, illustrates the
global relevance of digital sexual health interventions and the
need to consider cross-cultural applicability and customization
in their design and implementation. This cross-regional study
underscores the universal challenges related to sexual health
education, while acknowledging the specific nuances that
different cultural contexts bring to the fore. Finally, Haruna et
al [26] involved secondary school participants from Dar es
Salaam, Tanzania in the development of a digital gamified
learning platform. This engagement not only emphasizes the
educational context as a critical setting for sexual health
education but also showcases the potential of gamification as
a strategy to enhance learning outcomes and retention among
school-aged youth.

Collectively, the studies reflect a strategic and inclusive
approach, which is aimed at bridging gaps in access and
engagement. By examining the implementation and impact of
these digital tools across various African settings, researchers
and practitioners can gain valuable insights into the factors that
drive the success and scalability of health education
interventions, thus paving the way for more inclusive and
effective public health strategies.

Objective 2: Digital Tool Types and Effectiveness
The landscape of digital tools deployed for SRH education in
various African contexts not only signifies a shift toward more
accessible and engaging formats for health education but also
reflects the adaptability of health practitioners and researchers
to leverage technology to meet the needs of target populations.

With regard to design, Fakoya et al [24] introduced a
youth-engaged version of HCD, a problem-solving participatory
process that centers the needs, perspectives, and experiences of
target populations, when developing solutions to complex
challenges. The authors used HCD as part of Adolescents 360,
a transdisciplinary initiative to increase the use of modern
contraception among 15- to 19-year-old girls in Nigeria,
Ethiopia, and Tanzania. The youth-led participatory approach
involved 111 “youth designers” trained in HCD methods to
inform the design and implementation of the interventions. The
authors had successfully engaged youth as project partners and
action researchers involved in an iterative cycle of program
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research, design, and evaluation. However, they noted challenges
in recruiting “extreme users” due to the high competencies
needed in HCD and emphasized the need for real-world testing
(not just prototyping to enhance adolescents’ experiences) and
the importance of planned and dedicated financial and human
resources. An HCD approach was also deployed in Rwanda by
Ippoliti et al [40] for their web-based digital health platform
CyberRwanda. The involvement of not only youth but also
caregivers, teachers, health care providers, and government
stakeholders revealed participants’ beliefs, behavioral
preferences, and experiences related to family planning and
reproductive health. The authors noted that the HCD process,
although iterative, resulted in significant pivots to the design
and implementation of the digital platform and resulted in a
superior digital health intervention with and for Rwandan youth.

For deployment and implementation, the ubiquity and
accessibility of mobile phones make them an ideal platform for
reaching a wide audience, particularly in regions where mobile
technology may be more readily available than traditional health
care services. In fact, Alhassan et al [39] report that 99% of 250
surveyed adolescents and young people aged 18 to 24 years
owned mobile phones and 58% were smartphone users. Young
male adults and those who owned a smartphone were more
likely to use mobile phones for STI education and prevention.
In their systematic review of the use of mobile phone technology
in LMICs for mHealth SRH interventions, Feroz et al [16] noted
that most of the included mHealth intervention studies (n=14,
93%) focused on behavioral change and patient education using
a variety of modalities, including SMS text messaging, video
clips, images, and voice communication. mHealth tools
improved young people’s SRH knowledge, ensured safer sexual
behavior, maximized reach and access to family planning
information, and improved several HIV outcomes. Barriers to
mHealth uptake for SRH included high cost of service,
infrastructural or network quality, request for sociodemographic
information that could break anonymity, and sociocultural
beliefs and norms. Ippoliti and L’Engle [28] also echoed these
findings in their global landscape analysis of the use of mobile
phones for SRH content among adolescents and youth aged 10
to 24 years in Africa, Eurasia, and Latin America. The authors
reported that mobile phones (particularly text messaging) were
effectively used to increase the reach of SRH information and
services, especially in conservative societies where SRH topics
are stigmatized. Nalwanga et al [27] assessed the use of a mobile
phone app to increase access to SRH information, goods, and
services among university students in Uganda and reported high
use of the frequently asked questions portal (71%) and high
product use by both sexes (condoms for males [77% use];
sanitary pads for females [94% use]), and the most popularly
accessed service was HIV testing and counseling (60% use).
Participants appreciated the responsiveness, nondistracting
in-app advertisements, and “ease of use” attributes of the mobile
phone app. One interesting aspect of this study was the inclusion
of a modest co-payment (paid by users), which, interestingly,
was not a barrier to usage. Contrary to what has been reported
by others, the youth in this study did not find the co-pay to be
cost prohibitive. In fact, its incorporation ensured the utility of
client payments in future iterations of the app after the pilot
period. In a cluster randomized controlled trial of 756 adolescent

female individuals aged 14 to 24 years enrolled in secondary
schools in Accra, Ghana, Rokicki et al [35] compared the
following 3 arms: unidirectional intervention (n=12 schools),
where participants received text messages with reproductive
health information; interactive intervention (n=12 schools),
where participants engaged in text messaging reproductive
health quizzes; and control (n=14 schools), where students did
not receive reproductive health messaging. They found that the
unidirectional intervention increased reproductive health
knowledge by 11 percentage points (95% CI 7-15); however,
the inclusion of quizzes in the interactive intervention increased
knowledge by 24 percentage points (95% CI 19-28) from a
control baseline of 26%. Both interventions lowered the odds
of self-reported pregnancy for sexually active participants
(unidirectional: OR 0.14, 95% CI 0.03-0.71; interactive: OR
0.15, 95% CI 0.03-0.86). These studies highlight the versatility
of mobile phones in delivering tailored health education and
interventions ranging from SMS text messaging–based
information dissemination to more interactive app-based
learning experiences and quizzes to reinforce knowledge
retention and behavioral change. They can act as a one-stop
shop, offering not only educational and clinical counseling
services but also condoms, contraceptives, and menstrual
products, which give users a holistic experience that can be
anonymized to ensure privacy and protection.

The digital gamified learning platform developed in Tanzania
by Haruna et al [26,38] represents an innovative leap in engaging
and educating secondary school participants in the African
setting. The authors used game-based and participatory designs
to evaluate the ability of the game to motivate students, improve
their attitudes, increase their acquisition of knowledge, and
engage them in learning. A paired t-test revealed a statistically
significant improvement in sexual health literacy scores from
pretest (mean 26.40, SD 7.29) to posttest (mean 74.12, SD
16.21) (t347=52.230; P<.000), with an average increase of 47.72
points. Additional analyses with ANOVA testing showed no
significant differences in pretest scores among the 3 groups,
but significant differences were found in posttest scores
(F2,345=210.43; P<.001), with follow-up Tukey post-hoc tests
indicating better performance in the gamified learning platform
groups than in the traditional teaching group. These findings
suggest that gamified learning platforms can enhance
motivation, attitude, knowledge acquisition, and engagement
in sexual health education more effectively than traditional
methods [26].

The research team took the intervention further in a 3-armed
randomized clinical trial to compare the effectiveness of
game-based learning and gamification to a control approach
(traditional teaching method) [38]. The results showed that the
average posttest scores were significantly higher for game-based
learning (mean 79.94, SD 11.169) and gamification (mean 79.23,
SD 9.186) than for the control approach (mean 51.93, SD
18.705) (F2,117=54.75; P=.001). Additionally, statistically
significant differences (P≤.05) were found for the constructs of
motivation, attitude, knowledge, and engagement (MAKE) for
the 2 intervention groups compared to the control arm.
Gamification not only enhances learning outcomes but also
introduces an element of fun and interaction that can

JMIR Public Health Surveill 2025 | vol. 11 | e63309 | p.178https://publichealth.jmir.org/2025/1/e63309
(page number not for citation purposes)

Abdul Hamid Alhassan et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


significantly increase participant engagement and knowledge
retention [38]. Such gamified platforms offer promising avenues
for making health education more appealing and effective for
younger people.

Web-based platforms may eliminate the costs associated with
the implementation of gamified learning platforms. In a content
analysis of the TuneMe website, designed to deliver SRH
information to Zambian adolescents aged 10 to 19 years, Rogers
et al [34] reported that the website comprehensively covered
topics of reproductive anatomy and STIs, including HIV, as
well as relationships and sexual rights. However, the challenge
of presenting SRH education in culturally relevant contexts was
apparent when topics of sexual pleasure and gendered norms,
behaviors, expectations, and violence were introduced,
demonstrating nuanced beliefs around sexual rights.

Finally, social media emerged as a significant platform in the
digital toolbox, with Dulli et al [23] exploring its utility among
youth aged 15 to 24 years in Nigeria. The authors performed a
randomized controlled trial using social media to deliver sexual
health interventions for youth living with HIV (SMART
Connections). The design and content of SMART Connections
were as informed through workshops conducted with
stakeholders and youth living with HIV. The content was
delivered anonymously through Facebook over approximately
22 weeks to the intervention and control groups, with daily
activities to promote engagement. The primary outcome was
retention in HIV treatment, while secondary outcomes included
antiretroviral therapy (ART) adherence, HIV knowledge, and
social support. Although the intervention did not significantly
improve the primary outcome of retention (50% and 45%
retention in the treatment and control groups, respectively),
there was a significant improvement in HIV-related knowledge
for the SMART Connections group compared to controls
(t=–2.96; P=.003). Intervention group participants
overwhelmingly reported that the intervention was useful, that
they enjoyed taking part, and that they would recommend it to
peers. Similarly, Pfeiffer et al [33] found that Facebook was the
most used social media platform for sexual health promotion
in Southern Tanzania for youth aged 15 to 19 years. Adolescents
were most interested in SRH messages through humorous posts,
links, and clips, as well as through youth role models like music
stars and actors in a manner that reflected up-to-date trends of
modern youth culture. Both studies highlighted the integral role
of social media in the daily lives of youth, positioning it as a
critical channel for delivering sexual health education.

Collectively, these digital tools, ranging from social media and
participatory design to mobile phone apps and gamification,
reflect a dynamic and multifaceted digital ecosystem for SRH
education. Each tool, with its unique features and applications,
contributes to a broader strategy aimed at enhancing the
accessibility, engagement, and effectiveness of health
interventions in different African settings. These diversified
digital tools not only address the varied needs and preferences
of target demographics but also showcase the potential of
technology in transforming health education and empowerment.

Discussion

In this research endeavor, we conducted a systematic literature
review to achieve the following two objectives: (1) describe the
geographic and demographic distributions of digital educational
tools for SRH education for adolescents in Sub-Saharan Africa
(objectives 1a and 1b) and (2) examine the types, formats, and
impacts of these digital tools on target populations (objective
2). For the first objective, we identified 22 studies conducted
across West, Central, East, and South Africa that focused on
digital educational tools for SRH education targeting youth and
adolescents aged 10 to 24 years. These studies offer valuable
insights into the types of digital tools currently being employed
in SRH education and highlight the regions where such tools
are being most actively implemented. For the second objective,
we found that a variety of digital tools, including social media,
mobile apps, and gamified learning, were used to engage
adolescents with accessible SRH information. These methods
were generally effective, although challenges, such as the digital
divide, cultural sensitivity, and the need for assessing long-term
behavior change, were noted.

The 22 studies included in this review covered a broad spectrum
of digital interventions, ranging from mobile apps to social
media campaigns, and reflected a growing interest in digital
platforms as a means of delivering SRH education to young
people in Sub-Saharan Africa. The geographical distribution of
the studies indicates that digital tools are being used across
various cultural contexts, with notable contributions from West
(eg, Nigeria and Mali), East (eg, Kenya and Tanzania), Central
(eg, Cameroon and Democratic Republic of Congo), and
Southern Africa (eg, Mozambique and South Africa). This
regional diversity is significant as it shows that digital SRH
interventions are becoming increasingly accessible across
different subregions of Africa, each with unique sociocultural
challenges and opportunities. Our findings suggest that digital
tools can overcome geographic barriers, offering a means to
engage with youth who may otherwise be excluded from formal
SRH education programs due to geographical isolation,
economic constraints, or cultural taboos around discussing SRH
topics [41,42]. These findings are consistent with the broader
literature on digital health interventions in the African region,
which has highlighted the promising role of digital tools in
expanding access to SRH education [31,43]. For example, in
Nigeria, mobile apps focused on HIV prevention and sexual
health have been shown to improve knowledge and self-efficacy
among adolescents [44]. In Kenya, WhatsApp-based health
campaigns have successfully increased awareness of sexual
health issues among young people [45]. Conducting
cross-country comparisons through systematic reviews, as
performed in this work, provides valuable insights into the best
practices that can be adapted and scaled across diverse African
contexts. For example, WhatsApp is widely used around the
world, and rather than reinventing the wheel, could developers
in Nigeria adapt and implement the WhatsApp-based
intervention designed for Kenyan youth by Chory et al [45] for
a similar population in Nigeria? What would be the short- and
long-term impacts of such an approach? Moreover, would
policymakers be more inclined to support a “repackaged”
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intervention that is cost-effective, evidence-based, and already
proven in another African context? Future research should
explore these cross-country comparisons in greater depth,
examining the potential for scaling successful digital
interventions across African nations. By redesigning these tools
to reflect the cultural, linguistic, and societal contexts of each
country, researchers can assess the feasibility and
cost-effectiveness of adapting existing interventions, potentially
saving time and resources compared to developing entirely new
solutions.

Our second objective revealed that while a variety of digital
tools were used to engage adolescents with accessible SRH
information, mobile apps and gamified learning emerged as
particularly popular and effective approaches. Mobile apps
allow adolescents to access information in a flexible,
anonymous, and user-friendly format, which helps overcome
the barriers posed by traditional methods of SRH education
[46]. This flexibility is particularly important in contexts where
discussing sexual health is stigmatized, as it empowers youth
to seek information discreetly and at their own pace.
Additionally, gamified learning, by integrating interactive
elements, not only captures adolescents’ attention but also
reinforces learning through engaging experiential methods,
which may result in better knowledge retention and a deeper
understanding of SRH topics [31]. Gamified learning, in
particular, aligns with the preferences of a digitally native
generation, where interactive and visually stimulating content
is highly favored. Social media, including platforms like
Facebook, WhatsApp, and Instagram, were also used to reach
adolescents, leveraging peer influence and interactive
communication strategies. This social aspect of learning
enhances engagement by making the information feel more
relevant and personal for youth. However, a major issue noted
across the studies was the “digital divide,” which is used to
describe the unequal access to technology and internet
connectivity that can limit the effectiveness of digital SRH
education programs [47]. While mobile phones are widespread
in Sub-Saharan Africa, reliable internet access remains a
significant barrier, particularly in rural and underdeveloped
regions [45]. This digital divide may result in inequitable access
to SRH resources, especially for marginalized youth [45].
Innovative solutions, such as an artificial intelligence–powered
phone, have the potential to bridge the digital divide [48]. This
system delivers information and advice through voice calls,
eliminating the need for a smartphone or internet connection
and making information accessible to individuals without
reliable internet or those who cannot afford smartphones and
data plans [48]. By using artificial intelligence to understand
natural language queries and provide tailored information from
a knowledge base, these technologies can significantly improve
access to SRH education in underserved areas with limited
technological infrastructure [48]. Future research should explore
effective solutions to overcome the digital divide, such as offline
digital tools as described, low-cost data plans, and internet
infrastructure development in rural and underserved areas.

Cultural sensitivity also emerged as a critical issue. In many
African contexts, cultural norms and values significantly shape
how SRH topics are perceived and discussed, and failure to

account for these factors can limit the effectiveness of digital
SRH interventions. For instance, discussions around issues like
sexual consent, gender equality, and contraception can be seen
as a taboo in some regions, which may lead to resistance or
disengagement from the target audience [41]. Thus, tailoring
content to reflect local values, languages, and cultural norms
around sexuality is critical, as failing to consider these factors
could undermine the effectiveness of SRH interventions.
Involving adolescents in the creation and assessment of these
tools can provide essential insights into their preferences, needs,
and challenges, which can significantly enhance the acceptability
and effectiveness of digital interventions [49]. Moreover,
including parents could create opportunities to address cultural
taboos and foster more open discussions between parents and
adolescents on SRH [42]. Such involvement could lead to
long-term benefits, as parent-adolescent communication is a
key factor in reducing adverse sexual behaviors and improving
overall sexual health outcomes [42]. According to Agbeve et
al [42], African parents who hold sex-positive attitudes are more
inclined to engage in discussions with their adolescents that
help them make informed decisions regarding their sexual health
and overall well-being. When parents are actively involved in
the design and implementation of digital interventions, they can
provide support, guidance, and reinforcement of the messages
delivered through digital platforms [50,51]. Parental
involvement can help create a more comprehensive approach
to sexual education, ensuring that teens not only receive the
digital information but also have a trusted adult to turn to for
advice and clarification [50,51]. By fostering open
communication between parents and teens, digital interventions
can be better tailored to the specific needs of the family,
ultimately promoting healthier decision-making and outcomes
for young people.

Future studies could also explore avenues for incorporating
comprehensive SRH education into the formal education system,
expanding the scope of topics to include healthy relationships,
positive sexuality, mental health, gender equality, and consent,
as was done by Fakoya et al [24]. Integrating these topics into
the curriculum would not only equip adolescents with essential
knowledge about SRH but also foster a more holistic
understanding of well-being and personal development. By
addressing issues like mental health and gender equality
alongside traditional SRH topics, this approach could help
challenge harmful stereotypes, promote healthier attitudes
toward sexuality, and empower young people to make informed
decisions, leading to positive long-term social and health
outcomes.

Finally, there was a noted gap regarding the impact of these
digital tools on long-term adolescent sexual behavioral change.
The majority of studies measured short-term outcomes, such as
knowledge acquisition, while long-term studies assessing
outcomes, such as improved contraceptive use and reductions
in risky sexual behavior, remained limited. The anonymity and
privacy afforded by digital platforms can empower adolescents
to seek information and services without fear of stigma,
promoting more proactive and informed health behaviors that
can be tracked over time [46]. Tracking tools can be
incorporated in the design phase of the intervention development
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and can have input from adolescent end users. Long-term data
support the sustainability of digital interventions, providing
valuable information that can aid in the buy-in of investors,
software developers, public health enthusiasts, and
policymakers. Regardless, the implications of our findings are
multifaceted and show that digital SRH tools are a promising
avenue for enhancing adolescent sexual health education across
the African region.

The use of a systematic literature review approach in this work
has some limitations that are worth mentioning. The main
limitations of our work are related to the methodology. There
is a risk of selection bias, meaning that some relevant studies
may have been omitted or that the included studies may not
fully represent all available research on the topic. However, we
believe that our extensive use of multiple databases
(Ovid-MEDLINE, Google Scholar, PubMed, and ERIC)
mitigated the risk of selection bias inherent in systematic

reviews. A meta-analysis could further inform the selection bias
risk and the heterogeneity of the included studies, and quantify
the associations reported.

In conclusion, although digital SRH tools are a promising
avenue for enhancing adolescent sexual health education in
Sub-Saharan Africa, there is a need for infrastructure
improvements to ensure the tools are equitably accessible and
a need for understanding long-term impacts and sustainability.
Policymakers, educators, and public health researchers must
collaborate to ensure that digital innovations in SRH education
are grounded in evidence, culturally sensitive, and widely
accessible to all adolescents, regardless of socioeconomic status
or geographical location. This will address the sustainable
development goals of reducing the global disparities in SRH
health (goal 10) and achieving good health and well-being across
nations (goal 3).
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Abstract

Background: The adoption of eHealth accelerated during the COVID-19 pandemic. Inequalities in the adoption of eHealth
during the COVID-19 pandemic have been reported, but there are few such studies among people with impairment.

Objectives: This study aimed to investigate self-reported use and difficulty in the use of eHealth before the COVID-19 pandemic
compared to during late social distancing restrictions in Sweden, among people with and without impairment, as well as between
different types of impairment.

Methods: A cross-sectional survey was distributed twice by snowball sampling to people with self-reported impairment and a
general population matched by age, gender, and county. Use and difficulty in the use of six eHealth services were compared
between groups using chi-square test and logistic regression with year interaction terms, reported as odds ratio adjusted (aOR)
for gender and age with 95% CI.

Results: The surveys included 1631 (in 2019) and 1410 (in 2021) participants with impairment, and 1084 (in 2019) and 1223
(in 2021) participants without. Participants with impairment, compared to those without impairment, reported less use and more
difficulty in booking health care appointments online, digital identification, and the Swedish national web portal for health
information and eHealth services (1177.se), both before and during the pandemic (P=.003 or lower). Video health care appointments
were the exception to this disability digital divide in eHealth as video appointment adoption was the most likely among participants
with attention, executive, and memory impairments (interaction term aOR 2.10, 95% CI 1.30‐3.39). Nonuse and difficulty in
the use of eHealth were consistently associated with language impairments and intellectual impairments. For example, language
impairments were inversely associated with use of the logged-in eHealth services in 1177.se in 2021 (aOR 0.49, 95% CI 0.36‐0.67)
and were associated with difficulty in the use of 1177.se in 2019 (aOR 2.24, 95% CI 1.50‐3.36) and the logged-in eHealth
services in 1177.se in 2021 (aOR 1.89, 95% CI 1.32‐2.70). Intellectual impairments were inversely associated with the use of
the logged-in eHealth services in 1177.se in 2021 (aOR 0.19, 95% CI 0.13‐0.27).

Conclusions: This repeated cross-sectional survey study, including participants with diverse types of impairment and a control
group without impairment, reveals persisting disability digital divides, despite an accelerated adoption of eHealth across the
pandemic. eHealth services were not accessible to some groups of people who were identified as being at risk of severe disease
during the COVID-19 pandemic. This implies that all people could not use eHealth as a measure of infection protection.

(JMIR Public Health Surveill 2025;11:e64707)   doi:10.2196/64707

KEYWORDS

eHealth; impairment; accessibility; digital inclusion; universal design; disability; digital divide; electronic health; COVID-19;
pandemic; cross-sectional study; Sweden; online booking; digital identification; web portal; health information; control group;
public health; digital health; digital literacy; health informatics; mobile phone
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Introduction

Adoption of eHealth accelerated during the COVID-19
pandemic [1]. Before the pandemic, we identified a disability
digital divide in eHealth, that is, people with impairment
reported less use and more difficulty in the use of eHealth,
particularly with some types of impairment (language
impairments and intellectual impairments) [2]. Sustainable
development [3], legislation, and human rights principles [4]
demand accessible eHealth for all. During the pandemic, people
with impairment have reported less use of COVID-19 digital
services than people without impairment [5], and have reported
difficulty in the use of eHealth [6]. Likewise, eHealth websites
have failed to pass accessibility assessments [7]. Even though
there are multiple studies and even reviews of associations
between eHealth and other sociodemographic factors or somatic
diseases, there are very few studies of how people with
impairment perceive using eHealth. The three survey studies
conducted prior to ours did not sample psychiatric or intellectual
impairments, and they had no comparison to before the
pandemic [5,6,8]. Further, the two of them that investigated the
eHealth modality telehealth reported aggregated results of video
health care appointments with telephone contacts.

The emergency phase of the COVID-19 pandemic in the spring
of 2020 was characterized by uncertainty [9], and exceptional
episodes of social distancing restrictions, including rapid
digitalization [1]. Reprioritizing was a necessity, in order to
provide acute health care in severe cases of COVID-19, triage
with health care guidance, and public health assignments. Like
the rest of the general population, health care workers were
instructed to self-quarantine when having respiratory tract
symptoms, which also limited health care availability [10]. To
provide health care services in a social distancing manner, health
care facilities were reorganized, separating dedicated areas for
suspected COVID-19 cases [11] and the population was
encouraged to redirect contacts to eHealth instead of face-to-face
contacts [1]. Groups at risk for severe COVID-19 were identified
and were recommended intensified social distancing restrictions
[12], which included people with intellectual impairments,
Down’s syndrome, schizophrenia, bipolar disorder, and stroke.
The Swedish restrictions were reimposed in a second wave from
autumn 2020 to summer 2021 and a third wave from January
2022 to September 2022. This was a time of realization and
concern about prolonged postpandemic scenarios [9].

This study aimed to investigate self-reported use and difficulty
in the use of eHealth before the COVID-19 pandemic compared
to during late social distancing restrictions in Sweden among
people with and without impairment, as well as between
different types of impairment.

Methods

Study Design
This study had a repeated cross-sectional comparative design,
using data from the “Swedes with impairment and the internet
2019” (SMFOI19) survey and the “Swedes with impairment
and the internet 2021” (SMFOI21) survey, to people with
diverse types of impairment and matched controls.

Study Setting
The publicly financed Swedish national web portal for health
information and eHealth services (1177.se) is open to the whole
population and is the most commonly used eHealth service in
Sweden [13]. To access the personal eHealth services in 1177.se,
it is required that the user have digital identification. Digital
identification is also needed to access other private eHealth
services. In the past decade, private eHealth services that provide
video health care appointments have been launched [14].
Subsequently, this has encouraged the public health care regions
to also provide video health care appointments.

Participants
Participants were people with self-reported impairment and
people from the general population matched to the sample of
people with impairment by gender, age, and county of residence.
Impairment status was self-reported by one questionnaire item
with 43 checkboxes of diagnoses and activity limitations and a
free-text response option for reporting “Other impairment”
(Multimedia Appendix 1). Participants who received the survey
as matched controls, but responded that they had impairment,
were reallocated to be analyzed as participants with impairment.

Procedures
The first version of this survey was developed in 2017 to mirror
two nationwide Swedish surveys [15,16], out of which the latter
is connected to Eurostat [17]. In the SMFOI19 survey, questions
on eHealth services were added [2], and SMFOI21 also included
questions on video health care appointments. SMFOI19
comprised 47 questions and SMFOI21 comprised 43 questions,
on information and communication technology, impairments,
and background characteristics. The wording of the
questionnaires was developed in collaboration with the
Begripsam group, all of whom have lived experience of
impairment [18]. Several response modalities were provided
(web, pen, phone, or on-site interview) and adaptations were
provided upon request (sign language, reading support, speech
therapist, or pictograms). Snowball sampling was undertaken
from June to October 2019 (SMFOI19) and from May to August
2021 (SMFOI21), respectively [19]. The snowball sampling
was distributed by disability networks, as well as by the
participants themselves. Then, in February 2020 (SMFOI19)
and in March 2022 (SMFOI21), the surveys were posted to six
randomly selected matched controls per participant with
impairment. Addresses were provided by the Swedish state
personal address register [20].

Data Collection
This study used SMFOI19 and SMFOI21 questionnaire items
on eHealth, impairments, and background characteristics.

Outcomes
Table 1 provides an overview of outcome variables. In summary,
outcomes were measured on the use of eHealth services (ie,
whether the services had been used and whether avoiding or
preferring use) and difficulty in the use of eHealth services (ie,
perceived difficulty or ease of use).
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Table . Outcome variables measuring “use of eHealth” and “difficulty in the use of eHealth.”

In the SMFOI21b surveyIn the SMFOI19a surveyOutcome variable followed by response options

Use of booking health care appointments online

Checkbox items

✓✓“I use booking medical appointments online” or
“I use booking dental appointments online”

Use of video health care appointments

Multiple-choice item

✓“Yes, I used video health care appointments prior
to the COVID-19 pandemic” or “Yes, I used
video health care appointments during the
COVID-19 pandemic”

Comparisons were made respectively with the
response option “No, I have not used video health
care appointments,” whereas “Do not know” was
treated as missing value

Use of private eHealth services (which are ser-
vices that primarily provide video health care
appointments, chat, and drug prescriptions)

Checkbox items

✓Use of five Swedish private eHealth services or
“Other private eHealth service”

Use of the Swedish national web portal for health
information and eHealth services (1177.se)

Checkbox items

✓“I use the health information website in the
1177.se”

✓“I use the logged-in eHealth services in the
1177.se”

Use of digital identification

Checkbox items

✓✓“I use the digital identification app BankID” or
“I use other digital identification than BankID”

Avoid booking health care appointments online

Multiple-choice item

✓✓“If possible, I avoid booking medical appoint-
ments online” or “If possible, I avoid booking
dental appointments online”

Comparison was made with the response option
“I try to book all appointments online,” whereas
“Not applicable” was treated as missing value.

Avoid video health care appointments

Multiple-choice item

✓“If possible, I avoid video health care appoint-
ments”

Comparison was made with the response option
“I try to get all my appointments as video health
care appointments,” whereas “Not applicable”
was treated as missing value.

Difficulty in the use of the Swedish national web
portal for health information and eHealth services
(1177.se)

Multiple-choice items
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In the SMFOI21b surveyIn the SMFOI19a surveyOutcome variable followed by response options

✓Two items in SMFOI21 “The health information
website in 1177.se is difficult to use” or

✓“The logged-in eHealth services in 1177.se is
difficult to use.” For comparison between SM-
FOI19 and SMFOI21, they were combined.

✓One single item in SMFOI19 “The Swedish na-
tional web portal for health information and
eHealth services (1177.se) is difficult to use”

Comparison was made with the response option
“It is easy to use,” whereas “Not applicable” was
treated as missing value.

Difficulty in the use of digital identification

Multiple-choice item

✓✓“It is difficult to use the digital identification app
Mobile BankID” or “It is difficult to use other
digital identification than BankID”

Comparison was made with the response option
“It is easy to use,” whereas “Not applicable” was
treated as missing value.

aSMFOI19: Swedes with impairment and the internet 2019.
bSMFOI21: Swedes with impairment and the internet 2021.

Data on the use of eHealth were collected in both SMFOI19
and SMFOI21 on booking health care appointments online and
digital identification. In SMFOI21, use of eHealth was also
collected on video health care appointments “before the
pandemic” and “during the pandemic,” private eHealth services,
and the Swedish national web portal for health information and
eHealth services (1177.se).

Data on the use of eHealth were also collected by questions on
whether the respondents “Avoided” or “Preferred” booking
health care appointments online in both SMFOI19 and
SMFOI21, and video health care appointments in SMFOI21.

Data on difficulties in the use of eHealth were collected in both
SMFOI19 and SMFOI21, on the use of the 1177.se and use of
digital identification.

Independent Variables
Age and gender were selected to be confounding variables based
on empirical studies of known demographic associations with
the study outcomes [21,22]. Gender was analyzed as “female”
and “male” whereas the response options “Other gender” and
“Prefer not to answer” were handled as missing values in the
analysis. Age was categorized for analysis into four categories:
16‐29, 30‐44, 45‐69, and 70 years of age and older.

Data on impairment were collected by one question with 43
checkbox multiple response options on activity limitations (eg,
difficulties in understanding) and diagnoses (eg, intellectual
disability), and a free-text option for “Other impairment”
(Multimedia Appendix 1). For the analysis, we applied a
conceptual model of purposeful subgrouping of impairments,
which we had developed in a previous study [2]. The
categorization of types of impairment was based on our
competence in human-computer interaction, digital accessibility,
and medical science, and with the International Classification

of Functioning, Disability, and Health (ICF)-classification as a
framework [23], as well as empirical knowledge of comorbidity
and functioning [24]. The grouping of impairments was done
independently by three of the researchers (LP, SJ, and CG).
There was almost complete interrater agreement and consensus
in a conceptual model. Our conceptual model comprises 11
types of impairments by merging ICF-Body functions and
ICF-Activities, as well as the 7 global and 11 specific
ICF-Cognitive functions. The robustness of the conceptual
model was assessed in a cluster analysis [25] using SPSS
(version 26.0; IBM Corp).

Background Characteristics
Data on participant characteristics were collected to describe
the study samples in regard to educational level, native language,
occupation, income, urban or rural status, accommodation,
cohabitant status, professional support in everyday life, and
access to digital devices.

Data Analysis
We compared 11 outcomes between participants with and
without impairment, as well as between different types of
impairment. Six of the outcomes were compared between the
survey years (2021 and 2019; Table 1). The statistical software
R (version 4.0.3; R Core Team) was used for the analyses.
Pair-wise deletion was applied. The significance level was set
to ≤.05. Chi-square test and logistic regression with robust
standard errors (Huber-White) adjusted for gender and age were
used. Multicollinearity was assessed in relation to a
predetermined cut-off. Sensitivity analyses indicated the
robustness of the estimates, that is, models were fitted with and
without independent variables with wide CIs. Results from the
following analyses are visualized in figures and presented as
numeric values in Multimedia Appendix 2. Among all
participants overall, SMFOI21 was compared to SMFOI19, by
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logistic regression models, adjusted for types of impairment, in
addition to adjusting for confounders. Comparisons between
participants with impairment to those without were made by
chi-square test. To identify types of impairment associated with
nonuse and difficulty in the use of eHealth, year-stratified
confounder-adjusted logistic regression was used. Comparisons
between types of impairment in SMFOI21 to SMFOI19 were
performed by the input of multiplicative interaction terms of
types of impairment with survey year [26].

Ethical Considerations
This study was approved by the Swedish Ethical Review
Authority (registration 2022-00184-01). The participants
provided informed consent prior to participation. No
compensation was provided for participation. This study used
anonymized data.

Results

The flowchart of participation (Figure 1) includes 1631 (in
SMFOI19) and 1410 (in SMFOI21) participants with
impairment, along with 1084 (in SMFOI19) and 1223 (in
SMFOI21) participants without impairment.

Compared to participants without impairment, more of the
participants with impairment were educated in a special school,
were outside the labor market or not working, had lower income,
lived in rental apartments or supported accommodation, were
living alone, had professional support in everyday life, and
lacked access to digital devices (Table 2).

In both survey years, participants with impairment had a median
of 2 (IQR 1-6 in SMFOI19 and 1-5 in SMFOI21) impairments.
The types of impairment were distributed in approximately
similar proportions in the two survey years (Figure 2).

Figure 1. Flowchart of participation in the SMFOI19 and SMFOI21 surveys. SMFOI19: Swedes with impairment and the internet 2019; SMFOI21:
Swedes with impairment and the internet 2021.
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Table . Background characteristics of participants with and without impairment.

Participants without impair-
ment in the SMFOI21 sur-
vey (n=1223)

Participants with impairment

in the SMFOI21b survey
(n=1410)

Participants without impair-
ment in the SMFOI19 sur-
vey (n=1084)

Participants with impairment

in the SMFOI19a survey
(n=1631)

n=1193n=1213n=1060n=1356Gender, n (%)

824 (69)797 (66)780 (74)937 (69)Women

369 (31)416 (34)280 (26)419 (31)Men

n=1200n=1257n=1069n=1388Age (years), n (%)

48 (4)186 (15)58 (5)176 (13)16‐29

173 (14)269 (21)156 (15)304 (22)30‐44

681 (57)599 (48)716 (67)773 (56)45‐69

298 (25)203 (16)139 (13)135 (10)≥70

n=1190n=1222n=1040n=1339Education, n (%)

79 (7)118 (10)74 (7)134 (10)Compulsory school

10 (1)113 (9)2 (0)152 (11)Special education school

447 (38)488 (40)442 (43)567 (42)Upper secondary school,
Vocational school, or Folk
high school (adult educa-
tion)

654 (55)503 (41)522 (50)486 (36)University

n=1196n=1253n=1067n=1361Native language, n (%)

1065 (89)1136 (91)994 (93)1252 (92)Swedish

131 (11)117 (9)73 (7)109 (8)Other than Swedish

n=1194n=1244n=1060n=1367Occupation, n (%)

478 (40)327 (26)304 (28)273 (17)Retired

14 (1)344 (28)18 (2)519 (38)Outside of the labor market
(disability-related early re-
tirement, daily activity cen-
ter, or temporary disability
allowance)

647 (54)342 (27)745 (69)492 (30)Working

26 (2)111 (9)36 (3)136 (8)Student

29 (2)120 (10)22 (2)132 (10)On the labor market, but not
working (unemployed,
parental-leave, or sick-
leave)

n=931n=1058n=866n=1157Monthly income (in
Swedish Krona, SEK), n (%)

8 (1)53 (5)10 (1)53 (5)<5000

278 (30)632 (60)228 (26)714 (62)5000‐24,999

645 (69)373 (35)628 (73)390 (34)≥25,000

n=1188n=1239n=1068n=1368Urban or rural status, n (%)

168 (14)169 (14)176 (16)191 (14)Rural

290 (24)284 (23)252 (24)325 (24)Suburban or town

730 (61)786 (63)640 (60)852 (62)Urban

n=1194n=1233n=1059n=1365Accommodation, n (%)

1 (0)70 (6)1 (0)104 (8)Supported accommodation
(group living, service apart-
ment, or other supported ac-
commodation)
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Participants without impair-
ment in the SMFOI21 sur-
vey (n=1223)

Participants with impairment

in the SMFOI21b survey
(n=1410)

Participants without impair-
ment in the SMFOI19 sur-
vey (n=1084)

Participants with impairment

in the SMFOI19a survey
(n=1631)

0 (0)38 (3)1 (0)52 (4)Group living

1 (0)23 (2)0 (0)43 (3)Service apartment

0 (0)9 (1)0 (0)9 (1)Other supported accommo-
dation

1193 (100)1163 (94)1058 (100)1261 (92)Apartment, condominium,
house, or homeless

225 (19)407 (33)168 (16)470 (34)Apartment

267 (22)282 (23)239 (22)285 (21)Condominium

701 (59)468 (38)651 (61)506 (37)House

0 (0)6 (0)0 (0)0 (0)Homeless

n=1197n=1249n=1066n=1365Cohabitant status, n (%)

231 (19)487 (39)183 (17)549 (40)Living alone

966 (81)762 (61)883 (83)816 (60)Cohabiting

n=1190n=1236n=1063n=1381Professional support in ev-
eryday life, n (%)

19 (2)398 (32)6 (1)497 (36)Have professional support
in everyday life

4 (0)91 (7)2 (0)112 (8)Home based support by mu-
nicipal care services

0 (0)61 (5)0 (0)90 (7)Personal assistants

0 (0)166 (13)0 (0)214 (15)Supported-living staff, sup-
port persons or similar

0 (0)71 (6)0 (0)111 (8)Appointed guardian

6 (1)152 (12)4 (0)81 (6)Relative

7 (1)55 (4)4 (0)54 (4)Other support

1171 (98)838 (68)1057 (99)884 (64)No support

n=1213n=1316n=1067n=1456Access to digital devices, n
(%)

117 (10)205 (16)93 (9)241 (17)Lack access to at least com-
puter and one portable de-
vice

19 (2)21 (2)7 (1)29 (2)No device

22 (2)66 (5)24 (2)75 (5)Only computer at home

30 (2)44 (3)19 (2)78 (5)Only smartphone

1 (0)13 (1)1 (0)17 (1)Only tablet

45 (4)61 (5)39 (4)42 (3)Smartphone and tablet

1096 (90)1111 (84)974 (91)1215 (83)Have access to at least com-
puter and one portable de-
vice

362 (30)395 (30)264 (25)418 (29)Computer and smartphone

19 (2)60 (5)25 (2)65 (4)Computer and tablet

715 (59)656 (50)688 (64)732 (51)Computer, smartphone, and
tablet

n=1223n=1410n=1084n=1631Number of reported impair-
ments
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Participants without impair-
ment in the SMFOI21 sur-
vey (n=1223)

Participants with impairment

in the SMFOI21b survey
(n=1410)

Participants without impair-
ment in the SMFOI19 sur-
vey (n=1084)

Participants with impairment

in the SMFOI19a survey
(n=1631)

0 (0-0), 02 (1-5), 350 (0-0), 02 (1-6), 20Median (IQR), Maximum
value

aSMFOI19: Swedes with impairment and the internet 2019.
bSMFOI21: Swedes with impairment and the internet 2021.

Figure 2. Description of participants’ types of impairment (subgrouped in the inner circle and disaggregated to the level of the questionnaire in the
outer circle). The labels are followed by number and proportion of all participants with impairment, n (%). Adds up to over 100% as multiple responses
were allowed. The impairment question construction covered both activity limitations (eg, reading difficulties) and diagnoses (eg, dyslexia; Multimedia
Appendix 1). *Free-text “other impairments” were in falling frequency: pain, genetic syndromes, paresis, and posttraumatic stress disorder, followed
by infrequent responses. ADD: attention deficit disorder; ADHD: attention-deficit/hyperactivity disorder; SMFOI19: Swedes with impairment and the
internet 2019; SMFOI21: Swedes with impairment and the internet 2021.

Comparisons of use between the survey years, as well as
between participants with and without impairment, are reported
in Figures 3a and 4a. Among all participants, all eHealth services
were used by more participants in SMFOI21 compared to
SMFOI19: booking health care appointments online (adjusted
odds ratio [aOR] 2.73, 95% CI 2.39‐3.10), video health care
appointments (aOR 3.34, 95% CI 2.81‐3.96), and digital
identification (aOR 1.74, 95% CI 1.43‐2.10; Figures 3a and
4a). In both survey years, all but two of the eHealth services
were used by fewer participants with impairment compared to

participants without impairment: booking health care
appointments online (P<.001), the information pages in 1177.se
(P<.001), the logged-in eHealth services in 1177.se (P<.001),
and digital identification (P<.001; Figures 3a and 4a). The
exceptions were video health care appointments, which were
used by 9% in both groups (P=.93) before the pandemic, and
29% with impairment versus 19% without impairment (P<.001)
during the pandemic, and private eHealth services (P=.10;
Figure 3a).
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Figure 3. Use of booking health care appointments online, video health care appointments, and private eHealth services. The group with impairment
(a) is disaggregated into the subgrouped types of impairment from Figure 2 (b-d). The numeric values visualized in this figure are presented in Tables
S1 and S3-S5 in Multimedia Appendix 2. *aOR: adjusted odds ratio from logistic regression comparing use of eHealth among all participants overall
between before and during the pandemic (reference group is before the pandemic), adjusted for type of impairment (reference is participants without
impairment), gender (reference female), and age (reference <30 years of age); †2-sided P value from chi-square test comparing participants with and
without impairment. ‡Intercept from year-stratified logistic regression (reference group is participants without impairment), adjusted for gender (reference
female), and age (reference <30 years of age). §P value from logistic regression interaction terms of year with types of impairment (reference is before
the pandemic and participants without impairment), adjusted for gender (reference female), and age (reference <30 years of age).

Figure 4. Use of the Swedish national web portal for health information and eHealth services (1177.se) and digital identification. The group with
impairment (a) is disaggregated into the subgrouped types of impairment from Figure 2 (b–d). The numeric values visualized in this figure are presented
in Tables S1, S6, and S7 in Multimedia Appendix 2. *aOR: adjusted odds ratio from logistic regression comparing use of eHealth among all participants
overall between the SMFOI19 and SMFOI21 surveys (reference group is SMFOI19), adjusted for type of impairment (reference is participants without
impairment), gender (reference female), and age (reference <30 years of age); †2-sided P value from chi-square test comparing participants with and
without impairment. ‡Intercept from year-stratified logistic regression (reference group is participants without impairment), adjusted for gender (reference
female), and age (reference <30 years of age). §P value from logistic regression interaction terms of year with types of impairment (reference is SMFOI19
and participants without impairment), adjusted for gender (reference female), and age (reference <30 years of age). SMFOI19: Swedes with impairment
and the internet 2019; SMFOI21: Swedes with impairment and the internet 2021.

Associations between use and types of impairment are reported
in Figures 3b, c, 4b, c, and further, changes in the associations
between the survey years are reported in Figures 3d and 4d.

Booking health care appointments online was inversely
associated with language impairments in SMFOI19 (aOR 0.64,
95% CI 0.49‐0.83) and in SMFOI21 (aOR 0.70, 95% CI
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0.54‐0.93), with intellectual impairments in SMFOI19 (aOR
0.28, 95% CI 0.20‐0.39) and in SMFOI21 (aOR 0.25, 95%
CI 0.17‐0.35), and with blindness in SMFOI19 (aOR 0.20,
95% CI 0.05‐0.88) and in SMFOI21 (aOR 0.78, 95% CI
0.70‐0.86; Figure 3c). The use of video health care
appointments was inversely associated with intellectual
impairments before the pandemic (aOR 0.51, 95% CI
0.26‐0.93) and during the pandemic (aOR 0.44, 95% CI
0.30‐0.64; Figure 3c). Comparing during the pandemic to
before, the use of video health care appointments was the most
likely to increase among participants with attention, executive,
and memory impairments (interaction term aOR 2.10, 95% CI
1.30‐3.39; Figure 3d). The use of private eHealth services was
associated with mental and emotional impairments (aOR 1.53,
95% CI 1.11‐2.11) and inversely associated with intellectual
impairments (aOR 0.35, 95% CI 0.22‐0.55; Figure 3c). Use
of the 1177.se was inversely associated with three types of
impairments: language impairments (aOR 0.58, 95% CI
0.43‐0.78 and aOR 0.49, 95% CI 0.36‐0.67), intellectual
impairments (aOR 0.26, 95% CI 0.18‐0.38 and aOR 0.19,
95% CI 0.13‐0.27), and blindness (aOR 0.89, 95% CI
0.80‐1.00 and aOR 0.80, 95% 0.72‐0.88; Figure 4c). The
use of digital identification was inversely associated with
intellectual impairments in SMFOI19 (aOR 0.21, 95% CI
0.15‐0.29), and in SMFOI21 (aOR 0.21, 95% CI 0.14‐0.32),

and blindness in SMFOI19 (aOR 0.19, 95% CI 0.06‐0.57) and
SMFOI21 (aOR 0.84, 95% CI 0.75‐0.96; Figure 4c).

Comparisons of avoiding use between the survey years, as well
as between participants with and without impairment, are
reported in Figure 5a. Among all participants, avoiding booking
health care appointments online was less frequent in SMFOI21
compared to SMFOI19 (aOR 0.47, 95% CI 0.40‐0.55).
Booking health care appointments online was avoided by more
participants with impairment compared to participants without
impairment in SMFOI19 (44% vs 37%; P=.003) and SMFOI21
(35% vs 23%; P<.001; Figure 5a). Regarding avoiding video
health care appointments, no difference was found between
participants with and without impairment (44% vs 48%; P=.53;
Figure 5).

Associations between avoiding use and types of impairment are
reported in Figure 5b,c, and further, changes in the associations
between the survey years are reported in Figure 5d. Avoiding
booking health care appointments online was associated with
intellectual impairments in SMFOI19 (aOR 2.88, 95% CI
1.86‐4.45) and SMFOI21 (aOR 2.74, 95% CI 1.74‐4.33),
and visual impairment in SMFOI19 (aOR 5.40, 95% CI
1.92‐15.18) and SMFOI21 (aOR 1.07, 95% CI 1.04‐1.10;
Figure 5c). Regarding avoiding video health care appointments,
no associations were found with types of impairment (Figure
5c).

Figure 5. Avoid booking health care appointments online and video health care appointments. The group with impairment (a) is disaggregated into
the subgrouped types of impairment from Figure 2 (b-d). The numeric values visualized in this figure are presented in Tables S2, S8, and S9 in Multimedia
Appendix 2. *aOR: adjusted odds ratio from logistic regression comparing avoidance of eHealth among all participants overall between the SMFOI19
and SMFOI21 surveys (reference group is 2019), adjusted for type of impairment (reference is participants without impairment), gender (reference
female), and age (reference <30 years of age); †2-sided P value from chi-square test comparing participants with and without impairment. ‡Intercept
from year-stratified logistic regression (reference group is participants without impairment), adjusted for gender (reference female), and age (reference
<30 years of age). §P value from logistic regression interaction terms of year with types of impairment (reference is SMFOI19 and participants without
impairment), adjusted for gender (reference female), and age (reference <30 years of age). SMFOI19: Swedes with impairment and the internet 2019;
SMFOI21: Swedes with impairment and the internet 2021.

Comparisons of difficulty in the use of eHealth services between
the survey years, as well as between participants with and
without impairment, are reported in Figure 6a. Among all
participants, difficulty in the use of the 1177.se was more

frequent in SMFOI21 compared to SMFOI19 (aOR 1.80, 95%
CI 1.49‐2.18; Figure 6a). Difficulty in the use of digital
identification was less frequent in SMFOI21 compared to
SMFOI19 (aOR 0.32, 95% CI 0.24‐0.42; Figure 6a). More
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participants with impairment than participants without
impairment reported difficulty in the use of the 1177.se in
SMFOI19 (22% vs 7%; P<.001), the information pages in
1177.se in SMFOI21 (27% vs 11%; P<.001), the logged-in

eHealth services in 1177.se in SMFOI21 (27% vs 13%; P<.001),
and digital identification in SMFOI19 (16% vs 4%; P<.001),
and in SMFOI21 (9% vs 1%; P<.001; Figure 6a).

Figure 6. Difficulty in the use of the Swedish national web portal for health information and eHealth services (1177.se) and digital identification. The
group with impairment (a) is disaggregated into the subgrouped types of impairment from Figure 2 (b–d). The numeric values visualized in this figure
are presented in Tables S2, S10, and S11 in Multimedia Appendix 2. *aOR: adjusted odds ratio from logistic regression comparing difficulty in the use
of eHealth among all participants overall between the SMFOI19 and SMFOI21 surveys (reference group is 2019), adjusted for type of impairment
(reference is participants without impairment), gender (reference female) and age (reference <30 years of age); †2-sided P value from chi-square test
comparing participants with and without impairment. ‡Intercept from year-stratified logistic regression (reference group is participants without
impairment), adjusted for gender (reference female) and age (reference <30 years of age). §P value from logistic regression interaction terms of year
with types of impairment (reference is SMFOI19 and participants without impairment), adjusted for gender (reference female) and age (reference <30
years of age). SMFOI19: Swedes with impairment and the internet 2019; SMFOI21: Swedes with impairment and the internet 2021.

Associations between difficulty in the use of eHealth services
and types of impairment are reported in Figure 6b,c, and further,
changes in the associations between the survey years are
reported in Figure 6d. Difficulty in the use of the 1177.se was
associated with two types of impairments: language impairments
and attention, executive, and memory impairments (Figure 6c).
Language impairments were associated with difficulty in the
use of the 1177.se in SMFOI19 (aOR 2.24, 95% CI 1.50‐3.36),
the 1177.se information pages (aOR 2.39, 95% CI 1.65‐3.44),
and the logged-in eHealth services (aOR 1.89, 95% CI
1.32‐2.70) in SMFOI21. Attention, executive, and memory
impairments were associated with difficulty in the use of the
1177.se in SMFOI19 (aOR 1.55, 95% CI 1.03‐2.34), the
1177.se information pages (aOR 1.82, 95% CI 1.26‐2.62), and
the logged-in eHealth services (aOR 1.97, 95% CI 1.39‐2.78)
in SMFOI21. Difficulty in the use of digital identification was
associated with intellectual impairments in SMFOI19 (aOR
2.86, 95% CI 1.77‐4.62) and in SMFOI21 (aOR 3.44, 95%
CI 1.87‐6.26), and attention, executive, and memory
impairments in SMFOI19 (aOR 2.11, 95% CI 1.33‐3.34) and
in SMFOI21 (aOR 2.30, 95% CI 1.30‐4.02; Figure 6c).

Discussion

Principal Findings
In a rapid digitalization in health care, this first comparison
across the COVID-19 pandemic revealed disability digital

divides in eHealth that remained proportional. In this comparison
of people with and without impairment, the former were
disfavored in regard to eHealth. Namely, they reported less use
of booking health care appointments online, the 1177.se and
digital identification, which is in line with most studies before
the pandemic as discussed in our previous article [2] and one
during the pandemic [5]. Further, they reported substantial
difficulty in the use of eHealth, which is in agreement with a
survey conducted during the pandemic [6]. Nonuse and difficulty
in the use of eHealth were consistently associated with language
impairments and intellectual impairments. Our findings show
that the highest adoption of video health care appointments was
among participants with attention, executive, and memory
impairments, which is in line with other surveys during the
pandemic [8,27]. The latter of the cited studies concluded that
video health care appointments increased among mental health
service users when contacts were redirected to eHealth instead
of face-to-face [27]. Accordingly, it is plausible that the adoption
of video health care appointments among participants with
attention, executive, and memory impairments in this study was
due to disrupted face-to-face health care provision.

The Swedish national web portal for health information and
eHealth services, 1177.se, was more frequently reported as
difficult to use in SMFOI21 than in SMFOI19, both among
participants with and without impairment, despite an accelerated
adoption of eHealth across the pandemic. This may be
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interpreted as a sign of forced digitalization, which implies that
eHealth followed a previously shown societal pattern of
nonaccessible social distancing restrictions [28]. People with
intellectual impairments were afflicted on two fronts. They were
distinguished as a risk group for severe COVID-19 [12] and
thereby recommended intensified social distancing restrictions,
which meant that they were encouraged to redirect contacts to
eHealth instead of face-to-face contacts with health care if
possible, while at the same time, they were facing substantial
difficulties in the use of eHealth. Cognitive accessibility is
insufficiently covered in eHealth studies [29,30] and guidelines
[30]. Known adaptations for cognitive accessibility are intuitive
structure, important elements before page scroll, large icons,
visualizations, and third-party participation [31,32]. However,
there is a lack of conformance to what is known about
accessibility [7]. Moreover, in this study, people with language
impairments were particularly afflicted by difficulties in the use
of digital services, which has previously been shown by multiple
studies [10,33], but not all [5]. Text and numerical tasks can be
adapted by standards for understandable text, autocorrect, data
import, speech recognition, audio, and enabling enough duration
[31,32]. Barriers to the use of video appointments can be due
to reduced nonverbal communication [10] and natural pauses
[33].

Implications
Until this disability digital divide in eHealth is bridged,
practitioners should provide eHealth integrated with staff
support, or maintain conventional services as alternatives to
digitalized options. In line with policy [34], we underscore that
research and development must conform to legislated
accessibility standards [4,31,32,35]. But in addition, we suggest
that user participation in the design of eHealth [36] and
adherence to principles for universal design [37] can bring
additional benefits, beyond the accessibility standards. Such
benefits exceed accessibility, by, for instance, readability,
clarity, interoperability, and assistive functions, which improve
usability for all users [32,35].

Strengths and Limitations
This is, to our knowledge, the first study comparing the
accessibility of eHealth across the COVID-19 pandemic among
people with diverse types of impairment relevant to the risk of
disablement by poorly designed digital services. The pandemic
provoked exceptional conditions, which can provide insights
for developing resilient health care systems, in which people
with high health care needs are included. This comparison
between two cross-sectional surveys was deemed a suitable
study design to study an unanticipated historical event, in the
absence of an available cohort study.

Snowball sampling [19] is a major reason for achieving
representation of seldom-heard populations. However, it is

plausible that this sampling method engaged more people with
higher digital literacy to respond to the survey. Further,
self-assessment of digital literacy can be associated with
overestimation of skills [38]. Thus, in summation, while this
study did demonstrate the disability digital divide in eHealth,
it may have underestimated its magnitude. In the two study
samples, participants’ characteristics and types of impairment
demonstrate similar proportions, which makes it plausible that
misclassification did not obstruct drawing inferences on
comparisons between samples. To allow representation of
individuals with multimorbidity in the analysis, we assessed
that multicollinearity did not exceed the predetermined cut-off,
and that outcomes were not associated with the number of
reported impairments. The SMFOI21 survey sampled more
participants in the oldest group (70 years or older) and less
participants of 45‐69 years of age, as compared to the
SMFOI19 survey. This was handled as we adjusted for age in
the statistical analysis. While we adjusted for gender and age,
there were socioeconomic differences between people with and
without impairment, for which we did not control. The
dependent variables were investigated by different types of
response options “I use”; “I avoid” or “I prefer”; as well as “is
difficult to use” or “is easy to use” in order to capture different
aspects of the phenomenon. We consider that avoiding is a
dimension of using, in that it measures a type of “not using.”
However, it is possible that avoidance also can be associated
with difficulty of use, but may also be influenced by other
mechanisms, for example, self-efficacy, normative beliefs, or
social support. This study focused on the association between
types of impairment and eHealth services for patient-provider
contact, meaning that other types of eHealth and other factors
plausibly mediating the use of eHealth were not investigated,
that is, eHealth literacy, socioeconomic factors, or lacking access
to digital devices.

Conclusions
Despite an accelerated adoption of eHealth across the
COVID-19 pandemic, our results show no relevant difference
in the disability digital divide in eHealth between the survey
years. In both before and during the pandemic, there were
substantial nonuse and difficulty in the use of eHealth among
people with impairment. Nonuse and difficulty in the use of
eHealth were consistently associated with language impairments
and intellectual impairments. This implies that groups
recognized as being at risk of severe COVID-19 could not use
eHealth, while emphasis was put on eHealth as a measure of
infection protection in the social distancing policy. Accessibility
standards can improve services. Until then, our results indicate
that eHealth in its current state should be provided with optional
support, or only be provided as a complement to conventional
contacts.
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Abstract

Background: With hypertension emerging as a global public health concern, taking measures to alleviate its burden is urgently
needed. The hypertension management program (HMP) in China is a standardized policy to help people with hypertension to
improve their health levels and reduce health inequalities. However, studies focusing on details regarding participation in this
program remain scarce.

Objective: This study aims to investigate the participation rates in HMPs in China and examine the health disparities in
hypertension management between local residents and internal migrants in Shenzhen.

Methods: This study used the medical record of Shenzhen, Guangdong, China. We included adults with new-onset diagnosis
of hypertension after 2017 and focused on patients who have a record in the community health center. We described the basic
characteristics of people diagnosed with hypertension, including age, gender, marital status, occupation, education level, and
health insurance type. Enrolled rate, follow-up rate, and adherence rate were used to measure the engagement with this program
at the city, district, and community levels.

Results: Of the 1,160,214 hypertensive patients, 29.70% (344,526/1,160,214) were local residents, while 70.3%
(815,688/1,160,214) were internal migrants. In addition, 55.36% (642,250/1,160,214) were enrolled in the HMP. Of those, 57.52%
(369,439/642,25) were followed up. In addition, 62.59% (231,217/369,439) of followed up individuals were adherents. Internal
migrants demonstrated a significantly higher participation in the HMP, especially for the enrolled rate (local residents:
156,085/344,526, 45.30% vs internal migrants: 486,165/815,688, 59.60%) and adherence rate (local residents: 44,044/84,635,
52.04% vs internal migrants: 187,173/284,804, 65.72%). Apart from that, local, single, and younger individuals had lower rates
compared to their counterparts. There also existed within-district and within-community variation among enrolled, follow-up,
and adherence rates.

Conclusions: Based on our research, individuals with different demographic and socioeconomic characteristics and in different
regions had different enrolled, follow-up, and adherence rates. Internal migrants in Shenzhen showed a significantly higher
participation in the HMP. Given these findings, there exists the potential to enhance the outreach and engagement of local, single,
and younger populations through targeted promotional strategies.

(JMIR Public Health Surveill 2025;11:e65548)   doi:10.2196/65548

KEYWORDS

health equity; hypertension management; immigrant population; hypertension; China; global health; public health; health disparities;
medical record; community health care; native population; immigrant; socioeconomic; disease burden; well-being; chronic disease;
community health center
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Introduction

Background
The United Nations’ Sustainable Development Goals are
important global issues. The goals focus on promoting health
and well-being, as well as reducing inequalities, highlighting
the need for all individuals, regardless of their circumstances,
to be able to access quality health care and essential services
for optimal health outcomes.

Hypertension presents a significant global health challenge,
emerging as a primary contributor to the global disease burden.
Analysis from the Global Burden of Disease Study reveals that
high systolic blood pressure stands as the foremost risk factor
for mortality worldwide, accounting for 10.8 million
cardiovascular disease deaths and 11.3 million deaths overall
in 2021 [1]. The World Health Organization’s latest report
highlights a surge in hypertension prevalence, with figures
doubling from 650 million individuals in 1990 to an alarming
1.3 billion in 2019 [2]. In China, about 270 million people have
hypertension, while research showed that, among the 256 million
individuals aged 30-79 years with hypertension, only 52% were
aware of their condition, 39% were receiving treatment, and a
scant 16% had their blood pressure under control [2,3]. In China,
hypertension is one of the earliest chronic diseases undergoing
widespread public health intervention. The government has
bolstered efforts to combat hypertension through initiatives such
as the Basic Public Health Services policy, China Medium- and
Long-term Plan for the Prevention and Treatment of Chronic
Diseases, National Demonstration Areas for Comprehensive
Chronic Disease Prevention and Control, and the National
Healthy Lifestyle Action. Chinese strategies underscore the
inclusion of hypertension management within basic public health
services at the grassroots level, ensuring regular dissemination
of national guidelines on hypertension management and
treatment. These guidelines provide comprehensive details on
the management processes and protocols for diagnosed patients
and vulnerable individuals [4]. According to the National
Standard for Basic Public Health Services [5], the hypertension
management program (HMP) is one of most crucial programs
within the Basic Public Health Services. It requires community
health centers (CHCs) to establish dedicated medical records
for hypertensive patients and provide regular follow-up services
without additional fees beyond outpatient costs. According to
performance assessments, there must be at least 1 follow-up
visit record every 3 months.

Significant health inequities exist in the health policy context;
health-related behaviors and beliefs; quality of care; utilization
of health care services; and health status [6]. Research has
highlighted health inequities between local residents and internal
migrants in China. Many internal migrants still face significant
barriers in accessing local public health services, particularly
in establishing health records and receiving health education.
This is more common in economically developed eastern
regions, where internal migrants use public health services less
often than those in central regions, indicating regional disparities
[7]. Furthermore, internal migrants often have poorer health
compared to local residents due to socioeconomic and cultural

factors, with social integration and income inequality being key
determinants. In 2017, internal migrants in Qingdao had
relatively better health, while those in Shenzhen faced the
greatest health challenges [8].

In terms of hypertension management, treatment, and control
within the population [9], previous research has explored the
potential impacts of multidimensional factors on the health
inequity of hypertension and cardiovascular disease [10]; the
factors can be summarized as individual, socioeconomic [11,12],
and environmental. A nationally representative cross-sectional
study in China revealed that age, BMI, and economic status
contributed to the inequitable situation of hypertension
prevalence [13]. Another study showed that economic status
and educational level are associated with socioeconomic
inequalities of health services utilization among patients with
hypertension in the Pearl River Delta of China [14]. In addition,
due to economic status, the hypertension burden appeared higher
in rural areas compared to urban regions in China [15].

As China’s first Special Economic Zone, Shenzhen has
undergone sweeping changes, including a significant
demographic shift due to a large influx of internal migrants
from other parts of Mainland China. According to The Shenzhen
Statistical Yearbook 2022, the total population of Shenzhen
was 17,681,600, of which the registered household population
was 5,563,900 (31.5%) and the nonregistered population was
12,117,700 (68.5%). Despite this, Shenzhen, similar to many
other regions in China, prioritizes the provision of health care
services to its local residents [16]. For example, older adults
with local household registrations or local medical insurance
are prioritized for free influenza vaccination, while internal
migrants without local insurance have to pay out of pocket [17].
Local people aged ≥60 years are eligible for free health checks,
whereas internal migrants are required to be ≥65 years old [18].

As a survey indicated that the prevalence rate of hypertension
among the residents of Shenzhen is 20.74% [5], and the
incidence of hypertension in Shenzhen is increasing, the HMP
is accessible to all patients regardless of household registration
status, with the aim of reducing health disparities; however, as
of yet, there has been no research comparing the health inequity
in hypertension management between internal migrants and
local residents. In the context of an internal migrant–dense city,
understanding the unique challenges and needs of both local
residents and internal migrants is essential.

This Study
The primary objective of this baseline report was to describe
the characteristics of hypertensive patients and those who have
received HMP services at a CHC, as well as the current status
of the specific services they receive. The secondary objective
was to reveal the health inequity for utilization of hypertension
management between local residents and internal migrants in
Shenzhen.

Methods

Study Design and Data Source
This study used a cross-sectional design. The data of the study
were obtained from CHCs and the government-owned hospitals
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in Shenzhen, Guangdong, China. All data were extracted with
SQL queries from original datasets at the Shenzhen Health
Development Research and Data Management Center. The data
included the patients’ basic information as well as the actual
hypertension record and follow-up service record from January
1, 2017, to September 30, 2023. We defined participants without
Shenzhen household registration who had been living in
Shenzhen for 6 months or more as internal migrants. The HMP
is a key component of primary care services for hypertensive
patients. Therefore, this study uses the enrollment rate, follow-up
rate, and adherence rate of this program to assess the health
equity in utilization of primary care services between local
residents and internal migrants.

Eligibility Criteria of Resident Records
We included the records of the following residents: (1) those
who were documented in either the health information system
of a CHC or medical record of government-owned hospitals in
Shenzhen, Guangdong, China from January 1, 2017, to
September 30 2023; (2) those who were diagnosed with
hypertension according to these information systems (patients
with gestational hypertension, based on the International
Classification of Diseases Tenth Revision code, were excluded);
(3) those whose earliest diagnosis date was after January 1,
2017, and (4) those who were aged ≥18 years, which is the age
threshold for blood pressure measurements when people visit
medical institutions as per the hypertension management policy
in Shenzhen.

Sociodemographic Variables
A total of 6 individual-level sociodemographic factors were
included in this study: gender (male or female), age (<45 years,
45‐65 years, and >65 years), marital status (single, married,
widowed, or divorced), occupation (technical personnel/office
staff, business service industry, agriculture and forestry,
industry, other, unemployed), education level (Bachelor’s degree
or above, college diploma, high school or technical school,
junior high school, elementary school or below), and health
insurance type (urban employees, urban residents, others, fully
self-funded).

Key Variables
The participation in the HMP in this research was assessed using
3 measures. First, “enrollment” in the program was defined as
having a hypertensive record, which includes the diagnosis date,
blood pressure at the time of diagnosis, lifestyle, specific
information about the physicians and institutions providing the
services, and patient contact information. This indicates that
the patient has visited the CHC and the doctor had the
opportunity to interact with them. Enrollment in the HMP is
the initial step for doctors when encountering a hypertensive
patient for the first time according to the policy. Second,
follow-up in this study was defined as patients having at least
2 follow-up records at different times. Third, regular follow-up
was defined as patients having an average of more than 4
follow-up visits per year, in accordance with the national policy,

which mandates that hypertensive patients should be followed
up at least 4 times per year. We used 3 corresponding ratios to
evaluate engagement. The enrolled rate refers to the proportion
of individuals enrolled out of all patients who have ever been
diagnosed with hypertension. The follow-up rate indicates the
number of individuals who are followed up out of those enrolled.
The adherence rate represents the proportion of individuals who
undergo regular follow-up out of the total number of those who
are followed up.

Statistical Analysis
Individuals were assessed by household register (internal
migrants or local residents). Indicators were estimated for
participation in the HMP; for the whole city, this was stratified
by sociodemographic factors (resident status, gender, age
category, occupation, education level, and insurance type). The
city was also stratified by district and community. Categorical
variables and prevalence rates were expressed as absolute
frequencies and percentages. Missing values were categorized
as 1 group for each variable. Logistic regression was used to
evaluate the main characteristics associated with participation
in the HMP among all patients and internal migrants and local
residents as a sensitivity analysis. A 2-sample z-test for
proportions was used to evaluate whether the observed
differences in proportions between internal migrants and local
residents were statistically significant. The map figure was
drawn using ArcMap 10.8 (Esri) and the other figures were
drawn using OriginPro (version 2020b; OriginLab). Statistical
analyses were conducted using R Studio (version 4.2.2; Posit).

Ethical Considerations
The data used in this study were anonymized and encrypted,
ensuring no access to personally identifiable information. Our
data access was authorized through an agreement with
government departments. In addition, our study is 1 component
of a larger study that was approved by The Tsinghua University
Science and Technology Ethics Committee (20230065).

Results

Demographic Characteristics
The total number of diagnosed individuals recorded in the
electronic health record was 1,160,214, with 344,526 local
residents (29.7%) and 815,688 internal migrants (70.3%). In
the overall population, 58.24% (n=675,692) were male and
41.76% (n=484,522) were female. More demographic
characteristics of the diagnosed population are detailed in Table
1. Males constituted a higher proportion across all age groups
and resident categories, with a noticeable decline in older age
groups. Higher educational attainment was more prevalent in
younger age groups. Internal migrants had higher proportions
of individuals with lower educational levels (elementary school
or below). Insurance coverage varied, with urban employee
insurance being more common in younger and middle-aged
groups, while urban resident insurance was more prevalent in
the oldest age group.
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Table . Characteristics of residents with hypertension from the electronic health record in Shenzhen by age group (January 1, 2017, to September 30,
2023).

Migrant population (n=815,688), n (%)Local population (n=344,526), n (%)Total (n=1,160,214), n (%)

Subtotal>65
years

(n=175,519)

46‐65
years

(n=433,351)

18‐45
years

(n=206,818)

Subtotal>65
years

(n=96,278)

46‐65
years

(n=175,887)

18‐45
years

(n=72,361)

Subtotal>65
years

(n=271,797）

46‐65
years

(n=609,238）

18‐45
years

(n=279,179)

Charac-
teristics

Sex

479,691
(58.8)

77,956

(44.4)

253,635
(58.5)

148,100
(71.6)

196,001
(56.9)

46,050
(47.8)

102,826
(58.5)

47,125
(65.1)

675,692
(58.2)

124,006
(45.6)

356,461
(58.5)

195,225
(69.9)

    Male

335,997
(41.2)

97,563

(55.6)

179,716
(41.5)

587,18

(28.4)

148,525
(43.1)

50,228
(52.2)

73,061

(41.5)

25,236
(34.9)

484,522
(41.8)

147,791
(54.4)

252,777
(41.5)

83,954

(30.1)

    Fe-
male

Marital
status

66,651
(8.2)

3931

(2.2)

18,440

(4.3)

44280
(21.4)

42,068
(12.2)

7141

(7.4)

16,762
(9.5)

18,165
(25.1)

108,719

(9.4)

11,072
(4.1)

35,202
(5.8)

62,445

(22.4)

    Single

736,063
(90.2)

164,959

(94.0)

410,740
(94.8)

160,364
(77.5)

295,309
(85.7)

84,909

(88.2)

156,995
(89.3)

53,405
(73.8)

1,031,372
(88.9)

249,868
(91.9)

567,735
(93.2)

213,769
(76.6)

    Mar-
ried

11,045
(1.4)

6358

(3.6)

3185

(0.7)

1502
(0.7)

5846

(1.7)

3935

(4.1)

1553
(0.9)

358 (0.5)16,891

(1.5)

10,293
(3.8)

4738
(0.8)

1860
(0.7)

    Wid-
owed or
divorced

1929
(0.2)

271

(0.2)

986

(0.2)

672 (0.3)1303

(0.4)

293 (0.3)577( 0.3)433 (0.6)3,232
(0.3)

564 (0.2)1563
(0.3)

1105
(0.4)

    Miss-
ing

Occupa-
tion

82,179
(10.1)

13,028
(7.4)

36,329
(8.4)

32,822
(15.9)

97,352
(28.3)

21,889

(22.7)

49,862
(28.3)

25,601
(35.4)

179,531
(15.5)

34,917
(12.8)

86,191
(14.1)

58,423
(20.9)

    Techni-
cal per-
sonnel or
office
staff

152,418
(18.7)

9342
(5.3)

93,143
(21.5)

49,933
(24.1)

70,918
(20.6)

11,077
(11.5)

41,752
(23.7)

18,089
(25.0)

223,336
(19.2)

20,419
(7.5)

134,895
(22.1)

68,022
(24.4)

    Busi-
ness ser-
vice in-
dustry

33,109
(4.1)

19,386
(11.0)

11,538
(2.7)

2185
(1.1)

6680
(1.9)

4213
(4.4)

2035
(1.2)

432 (0.6)39,789

(3.4)

23,599
(8.7)

13,573
(2.2)

2617
(0.9)

    Agri-
culture
and
forestry

180,901
(22.2)

5560
(3.2)

107,554
(24.8)

67,787
(32.8)

13,889
(4.0)

3988
(4.1)

6877
(3.9)

3024
(4.2)

194,790
(16.8)

9548
(3.5)

114,431
(18.8)

70,811
(25.4)

    Indus-
try

72,089
(8.8)

10,691
(6.1)

40,483
(9.3)

20,915
(10.1)

71,198
(20.7)

16,096
(16.7)

38,393
(21.8)

16,709
(23.1)

143,287
(12.4)

26,787
(9.9)

78,876
(12.9)

37,624
(13.5)

    Other

294,087
(36.1)

117,443
(66.9)

143,836
(33.2)

32,808
(15.9)

84,382
(24.5)

38,987
(40.5)

36,932
(21.0)

8463
(11.7)

378,469
(32.6)

156,430
(57.6)

180,768
(29.7)

41,271
(14.8)

    Unem-
ployed

905 (0.1)69 (0.0)468 (0.1)368 (0.2)107 (0.0)28 (0.0)36 (0.0)43 (0.1)1012

(0.1)

97 (0.0)504 (0.1)411 (0.1)    Miss-
ing

Educa-
tion level

30,987
(3.8)

3447
(2.0)

10,461
(2.4)

17,079
(8.3)

66,514
(19.3)

7483
(7.8)

33,534
(19.1)

25,497
(35.2)

97,501
(8.4)

10,930
(4.0)

43,995
(7.2)

42,576
(15.3)

    Bache-
lor’s de-
gree or
above

55,456
(6.8)

6033
(3.4)

20,310
(4.7)

29,113
(14.1)

58,223
(16.9)

9634
(10.0)

31,359
(17.8)

17,230
(23.8)

113,679
(9.8)

15,667
(5.8)

51,669
(8.5)

46,343
(16.6)

    Col-
lege
diploma
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Migrant population (n=815,688), n (%)Local population (n=344,526), n (%)Total (n=1,160,214), n (%)

209,333
(25.7)

27,302
(15.6)

110,489
(25.5)

71,542
(34.6)

91,916
(26.7)

24,805
(25.8)

53,872
(30.6)

13,239
(18.3)

301,249
(26.0)

52,107
(19.2)

164,361
(27.0)

84,781
(30.4)

    High
school or
technical
school

278,003
(34.1)

45,427
(25.9)

171,462
(39.6)

61,114
(29.5)

46,814
(13.6)

20,121
(20.9)

23,497
(13.4)

3196
(4.4)

324,817
(28.0)

65,548
(24.1)

194,959
(32.0)

64,310
(23.0)

    Junior
high
school

174,152
(21.4)

85,305
(48.6)

84014
(19.4)

4833
(2.3)

30,999
(9.0)

22,928
(23.8)

7699
(4.4)

372 (0.5)205,151
(17.7)

108,233
(39.8)

91,713
(15.1)

5205
(1.9)

    Ele-
mentary
school or
below

67,757
(8.3)

8005
(4.6)

36,615
(8.4)

23,137
(11.2)

50,060
(14.5)

11,307
(11.7)

25,926
(14.7)

12,827
(17.7)

117,817
(10.2)

19,312
(7.1)

62,541
(10.3)

35,964
(12.9)

    Miss-
ing

Insur-
ance type

310,490
(38.1)

5659
(3.2)

180,506
(41.7)

124,325
(60.1)

167,490
(48.6)

27,879
(29.0)

96,562
(54.9)

43,049
(59.5)

477,980
(41.2)

33,538
(12.3)

277,068
(45.5)

167,374
(60.0)

    Urban
employ-
ees

51,055
(6.3)

5172
(2.9)

30,125
(7.0)

15,758
(7.6)

91,130
(26.5)

35,570
(36.9)

44,050
(25.0)

11,510
(15.9)

142,185
(12.3)

40,742
(15.0)

74,175
(12.2)

27,268
(9.8)

    Urban
residents

423,398
(51.9)

160,108
(91,.2)

205,820
(47.5)

57,470
(27.8)

49,764
(14.4)

24,302
(25.2)

17,126
(9.7)

8336
(11.5)

473,162
(40.8)

184,410
(67.8)

222,946
(36.6)

65,806
(23.6)

    Other

3657
(0.5)

1098
(0.6)

1932
(0.4)

627 (0.3)1515
(0.4)

308

(0.3)

749 (0.4)458 (0.6)5172
(0.4)

1406
(0.5)

2681
(0.4)

1085
(0.4)

    Fully
self-fund-
ed

27,088
(3.3)

3482
(2.0)

14,968
(3.5)

8638
(4.2)

34,627
(10.1)

8219

(8.5)

17,400
(9.9)

9008
(12.4)

61,715
(5.3)

11,701
(4.3)

32,368
(5.3)

17,646
(6.3)

    Miss-
ing

City-Level HMP Participants

In Total
Among all diagnosed individuals, 55.36% (n=642,250) were
enrolled in the HMP. We found that 57.52% (n=369,429) of

those followed up. Furthermore, 62.59% (n=231,217) of the
individuals who were followed up demonstrated adherence.
Compared to local residents, internal migrants have a
significantly higher participation rate (P<.001) in the HMP, as
shown in Figure 1 (Table S1 in Multimedia Appendix 1).

Figure 1. City-level hypertension management program participants by household registration.

Enrollment Rate
Among all diagnosed individuals (n=1,160,214), 58.1%
(n=642,250) were enrolled in the HMP. As is shown in Table
2, the enrollment rates were similar between different sexes,
with males at 55.27% (n=373,452) and females at 55.48%
(n=268,798). For internal residents, the enrollment rate was
higher for females, with a rate of 60.15% (202,115/335,997)
for females and 59.22% (284,050/479,691) for males. The
opposite was seen for local migrants. Industrial workers had

the highest enrollment rate, followed by those in agriculture
and forestry, then the unemployed, with the lowest rate among
those in the “other” category, and technical and administrative
personnel just above that. For the local population, the business
service industry was above the “other” group. The lower the
educational level, the higher the enrollment rate. Older
individuals had higher enrollment rates; the enrollment rate was
only 39.27% (n=109,623) among those aged 18‐44 years, but
it increased to 64.14% (n=174,335) among those older than 65
years. Divorced and widowed individuals represented the
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smallest proportion of the diagnosed population, but they had
the highest enrollment rate at 67.52% (n=11,405), followed by
married individuals at 59.16% (n=610,208), with single
individuals having the lowest rate at 18.41% (n=20,018). The
trends in enrolled rates across different age groups, marital

statuses, and educational levels were similar between local
residents and internal migrants. The logistic regression results
indicated that all the research variables examined were
significant factors influencing the enrollment rate (Table S2 in
Multimedia Appendix 2).
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Table . Participation rates in hypertension management programs by household registration in Shenzhen (January 1, 2017, to September 30, 2023).

Adherent individuals, n (%)aFollow-up individuals, n (%)aEnrolled individuals, n (%)aIndicator

Internal mi-
grants
(n=187,173)

Local resi-
dents
(n=44,044)

Total
(n=231,217)

Internal mi-
grants
(n=284,804)

Local resi-
dents
(n=84,635)

Total
(n=369,439)

Internal mi-
grants
(n=486,165)

Local resi-
dents
(n=156,085)

Total
(n=642,250)

Characteris-
tics

Gender

114,308
(66.76)

26,207
(53.65)

140,515
(63.85)

171,218
(60.28)

48,848
(54.64)

220,066
(58.93)

284,050
(59.22)

89,402
(45.61)

373,452
(55.27)

    Male

72,865
(64.15)

17,837
(49.84)

90,702
(60.72)

113,586
(56.2)

35,787
(53.67)

149,373
(55.57)

202,115
(60.15)

66,683
(44.9)

268,798
(55.48)

    Female

Age group (years)

39,486
(70.36)

5950 (62.21)45,436
(69.17)

56,120
(61.78)

9565 (50.93)65,685
(59.92)

90,841
(43.92)

18,782
(25.96)

109,623
(39.27)

    18‐44

104,417
(64.61)

23,454
(51.97)

127,871
(61.85)

161,615
(58.83)

45,131 (54)206,746
(57.7)

274,712
(63.39)

83,580
(47.52)

358,292
(58.81)

    45‐64

43,270
(64.52)

14,640
(48.9)

57,910
(59.7)

67,069
(55.61)

29,939
(55.73)

97,008
(55.64)

120,612
(68.72)

53,723
(55.8)

174,335
(64.14)

    ≥65

Marital status

5715 (74.91)1451 (59.76)7166 (71.25)7629 (51.62)2428 (46.34)10,057
(50.24)

14,778
(22.17)

5240 (12.46)20,018
(18.41)

    Single

178,509
(65.47)

41,532
(51.81)

220,041
(62.36)

272,661
(58.89)

80,168
(54.46)

352,829
(57.82)

463,006
(62.90)

147,202
(49.85)

610,208
(59.16)

    Married

2884 (65.18)1039 (51.92)3923 (61.05)4425 (55.36)2001 (58.65)6426 (56.34)7993 (72.37)3412 (58.36)11,405
(67.52)

    Widowed
or divorced

65 (73.03)22 (57.89)87 (68.5)89 (22.94)38 (16.45)127 (20.52)388 (20.11)231 (17.73)619 (19.15)    Missing

Occupation

16,259
(62.53)

13,365
(49.65)

29,624
(55.98)

26,000
(58.91)

26,918
(56.39)

52,918
(57.6)

44,133
(53.7)

47,737
(49.04)

91,870
(51.17)

    Technical
personnel or
office staff

33,447
(64.73)

9998 (52.74)43,445
(61.51)

51,671
(59.15)

18,956
(54.54)

70,627
(57.83)

87,362
(57.32)

34,758
(49.01)

122,120
(54.68)

    Business
service indus-
try

7339 (61.78)1043 (51.76)8382 (60.32)11,880
(57.91)

2015 (56.33)13,895
(57.67)

20,515
(61.96)

3577 (53.55)24,092
(60.55)

    Agricul-
ture and
forestry

55,644
(66.09)

2405 (52.65)58,049
(65.4)

84,192
(66.39)

4568 (58.15)88,760
(65.91)

126,813
(70.1)

7855 (56.56)134,668
(69.13)

    Industry

8136 (66.47)4779 (51.86)12,915
(60.19)

12,241
(47.45)

9216 (49.14)21,457
(48.16)

25,800
(35.79)

18,754
(26.34)

44,554
(31.09)

    Other

66,344
(67.14)

12,454
(54.24)

78,798
(64.71)

98,816
(54.46)

22,962
(52.91)

121,778
(54.16)

181,443
(61.7)

43,397
(51.43)

224,840
(59.41)

    Unem-
ployed

4 (100)0 (0)4 (100)4 (4.04)0 (0)4 (3.77)99 (10.94)7 (6.54)106 (10.47)    Missing

Education level

4128 (63.69)7798 (51.14)11,926
(54.89)

6481 (53.17)15,248
(53.29)

21,729
(53.25)

12,190
(39.34)

28,613
(43.02)

40,803
(41.85)

    Bache-
lor’s degree
or above

9759 (65.47)7610 (51.98)17,369
(58.78)

14,907
(56.25)

14,640 (54)29,547
(55.11)

26,503
(47.79)

27,111
(46.56)

53,614
(47.16)

    College
diploma

46,422
(64.41)

13,514
(51.13)

59,936
(60.85)

72,076
(59.43)

26,429
(55.13)

98,505
(58.21)

121,279
(57.94)

47,939
(52.16)

169,218
(56.17)

    High
school or
technical
school
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Adherent individuals, n (%)aFollow-up individuals, n (%)aEnrolled individuals, n (%)aIndicator

Internal mi-
grants
(n=187,173)

Local resi-
dents
(n=44,044)

Total
(n=231,217)

Internal mi-
grants
(n=284,804)

Local resi-
dents
(n=84,635)

Total
(n=369,439)

Internal mi-
grants
(n=486,165)

Local resi-
dents
(n=156,085)

Total
(n=642,250)

Characteris-
tics

74,799
(66.01)

7776 (53.28)82,575
(64.55)

113,321
(60.78)

14,595
(55.38)

127,916
(60.11)

186,452
(67.07)

26,355
(56.3)

212,807
(65.52)

    Junior
high school

48,697
(67.01)

5547 (52.88)54,244
(65.22)

72,675
(57.64)

10,490
(56.76)

83,165
(57.53)

126,081
(72.4)

18,481
(59.62)

144,562
(70.47)

    Elemen-
tary school
or below

3368 (63.02)1799 (55.64)5167 (60.24)5344 (39.12)3233 (42.62)8577 (40.37)13,660
(20.16)

7586 (15.15)21,246
(18.03)

    Missing

Insurance type

76,739
(63.18)

22,840
(51.23)

99,579
(59.97)

121,466 (64)44,582
(55.37)

166,048
(61.43)

189,789
(61.13)

80,523
(48.08)

270,312
(56.55)

    Urban em-
ployees

10,835
(61.75)

14,726
(51.33)

25,561
(55.28)

17,547
(57.24)

28,688 (56)46,235
(56.46)

30,657
(60.05)

51,233
(56.22)

81,890
(57.59)

    Urban resi-
dents

98,342
(68.34)

5586 (57.02)103,928
(67.62)

143,904
(55.38)

9797 (48.26)153,701
(54.86)

259,871
(61.38)

20,301
(40.79)

280,172
(59.21)

    Fully self-
funded

748 (65.9)130 (59.91)878 (64.94)1135 (55.02)217 (47.59)1352 (53.67)2063 (56.41)456 (30.1)2519 (48.70)    Other

509 (67.69)762 (56.4)1271 (60.44)752 (19.87)1351 (37.82)2103 (28.59)3785 (13.97)3572 (10.32)7357 (11.92)    Missing

aAll percentages are calculated in relation to a broader population. For instance, the proportion of males within the enrolled individuals stands at 55.27%
and is calculated as n/N × 100. Here, "n" represents the number of males within the enrolled individuals subset, while "N" denotes the number of males
within the entire population. For N values, please refer to the corresponding "subtotal" columns in Table 1.

Follow-Up Rate
Of patients who have been enrolled in the hypertension program,
about 57.52% (369,439/642,250) were followed up. As is shown
in Table 2, the follow-up rate was higher among internal
migrants (284,804/486,165, 58.58%), while it was 54.22%
(84,635/156,085) among the local population. The proportions
of those who follow up were higher among men (male:
220,066/373,452, 58.93%; female: 149,373/268,798, 55.57%)
and industrial workers (88,760/134,668, 65.91%). For other
characteristics, there were significant differences in follow-up
rates between local residents and internal migrants. For the local
population, follow-up rates increased with age: 50.93%
(9565/18,782) for those aged 18‐44 years and 55.73%
(29,939/53,723) for those over 65 years. However, for internal
migrants, the trend was the opposite: the follow-up rate for those
aged 18‐44 years was 61.78% (56,120/90,841), while it was
55.61% (67,069/120,612) for those over 65 years. Among local
residents, the highest follow-up rate was observed among
divorced and widowed individuals, at 58.65% (2001/3412).
Conversely, for internal migrants, married individuals had the
highest follow-up rate, at 58.89% (272,661/463,006). Single
individuals exhibited the lowest follow-up rates in both
populations, with 46.34% (2428/5240) of local residents and
51.62% (7629/14,778) of internal migrants following up. Among
local residents, the highest follow-up rate was observed in
individuals with an educational level of elementary school or
below and those with urban resident insurance. Conversely,
among internal migrants, the highest follow-up rate was found
in individuals with a junior high school education and those
with urban employee insurance. The logistic regression results
indicated that all the research variables examined were

significant factors influencing the follow-up rate (Table S2 in
Multimedia Appendix 2).

Adherence Rate
A total of 62.59% (231,217/369,439) of patients who followed
up continued to do so at least 4 times per year. As is shown in
Table 2, similar to the enrolled rate and follow-up rate, the
adherence rate was higher among internal migrants
(187,173/284,804, 65.72%) compared to local residents
(44,044/84,635, 52.04%). Among the followed-up patients, men
(140,515/220,066, 63.85%), single individuals (7166/10,057,
71.25%), and people aged 18‐44 years (45,436/65,685,
69.17%) had the highest adherence rates. Individuals with urban
employee and urban resident insurance did not have the highest
adherence rates. These trends were consistent between both
local and internal migrants. However, among local residents,
those engaged in commercial and industrial occupations had
the highest adherence rates, at 52.74% (9998/18,956) and
52.65% (2405/4568), respectively. Conversely, in the internal
migrants group, the unemployed and those classified under other
categories had the highest adherence rates, at 67.14%
(66,344/98,816) and 66.47% (8136/12,241), respectively.
Regarding educational level, among local residents, those with
a junior high school level of education had the highest adherence
rate at 53.28% (7776/14,595), whereas among internal migrants,
those with an educational level of elementary school or below
had the highest adherence rate. The logistic regression results
indicated that all the research variables examined were
significant factors influencing the adherence rate (Table S2 in
Multimedia Appendix 2).
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District-Level Hypertension Management
As shown in Figure 2, the highest enrolled rate was detected in
Baoan district (180,301/250,036, 72.11%), Guangming district
(33,308/54,063, 61.61%), and Longhua district (74,115/124,878,
59.35%), while the lowest enrolled rate was found in Luohu
district (52,413/132,023, 39.70%), Yantian district (8609/19,924,
43.21%), and Futian district (59,962/132,337, 45.31%). It is
worth noting that, apart from Luohu district, the enrolled rate
of internal migrants was higher than that of local residents.

Regarding follow up rate, Baoan district, Guangming district,
and Dapeng New Area showed the highest rates, which were
52.21% (131,171/251,237), 45.86% (24,915/54,328), and
36.72% (4301/11,713), while the lowest rate was found in the
same places as the enrolled rate. The enrolled rate of internal
migrants was higher than that of local residents in all districts.

Considering the adherence rate, Longhua district (31,779/45,917,
69.21%), Longgang district (54,088/79,965, 67.64%), and
Guangming district (17,949/26,658, 67.33%) were ranked as
the first 3. Similarly, the adherence rate of internal migrants
was higher than that of local residents in all districts.

Figure 2. District-level hypertension management.

Community-Level Hypertension Management
There was considerable within-city and within-district variation
in the community level of hypertension management. Generally
speaking, the community-level enrolled rate, follow-up rate,

and adherence rate were descending from east to west and from
north to south. Although only the adherence rate was slightly
different, some communities in the southern region showed a
high rate, as shown in Figure 3.
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Figure 3. Community-level hypertension management.

There also exists within-district variation such that a 24.30%
gap between different communities was found in the enrollment
rate of Guangming district. A 23.59% gap was detected in the
follow-up rate of Baoan district. Similarly, a 23.59% gap was
found in the adherence rate in Luohu district. In addition, rates
of internal migrants were much higher than those of local
residents in all districts.

Discussion

Principal Results
Regarding the crucial role of health service supply from primary
health centers in achieving health equity in the domain of
hypertension prevention, we summarized the enrolled rate,
follow-up rate, and adherence rate of the Shenzhen population
that participated in the HMP based on the data collected from
CHCs. Among all diagnosed individuals, 55.36%
(642,250/1,160,214) were enrolled in the HMP. Of those,
57.52% (369,439/642,250) followed up, and 62.59%
(231,217/369,439) were adherents. Furthermore, we compared
the health inequity in hypertension between internal migrants
and local residents in Shenzhen.

Comparison With Prior Work
Overall, the data revealed that men exhibited higher rates of
both follow-up and adherence compared to women, which is
not consistent with the conclusion of some studies [19,20]
related to hypertension treatment adherence. However, the
medication adherence rates of men and women taking one
medication were 61.04% and 55.86% in Beijing, respectively
[21]. Despite the fact that the majority of individuals over the
age of 65 years were enrolled in the program, this age group
demonstrated the lowest rates of follow-up and adherence,
although the rates were relatively high in Beijing and Shanghai
[22]. Conversely, individuals aged between 18 and 44 years,

who have the lowest enrollment rate, showed the highest rates
of follow-up and adherence. It is not similar to common research
results in which the oldest patients are the most adherent [19,20].
This phenomenon may be related to the fact that older
individuals often have more complex health conditions, which
CHCs cannot address well at present, leading them to generally
prefer seeking treatment at higher-level medical institutions
[23,24]. The observed low initial engagement of younger
individuals with primary health care facilities may be attributed
to a general mistrust or lower acceptance of these services
among this demographic; the result is similar to that of a study
conducted in Hong Kong [25]. Despite the low proportion of
young patients who initially seek care at primary health centers
following a hypertension diagnosis, those who do engage exhibit
the highest follow-up and regular follow-up rates across all age
groups. This indicates a high level of acceptance and satisfaction
with primary health care management among younger patients
once they have accessed these services.

Regarding marital status, the enrollment rate among widowed
and divorced individuals was the highest, exceeding that of
single individuals by more than 3 times. It is possible that this
group, having experienced significant life events, became more
concerned about their health. However, without a partner to
provide encouragement and support [26], they may find it
difficult to maintain consistent health behaviors and this group
had higher mortality [27]. As a result, despite their high
enrollment rates, their adherence tended to be relatively low.
Interestingly, however, single individuals had the highest
adherence rate. Perhaps this is because single individuals who
enrolled in the HMP tend to pay more attention to their own
health and are more likely to take action to keep healthy, leading
to higher adherence; this is similar to a finding in the United
States that never-married individuals reported better health
habits and had higher rates of protective factors compared to
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married or divorced/separated individuals [28]. Previous studies
showed that, in general, blue-collar employees appeared less
likely to participate in health promotion programs compared to
white-collar workers [29], and they may not have enough time
to participate in the program [30,31]. Conversely, in our
research, industrial workers stood out with the highest rates of
enrollment, follow-up, and adherence across all categories; this
may be related to the fact that in Shenzhen, many primary health
care centers operate until 9 PM, providing this group with
sufficient time to access the programs. Furthermore, the data
indicated that, regardless of age, individuals with lower
educational levels tended to have higher rates for all 3 metrics.
Previous research has also found that individuals with higher
education levels may be less likely to participate in cancer
screening or achieve favorable screening outcomes [32],
suggesting the impact of education on health behaviors is
complex.

Importantly, internal migrants demonstrated a significantly
higher participation in the HMP, especially in terms of project
inclusion and regular follow-up. The participation rate of internal
migrants was more than 10% higher than that of local residents.
This result is inconsistent with previous global and national
studies on the health service utilization of internal migrants.
Previous research has indicated that internal migrants face
long-standing disadvantages due to various institutional, social,
cultural, and other exclusionary factors [33]. These
disadvantages often extend to health and health care access,
limiting their access to health resources [34,35]. A review
focusing on migrants’ and refugees’ health status and health
care in Europe highlighted the issue of underuse of primary
health care services among these populations [36]. A study [37]
based on the 2017 National Migrants Dynamic Monitoring
Special Survey in China revealed that, compared to the
registered population, the floating population is at a disadvantage
in utilizing basic public health services. Most studies [38,39]
focusing on hypertension management in China showed that
the rate of hypertension management at primary health care
centers among the floating population was less than 30% and
as low as 2.3% in Hunan province [40], but our study showed
that this situation does not exist in Shenzhen. In fact, among
the hypertensive population in Shenzhen, on the contrary,
internal migrants are better able to utilize primary health care
services than locals. The Shenzhen municipal government has
invested significantly in ensuring that all residents can access
health care services within a 15-minute radius, making it highly
convenient for the entire population. Additionally, the city
provides free blood pressure screening at CHCs for all
individuals aged ≥18 years, which promotes accessibility and
equity in hypertension management services [41]. Certain
districts in Shenzhen supply free medication to hypertensive
patients enrolled in the program [42]. For most internal migrants,
free health care services hold strong appeal due to their
economic constraints. Some internal migrants came to Shenzhen
to help their son/daughter look after children [43], so they or
their son/daughter may care more about their health and they
usually have enough time to go to a CHC. Insurance is
considered an important factor for the utilization of health
services for internal migrants and immediate reimbursement of
medical insurance can significantly increase inpatient utilization,

promoting health [44]. The statistical model showed that
insurance type is an important factor influencing the 3
hypertension management rates studied. However, there were
notable differences between local residents and internal
migrants. For local residents, those with urban resident insurance
were more likely to participate in the HMP compared to those
with urban employee insurance. In contrast, for internal
migrants, those with other insurance types were less likely to
participate compared to those with urban employee insurance.
It takes less money to get treatment and medicine in CHCs
compared with upper health care facilities, especially for people
who do not have native health insurance or cannot get immediate
reimbursement.

Our analysis revealed several intriguing trends regarding HMP
engagement among different demographic groups in Shenzhen.
Previous studies conducted in Beijing and Shanghai have also
found variations in hypertension management across different
demographic factors, including age, gender, education level,
workload, marital status, residential area, and annual household
income [45,46]. Among individuals aged 18‐44 years, the
enrolled rate of internal migrants was nearly 18% higher than
that of local residents. This discrepancy may be attributed to
the comparatively better economic conditions of local residents,
who do not face the housing issues often encountered by
migrants [47,48]. They may just go to upper hospitals when
they think necessary, while internal migrants are more likely to
utilize CHCs as the first choice for their routine health problems
[49,50]. Additionally, the presence of their parents may lead
locals to prioritize their own health less than migrants, who
often lack familial support [51] and thus might be more vigilant
about their health. Interestingly, in the divorced or widowed
demographic, the follow-up rate among local residents surpassed
that of internal migrants. Moreover, among local residents, the
follow-up rate for this group was higher than that of married
individuals. This finding contrasts with conventional research,
which typically suggests that marriage promotes greater health
awareness and engagement with health care services while the
effects of bereavement usually lead to less health care utilization
[52]. For married migrant individuals, having a spouse provides
them with companionship [53] and significant support from
their partner, whereas local residents can receive support from
other relatives. This may cause internal migrants, compared to
local residents, to have a more limited support system, making
the protective effects of marriage on their health more
pronounced. In contrast, local residents who are divorced or
widowed may have access to a broader range of social support.
The adherence rate showed an increasing divergence between
local residents and internal migrants as age groups progress.
Internal migrants tended to exhibit greater concern for their
health after relocating to a new environment, which may explain
this trend. Despite the fact that, among those with an
undergraduate education or higher, the enrolled rate and
follow-up rate for local residents were higher than those for
internal migrants, the adherence rate for local residents remained
lower than that of internal migrants. This suggests that, while
highly educated local residents may initially engage with health
care services, they may not maintain the same level of adherence
as their migrant counterparts.
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Some research showed that there exists vast disparities in health
insurance coverage and health service utilization between
floating populations and local residents; most of the floating
population has no timely access to primary or some other kinds
of health care service [39], which cause the poor control of
chronic diseases. In our study, it appears that health insurance
played a less significant role in the disparity of participation in
the HMP between local residents and internal migrants.

From a district and community level, hypertensive patients were
experiencing health inequity in hypertension treatment and
prevention. The potential reasons included population, economic
reasons, and policy differences. The populations of Longgang,
Longhua, and Nanshan in Shenzhen are large and concentrated;
in addition, the health care services are mature and systematic.
Hence, the HMP is better than in other regions such as Yantian
and Pingshan districts. Similarly, the wealthy regions had higher
enrolled, follow-up, and adherence rates compared to the
relatively poor regions, namely Yantian and Pingshan districts.
These finding were consistent with previous research. A large
national survey during 2004‐2018 found a provincial difference
in awareness, treatment, and control is partly correlated with
per capita gross domestic product [54]. Richer provinces are
more successful in controlling hypertension. Globally, the
proportions of hypertension awareness, treatment, and blood
pressure control are low [55], particularly in low- and
middle-income countries, and few comprehensive assessments
of the economic impact of hypertension exist [56,57]. In terms
of policy differences, the hypertensive patients who participate
in the HMPs of CHCs could get free prescription medicines,
blood pressure measurement services, and blood glucose
measurement services once per quarter. The policy is different
in different districts in Shenzhen, which may have caused the
observed difference in enrolled, follow-up, and adherence rate.
Furthermore, when it comes to health equity between internal
migrants and native citizens in Shenzhen, the difference in
enrolled, follow-up, and adherence rates within internal migrants
was higher than that within local residents. This may be caused
by different health care service supply situations toward internal
migrants within different districts and communities [58]. The
same problems were found in Ireland, Portugal, Spain, and the
United States [59].

Limitations and Strengths
This study represents a pioneering effort to examine the
participation of internal migrants and local residents in HMPs,
thereby highlighting the equity of internal migrants’ utilization
of primary health care services under current Chinese
hypertension management policies. By focusing on the specific
involvement of diagnosed hypertension patients in HMPs, this
research offers valuable insights into the accessibility and
fairness of these services for internal migrants. The data utilized
in this study were derived entirely from the primary health care
system, ensuring its authenticity and reliability. However, this
study has several limitations. It exclusively addressed the
participation of hypertension patients in primary HMPs, which
means that it did not account for patients who may receive
regular treatment at other medical institutions without ever
visiting CHCs. Consequently, the findings may not fully
represent the hypertension management engagement of all
patients citywide. Furthermore, the study was centered on
participation rates within the HMP and did not capture the
ultimate blood pressure control outcomes of the subjects. As a
result, it is not possible to ascertain the differences in blood
pressure control outcomes that may arise from varying levels
of management participation.

Future research should consider integrating data from multiple
health care providers and tracking long-term health outcomes
to provide a more comprehensive understanding of hypertension
management across diverse patient populations.

Conclusions
Based on our research, of the 1,160,214 hypertensive patients,
642,250 were enrolled in the HMP, 48,848 were included in
the followed up population, and 34,186 were adherents. Notably,
internal migrants demonstrated a significantly higher
participation in the HMP. Furthermore, populations with
different demographic and socioeconomic characteristics and
in different regions showed different rates. Given these findings,
there is the potential to enhance the outreach and engagement
of native, younger, and single populations through targeted
promotional strategies.
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Abstract

Background: The increase in emerging and re-emerging infectious disease outbreaks underscores the need for robust early
warning systems (EWSs) to guide mitigation and response measures. Administrative health care databases provide valuable
epidemiological insights without imposing additional burdens on health services. However, these datasets are primarily collected
for operational use, making data quality assessment essential to ensure an accurate interpretation of epidemiological analysis.
This study focuses on the development and implementation of a data quality index (DQI) for surveillance integrated into an EWS
for influenza-like illness (ILI) outbreaks using Brazil’s a nationwide Primary Health Care (PHC) dataset.

Objective: We aimed to evaluate the impact of data completeness and timeliness on the performance of an EWS for ILI outbreaks
and establish optimal thresholds for a suitable DQI, thereby improving the accuracy of outbreak detection and supporting public
health surveillance.

Methods: A composite DQI was established to measure the completeness and timeliness of PHC data from the Brazilian National
Information System on Primary Health Care. Completeness was defined as the proportion of weeks within an 8-week rolling
window with any register of encounters. Timeliness was calculated as the interval between the date of encounter and its
corresponding registry in the information system. The backfilled PHC dataset served as the gold standard to evaluate the impact
of varying data quality levels from the weekly updated real-time PHC dataset on the EWS for ILI outbreaks across 5570 Brazilian
municipalities from October 10, 2023, to March 10, 2024.

Results: During the study period, the backfilled dataset recorded 198,335,762 ILI-related encounters, averaging 8,623,294
encounters per week. The EWS detected a median of 4 (IQR 2‐5) ILI outbreak warnings per municipality using the backfilled
dataset. Using the real-time dataset, 12,538 (65%) warnings were concordant with the backfilled dataset. Our analysis revealed
that 100% completeness yielded 76.7% concordant warnings, while 80% timeliness resulted in at least 50% concordant warnings.
These thresholds were considered optimal for a suitable DQI. Restricting the analysis to municipalities with a suitable DQI
increased concordant warnings to 80.4%. A median of 71% (IQR 54%-71.9%) of municipalities met the suitable DQI threshold
weekly. Municipalities with ≥60% of weeks achieving a suitable DQI demonstrated the highest concordance between backfilled
and real-time datasets, with those achieving ≥80% of weeks showing 82.3% concordance.

Conclusions: Our findings highlight the critical role of data quality in improving the EWS’ performance based on PHC data
for detecting ILI outbreaks. The proposed framework for real-time DQI monitoring is a practical approach and can be adapted
to other surveillance systems, providing insights for similar implementations. We demonstrate that optimal completeness and
timeliness of data significantly impact the EWS’ ability to detect ILI outbreaks. Continuous monitoring and improvement of data
quality should remain a priority to strengthen the reliability and effectiveness of surveillance systems.
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Introduction

In recent decades, the world has witnessed an unprecedented
surge of emerging and re-emerging infectious disease outbreaks,
underscoring the need for stronger early warning systems
(EWSs) [1,2]. The widespread and growing use of electronic
health records (EHRs) has heightened the demand for automated
processes in disease surveillance [3,4].

Systematic monitoring of administrative health care databases
provides valuable epidemiological insights [5,6]. Importantly,
using administrative data for health surveillance avoids the
overburden of surveillance teams while ensuring timeliness, as
no duplication of registry is required [3]. This cost-efficient
approach enhances the ability to detect outbreaks, particularly
in low-resource settings, thus contributing to global security
[3].

However, an effective automated EWS based on administrative
datasets requires that a real-time data quality assessment
algorithm is set within the EWS pipeline. Since administrative
data are primarily collected for operational purposes, assessing
their quality is crucial to accurate interpretation of
epidemiological analysis [7,8]. A systematic review on EHR
data quality assessment studies found 14 articles describing
dedicated data quality programs deployed in real-world settings,
while only 4 produced results generally applicable in diverse
settings. Ozonze et al [9] suggest there is an absence of
comprehensive tools for facilitating reliable and consistent data
quality assessments.

Moreover, despite existing methods for evaluating the quality
of administrative health data, including EHR data quality
assessment [8] and indicators for specific programs such as the
Data Quality Audit and the Data Quality Self-Assessment for
immunization data [10], there remains a gap in applying similar
methods to data used for health surveillance. Although metrics
for assessing the quality of surveillance systems are well
established [3], to the best of our knowledge, these have not
been applied to evaluate administrative data when used for
epidemiological surveillance purposes.

This paper describes the development and implementation of a
data quality index (DQI) to assess the quality of administrative
data used in epidemiological surveillance systems. We focus
on applying the DQI to nationwide Brazilian primary health
care (PHC) administrative data integrated into an EWS for
influenza-like illness (ILI) outbreaks. The study compares the
EWS performance across different DQI levels, addressing a
critical gap in current research by establishing metrics that
ensure accurate and timely outbreak detection while leveraging
the cost-efficiency of administrative health databases.

Methods

Study Design
We developed and implemented a data quality assessment
algorithm within ÆSOP (Alert-Early System of Outbreaks with
Pandemic Potential), a previously validated EWS [11]. This
EWS applies aberration detection algorithms, such as the Early
Aberration Reporting System (C2) [12], to a time series
consisting of weekly counts of ILI-related PHC encounters per
municipality, aiming at the early detection of outbreaks. To
assess the data quality of the PHC data stream, we established
the composite indicator DQI to measure the completeness and
timeliness of the data. Using the backfilled PHC dataset as a
gold standard, we evaluated the impact of data quality in the
EWS’ performance using different levels of data quality of the
weekly updated real-time PHC dataset across all 5570 Brazilian
municipalities from October 10, 2023, to March 10, 2024.

Data Source
Brazil is an upper middle-income country with approximately
212.6 million people living in 5570 municipalities [13], and we
included all ILI-related PHC encounters occurring during the
study period in our analysis. We analyzed data from the
Brazilian Unified Health System (SUS), which stands as one
of the largest public health systems globally, providing
comprehensive and universal health care to the entire population.
The effective management of SUS relies on diverse information
systems, among which the Brazilian National Information
System on Primary Health Care (SISAB [Sistema de Informação
em Saúde para a Atenção Básica]) plays a crucial role. SISAB
is a hierarchical, decentralized information system maintained
and managed by the Ministry of Health (MoH), and harbors
data on all publicly funded PHC encounters in the country. Data
registration is mandatory for the allocation of financial resources
from the federal to the municipal level. All encounters are coded
by the ICD-10 (International Statistical Classification of
Diseases, Tenth Revision) or the International Classification of
Primary Care (ICPC-2).

According to the MoH’s guidelines, municipalities are requested
to update the system at least on a monthly basis, with a window
of 4 months for amendments following each monthly
submission. This operational guideline aligns with the SISAB’s
purpose of informing decision-making for the management of
the PHC system in the country. However, the EWS uses weekly
updates of the SISAB database to detect ILI outbreaks.
Therefore, this real-time, weekly updated dataset may present
incompleteness and a temporal lag between the dates of
encounter and data registration into the system (Figure S1 in
Multimedia Appendix 1).

The DQI
We defined the dimensions of completeness and timeliness to
develop quantitative indicators for monitoring data quality in
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the EWS. Completeness is one of the most commonly used
dimensions in data quality assessment and may be defined as
the proportion of data filled with values for each attribute or
entity in the database, while timeliness can be defined as the
availability of data for decision-making, measured by the time
interval between the occurrence of the measured event and its
capture in an information system [14].

In our study, completeness refers to the proportion of weeks in
each 8-week rolling window with any register of a PHC
encounter. The indicator is measured as a fraction, with the
numerator ranging from 0 to 8, and the denominator is 8 weeks,
which is expressed as a percentage. Timeliness refers to the
time interval, in number of weeks, between the date of the PHC
encounter and its registry in the database. The indicator is
represented by the proportion of registries occurring in 2 weeks
or less from the PHC encounter in the same 8-week rolling
window.

As it is recommended that the diverse quality dimensions should
be collectively analyzed for a more comprehensive evaluation
of data quality [15], we combined the 2 selected indicators in
a composite measure, named DQI. The DQI is assessed weekly,
for each municipality, once the PHC data are updated into the
EWS pipeline.

Impact of DQI on the EWS’ Performance
To decide on the minimum required threshold of completeness
and timeliness to derive trustworthy results with the EWS, we
applied the EWS algorithm to the retrospectively gathered,
backfilled PHC dataset. We compared the results to those
obtained when applying the EWS to the weekly updated, herein
named real-time PHC dataset (Figure S1 in Multimedia
Appendix 1). Using the backfilled dataset as a reference, we
calculated the proportion of concordant warnings detected in
the real-time dataset. Accordingly, the DQI is expressed as
either “suitable” or “unsuitable” when the minimum threshold
of both completeness and timeliness is reached, indicating that
the data quality may not be adequate for reliable EWS outputs.

Analyses were performed using Python (version 3.9) and R
(version 4.3.1) software. The database’s description and the
scripts are available on GitHub [16].

Ethical Considerations
The study protocol and procedures were reviewed and approved
by the Ethical Review Board of Oswaldo Cruz Foundation –
Fiocruz Bahia (protocol CAAE 61444122.0.0000.0040).

Data on publicly funded PHC encounters were collected and
compiled by the MoH for funding reasons. No consent was
needed for data collection at this administrative level. For this
study, we accessed an aggregated database consisting of the
number of encounters per epidemiological week, per
municipality, and per diagnostic code. The accessed database
has no information at the individual level, and given that this
study involves secondary analysis of existing deidentified data
and does not involve direct interaction with human participants,
it is classified as exempt from the requirement for informed
consent under applicable ethical guidelines.

Results

There were 198,335,762 recorded ILI-related encounters in the
backfilled PHC dataset, which corresponds to an average of
8,623,294 encounters per week between October 10, 2023, and
March 10, 2024. Using the backfilled dataset, the EWS detected
a median of 4 (IQR 2‐5) warnings of ILI outbreaks per
municipality in the study period.

Figure 1 illustrates the impact of the DQI on the ability of the
EWS to correctly identify potential ILI outbreaks. Using the
real-time dataset, the EWS detected 12,538 (65%) warnings of
ILI-outbreaks that were concordant with warnings detected in
the backfilled dataset (Table S1 in Multimedia Appendix 1).
The proportion of concordant warnings detected in the real-time
dataset, based on different levels of completeness (Figure 2A
and Table S1 in Multimedia Appendix 1) and timeliness (Figure
2B and Table S1 in Multimedia Appendix 1), indicated that
100% completeness and a minimum of 80% timeliness yielded
the highest percentage of concordant warnings. Therefore, these
values were established as the thresholds for grading the DQI
as suitable or unsuitable for the EWS. Restricting the EWS
analysis to municipalities with a suitable DQI, the proportion
of warnings for ILI outbreaks concordant to the backfilled
dataset increased to 80.4% (Table S2 in Multimedia Appendix
1). We found a median of 71% (IQR 54%‐71.9%) of Brazilian
municipalities with a suitable DQI per week in the study period
(Figure 3A and Table S2 in Multimedia Appendix 1).

Additionally, we analyzed concordant warnings by grouping
municipalities based on the proportion of weeks in which they
exhibited a suitable DQI (≤20%, 20%‐40%, 40%‐60%,
60%‐80%, and ≥80%). Our findings revealed that
municipalities with over 60% of weeks featuring a suitable DQI
had the highest proportion of concordant warnings between the
backfilled and real-time datasets (Figure 3B, Table S2 in
Multimedia Appendix 1).
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Figure 1. Primary Health Care encounters due to influenza-like illness per week in (A) Sao Paulo (municipality with a suitable data quality index in
less than 60% of the 23 weeks in study period) and (B) Vitoria da Conquista (municipality with a suitable data quality index for over 80% of the study
period). Plots show backfilled (gray line) and real-time (green line) PHC datasets for influenza-like illness (ILI) encounters. Vertical dashed lines show
all detected warnings with the Early Aberration Reporting System (EARS), red triangles show nonconcordant warnings between backfield and real-time
datasets, and blue circles show concordant warnings between them. ILI: influenza-like illness; PHC: Primary Health Care.
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Figure 2. Proportion of concordant outbreak warnings detected in backfilled and real-time Brazilian Primary Health Care datasets. Outbreak warnings
generated by the Early Aberration Reporting System (EARS) were identified in both backfilled and real-time datasets. Concordant warnings, detected
in both datasets within the same week, are represented in dark blue, while nonconcordant warnings, identified only in the backfilled dataset, are shown
in light blue. The analysis considers the proportion of concordant and nonconcordant warnings based on real-time dataset. (A) Completeness: the
percentage of records from the real-time dataset in each 8-week rolling window (ranging from 0% to 100%) and (B) timeliness: the proportion of records
registered within 2 weeks or less of the PHC encounter, measured within the same 8-week rolling window (ranging from 0% to 100%).
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Figure 3. Proportion of Brazilian municipalities with suitable data quality index (DQI) and concordant warnings over time. (A) Weekly analysis of
the proportion of municipalities with a suitable DQI from epidemiological week 42 of 2023 to week 12 of 2024. (B) Proportion of concordant warnings
(dark blue), identified in both datasets within the same week, and nonconcordant warnings (light blue), detected only in the backfilled dataset. The
analysis is based on the proportion of weeks with a suitable DQI in the real-time dataset from Brazilian municipalities.

Discussion

Principal Findings
Our study highlights the critical role of data quality in the
performance of the EWS for infectious disease surveillance
using PHC data. In addition, we provide a practical approach
for monitoring data quality in real time, which can be adapted
to other settings and data types. Our findings revealed that
municipalities with over 60% of weeks featuring a suitable DQI

had the highest proportion of concordant warnings between the
backfilled and real-time datasets. Introducing the DQI as an
algorithm integrated into the EWS can guide data management
practices and inform decision-making processes.

Similar to our findings, a recent systematic review of the
effectiveness of EWS found that the improvement of data is
pivotal for emergency department–based surveillance [17].
However, efforts for automatization of data quality assessment
are typically scattered [9], and the literature on the
operationalization of data quality assessment remains scarce.
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A study on data quality assessment for public health information
systems found a lack of systematic procedures for quality
assessment. While quality assessment of quantitative data
generally used descriptive surveys, the authors argued about
the importance of systematic scientific data quality assessment
[18]. To the best of our knowledge, this is the first publication
to assess the importance of integrating data quality monitoring
into an EWS.

Fulcher et al [19] demonstrated how administrative health data
were successfully used to implement a syndromic surveillance
system during the COVID-19 pandemic. However, the process
of cleaning data and handling missed data was carried out by a
dedicated analyst once the updated database became available
[19]. We anticipate that the framework for a data quality
assessment integrated to the EWS pipeline presented here can
be adapted to other surveillance systems and can provide insights
for similar implementations.

Using a retrospectively gathered, backfilled PHC dataset, we
evaluated the EWS based on optimal data quality conditions.
However, administrative data usually exhibit incompleteness
and delays, and the EWS should be capable of detecting
outbreaks using the available dataset in real time. Our analysis
revealed that high levels of completeness (100%) and timeliness
(at least 80%) are necessary to achieve the highest proportion
of concordant warnings between backfilled and real-time
datasets. Additionally, our results indicate that even incremental
data quality improvements substantially enhance the EWS’
performance. Achieving such high standards may pose
challenges, particularly in low-resource settings that potentially
face limitations due to infrastructure such as unreliable internet
connectivity and insufficient computer power. Despite these
challenges, we found a weekly median of 71% of Brazilian
municipalities achieving the threshold for a suitable DQI for
the EWS. This result suggests that a significant proportion of
municipalities met the minimum threshold for data quality even
in constrained settings.

In this study, we used the SUS database, which covers
approximately 75% of the Brazilian population, with great
granularity, reaching underserved rural and remote regions [20].

This approach allowed us to assess the performance of the EWS
across different regions and health service contexts. However,
these findings may not be directly applicable to other countries.
It is likely that the use of the EWS in different health system
structures and data management practices will need adjustments
and may require distinct data quality requirements [8].

Another limitation of this study is that we could not access other
dimensions of data quality. Specifically, we could not access
the accuracy of registers in the PHC dataset. Accuracy represents
the extent to which the data are free of error and reliable [8,9].
We worked with aggregated, secondary data, and did not have
access to the complete EHRs, which precluded us from verifying
whether the diagnostic codes in the database accurately reflected
patients’ main clinical problems. It is our perspective that
evaluating the accuracy of the ICD-10 and ICPC-2 is of great
importance. However, given the large numbers of PHC
encounters registered weekly, misclassifications of the reason
of encounter are likely to be nondifferential. Additionally,
syndromic surveillance systems are designed to operate
effectively even with some level of imprecision, as their primary
purpose is to detect patterns and trends rather than to provide
definitive diagnoses.

Conclusion
Our findings demonstrate that implementing a robust and
integrated DQI analysis can significantly enhance the EWS’
ability to detect ILI outbreaks, contributing to better public
health outcomes and ultimately to global health security. Beyond
contributing to the existing literature on EWS, this study
highlights the importance of systematic data quality assessment.
Continuous monitoring and improvement of data quality should
be prioritized to ensure the reliability and effectiveness of
surveillance systems. Additionally, our study suggests that
similar frameworks can be adapted to different contexts. As
health systems increasingly use digital health data for
decision-making, our approach represents a model for
integrating data quality monitoring into surveillance systems,
ultimately enhancing the capacity to detect and respond to
infectious disease outbreaks effectively.
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Abstract

Background: Numerous studies have assessed the risk of SARS-CoV-2 exposure and infection among health care workers
during the pandemic. However, far fewer studies have investigated the impact of SARS-CoV-2 on essential workers in other
sectors. Moreover, guidance for maintaining a safely operating workplace in sectors outside of health care remains limited.
Workplace surveillance has been recommended by the Centers for Disease Control and Prevention, but few studies have examined
the feasibility or effectiveness of this approach.

Objective: The objective of this study was to investigate the feasibility and effectiveness of using frequent point-of-care molecular
workplace surveillance as an intervention strategy to prevent the spread of SARS-CoV-2 at essential rural workplaces (mining
sites) where physical distancing, remote work, and flexible schedules are not possible.

Methods: In this nonrandomized controlled clinical trial conducted from February 2021, to March 2022, 169 miners in New
Mexico (intervention cohort) and 61 miners in Wyoming (control cohort) were enrolled. Investigators performed point-of-care
rapid antigen testing on midnasal swabs (NSs) self-collected by intervention miners. Our first outcome was the intervention
acceptance rate in the intervention cohort. Our second outcome was the rate of cumulative postbaseline seropositivity to
SARS-CoV-2 nucleocapsid protein, which was analyzed in the intervention cohort and compared to the control cohort between
baseline and 12 months. The diagnostic accuracy of detecting SARS-CoV-2 using rapid antigen testing on NSs was compared
to laboratory-based reverse transcriptase polymerase chain reaction (RT-PCR) on nasopharyngeal swabs (NPSs) in a subset of
68 samples.

Results: Our intervention had a mean acceptance rate of 96.4% (11,413/11,842). The intervention miners exhibited a lower
cumulative postbaseline incident seropositivity at 12 months compared to control miners (14/97, 14% vs 17/45, 38%; P=.002).
Analysis of SARS-CoV-2 antigen detection in self-administered NSs revealed 100% sensitivity and specificity compared to
laboratory-based RT-PCR testing on NPSs.

Conclusions: Our findings establish frequent point-of-care molecular workplace COVID-19 surveillance as a feasible option
for keeping essential rural workplaces open and preventing SARS-CoV-2 spread. These findings extend beyond this study,
providing valuable insights for designing interventions to maintain employees’ safety at other essential workplaces during an
infectious disease outbreak.

Trial Registration: ClinicalTrials.gov NCT04977050; https://clinicaltrials.gov/study/NCT04977050
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Introduction

Thus far, an estimated 55 million US workers have provided
essential services during the COVID-19 pandemic [1]. While
the significant occupational risk of SARS-CoV-2 infection faced
by essential health care workers has been well-documented
[2-5], far fewer studies have investigated SARS-CoV-2 infection
rates in other essential industries [6-10]. Moreover, guidance
for maintaining a safely operating workplace in sectors outside
of health care remains limited. Workplace surveillance has been
recommended by the Centers for Disease Control and Prevention
(CDC) [11], but few studies have examined the feasibility or
effectiveness of this approach [12-14]. The lack of adequate
data in this regard constitutes a critical gap in the literature that
needs to be addressed to help devise pandemic intervention
strategies for workplaces outside of health care.

Laboratory-based nucleic acid amplification tests, such as
reverse transcriptase polymerase chain reaction (RT-PCR)
assays performed on nasopharyngeal swabs (NPS) collected by
trained professionals, are considered the gold standard for
SARS-CoV-2 diagnostic testing based on accuracy, sensitivity,
and specificity. However, essential workers outside the health
care sector, particularly in rural and remote minority
communities, may encounter issues with access, cost, and wait
time for results associated with this gold standard testing.
Consequently, inconsistent or absent gold standard testing has
placed rural essential workers outside of health care at an
increased risk for SARS-CoV-2 infection and associated
complications [15].

One strategy to overcome challenges with gold standard testing
is to use self-collected nasal swabs (NS) and point-of-care
qualitative SARS-CoV-2 rapid antigen testing (QAT). QAT
offers several advantages, such as low cost, enhanced testing
accessibility, and rapid turnaround time, making it well-suited
for resource-limited settings. Moreover, the use of self-collected
NSs is comparable to clinician-collected NPSs for detecting
SARS-CoV-2 in controlled settings [16,17]. In this study, we
evaluate the diagnostic accuracy, reliability, feasibility, and
effectiveness of frequent point-of-care molecular workplace
COVID-19 surveillance in a diverse population of coal miners
in a remote community in New Mexico, compared to a cohort
of coal miners from a rural mining site in Campbell County,
Wyoming. The novelty of the research question and the
involvement of a diverse, understudied, and underserved
population contribute to the innovation of the study. The
long-term goal of the study was to inform strategies for future
pandemic mitigation efforts in mining settings and other
essential rural workplaces.

Methods

Study Design
To assess the effectiveness of implementing point-of-care QAT
for SARS-CoV-2 on self-collected NS in rural workplaces, we
conducted a nonrandomized controlled clinical trial involving
two cohorts of coal miners from a mining site in McKinley
County, New Mexico (intervention site) and from a mining site
in Campbell County, Wyoming (control site). The primary
recruitment period was between February 2021 and March 2022
with additional miners entering the study after this time.
Inclusion criteria were as follows: male or female miners
currently employed at the above-mentioned mines, at least 18
years of age, willing and able to consent to study participation,
and willing and able to comply with study procedures. Exclusion
criteria were as follows: unable or unwilling to consent and less
than 18 years of age.

Both intervention and control sites were surface coal mines in
rural and remote mountainous locations operated by the same
company with similar working conditions and policies. They
shared similar engineering and administrative controls and had
similar protective measures on screening for SARS-CoV-2
symptoms and fever and for using face masks on-site.
Workplace policy at both sites precluded miners with COVID-19
symptoms from reporting for duty, and symptom screening was
conducted by mine safety personnel at the beginning of each
work shift before miners could enter the mines.

Trained miner investigators collected information using phone-
and computer-based web applications developed by Ingenuity
Software Labs (Albuquerque, NM), paper-based questionnaires,
and body temperature measurements using a no-touch forehead
infrared thermometer. The information collected included a
24-hour history of SARS-CoV-2 symptoms, any provider
diagnosis of infection, potential close contact with infected
individuals, vaccination status, and use of cloth face covering
in public settings outside the mine. Data were transferred
manually by the miner investigators to the university-based
investigators, who entered the information into a secure REDCap
database. All information entered was double-checked for
accuracy.

Miner Testing

Qualitative SARS-CoV-2 Rapid Antigen Testing
For rapid detection of the SARS-CoV-2 antigen, eligible
intervention miners were provided with an NS at the mine
entrance at the beginning of each alternate work shift, in a
schedule which consisted of 4 days on and 4 days off, resulting
in 2 NSs being collected in every 8-day cycle. NSs were
self-collected by the miner subjects, with trained miner
investigators supervising the process. Subsequently, the
10-minute Quidel Quickvue SARS-CoV-2 QAT (ie, intervention
test; Quidel Corporation, San Diego, CA) was conducted on
the collected swabs by trained miner investigators at a temporary
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laboratory created at the intervention mine entrance. Test results
were available in about 10 minutes, roughly the time required
to drive from the mine entrance to the parking lot. Based on the
CDC guidelines, those who tested positive were requested to
return home, isolate themselves, and contact their primary care
providers [11].

Seropositivity Testing
Venipuncture blood samples of 8 mL were obtained from
intervention and control miner subjects at the time of enrollment
and at 3, 6, and 12 months. Whole blood was centrifuged at the
mine site, and plasma was aspirated, aliquoted, and frozen by
trained nurse technicians. Plasma samples were tested to
determine the seroprevalence of COVID-19 using the
immunoglobulin G antibody to the nucleocapsid protein of
SARS-CoV-2, and tests were performed by a qualitative
chemiluminescent immunoassay (ARUP Laboratory, Salt Lake
City, UT), under the Emergency Use Authorization. Unlike the
antibodies to spike protein, antibodies to nucleocapsid protein
develop in response to natural infection and not due to
COVID-19 vaccination.

Diagnostic Accuracy of NSs Versus NPSs
To determine whether self-collected NSs were comparable to
NPSs collected by health care providers for detecting
SARS-CoV-2, a subset of miners were requested to perform a
repeat self-administered NS on both nostrils, while 2 NPSs were
administered by a skilled health care provider from separate
nostrils, all in one setting. All swabs were placed separately
into appropriately labeled tubes with viral transport media for
transportation to the laboratories. The first NPS sample was
used for running the confirmatory qualitative SARS-CoV-2
RT-PCR test at TriCore Diagnostic Laboratory (Albuquerque,
NM)—the gold standard—performed under Emergency Use
Authorization from the Food and Drug Administration.
Sensitivity, specificity, and predictive values were calculated
for the intervention test compared to the gold standard test.

The NS and the second NPS were used for quantitative RT-PCR
(RT-qPCR) tests. Aliquots of viral transport media were
inactivated with DNA/RNA Shield (Zymo Research, CA) and
stored at –80°C until bulk processing using the Quick-RNA
Viral kit (Zymo Research). RT-qPCR assays were performed
using the N1 and RP primer/probe sets from the CDC
2019-nCoV-01 diagnostic panel. No target controls were
included in all amplification reactions. The N1 primer/probe
set is designed to specifically detect and amplify a region within
the nucleocapsid gene of SARS-CoV-2, while the RP
primer/probe set targets a portion of the human RNAse P (RNP)
gene. The RP primer/probe set is used in all clinical samples to
assess specimen quality. Samples with a cycle threshold (Ct)
values ≥40 were considered negative. For viral load
quantification, standard curves were generated from the Ct
values of N1 and RP using known concentrations of
SARS-CoV-2 RNA and plasmids harboring the RNP gene
fragment, respectively. Viral load per sample was determined
as described by Perkins et al [18]. The Cohen κ coefficient was
used to determine the intrarater agreement between the NS and
NPS sample collection methodologies.

Statistical Analysis

Miner Characteristics
Characteristics of miners participating at the intervention and
control mines were summarized as frequencies and percentages
and means and SDs. Frequencies of categorical variables for

the two study arms were compared using χ2 tests and Fisher
exact tests. Continuous age was compared using a Wilcoxon
rank sum test.

Intervention Acceptance
Intervention test acceptance by miners was measured for each
eligible work shift, and the outcome variable and cumulative
acceptance rate were calculated over the study time frame
(frequency of tests accepted/number of tests offered). Predictors
influencing the outcome were examined in the intervention
cohort, including self-reported educational status, racial and
ethnic minority status, prior SARS-CoV-2 infection or
vaccination, and evidence of previous infection (from a prior
positive test). Nonparametric Wilcoxon and Kruskal-Wallis
tests were used to assess the association of miner characteristics
with cumulative acceptance rates, since acceptance rates had a
skewed distribution. We also computed the total number of tests
accepted per miner for each week of the study (total number of
tests accepted in each week/number of consented miners).
Weekly tests per miner were summarized graphically, and a test
for trend was made assuming residual errors had a first-order
autocorrelation.

Seropositivity Analysis
Seroprevalence patterns of miners enrolled and tested between
February 23 and March 6, 2021 were compared between

intervention and control miners over time intervals using χ2

tests and time-to-first seropositivity by Kaplan-Meier analysis
and log-rank tests. Kaplan-Meier analyses accounted for
dropouts during follow-up after baseline. We used logistic
regression to compare the following binary outcome variables:
baseline (prevalence) seropositivity, postbaseline incident
seropositivity, and combined cumulative seropositivity (as
positive at any time during the study). Combined cumulative
seropositivity analyses also included miners that were enrolled
after March 6, 2021. Vaccination status and select host
susceptibility and vulnerability factors were added to
multivariable logistic regression models. Odds ratios (ORs) and
95% CIs were computed to describe association strength. SAS
version 9.4 (SAS Institute) and SPSS version 28.0.0.0 (IBM
Corp) were used for statistical analyses, and a P value of less
than .05 was considered statistically significant.

Power Calculation
The study was planned to estimate nasal swab acceptance rates
with precision of ±4.6% from a sample of up to 250 intervention
group miners, which also would have at least 80% power for
subgroup analyses. A comparison group with up to n=350 was
estimated to have at least 80% power to detect group differences
in baseline seropositivity and incident seropositivity. However,
sample sizes recruited were lower than planned.
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Ethical Considerations
The University of New Mexico Health Sciences Center’s Human
Research Protections Office and Institutional Review Board
(HRPO 20‐680) approved the study. All participants provided
informed consent with an ability to opt out. The data were
deidentified for analysis. Participants were compensated with
a $10 electronic merchandise card for each specimen and survey
collected.

Results

Study Design: Cohort Demographics
The study included 115 intervention miners and 60 miners
recruited during February and March 2021 and another 54

intervention miners and 1 control miner recruited during the
rest of the study (n=169 intervention and n=61 control miners).
Baseline characteristics of subjects in the two cohorts are shown
in Table 1. The two cohorts were similar in age distribution,
with a mean age of 44.4 (SD 11.2) and 45.2 (SD 11.9) years in
the intervention and control miner groups, respectively. When
comparing the distribution of comorbidities, including asthma,
chronic obstructive pulmonary disease, chronic lung diseases,
hypertension, diabetes, and depression, 43.8% (74/169) of
intervention miners reported at least 1 comorbidity, similar to
46% (28/61) of control miners.
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Table . Comparison of baseline characteristics between New Mexico–based (intervention cohort) and Wyoming-based (control cohort) participants.

P valueWyoming (n=61)New Mexico (n=169)All (n=230)Characteristic

.5745.2 (12)44.4 (11.2)44.6 (11.3)Age (years), mean (SD)

.34Age group (years), n (%)

20 (33)73 (43.2)93 (40.4)    <40

16 (26)41 (24.3)57 (24.8)    40‐50

25 (41)55 (32.5)80 (34.8)    >50

<.00152 (85)69 (40.9)121 (52.6)Education >12th grade, n
(%)

.00541 (67)70 (41.4)111 (48.2)Annual household income
≥$80,000, n (%)

<.001Race, n (%)

56 (92)96 (56.8)152 (66.1)    White

2 (3)27 (16)29 (12.6)    American Indian or Alas-
ka Native

0 (0)1 (0.6)1 (0.4)    Asian

3 (5)31 18.3)34 (14.8)Other race

0 (0)14 (8.3)14 (6.1)    Prefer not to answer or
missing

<.001Ethnicity, n (%)

54 (88)63 (37.3)117 (50.9)    Not Hispanic, Latino, or
Spanish origin

4 (7)97 (57.4)101 (43.9)    Hispanic, Latino, or
Spanish origin

3 (5)9 (5.3)12 (5.2)    Prefer not to answer or
missing

.02Biological sex at birth, n (%)

48 (79)154 (91.1)202 (87.8)    Male

11 (18)14 (8.3)25 (10.9)    Female

2 (3)1 (0.6)3 (1.2)    Intersex, prefer not to an-
swer or missing

COVID-19-related behavior and vaccination characteristics, n (%)

.766 (10)13 (7.7)19 (8.3)    Close contact with con-
firmed or suspected
COVID-19 since the last
shift

<.0016 (10)75 (44.4)81 (35.2)    Frequency of ride-sharing
to and from mine site often
or very often

<.00120 (33)142 (84.1)162 (70.4)    Frequency of face cover-
ing outside the mine often
or very often

.079 (15)43 (25.4)52 (22.6)    COVID-19 vaccination
(yes)

Comorbidities, n (%)

.0818 (30)24 (14.2)42 (18.3)    Previously tested positive
for COVID-19

.677 (12)23 (13.6)30 (13.1)    Asthma, COPDa, and
other chronic lung diseases

.8713 (21)34 (20.1)47 (20.4)    Hypertension
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P valueWyoming (n=61)New Mexico (n=169)All (n=230)Characteristic

.414 (7)17 (10.1)21 (9.1)    Diabetes

.464 (7)7 (4.1)11 (4.8)    Depression

.0811 (18)51 (30.3)62 (26.9)Household wood smoke ex-
posure (ever), n (%)

aCOPD: chronic obstructive pulmonary disease.

A significant difference was observed between the cohorts
regarding racial and ethnic composition, with 72.8% (123/169)
of intervention miners being from underrepresented racial and
ethnic minorities (including American Indians and Hispanics),
compared to 10% (6/61) of control miners (P<.001). The
intervention cohort consisted of more male participants than
the control cohort (154/169, 91% vs 48/61, 79%; P=.02).
Furthermore, intervention miners had a lower annual income,
with 58.6% (99/169) of intervention miners earning less than
$80,000 annually versus 33% (20/61) of control miners (P=.005)
and a lower education level, with 40.9% (69/169) of intervention
miners having postsecondary education versus 85% (52/61) of
control miners (P<.001). In terms of COVID-19–related
behavior and vaccination characteristics, intervention miners
were more likely to ride-share to and from the mining site
(75/169, 44.4% vs 6/61, 10%; P<.001) but were also more likely
to wear face coverings outside of the mine often or very often
(142/169, 84.1% vs 30/61, 33%; P<.001). Moreover,

intervention miners had a 25.4% (43/169) baseline vaccination
rate against COVID-19 versus 15% (9/61) for control miners
(P=.07). The intervention miners may have been more likely
to have been exposed to household wood smoke than control
miners (51/169, 30% vs 11/61, 18%; P=.08).

Intervention Acceptance
The mean intervention test acceptance rate was 96.4%
(11,413/11,842). The high test acceptance was unaffected by
demographic or medical history characteristics or baseline
COVID-19 vaccine uptake (P>.05 for all, data not shown). The
number of tests per miner per week (mean 1.64, SD 0.26) did
not show a trend over the study (Figure 1; slope=0.004;
SE=0.005; P=.46; temporal autocorrelation=–0.73). The total
number of testing opportunities varied by the individual, with
an average of 84 opportunities per miner over 267 study days.
Participants voluntarily performed an average of 62.0 (SD 14.4)
tests, ranging from 1 to 84 tests (Figure 2).

Figure 1. Number of SARS-CoV-2 antigen tests performed per miner per week. Intervention tests were performed at each alternate work shift (schedule
4 days on and 4 days off) during the 2021 calendar weeks 8-52 and 2022 calendar weeks 1-9 (ie, from the end of February 2021, to the end of February
2022; n=169 miners at the intervention site).
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Figure 2. Distribution of the number of SARS-CoV-2 antigen tests per miner. There were approximately 84 opportunities over 267 study days.
Participants performed an average of 62.0 (SD 14.4) tests and a median of 65 tests (IQR 68.25-61.75), ranging from 1 to 84 tests (n=169 miners at the
intervention site).

Diagnostic Accuracy of the Intervention Test
Compared to RT-PCR Gold Standard Testing
Sensitivity, specificity, and predictive values of the intervention
(QAT on self-collected NSs at the mine site analyzed by trained
miner investigators in the temporary field laboratory) were

established through comparison with the gold standard test (ie,
qualitative RT-PCR conducted on an NPS collected on the same
day by trained health personnel and analyzed in a laboratory).
Compared to gold standard testing on a sample of 68 pairs of
tests, the intervention test in the field setting showed 100%
sensitivity and 100% specificity (Tables 2 and 3).

Table . Comparison of test characteristics between the qualitative rapid antigen test on midnasal swabs in the field and the gold standard test in a
laboratory, in a sample of 68 pairs of tests.

Gold standard test (qualitative RT-PCRa on NPSsb)Test result

TotalNondisease (negative)Disease (positive)

Antigen test on NSc

38038    Positive

30300    Negative

683038    Total

aRT-PCR:reverse transcriptase polymerase chain reaction.
bNPS: nasopharyngeal swab.
cNS: nasal swab.
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Table . Sensitivity, specificity, and predictive values for the qualitative rapid antigen test on midnasal swabs in the field, compared to the gold standard
test in a laboratory, in a sample of 68 pairs of tests.

Calculated sensitivity (95% CI)EquationsParameters

100 (91-100)True positive/(true positive + false negative)Sensitivity (%)

100 (88-100)True negative/(true negative + false positive)Specificity (%)

100aTrue positive/(true positive + false positive)Positive predictive value (%)

100atrue negative/(true negative + false negative)Negative predictive value (%)

a95% CI was not calculated for these values.

Diagnostic Accuracy of Self-Collected NS Versus NPS
Collected by Health Personnel Using RT-qPCR
For this analysis, 46 paired samples (NS and NPS) were
collected. Among these swabs, the human RNP gene was not
detected in 4 samples: 3 from self-collected samples and 1 NPS

collected from a health care professional following RT-qPCR
conducted in the Center for Global Health Perkins laboratories.
These samples were excluded from further analyses. The
RT-qPCR results for the 42 remaining samples are shown in
Table 4.

Table . Diagnostic performance of nasal swab versus nasopharyngeal swab using RT-qPCRa for SARS-CoV-2 (42 matched samples). Samples with
a cycle threshold value of ≥40 were considered negative.

Kappa coefficient (95% CI)Concordance rate (%)Nasopharyngeal swabTest result

PositiveNegative

0.39 (0.04‐0.73)80.9Nasal swab

54    Negative

303    Positive

aRT-qPCR: quantitative reverse transcriptase polymerase chain reaction.

The concordance rate was 80.9% between the two sampling
methods with a κ coefficient of 0.39 (95% CI 0.04‐0.73;
P=.01). Simple linear regression was performed to further
investigate the relationship between viral loads and the two
sample collection methodologies (Figure 3). A modest
correlation (R=0.38; P=.04) for SARS-CoV-2 viral load was
detected between 30 paired NP and NS samples. The Ct values
and computed viral loads for the discordant samples are shown

in Table 5. The NPS virus nucleoprotein gene N1 Ct values for
the discordant samples were ≥35, which, after normalizing to
the respective RNP sample [18], corresponded to viral loads
between log 3 to log 6.5 copies of viral RNA per 1000 cells.
This magnitude of viral load was not detectable in self-collected
NS samples, suggesting that an NPS was better than an NS for
detecting lower viral loads.
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Figure 3. Modest correlation between SARS-CoV-2 viral load from nasopharyngeal swabs and nasal swabs. A linear regression model was performed
from nasopharyngeal swab and nasal swab paired samples SARS-CoV-2 viral load (log10) to examine the relationship between viral loads and the two
sample collection methodologies (n=30; y=0.2522x+7.2466; R=0.376). NPS: nasopharyngeal swab; NS: nasal swab.
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Table . Cycle threshold values and corresponding calculated viral loads of discordant self-collected nasal swab and nasopharyngeal samples collected

by trained health care providers using RT-qPCRa.

Corresponding viral load (log10)NPScNSbSample ID

NPNSRP CtN1f CtRPe CtN1 Ctd

7.310g36.5936.8237.17>40221

6.17033.9637.1438.27>40263

3.09025.0738.4330.85>40398

6.26037.4737.0734.15>40420

5.78033.0137.1435.64>40738

05.7433.27>4031.7238.52749

04.4224.58>4026.9635.95759

08.4332.15>4031.3928.59967

aRT-PCR: reverse transcriptase polymerase chain reaction.
bNS: nasal swab.
cNPS: nasopharyngeal swab.
dCt: cycle threshold.
eRP: human RNase P gene assay control.
fN1: virus nucleoprotein gene N1 assay.
gCycle threshold values ≥40 were considered negative.

Seropositivity Testing
Seropositivity patterns of miners enrolled and tested during the
initial recruitment period (baseline, February to March 2021)
were compared between intervention and control miners using

χ2 tests for prevalent seropositivity and cumulative postbaseline
incidence during the study. At baseline, prevalent seropositivity
was seen among 18 out of 115 (15.7%) intervention miners and
15 out of 60 (25%) control miners (OR 0.56, 95% CI 0.26-1.19;
P=.13), and cumulative postbaseline incidence was found in 14
out of 97 (14%) intervention miners compared to 17 out of 45
(38%) control miners (OR 0.28, 95% CI 0.12-0.63; P=.002;

Table 6). We also used Kaplan–Meier analysis and log-rank
tests, which accounted for dropouts, to visualize and analyze
whether seropositivity patterns were different for intervention
and control miners. Figure 4 shows that seropositivity was
greater in control miners than in intervention miners at all time
periods (log-rank test P=.02). The 12-month cumulative
incidence was 48.2% (95% CI 35.4-62.9) among intervention
miners and 65.3% (95% CI 51.1-79.2) among control miners
when estimated by Kaplan-Meier analysis. When only
postbaseline incidence was analyzed, the log-rank test had a
lower power and was not significant (P=.09) with a 12-month
seropositivity of the intervention group of 38.6% (95% CI
24.9-56.4) and 53.8% (95% CI 37.2-72.1) for the control group.

Table . Prevalent and incident seropositivity patterns between the intervention and control miners enrolled and tested during the initial recruitment
period (baseline, February to March 2021).

Control (Wyoming-based) mine (n=35)Intervention (New Mexico–based) mineStudy timepoint

Cumulative seropositivity,
n/N (%)

New seropositivity, nCumulative seropositivity,
n/N (%)

New seropositivity, n

15/60 (25)1518/115 (15.7)18Prevalent seropositivity
(baseline)

Postbaseline incident seropositivitya

0/45 (0)00/97 (0)03 mo

6/45 (13)61/97 (1)16 mo

17/45 (38)1114/97 (14)1312 mo

aPostbaseline incident seropositivity was calculated using the total sample size minus the baseline sample size.
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Figure 4. Cumulative incidence of SARS-CoV-2 infection in miners in intervention and control mine sites. Data shown are the cumulative incidences
of seropositivity (1 – survival estimated by Kaplan-Meier analysis) for New Mexico–based miners from the intervention mine (solid blue line) and
Wyoming-based miners from the control mine (dashed green line). Plus symbols indicate miners that were not followed in subsequent testing periods
or were negative at the end of follow-up. Numbers at the bottom of the graph are the number of miners in the analysis at each time. NM: New Mexico;
S: survival; WY: Wyoming.

Table S1 in Multimedia Appendix 1 shows unadjusted logistic
regression analyses for prevalent and postbaseline incidence,
as well as the combined cumulative seropositivity. Combined
cumulative seropositivity analyses included miners enrolled at
any time during the study. When testing differences in the
incidence of seropositivity after baseline, intervention miners
(14/97, 14%) had a lower incidence compared to control miners
(17/45, 38%; OR 0.28, 95% CI 0.12-0.64; P=.002). Incident
seropositivity was lower in those who self-reported using masks
very often (6/67, 9%) or often (11/39, 28%) compared to those
using masks less often (13/35, 37%; P=.004; Table S1 in
Multimedia Appendix 1). A previous positive COVID-19 test
was associated with higher odds of baseline seropositivity (OR
12.72, 95% CI 5.00-32.31; P<.001) but not for incident
seropositivity (OR 1.34, 95% CI 0.45-4.15; P=.59). Age, race
and ethnicity, sex, ride-sharing, and COVID-19 vaccination
status were not associated with baseline or incident
seropositivity. Seropositivity at any time during the study
(combined cumulative seropositivity) was lower among
intervention miners (OR 0.23, 95% CI 0.12-0.43; P<.001), lower
among miners who self-reported wearing masks very often (OR
0.19, 95% CI 0.09-0.38; P<.001), and lower among miners
vaccinated at baseline (OR 0.41, 95% CI 0.19-0.89; P=.03).
Combined cumulative seropositivity was lower among miners
with any nasal testing, which was confounded by the
intervention and baseline seropositivity, and odds of cumulative
seropositivity did not show a dose-response relationship, with
more tests having a lower OR than fewer tests (P>.05, data not

shown). We also used multivariable logistic models with
covariates for age, race and ethnicity, sex, masking frequency,
ride-sharing, and COVID-19 vaccination status to assess factors
associated with seropositivity (Table S2 in Multimedia Appendix
1). More frequent masking was significantly associated with
lower odds of seropositivity for incident and combined
cumulative seropositivity measures. Further, more frequent
masking was more common in the intervention group, had a
strong protective effect on seroprevalence, and confounded the
protective effect of the intervention on incident seropositivity
and combined cumulative seropositivity.

Discussion

Principal Results
Workers in essential sectors have experienced higher COVID-19
infection and mortality rates throughout the pandemic [19].
Much attention has been given to the significant occupational
risk of infection among health care workers, but essential work
extends beyond health care. Understanding the feasibility and
effectiveness of implementing point-of-care testing in essential
non–health care professions is crucial for preventing or slowing
the transmission of infectious diseases.

Miners, deemed essential workers, face unique challenges that
make them more vulnerable and susceptible to COVID-19 [20].
Mining environments often have decreased ventilation and
limited availability for physical distancing, remote work, or
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flexible schedules. Miners are also exposed to higher levels of
air pollutant particulates, which may increase their susceptibility
to respiratory infections or worsen health outcomes from
respiratory infections [21]. Moreover, mine sites are situated in
rural areas with limited access to health care and testing
facilities. Despite these disproportionate challenges, limited
guidelines are available for maintaining mining and other
non–health care operations effectively and safely during an
infectious disease outbreak. Thus, the objective of this study
was to investigate the feasibility and effectiveness of using
frequent point-of-care molecular workplace surveillance as an
intervention strategy to prevent the spread of SARS-CoV-2 at
rural mining sites.

The intervention had a high mean acceptance rate of 96.4%
(11,413/11,842), reflecting the involvement of mine safety
personnel in the design and execution of the study. Additionally,
frequent point-of-care workplace surveillance was associated
with a lower cumulative SARS-CoV-2 seropositivity rate in
intervention miners compared to control miners (P=.002). This
study further examined the reliability of self-collected NS versus
NPS samples collected by trained health care personnel to detect
SARS-CoV-2 using RT-qPCR. The Cohen κ coefficient of 0.39
indicates fair agreement between the two collection methods.
However, we observed that NPS samples that tested positive
for SARS-CoV-2 by RT-qPCR but had lower viral loads were
frequently associated with negative results when tested using
NSs instead. While less reliable when compared to NPSs for
detecting low levels of SARS-CoV-2, self-collected NS can
provide diagnostic performance comparable to NPSs in
participants with higher viral loads. As such, NS is a suitable
and practical option for intervention test use, especially in
resource-limited settings where point-of-care QAT is more
accessible, cost-effective, and faster than the gold standard test.

Limitations
A limitation of this study is that protective behaviors influence
COVID-19 health outcomes, including confounding
seropositivity rates [22]. While the CDC has encouraged the
public use of face coverings during high spikes in community
infection rates and vaccination against COVID-19, the use of
these protective measures can vary between mine sites based
on individual and community factors [23]. We observed that
intervention miners were more likely to wear face coverings in
public and more willing to receive a vaccine against COVID-19.
This difference may reflect partisan variation in official
messaging related to COVID-19 protective behaviors to the
public between Democratic-governed (New Mexico) and
Republican-governed (Wyoming) states [24].

It is also important to note that our study did not involve
randomization, so the unmatched distribution of covariates
between the two cohorts may result in confounding bias which
may have influenced our findings. However, several differences
related to demographics and social determinants of health
between the mine sites placed the intervention cohort at a higher
risk for SARS-CoV-2 infection than the control miners. For
example, intervention miners were more likely to be male, which
is associated with an increased risk for SARS-CoV-2 infection
[25]. Additionally, intervention miners were more likely to be

racial and ethnic minorities. Given the disparities observed in
minority populations during the pandemic [26,27], this selection
bias may have placed the intervention miners at an increased
inherent risk for infection and associated complications, which
may have biased the protective effect of the intervention toward
the null value. Intervention miners were more likely to ride-share
and report previous exposure to woodsmoke, a risk factor for
increased respiratory disease susceptibility [28]. Moreover, data
previously published on our New Mexico cohort indicate that
minority miners are at greater risk for developing lung disease
than non-Hispanic White miners [29].

Intervention miners also had a lower mean income and
educational status than control miners. A study analyzing the
joint effects of socioeconomic position, race and ethnicity, and
sex on mortality in the first year of the COVID-19 pandemic
revealed that COVID-19 mortality was 5 times higher in
individuals in low versus high socioeconomic positions [30].
The above-mentioned biases may impact the study’s
conclusions, making it difficult to determine whether the
observed effects are genuinely due to the intervention or other
factors. Although randomization is a key method to mitigate
these biases and enhance the credibility of clinical research,
community investigators did not consider this study design
feasible during the pandemic. Challenges encountered by the
study included the lack of easily available intervention tests and
community research personnel in the field during the early stage
of the pandemic, which limited study recruitment and expansion
to other mine sites. The recruitment of a sample size that was
lower than planned limited the power of the study. Additionally,
the remote location of the study sites increased study costs, and
the lack of cellphone and internet connectivity required adaptive
strategies by the investigators. Although our intervention can
be replicated in other geographic areas and workers in other
public and private essential service settings, scaling the
intervention would require careful consideration of these unique
challenges and a study of its cost-effectiveness.

Comparison With Prior Work
Since the onset of the pandemic, several papers have been
published supporting routine testing to limit the spread of
SARS-CoV-2 in health care settings [31-33]. However, studies
evaluating frequent point-of-care surveillance, particularly in
sectors outside of health care, are still limited. One study, which
included a variety of essential workers, including health care
workers, found that regular testing of all key workers was
associated with reduced transmission of approximately 67
individuals per 1000 tests, with high accuracy of testing
(87.1%‐99.9%) [34]. In this study, researchers used RT-PCR
rather than QAT, likely due to the limited availability of these
tests at the study’s onset. However, a later study evaluating the
sensitivity and specificity of the Boson Rapid SARS-CoV-2
rapid antigen detection test revealed an overall sensitivity of
63.04% for anterior NSs and 73.33% for NPSs, with 100% test
specificity [35]. A similar study, also showing 100% specificity,
compared the Medomics SARS-CoV-2 antigen test device to
gold standard testing and reported that rapid antigen detection
tests using self-collected anterior NSs proved to be as sensitive
as and more tolerable than professionally collected NPSs for
Ct values up to 30, determined by RT-PCR [36]. Supporting
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these results and our own, additional studies have emerged
revealing that NS self-sampling yields comparable results to
NPS sampling using both RT-PCR [37,38] and QAT for analysis
[39]. Studies have established the effectiveness of other field
interventions, such as PCR-based wastewater surveillance of
SARS-CoV-2 [40]. However, such samples are difficult to
collect and analyze in rural areas and provide community-level
and not individual-level surveillance data, limiting their impact.

Conclusion
Our data firmly establish SARS-CoV-2 QAT on self-collected
NSs as a feasible alternative to laboratory-based RT-PCR on
NPSs for preventing the spread of COVID-19 at essential

workplaces within vulnerable communities at an increased risk
of being adversely affected by the COVID-19 pandemic because
of their occupation, demographics, and rural and remote
locations. Additionally, our findings demonstrate the excellent
performance of the intervention test in a real-world setting
compared to the gold standard. The study findings support
developing and implementing policy measures for workplace
surveillance and other protective interventions against the spread
of SARS-CoV-2 among rural non–health care essential workers.
The implications of our findings extend beyond this study,
providing valuable insights for designing interventions to
maintain employees’ safety at other essential workplaces during
an infectious disease outbreak of respiratory pathogens.
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Abstract

Background: This study updates the COVID-19 pandemic surveillance in East Asia and the Pacific region that we first conducted
in 2020 with 2 additional years of data for the region.

Objective: First, we aimed to measure whether there was an expansion or contraction of the pandemic in East Asia and the
Pacific region when the World Health Organization (WHO) declared the end of the COVID-19 public health emergency of
international concern on May 5, 2023. Second, we used dynamic and genomic surveillance methods to describe the dynamic
history of the pandemic in the region and situate the window of the WHO declaration within the broader history. Finally, we
aimed to provide historical context for the course of the pandemic in East Asia and the Pacific region.

Methods: In addition to updates of traditional surveillance data and dynamic panel estimates from the original study, this study
used data on sequenced SARS-CoV-2 variants from the Global Initiative on Sharing All Influenza Data to identify the appearance
and duration of variants of concern. We used Nextclade nomenclature to collect clade designations from sequences and Pangolin
nomenclature for lineage designations of SARS-CoV-2. Finally, we conducted a 1-sided t test to determine whether the regional
weekly speed was greater than an outbreak threshold of 10. We ran the test iteratively with 6 months of data across the sample
period.

Results: Several countries in East Asia and the Pacific region had COVID-19 transmission rates above an outbreak threshold
at the point of the WHO declaration (Brunei, New Zealand, Australia, and South Korea). However, the regional transmission rate
had remained below the outbreak threshold for 4 months. In the rolling 6-month window t test for regional outbreak status, the
final P value ≤.10 implies a rejection of the null hypothesis (at the α=.10 level) that the region as a whole was not in an outbreak
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for the period from November 5, 2022, to May 5, 2023. From January 2022 onward, nearly every sequenced SARS-CoV-2
specimen in the region was identified as the Omicron variant.

Conclusions: While COVID-19 continued to circulate in East Asia and the Pacific region, transmission rates had fallen below
outbreak status by the time of the WHO declaration. Compared to other global regions, East Asia and the Pacific region had the
latest outbreaks driven by the Omicron variant. COVID-19 appears to be endemic in the region, no longer reaching the threshold
for a pandemic definition. However, the late outbreaks raise uncertainty about whether the pandemic was truly over in the region
at the time of the WHO declaration.

(JMIR Public Health Surveill 2025;11:e53214)   doi:10.2196/53214

KEYWORDS

SARS-CoV-2; COVID-19; East Asia; Pacific; American Samoa; Australia; Brunei Darussalam; Cambodia; China; Fiji; French
Polynesia; Guam; Hong Kong; Indonesia; Japan; Kiribati; People’s Democratic Republic of Korea; Republic of Korea; Lao
People’s Democratic Republic; Macao; Malaysia; Marshall Islands; Federated States of Micronesia; Mongolia; Myanmar; Nauru,
New Caledonia; New Zealand; Northern Mariana Islands; Palau; Papua New Guinea; Philippines; Samoa; Singapore; Solomon
Islands; Thailand; Timor-Leste; Tonga; Tuvalu; Vanuatu; Vietnam; pandemic; surveillance; public health; speed; acceleration;
deceleration; jerk; dynamic panel; generalized method of moments; Arellano-Bond; 7-day lag

Introduction

Background
COVID-19, the disease caused by SARS-CoV-2, was first
detected in Wuhan, China, in the fall of 2019 [1-5]. Our research
team conducted an analysis of the pandemic in East Asia and
the Pacific region one year into the pandemic [6]. This study
provides 2 additional years of updated surveillance and analysis
for the region.

We adopted the World Bank’s definition of East Asia and the
Pacific region, which is based on economic development and
geographical proximity, encompassing American Samoa,
Australia, Brunei Darussalam, Cambodia, China, Fiji, French
Polynesia, Guam, Hong Kong, Indonesia, Japan, Kiribati,
People’s Democratic Republic of Korea, Republic of Korea,
Lao People’s Democratic Republic, Macao, Malaysia, Marshall
Islands, Federated States of Micronesia, Mongolia, Myanmar,
Nauru, New Caledonia, New Zealand, Northern Mariana Islands,
Palau, Papua New Guinea, the Philippines, Samoa, Singapore,
Solomon Islands, Thailand, Timor-Leste, Tonga, Tuvalu,
Vanuatu, and Vietnam [7]. North Korea neither collects nor
reports COVID-19 caseloads and deaths.

The World Health Organization (WHO) and Director-General
Ghebreyesus declared the end of COVID-19 as a public health
emergency of international concern on May 5, 2023 [8-10],
based on the recommendation of the COVID-19 Emergency
Committee [10]. We compared the progression of the pandemic
before and after this declaration.

Empirical Definition of Pandemic Versus Epidemic
Versus Outbreak Versus Endemic
Epidemiological terms, such as pandemic, epidemic, outbreak,
and endemic, are used to describe the occurrence and spread of
disease [11,12]. The distinctions between these terms lie in their
scope, geographic extent, and severity. An epidemic refers to
a sudden increase in the number of disease cases in a specific
population or region. If the epidemic spreads across several
countries or continents, it becomes a pandemic. An outbreak,
on the other hand, describes a sudden increase in a concentrated

setting, usually involving a more limited geographic area than
an epidemic. Endemic refers to the constant presence of a
disease in a particular geographic region or population, with no
sudden increases in case volume [13,14]. Field epidemiology
defines these terms based on transmission metrics and
geographical distribution and uses transmission metrics and
geographical distribution to differentiate the nuances of these
terms. Although public health surveillance data may not capture
all cases, they are the best proxy for monitoring and tracking
disease spread within a population in near real time. Surveillance
is crucial for the timely response to health threats [15].

Traditional Surveillance Versus Enhanced Surveillance
Public health surveillance is the “ongoing, systematic collection,
analysis, and interpretation of health-related data essential to
planning and evaluation of public health practice” [16]. Not
only does surveillance explain the burden of death and disease
transmission but also it generates research questions and guides
investigators on topics that require further investigation [17-31].
Surveillance allows us to compare the burden of disease between
geographical regions and to understand which regions are most
impacted. The impact can be measured through per capita rates
of how many people contract a disease, how many die, and
affiliated costs.

However, traditional surveillance carries several limitations that
this study has addressed. Traditional surveillance provides a
snapshot of past events [17-31], meaning it is static and only
reflects historical data. In the middle of a burgeoning pandemic,
policy makers and public health practitioners also need to
understand what is about to happen. Is an outbreak increasing?
Will growth switch from linear to exponential? Are more people
dying from that particular condition in one place than another?
To inform health policy and practice, knowledge of what is
about to happen is often more valuable than knowledge of what
did happen. To that end, we have developed enhanced
surveillance metrics that reflect the dynamics of a pandemic
and inform imminent growth—most importantly, where along
the epidemiological outbreak curve a particular region is
situated. In addition, we included dynamic metrics about the
speed of the pandemic at the national, regional, and global level.
We measured how acceleration of speed one week compared
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to the prior week, as well as how novel infections in a prior
week predicted new cases the following week. We can think of
the latter measure as the echoing forward of cases. These metrics
were tested and validated in prior research [6,32-42].

For the purpose of this study, standard surveillance metrics
explain what has already happened in East Asia and the Pacific
region, while enhanced surveillance metrics provide insights
into future trends or the current position of a country along an
epidemiological curve. We used both types of metrics to analyze
the possible end to the pandemic in East Asia and the Pacific
region.

Objectives
This study has 3 objectives. First, we aimed to measure whether
there was an expansion or contraction in the pandemic in East
Asia and the Pacific region at the time the WHO declared the
end of the COVID-19 pandemic as a public health emergency
of international concern on May 5, 2023 [43-51]. At both the
region and country level, we used advanced surveillance and
analytical techniques to describe the status of the pandemic in
a 2-week window around the WHO declaration. From a public
health perspective, we needed to know whether the rate of new
COVID-19 cases was increasing, decreasing, or stable from
week to week, and if any changes in the transmission rate
indicated an acceleration or deceleration of the pandemic.
Statistical insignificance is significant—it can signal the
epidemiological end to the pandemic if the rate of new cases is
0 (or very low) and stable, meaning the number of new cases
is neither accelerating nor decelerating.

Second, we used dynamic and genomic surveillance methods
to describe the history of the pandemic in the region and situate
the time window around the WHO declaration within the broader
history. We included the ratio of COVID-19 deaths to the
number of transmissions as a proxy for the mortality risk from
infection at the population level. We also included a historical
record of genomic surveillance from sequenced viral specimens
to identify the appearance and spread of variants of concern in
the region.

Third, we aimed to provide historical context for the course of
the pandemic in East Asia and the Pacific region. We have
addressed several questions. How did countries respond to the
pandemic? How did the region fare in terms of disease burden?
And what social, economic, and political factors shaped the
course of COVID-19 in the region? This context can provide
important lessons for disease prevention and mitigation in future
pandemics.

Methods

Overview
We conducted trend analyses with longitudinal COVID-19 data
from Our World in Data (OWID) [52]. This study provides
updates of traditional surveillance data and dynamic panel
estimates from the original work by Post et al [6,40,41,53-55].
For East Asia and the Pacific region, the data comprised an
unbalanced panel of 36 countries and territories, running from
August 14, 2020, to May 12, 2023. Because several countries
around the world switched from daily to weekly reports at

various points in 2023, we used a cubic spline to interpolate
daily new cases and deaths if any country had 4 consecutive
periods of nonzero new cases interspersed by 6 days of 0 new
cases [56-58].

To identify the appearance and duration of variants of concern,
we also used data on sequenced SARS-CoV-2 variants from
the Global Initiative on Sharing All Influenza Data (GISAID),
which is an effective and trusted web-based resource for sharing
genetic, clinical, and epidemiological COVID-19 data [59-62].
We used Nextclade nomenclature [63] to collect clade
designations from sequences and Pangolin nomenclature for
lineage designations of SARS-CoV-2 [64,65]. Metadata for the
study period were collected on June 22, 2023. To avoid low
frequency or potentially erroneous samples, the dataset was
further filtered to exclude months with fewer than 100 available
samples, variant groups with fewer than 5 samples in a month,
and variant groups representing <0.5% of the total samples in
a month. The final dataset consisted of 184,386 total samples
available on GISAID [59-62].

Traditional surveillance metrics include the speed of
transmission or the rate of new COVID-19 cases per 100,000
population. Novel metrics include acceleration, jerk, and 1-
and 7-day persistence estimates. Acceleration is the change in
speed from one time unit to the next. Acceleration can measure
whether transmission rates are rising, falling, or stable. Jerk is
the change in acceleration from one time unit to the next. The
term jerk is adopted from physics nomenclature, as a large jerk
can signal explosive growth in transmissions. The 1- and 7-day
persistence measures provide the impact of the 1- and 7-day
lag of speed on current speed. For another interpretation, these
estimates capture how COVID-19 cases echo forward to cases
either 1 or 7 days later. They are coefficient estimates from an
Arellano-Bond dynamic panel data model [66]:

in which the dependent variable is speed, the independent
variables include weekend and recent week indicators, αi is a
country fixed effect, and uit is the idiosyncratic error term.
Advantages of the Arellano-Bond estimates include a correction
for time-invariant omitted variables and the ability to assess
both the predictive ability of the model and validity of its
specification [41].

We analyzed the potential statistical end to the pandemic with
a 1-sided t test for whether the mean of speed was equal to or
greater than the outbreak threshold of 10. We ran the test on a
rolling 6-month window over weekly speed for the region, and
we plotted the P values from the test over time. The test can
assess whether the region as a whole was experiencing an
outbreak over a defined time window, during which the speed
may sometimes exceed the outbreak threshold and at other times
remain below it. All statistical analyses were conducted in R
(version 4.2.1; R Foundation for Statistical Computing) with
the plm package (version 2.6-2) [53,54].

Ethical Considerations
All data used in this study are publicly available and contain
no identifiable, private information. Therefore, the study is
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deemed exempt research with human subjects as defined by the
US Government Code of Federal Regulations 45CFR46 and so
was not submitted the Northwestern University Institutional
Review Board. However, the authors note that anonymized
COVID-19 data surveillance systems can generate local and
global ethical questions beyond the scope of this study [67].

Results

Tables 1-6 present traditional (ie, static) and novel (ie, dynamic)
COVID-19 surveillance metrics with OWID transmission and
death data for East Asia and the Pacific region. These results
focus on the 2-week period around the time when the WHO
declared COVID-19 was no longer a public health emergency
of international concern. The week before the declaration was
April 28, 2023, and the week after was May 5, 2023.

Table 1. Arellano-Bond dynamic panel data estimates of the number of daily COVID-19 infections reported by country in East Asia and the Pacific

region from April 28 to May 12, 2023a,b.

P valuescValuesVariables

.460.1711-day lag coefficient

<.0010.8777-day lag coefficient

<.001−0.488Shift parameter, week of April 28

<.0010.491Shift parameter, week of May 5

.28−1.215Weekend effect

aWald test: χ2
6=730,275, P≤.001.

bSargan: χ2
540=24, P=.99.

cContains estimates from the model in equation (1).

Figure 1 plots the novel surveillance metrics over time, from
the start of the pandemic up to the WHO declaration in May
2023. Figure 2 uses GISAID data on sequenced SARS-CoV-2
variants to present the proportion of variants of concern returned
among specimens over a similar period. Figure 3 returns to
regional transmission data to present the results of a rolling
6-month window t test for whether the region was in a state of
outbreak over each period. Finally, Figure 4 presents a
qualitative timeline of key events in the COVID-19 pandemic
in East Asia and the Pacific region.

Table 1 presents the dynamic panel estimates for the most recent
time window. The Wald test for the regression was significant
(P<.001), and the Sargan test failed to reject the validity of the
overidentification restrictions (P=.99). The 1-day lag coefficient
was not statistically significant (P=.46), but the 7-day lag
coefficient was (P<.001), suggesting a cluster effect in which
cases on a given day impact cases 7 days later. The shift
parameter for the week of April 28 was negative (−0.488), while
the more recent shift parameter for the week of May 5 was
positive (0.491). The roughly equal magnitudes suggest the
echo-forward effect of cases remained roughly stable from the
start to the end of the 2-week period.

Standard surveillance metrics for the weeks of April 28 and
May 5, 2023, are provided in Tables 2 and 3. Although most
countries in the region had a small number of new COVID-19
cases, several countries had high rates of transmission. For the

week of April 28, Brunei had by far the highest rate of new
COVID-19 cases at 1431 per 100,000 population. The next
highest rate was 204 in New Zealand, followed by 115 in
Australia and 36 in South Korea. These rates exceeded the
outbreak threshold according to the Centers for Disease Control
and Prevention [32-42,68]. Specifically, low transmission is
defined as no more than 10 cases per 100,000 people per week,
moderate transmission ranges from 10 to 50 cases per 100,000
people per week, and substantial transmission is between 50 to
100 cases per 100,000 people per week [68,69]. Thus, Brunei,
New Zealand, and Australia were in greater-than-substantial
outbreaks, while South Korea was in a moderate outbreak.

Outbreak status for countries in the region looked roughly the
same for the week of May 5. Brunei had somewhat lower
transmission rate than in the prior week, while Australia had a
higher rate. The other exception is Guam, who entered an
outbreak with a speed of 61 (Table 3). The speed in Guam was
17 for the week of April 21. The dip to zero in the intermediate
week (Table 2) most likely represents a disruption in data
reports, but it is also important to note that transmission speed
can be more variable in small island territories. For the region
as a whole, COVID-19 may have still met the pandemic
definition at the time of the WHO declaration, with several
countries experiencing sizeable outbreaks. However,
transmission rates were low for the rest of the region, suggesting
a transition from pandemic to endemic.
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Table 2. Static COVID-19 surveillance metrics for East Asia and Pacific countries in the week of April 28, 2023.

Conditional
death rate

Death rate
per 100,000
individuals

7-day mov-
ing average
of deaths

Cumulative
deaths, n

New weekly
deaths, n

Infection
rate per
100,000 indi-
viduals

7-day mov-
ing average
of new cases

Cumulative
COVID-19
cases, n

New
COVID-19
cases, n

Country

00.521820,6130115.014273.5711,272,3554301Australia

00.300.1415801431.20721.29292,644918Brunei

0.02003056000.14138,7330Cambodia

005.86120,98470.03511.1499,250,200462China

0.010088300068,9210Fiji

0.010064900978,5186French Poly-
nesia

0.0100413008.7151,2400Guam

0.020.0120.86161,404200.771871.146,784,1702122Indonesia

00.012174,614185.9211,059.2933,766,9577343Japan

00067100.051.29218,0854Laos

0.0101.2937,020007095,071,8400Malaysia

0002136009.431,008,03819Mongolia

0.0300.1419,49200.38140.57635,660208Myanmar

00031400080,0580New Caledo-
nia

00.513.7127620203.731423.572,261,1261509New
Zealand

00041001.8613,8493Northern
Mariana Is-
lands

000905.53060000Palau

0.010067000.011.1446,8501Papua New
Guinea

0.020066,44401.03932.714,097,5251190Philippines

0001722003316.712,391,7703201Singapore

00.016.7134,518636.1915,477.5731,251,20318,752South Korea

0.010.011.4333,95702.36252.294,732,301242Thailand

0.010013800.150.4323,4312Timor

00143,19502.271836.1411,567,7282233Vietnam
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Table 3. Static COVID-19 surveillance metrics for East Asia and Pacific countries in the week of May 5, 2023.

Conditional
death rate

Death rate
per 100,000
individuals

7-day mov-
ing average
of deaths

Cumulative
deaths, n

New weekly
deaths, n

Infection
rate per
100,000 indi-
viduals

7-day mov-
ing average
of new cases

Cumulative
COVID-19
cases, n

New
COVID-19
cases, n

Country

00.4319.7120,7510135.744643.2911,303,6715076Australia

00.540.2916001271.72927.86299,505816Brunei

0.02003056000.43138,7360Cambodia

009.14121,048120.04612.5799,254,488572China

0.010088300068,9210Fiji

0.0100649003.5778,5453French Poly-
nesia

0.0100413061.121551,345105Guam

0.020.0124.29161,574220.531578.716,795,2211471Indonesia

00.0211.4374,694250.675230.7133,803,572833Japan

00067100.051.57218,0964Laos

0.0101.1437,028001085.145,079,4360Malaysia

00021360036.431,008,26549Mongolia

0.0300.1419,49300.29186.71636,967157Myanmar

00031400080,0580New Caledo-
nia

00.894.2927920207.281564.432,272,2291535New
Zealand

00041003.5713,8724Northern
Mariana Is-
lands

0009000.1460001Palau

0.010067000246,8640Papua New
Guinea

0.0201.2966,45301.6816274,108,9141940Philippines

00017220032772,414,3943386Singapore

00.0210.4334,591838.5817,163.4331,371,34719,989South Korea

0.010.031.4333,96703.12275.434,734,000320Thailand

0.010013800.070.5723,4351Timor

000.7143,20002.882523.1411,585,3902823Vietnam

A comparison of Tables 2 and 3 demonstrates little to no change
before and after the WHO declared an end to COVID-19 as a
public health emergency. China, Japan, and South Korea had
the most cumulative cases of COVID-19 transmissions, but
these ranks are a function of population size. Thus, a better
measure is the number of COVID-19 cases and deaths per
100,000 population. Moreover, death is often a better proxy for
the state of an outbreak than transmissions because deaths are
less likely to be undercounted [70]. Undercounting may be due

to poor public health infrastructure, increased use of home
antigen testing, or a dearth in polymerase chain reaction testing
or other resources. China, Japan, and South Korea reported <.01
deaths per population. When we control for risk of death given
the number of COVID-19 transmissions, we find that Myanmar
had the highest conditional death rate, at 0.03 deaths per 100,000
population, while Cambodia, Indonesia, and the Philippines
each reported a rate of 0.02.
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Table 4. Novel COVID-19 surveillance metrics for East Asia and Pacific countries for the week of April 28, 2023.

7-day persistence ef-
fect on speed

JerkAccelerationSpeedCountry

39.51−0.020.31114.28Australia

134.57−4.97111.651124.51Brunei

0000Cambodia

0.01000.04China

0.02−0.05−0.050Fiji

0.51003.26French Polynesia

2.520.75−2.495.07Guam

0.15−0.0300.68Indonesia

2.88−0.90−0.518.92Japan

0.01−0.0100.02Laos

0.71002.09Malaysia

0.04000.16Mongolia

0.0400.030.26Myanmar

0.02000New Caledonia

72.761.312.01192.18New Zealand

2.54002.88Northern Mariana Islands

00.790.790.79Palau

0000.01Papua New Guinea

0.160.010.050.81Philippines

24.830059.34Singapore

8.68−0.171.3729.87South Korea

0.71−0.02−0.012.46Thailand

0.010.020.020.03Timor

0.850.12−0.111.87Vietnam

Tables 4 and 5 present enhanced dynamic surveillance metrics
for the weeks before and after May 5. For most countries, speed
was low and stable, which implied values of acceleration and
jerk close to 0. Four countries were in a state of outbreak:
Australia, Brunei, New Zealand, and South Korea.

From the first to the second week, acceleration was positive for
Australia but negative for Brunei, which means the outbreak
was worsening in Australia but improving in Brunei. The
near-zero value of jerk for Australia suggests an inflection point
of the outbreak, which may have been on the verge of reduction.
Because acceleration was negative for Brunei, the negative
value of jerk suggests a continued, but slowed, downward trend
in the transmission rate. However, the 7-day persistence effect
remained high for both countries.

The outbreaks in New Zealand and South Korea remained stable,
with near-zero acceleration and jerk, although the 7-day
persistence effect showed a slight increase. Because 4 out of
the 36 countries and territories were experiencing outbreaks,
the distinction between pandemic and endemic for the region
remains unclear. On the basis of trends in other global regions,
these outbreaks are likely to be the last outbreaks of this
magnitude for these 4 countries; however, the scale of these
outbreaks means that transmissions could spread across borders,
potentially leading to new outbreaks in neighboring countries.

Finally, we note that the figures in Tables 4 and 5 are not
calculated as day-over-day averages across the week, as in
Tables 2 and 3. Thus, the magnitudes of speed may not exactly
match those presented in Tables 2 and 3.
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Table 5. Novel COVID-19 surveillance metrics for East Asia and Pacific countries for the week of May 5, 2023.

7-day persistence ef-
fect on speed

JerkAccelerationSpeedCountry

44.390.612.96124.16Australia

436.81−25.05−22.781446.57Brunei

0000Cambodia

0.01000.04China

0000Fiji

1.27001.26French Polynesia

1.978.738.738.73Guam

0.260.05−0.030.57Indonesia

3.471.17−0.754.22Japan

0.010.0100.02Laos

0.81003.20Malaysia

0.06000.95Mongolia

0.10−0.01−0.010.34Myanmar

0000New Caledonia

74.65−1.120.51211.21New Zealand

1.12006.63Northern Mariana Islands

0.31−0.79−0.790Palau

0000.02Papua New Guinea

0.310.020.091.41Philippines

23.050057.34Singapore

11.600.140.3433.12South Korea

0.960.030.112.69Thailand

0.01−0.01−0.010.04Timor

0.73−0.100.092.57Vietnam

Table 6. East Asia and Pacific countries with the highest 7-day persistence estimate in the week of May 5, 2023.

7-day persistence (May 5, 2023)Country

436.81Brunei

74.65New Zealand

44.39Australia

23.05Singapore

11.60South Korea

Table 6 compares the 7-day persistence effect on speed for the
top 5 countries for the week of May 5. Unsurprisingly,
persistence was highest for Brunei, which had the largest
outbreak at the time. Interestingly, Singapore appears on the
list despite not having reached outbreak status. The persistence
suggests that an outbreak could have been imminent for
Singapore. Alternatively, the persistence could signify a strong,
continued presence of COVID-19 as endemic in the area.

Figure 1 plots regional speed, acceleration, jerk, and 7-day
persistence metrics from August 14, 2020, to May 12, 2023.

The dashed gray line denotes the informal Centers for Disease
Control and Prevention outbreak threshold of speed equal to
10. The region saw 4 outbreaks over the period, but the first
and third were small, barely eclipsing a speed of 10. The first
outbreak happened in August 2021. The second happened in
February 2022, ultimately reaching a peak speed of 38. A third
minor outbreak occurred in July 2022. The final outbreak began
in December 2022, reaching a peak speed of 243 at the end of
the year. This outbreak was one of the largest in the world over
the course of the pandemic. However, since the end of January
2023, the region has not been in a state of outbreak.
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Figure 1. Novel surveillance metrics (speed, acceleration, jerk, and 7-day persistence) for COVID-19 infections in East Asia and the Pacific region
from August 2020 to May 2023.

Figure 2 plots variant groups as a proportion of all viral
specimens collected and sequenced in the region (and made
available through GISAID) each month. The first outbreak
occurred shortly after the appearance of the Delta variant. Each
subsequent outbreak occurred after the dominant Omicron
variant arrived. East Asia and the Pacific region, like much of
the rest of the world, saw a surge in cases amid the heightened
transmissibility of Omicron [71]. In contrast, the large outbreaks
driven by Omicron did not occur until the end of 2022. This
delay was achieved by the effective zero–COVID-19 policy in
China, which was finally abandoned at that point. The outbreak
hit in force shortly afterward.

Another potential indication of the end to the pandemic is the
continued dominance of the Omicron variant. While the region
saw a mixture of the ancestral, Alpha, Beta, and Delta variants
before the arrival of Omicron in November of 2021, viral
sequences have almost exclusively been identified as Omicron
and its subvariants ever since.

Figure 3 plots P values from a series of 1-sided t tests of whether
speed for the region was equal to or greater than the threshold
outbreak of 10. These tests were conducted on a rolling 6-month
window of weekly regional speed. The test can assess whether
the region was in an outbreak over a period in which speed may
sometimes eclipse an outbreak threshold and other times remain
below the threshold. Statistical insignificance indicates no

evidence against the null hypothesis of below-outbreak regional
speed over a period. For example, at the α=.10 level, the final
P value ≤.10 in the figure implies a rejection of the null
hypothesis that the region as a whole was not in an outbreak
for the period from November 5, 2022, to May 5, 2023.

In Figure 3, the dashed gray line denotes the least restrictive
conventional significance level threshold of α=.10. The test
first rejected the null in favor of the alternative for the 6-month
period ending in early May of 2021. The test lost significance
again in mid-September, before regaining significance at the
very end of 2022. This second period of rejection was driven
by the large Omicron outbreak around the time. More recently,
the test was on the verge of insignificance at the time of WHO
declaration. Although the test failed to reject the null at the
α=.10 level, it did reject at the α=.05 level. Compared to other
global regions, East Asia and the Pacific region are the latest
to potentially transition from the pandemic to endemic
COVID-19 status.

Within the historical context of enhanced surveillance metrics,
the region may be at the end stage of the pandemic. Speed has
not been this low for this long since the start of the pandemic.
However, we do note that several countries in the region
remained in substantial outbreaks at the time of the WHO
declaration. This reality brings some uncertainty to the ostensible
end to the pandemic in the region.
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Figure 2. Variants of concern (VOCs) as a proportion of all sequenced SARS-CoV-2 specimens from March 2020 to May 2023 in East Asia and the
Pacific region (n=1,234,493).

Figure 3. P values from t tests of weekly COVID-19 transmissions per 100,000 population equal to 10 over a rolling 6-month window in East Asia
and the Pacific region.

Figure 4 provides a timeline of the onset of COVID-19 in East
Asia and the Pacific region as well as vaccination programs and
major events that shaped the progression of the pandemic in the
region. Most notably, the zero–COVID-19 policy in China

effectively contained the disease in the country and therefore
to an extent in the region. Upon the abandonment of the policy,
a large wave of cases driven by Omicron finally hit the country,
much later than in other parts of the world.

JMIR Public Health Surveill 2025 | vol. 11 | e53214 | p.250https://publichealth.jmir.org/2025/1/e53214
(page number not for citation purposes)

Lundberg et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 4. Timeline of the COVID-19 pandemic in East Asia and the Pacific region. VOC: variant of concern; WHO: World Health Organization.

Discussion

Principal Findings
COVID-19 has affected all countries in East Asia and the Pacific
region. As of March 16, 2023, the WHO had reported a total of
213,883,614 COVID-19 cases and 622,018 deaths in East Asia
and the Pacific region [72]. At the same point, the WHO

reported 760,360,956 confirmed cases of COVID-19, including
6,873,477 deaths worldwide [72].

The results indicate a potential COVID-19 transition from
pandemic to endemic at the time the WHO removed the
designation of COVID-19 as a public health emergency of
international concern on May 5, 2023. Regional speed had
remained below the outbreak threshold of 10 for several months
ahead of the WHO declaration. The rolling t test of speed, equal
to the outbreak threshold, suggests that the region was in an
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outbreak over the six-month period starting at the end of 2022
when the Omicron variant drove a large increase in cases.
However, the result was only significant at the α=.10 level, not
the 0.05 level. However, several countries in the region had
transmission rates consistent with a substantial outbreak in the
2 weeks around the WHO declaration. These outbreaks make
an apparent end to the pandemic in the region unclear at the
time.

As another indicator, nearly all sequenced SARS-CoV-2
specimens in the region were identified as the Omicron variant
from early 2022 onward. This transition is consistent with a
more clearly defined end to the pandemic in other global regions
[73-75]. The relative delay for East Asia and the Pacific region
may be attributable to a late Omicron outbreak in the region
when China relaxed its stringent and effective zero–COVID-19
policy [76].

Policies Implemented to Control and Mitigate the
Transmission of COVID-19
Many countries in the region experienced multiple waves of
COVID-19 infections, with some waves more severe than others.
During the initial outbreaks, countries in East Asia and the
Pacific region were quick to respond with policies that were
highly effective at curbing transmission rates and limiting
mortality. Compared to other regions of the world, Asian
countries experienced significantly lower mortality early in the
pandemic (2.7 deaths per million in Asian countries vs 197
deaths per million in European countries) [77]. This disparity
has been attributed to several factors.

First, countries in the region were able to quickly formulate
effective strategies that were guided by their prior experiences
with other respiratory pandemics, such as the 2003 outbreak of
SARS-CoV-1 and the 2015 outbreak of Middle East respiratory
syndrome [78-80].

Second, cultural differences between Eastern and Western
societies may have allowed countries to more easily adopt face
masking and social distancing policies [77]. Where Western
countries such as the United States pride themselves on
individual freedoms, many Asian countries have cultures that
value collective societal well-being [81].

Third, the region as a whole tended to implement strict
containment policies, which typically included mask mandates,
social distancing, mass testing requirements, contact tracing,
quarantine protocols, border lockdowns, and eventually mass
vaccination programs to control the virus.

China initially implemented a strict zero–COVID-19 policy
with the aim to keep cases as close to zero as possible. At times,
entire cities, such as Shanghai, Chengdu, and Wuhan, entered
citywide lockdown to prevent the spread of the virus [82-84].
Amid these lockdowns, economic activities were halted, public
transportation was suspended, and residents were restricted to
their homes. Meanwhile, individuals who tested positive for
COVID-19 were taken to large isolation facilities to undergo
quarantine [82,85].

New Zealand and Taiwan also initially implemented strict
COVID-19 policies including mask mandates, tight border

control, contact tracing, and tightly targeted quarantines for
local outbreaks. These strategies were highly effective in
containing the virus during major outbreaks for both countries
[86,87]. However, both eventually shifted away from these
strategies with the emergence of more contagious variants such
as Delta and Omicron. Instead, they focused more on achieving
herd immunity through widespread vaccination campaigns and
protecting populations [86,88].

Vietnam, having learned lessons from the SARS outbreak in
2003, began preparing for COVID-19 weeks before the first
cases were reported in their country. Knowing that their health
care resources were limited, Vietnam’s strategic goal was to
keep COVID-19 cases as low as possible. They began
stockpiling personal protective equipment and created local
medical response teams to address outbreaks. When Vietnam
detected its first cases in the community, it acted decisively and
swiftly by locking down areas and performing meticulous
contact tracing [89,90]. Vietnam never relied on widespread
testing to curb infections [89].

The Philippines and Indonesia were COVID-19 hotspots
throughout the pandemic due to limited public health responses
by their governments. Both countries were late to institute
COVID-19 containment measures, such as contact tracing,
testing, and isolation, leading to high rates of infections and
deaths relative to other countries in the region [91-94]. In the
Philippines, the country’s limited health care infrastructure left
it ill-prepared for the pandemic, leading to an exponential
growth in cases during the first wave [94,95].

Many Pacific Island countries were quick to implement
strategies to prevent COVID-19 infections. Given their
geographical isolation, these countries went almost completely
free of COVID-19 cases during the initial wave of infections
through the use of strict border closures and restrictions on
international travel [96-98]. For example, the Solomon Islands
reported its first COVID-19 case in October 2020 in a student
who was returning from the Philippines [99]. However, it was
not until 2022 that the Solomon Islands faced its first widespread
community outbreak [100]. These strict border closures, while
effective, came with a natural economic cost as many island
nations rely heavily on tourism, which virtually evaporated
during the pandemic [97].

Subsequent waves of infection were primarily driven by local
easing of COVID-19 precautions and the emergence of new
and more contagious variants such as Delta and Omicron. For
example, Japan has experienced several waves of COVID-19
infections, with the largest wave occurring in mid-2022 due to
the Omicron variant [101]. China, on the other hand, has
reported fewer waves of COVID-19 infections due to its strict
containment measures, although it is not clear how accurate
their data are given their lack of consistent reporting. However,
when China eased their zero–COVID-19 policy in December
2022, it subsequently experienced an intense surge in cases and
related deaths [76]. Other countries in Asia, such as Vietnam
and Taiwan, have been relatively successful in controlling the
virus and have experienced fewer waves of infection.

While countries enjoyed relative success early on in controlling
disease, they had to grapple with the economic and social
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consequences of their restrictive containment policies. These
outbreaks and their associated governmental responses led to
substantial sociopolitical turmoil throughout the region. Protests
were widespread and focused on the government’s mishandling
of economic recovery and overly restrictive COVID-19 policies.
Thailand and Malaysia saw protests break out in 2021 due to
the government’s perceived lackluster pandemic response
[102,103]. The Philippines saw protesters calling for an end to
quarantine rules, which led to President Duterte to issue a “shoot
to kill” order against the protesters [104,105]. In China,
antigovernment protests broke out throughout the country in
late 2022 calling for an end to China’s zero–COVID-19 policy,
which used strict and draconian city-wide lockdowns to curb
the spread of the virus. In response, China eased their policy in
December 2022 and subsequently experienced an intense surge
in cases and deaths. The WHO criticized China for
underrepresenting the true number of deaths, with one senior
official stating that China was using too narrow of a definition
to count deaths [106,107]. New Zealand saw protesters converge
on Parliament to oppose COVID-19 vaccines mandates [108].

In terms of the economy, East Asia and the Pacific region
experienced a 0.2% decline in gross domestic product (GDP)
in 2020 driven by containment measures that limited economic
activity. However, as vaccines became more prevalent and
countries began easing restrictions, economies rebounded with
a GDP growth of 5.8% in 2021 [109].

To combat the economic ramifications of their containment
strategies, governments in the region focused on reopening their
economies and using large fiscal packages to stimulate economic
recovery. These fiscal packages typically included direct cash
support for affected workers, tax relief for individuals and
corporations, support for their strained health care systems, and
economic investment in specific economic sectors and public
works. In 2020, the Chinese government launched several fiscal
measures estimated to be worth approximately 4.9 trillion RMB
(4.7% of GDP; US $672.3 billion). Key aspects of these
measures included tax relief, investment in epidemic prevention
and control, and medical equipment [110]. In Vietnam, the
government introduced a fiscal support package worth 291.7
trillion VND (3.6% of GDP; US $11.6 billion) with measures
that included deferment of value-added, personal income, and
corporate income taxes [110]. The Australian government
approved a substantial fiscal stimulus package worth AUS $312
billion (15.75% of GDP; US $196 billion) to be used through
the financial year 2025, which included an AUS $20 billion
(US $12.5 billion) health response package to secure vaccines
and strengthen the existing health care system [110]. Singapore
announced an SGD $92 billion (US $67.9 billion) fiscal package
that included a cash payout to all Singaporeans [110]. In 2020,
Japan approved multiple stimulus packages, including the
Emergency Economic Package against COVID-19 (worth
¥117.1 trillion; US $750.5 billion) and the Comprehensive
Economic Measures to Secure People’s Lives and Livelihoods

toward Relief Hope package (worth ¥73.6 trillion; US $471.7
billion). These measures were intended to protect businesses
and support wages while also focusing on building a more
resilient future economy [110].

Vaccination Efforts
Efforts to create a vaccine started immediately. SinoVac, a
Chinese pharmaceutical company, began development of an
inactivated COVID-19 vaccine called CoronaVac as early as
January 2020. By fall 2020, SinoVac launched phase 3 trials in
several countries, including Brazil, Indonesia, the Philippines,
and Turkey [111]. The large phase 3 trial in Brazil, which used
a 2-dose series administered 14 days apart, demonstrated an
efficacy of 51% against symptomatic COVID-19 infections and
100% against severe infections [112]. By early 2021, many
countries in East Asia and the Pacific region, as well as in South
America and Eastern Europe, began mass vaccination programs
using CoronaVac [113-118]. By April 2021, SinoVac had
announced that it had production capacity to produce 2 billion
doses per year [111]. On June 1, 2021, the WHO validated the
vaccine for emergency use. Other countries, such as Taiwan,
Japan, and Korea, purchased millions of vaccines from western
countries, including the AstraZeneca, Pfizer-BioNTech, and
Moderna vaccines in early 2021 [119-122].

With many countries now having reached herd immunity
through a combination of several available vaccines, there has
been widespread easing of border restrictions, as seen in Japan,
China, Taiwan, Singapore, Australia, and New Zealand
[123-127].

Conclusions
Concerns about potential resurgences of the virus remain valid.
As long as COVID-19 continues to spread and mutate, the
possibility of new variants emerging remains. These variants
could potentially be more transmissible, be resistant to vaccines,
or cause more severe illness. This underlines the importance of
continued vigilance, vaccination efforts, and global cooperation
to control the spread of the virus [39].

Limitations
COVID-19 data became less frequently reported worldwide by
the time the WHO declared an end to the pandemic as a public
health emergency of international concern [128]. In addition,
more people began using at-home tests as the pandemic evolved
[129], and experts believe the Chinese government has
underreported COVID-19 deaths [130]. Because the enhanced
surveillance metrics of speed, acceleration, jerk, and 7-day
persistence are based on rates and not total counts, statistical
bias caused by countries dropping in or out of the sample is
mitigated. However, if a nonincluded country is unrepresentative
of the region in terms of disease burden, its omission can still
influence historical data comparisons. Viral specimen tests for
variants of concern in GISAID depend on testing and sequencing
capacity, which varied by country across the region.
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Abstract

Background: The World Health Organization (WHO) recently advocated an urgent need for implementing national surveillance
systems for the timely detection and reporting of emerging antimicrobial resistance (AMR). However, public information on the
existing national early warning systems (EWSs) is often incomplete, and a comprehensive overview on this topic is currently
lacking.

Objective: This review aimed to map the availability of EWSs for emerging AMR in high-income countries and describe their
main characteristics.

Methods: A systematic review was performed on bibliographic databases, and a targeted search was conducted on national
websites. Any article, report, or web page describing national EWSs in high-income countries was eligible for inclusion. EWSs
were identified considering the emerging AMR-reporting WHO framework.

Results: We identified 7 national EWSs from 72 high-income countries: 2 in the East Asia and Pacific Region (Australia and
Japan), 3 in Europe and Central Asia (France, Sweden, and the United Kingdom), and 2 in North America (the United States and
Canada). The systems were established quite recently; in most cases, they covered both community and hospital settings, but
their main characteristics varied widely across countries in terms of the organization and microorganisms under surveillance,
with also different definitions of emerging AMR and alert functioning. A formal system assessment was available only in Australia.

Conclusions: A broader implementation and investment of national surveillance systems for the early detection of emerging
AMR are still needed to establish EWSs in countries and regions lacking such capabilities. More standardized data collection
and reporting are also advisable to improve cooperation on a global scale. Further research is required to provide an in-depth
analysis of EWSs, as this study is limited to publicly available data in high-income countries.

(JMIR Public Health Surveill 2025;11:e57457)   doi:10.2196/57457

KEYWORDS

early warning system; surveillance; emerging AMR; high-income countries; antimicrobial resistance

Introduction

Antimicrobial resistance (AMR) is a global public health
emergency [1,2] that increases the number of deaths, length of
hospital stays, and health care costs expenditure [3-8].
Worldwide, a total of 4.95 million deaths per year are associated
with bacterial AMR, 1.27 million of which are directly
attributable to it [9]. Gram-negative bacteria resistant to

last-resort antibiotics such as carbapenem-resistant
Acinetobacter baumannii and carbapenem-resistant and
third-generation cephalosporin-resistant Enterobacterales have
been listed as of critical priority for public health measures, due
to their significant global burden and the ability to transfer
resistance genes [10]. As the threat of AMR continues to grow,
more efforts are needed to strengthen infection prevention and
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control strategies as well as to enhance surveillance systems
[11].

AMR surveillance plays a pivotal role in strengthening health
system resilience and preparedness, thereby supporting effective
antibiotic stewardship and leading to optimized patient health
outcomes [12]. Enhanced investments are considered essential
to improve the comparability, quantity, and quality of AMR
data [13]. Current trends, such as the rising prevalence of
carbapenem-resistant Acinetobacter spp. isolates, underline the
need to intensify efforts for the early detection of drug resistance
[13]. Several international initiatives aimed at improving
epidemiological and microbiological discussion for coordinated
actions are ongoing [14,15]. Within this context, the World
Health Organization (WHO) launched the Global Antimicrobial
Resistance and Use Surveillance System (GLASS) in 2015
[16,17], included the development of national surveillance
systems capable of timely detecting and reporting emerging
resistance among the goals outlined in the Global Plan of Action
on AMR published in 2016 [18], and more recently, developed
a focused surveillance with a specific reporting component for
novel (emerging) AMR (ie, GLASS-EAR), in order to support
early data sharing and coordinated actions among member states
[19].

However, while well-established routine AMR surveillance
systems are available in high-income countries (HIC),
implementing AMR surveillance has been particularly
challenging in low- and middle-income countries, where the
number of surveillance sites contributing to national surveillance
is often not representative [20,21], and a limited number of
referral hospitals report AMR data to GLASS [22]. Therefore,
studies have mainly focused on countries where the laboratory
capabilities required to strengthen national surveillance systems
are more likely to be in place (ie, HIC) and publicly available
information on the implementation of tools for the early
detection and reporting of emerging AMR profiles is often
fragmented [23]. Even when findings are available,
understanding these systems is challenging due to different
approaches used for data collection, reporting, and interpretation
of definitions [24,25]. Given the lack of a clear and
comprehensive overview on the topic, the aim of our study was
to map existing national early warning systems (EWSs) for
emerging AMR in HIC as well as describe and compare their
main characteristics. Findings from our study could provide
relevant information to stakeholders engaged in AMR
surveillance, informing the development and/or optimization
of EWSs in several countries, including low- and middle-income
countries.

Methods

Ethical Considerations
This study was performed according to the Cochrane Handbook
for Systematic Reviews and the PRISMA (Preferred Reporting
Items for Systematic Reviews and Meta-Analyses) statement
(Checklist 1) [26,27]. The protocol was registered on the Open
Science Framework via the Center for Open Science (210 Ridge
McIntire Road, Suite 500, Charlottesville, VA 22903‐5083;
identifier: pr6a8). As the study did not involve the collection

of primary data, it did not require informed consent or the
submission for institutional review board approval.

Search Strategy and Study Selection
Three bibliographic databases (ie, PubMed, Web of Science,
and Scopus) were searched. Search strings were adapted to fit
the search criteria of each database (Table S1 in Multimedia
Appendix 1). Taking into account the topic under investigation
and the expected challenges in retrieving information, we
intentionally developed broad search strings, prioritizing
sensitivity over specificity. The search was conducted among
records published from database inception to July 3, 2024,
without restrictions such as language or date. After the removal
of duplicate articles, language restriction was applied in the
context of the title and abstract of all the retrieved records during
screening, according to the eligibility criteria described below.
The full texts of potentially relevant articles were examined by
three researchers, who resolved disagreements through
discussion and recorded reasons for exclusion. In addition,
relevant national websites (ie, the Ministries of Health and/or
National Health Institutes websites) were also explored, focusing
on thematic areas involving AMR surveillance (Table S2 in
Multimedia Appendix 1).

Eligibility Criteria
Considering the Emerging Antimicrobial Resistance Reporting
framework within the GLASS developed by the WHO [19],
EWSs were defined, for the purposes of this study, as any system
able to timely detect, provide verification, and report emerging
AMR events. This broad definition was adopted as we expected
to encounter systems with diverse characteristics, including
variations in design, data flow requirements, implementation,
and functionality. Emerging AMR was defined as unusual AMR
findings in bacteria and fungi causing infections in humans with
the potential impact on public health, such as new types of
phenotypic resistance (not previously reported or very rare) and
new genetic determinants of AMR that may have high potential
for spread. As a specific resistant phenotype/genotype may be
emerging in one area but may already be endemic in another
one, a list of AMR events was not developed by considering
both newly detected AMR and known resistance profiles
detected for the first time in new geographical areas.

We included articles, web pages, and/or technical reports with
the following characteristics: (1) reported in English, French,
Spanish, or Italian, aiming at broadening our investigation by
taking into account the language capabilities of the co-authors;
(2) describing national EWSs for emerging AMR currently
implemented or under development; and (3) referring to HIC,
as identified by the World Bank classification of countries by
income [28]. We excluded articles, web pages, and/or technical
reports that (1) described only standard national AMR
surveillance systems, for example routine surveillance systems
that retrospectively analyzed data on an annual basis and/or that
lacked active alert components; (2) focused on EWSs limited
to subnational levels; or (3) reported data in languages other
than English, French, Spanish, or Italian.
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Data Collection and Synthesis
For each record, two reviewers independently retrieved the
following information using a standardized data abstraction
form: identification of the report/study, if applicable (title, first
author, year of publication, and DOI); country; key
characteristics of the EWS (eg, coordinating institution, year
o f  e s t a b l i s h m e n t ,  s e c t o r
involved—human/animal/food/environment, setting where
specimens are collected, specimen types, and availability of
genomic data); key characteristics of the microorganisms under
surveillance (eg, resistance profiles); alert timing (eg, real-time,
daily, or weekly); and conduction of performance evaluation
of the EWS. Countries were grouped by region, according to
the World Bank classification. Data were descriptively
synthesized through tables and graphical representations using

R software (version 4.3.1; R Foundation for Statistical
Computing).

Results

Records Identification and Screening
Overall, 5161 records were identified via database searching
(Figure 1). After duplicate removal and screening by the title
and abstract, 41 articles were eligible for full-text analysis. Of
these, 35 were excluded with reasons, providing a total of 6
articles ultimately included in the systematic review [24,29-33].
A targeted search on relevant national websites allowed for the
identification of thematic areas involving AMR from 72 out of
86 HIC (15 countries were excluded due to language restrictions
or the inability to retrieve websites), with 22 records finally
included in the systematic review (ie, 9 web pages [34-42] and
13 reports [25,43-54]).

Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram of the review process. EWSs: early warning
systems.
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Availability of National EWSs for Emerging AMR in
HIC

Overview
Nine web pages and 19 publications described 7 national EWSs
in 72 (9.7%) HIC (Figure 2). Of these, 2 were in the East Asia
and Pacific Region (ie, Australia [29,34,44,45,53,54] and Japan

[24,30,31,33]), 3 were in Europe and Central Asia (ie, France
[36-38,48,49], Sweden [24,39,51,52], and the United Kingdom
[32,40,46]), and 2 were in North America (ie, United States
[25,41,42,50] and Canada [35,43,47]). A partial description of
the systems was available in 2 cases (ie, the United Kingdom
and France).

Figure 2. Availability of early warning systems for emerging antimicrobial resistance at the national level in high-income countries.

East Asia and Pacific Region

Australia: National Alert System for Critical Antimicrobial
Resistances

The National Alert System for Critical Antimicrobial
Resistances (CAR-Alert) was established by the Australian
Commission on Safety and Quality in Health Care in March
2016 as part of the Antimicrobial Use and Resistance in
Australia (ie, AURA) Surveillance System and reviewed in
2018 and 2022 (Table 1) [54]. By collecting data on nationally

agreed priority microorganisms with critical resistance to
last-line antimicrobial agents, it is a coordinated national system
that allows both the collection and the communication of
information on confirmed critical antimicrobial resistance (CAR)
and potential outbreaks, as close as possible to the time of
confirmation [29,34]. At the national level, 28 confirming
laboratories provided data to the system in 2021 and 2022, with
at least 1 confirming laboratory in each state and territory [53].
In 2023, 26 confirming laboratories participated in the
CAR-Alert [54].

JMIR Public Health Surveill 2025 | vol. 11 | e57457 | p.264https://publichealth.jmir.org/2025/1/e57457
(page number not for citation purposes)

Iera et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table . National EWSsa for emerging AMRb identified in high-income countries.

Brief descriptionYear of establishmentInstitutionEWSCountry

East Asia and Pacific Region

CAR-Alert allows for the
timely surveillance of criti-

2016

Revised in 2018 and 2022

Australian Commission on
Safety and Quality in Health
Care

CAR-Alert

National Alert System

for Critical Antimicrobial

Resistances

    Australia

cal nationally agreed antimi-
crobial resistances, integrat-

ing the AURAc surveillance
system.

The system involves labora-
tories conducting confirma-
tory susceptibility testing on
human isolates.

The system involves several
laboratories across the

2000

Revised in 2007

National Institute of Infec-
tious Diseases

JANIS-CL

Japan nosocomial infection
surveillance-Clinical Labora-
tory division

    Japan

country. Alert emails are
automatically sent to contact
personnel of facilities that
report unusual combinations
of bacterial species and an-
timicrobial susceptibility,
defined as “unusual AMR.”

North America

Laboratory-based surveil-
lance system capturing infor-

NAdPublic Health Agency of
Canada

AMRnet

Canadian Antimicrobial

Resistance Network

    Canada

mation on AMR susceptibil-
ity testing from laboratory
information systems in both
public and private clinical
and veterinary laboratories,
including reference laborato-
ries. The system aims at
collecting and disseminating
real time data to allow
stakeholders response to
emerging AMR issues.

Provides nationwide lab ca-
pacity to rapidly detect an-

2016Center for Disease Control
and Prevention

AR Lab Network

Antimicrobial Resistance
Laboratory Networks

    United States

timicrobial resistance. Labo-
ratories cooperate to rapidly
identify AMR profiles caus-
ing hard-to-treat or potential-
ly untreatable infections.
Protocols to immediately
notify health department,
health care provider, and in-
fection control staff of unusu-
al resistance are provided.

Europe and Central Asia
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Brief descriptionYear of establishmentInstitutionEWSCountry

Application that allows the
monitoring of infectious
events in health care facili-
ties, providing data on isolat-
ed cases/outbreaks of bacte-
ria with particular AMR
profiles. A specific reporting
form for emerging highly
resistant bacteria is available
since 2017. The National
Reference Center for Antibi-
otic Resistance is integrated
into this alert system, in
particular for events involv-
ing emerging mechanisms
of resistance. Reports may
result in national or interna-
tional health alerts.

2011

Revised in 2017

Ministry of Healthe-SIN

Signalement Externe des In-
fections Nosocomiales

    France

Svebar consists of an IT
system for early alerts and
continuous resistance moni-
toring. All culture findings
from the country’s laborato-
ries are automatically trans-
ferred on a daily basis, allow-
ing an early warning on
findings of serious antibi-
otics resistance.

2015Public Health Agency of
Sweden

Svebar    Sweden

AMRHAI detects new and
emerging AMR via interpre-

tive analysis of MICe pro-
files/molecular investiga-
tion. Unusual isolates are
sent for testing from diagnos-
tic laboratories to AMRHAI,
where an appropriate refer-
ence unit confirms relevant
isolates resistance. If
deemed of public health im-
pact, ARAs inform microbi-
ologists of emerging AMR
pathogen strains that could
spread in the United King-
dom health service.

NAPublic Health England

Antimicrobial resistance and
healthcare associated infec-
tions reference unit (AM-
RHAI)

Antimicrobial resistance
alerts (ARAs)

    United Kingdom

aEWS: early warning system.
bAMR: antimicrobial resistance.
cAURA: Antimicrobial Use and Resistance in Australia.
dNA: not available.
eMIC: minimum inhibitory concentration.

In order to identify and confirm potential CAR, pathology
laboratories perform a routine three-step process based on (1)
isolate collection from the patient and routine testing; (2)
confirmation by a laboratory with the capacity to identify CAR,
if a critical AMR profile is suspected by the originating
laboratory; and (3) data submission to the CAR-Alert web portal
by the confirming laboratory and feedback to the originating
laboratory, allowing the implementation of proper infection
prevention and control by the health service caring for the
patient [44,45].

Japan: Japan Nosocomial Infections Surveillance - Clinical
Laboratory Division

The Ministry of Health, Labour, and Welfare of Japan provided
two national surveillance systems to monitor AMR in bacteria,
including the Japan Nosocomial Infections Surveillance (ie,
JANIS) (Table 1) [31]. JANIS was launched in 2000 as a
voluntary surveillance system focusing on infections in health
care settings and includes several divisions [30,33]. Among
them, the JANIS clinical laboratory division (JANIS-CL)
specifically focuses on AMR bacteria, and it collects
comprehensive specimen-based data from participating hospitals
on a monthly basis through a member-restricted website.
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Submitted files from participating hospitals are automatically
processed to check data structure, interpret antimicrobial
susceptibility, remove duplicates, and calculate the prevalence
of AMR [30]. The system has the capacity to detect unusual
combinations of bacterial species and antimicrobial
susceptibility, defined as unusual AMR, and generates alert
emails that are automatically sent to the contact personnel of
the facilities [31].

North America

Canada: Antimicrobial Resistance Network
The Antimicrobial Resistance Network (AMRNet) is a
collaboration between the Public Health Agency of Canada,
provincial and territorial public health organizations, and clinical
and veterinary laboratories across the country (Table 1). The
system has been designed to detect the emergence and spread
of AMR and to timely disseminate data to stakeholders, in order
to address emerging AMR issues in Canada [35,47].

Originally started as a series of pilot projects, the AMRNet
transitioned to collecting routine data (antimicrobial
susceptibility testing results from bacterial and fungal pathogens,
together with a defined set of patient or animal characteristics)
from a select group of provinces in 2022. Currently, data
collection involves approximately 1.5 million bacterial and
fungal isolates per year from Ontario, Saskatchewan, and Prince
Edward Island [43].

United States: The Antimicrobial Resistance Laboratory
Network
The Antimicrobial Resistance Laboratory Network (AR Lab
Network) was established and is coordinated by the Centers for
Disease Control and Prevention (CDC) to rapidly detect existing
and emerging resistance nationwide (Table 1). The network
includes 7 regional laboratories, the National Tuberculosis
Molecular Surveillance Center, and laboratories across 50 states,
5 cities, and Puerto Rico [25,50]. Laboratories cooperate, from
the local to the national level, to provide the rapid identification
and response to antimicrobial-resistant genes and
microorganisms that cause hard-to-treat or potentially
untreatable infections. When unusual resistance is detected, the
Healthcare and Clinical Laboratories notify the Health
Department. Public health laboratories then confirm the bacterial
species identity, perform additional testing to characterize the
isolates received, provide notification of unusual resistance to
CDC and, when appropriate, send the isolates to regional
laboratories for additional testing [42]. Every regional laboratory
performs core testing, including the detection of new and
emerging threats. If needed, regional laboratories send unusual
isolates to the CDC to confirm testing and conduct additional
tests. When threats are reported, the CDC provides infection
prevention and control recommendations and supports outbreak
responses [41].

Europe and Central Asia

France: E-SIN (Signalement Externe Des Infections
Nosocomiales - External Reporting on
Healthcare-Associated Infections)
Since 2011, the reporting of health care–associated infections,
initially introduced in 2001, has been based on a digital tool
called e-SIN (Signalement Externe Des Infections Nosocomiales
- External Reporting on Healthcare-Associated Infections; Table
1) [48]. The e-SIN application monitors infectious cases reported
by health care facilities and allows for the identification of
national or even international health alerts, thereby providing
data on isolated cases or outbreaks of bacteria with exceptional
AMR profiles such as emerging highly resistant bacteria
(defined as microorganisms with susceptibility to only one or
two classes of antibiotics) [37,38,49]. The reporting process,
moreover, enables a simultaneous reporting to both the Regional
Coordination Centers for Healthcare-Associated Infections and
the Regional Health Agency and includes an internal alert
system that allows the notification of the members of the
Epidemiology and Hospital Hygiene Team [36].

Sweden: Svebar
The Public Health Agency of Sweden is responsible for national
AMR monitoring and analysis (Table 1) [39]. The IT system
Svebar was developed in 2015 to expand and strengthen existing
surveillance systems both at the national and local levels [24,52].
This system relies on the voluntary participation of clinical
microbiology laboratories. All data on clinical isolates from
humans are transferred to Svebar by connected laboratories on
a daily basis. Every night, the participating laboratories
automatically send to the system a file, saved in a short-term
storage, with the culture findings from the past 14 days. Data
are reported according to standard definitions and saved in a
short-term storage for 13 days before being transferred to a
long-term storage, which retains the data from the previous
night’s report, thereby receiving more processed data [51]. The
system allows the generation of early alerts and the continuous
monitoring of serious antibiotic resistance or other undesired
changes in resistance conditions, through pre-set alert functions
[51]. Currently, 22 laboratories provide data to Svebar [52].

United Kingdom: Antimicrobial Resistance Alerts
The UK antimicrobial resistance alerts (ARAs) provide
microbiologists with information of emerging
antimicrobial-resistant pathogen strains that could spread in the
UK health service (Table 1) [32]. When a suspicious resistant
strain is identified, isolates are sent to Public Health England’s
AMRHAI reference unit for further testing. The AMRHAI
reference unit includes the national reference laboratory for
AMR investigation and detection of new and emerging
resistances: the unit investigate isolates found to have unusual
resistances by diagnostic laboratories, aiming to identify
emerging resistance of public health importance, underlying
resistance mechanisms and clonal spread of resistant strains
[46].

Proposals for ARAs can be submitted by any interested party
and should be directed to the co-chairs of a standing committee,
which review the proposals and determine its public health
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implications, in order to assess the necessity of issuing a national
alert [40].

Characteristics of National EWSs for Emerging AMR
in HIC

Health Sectors Involved, Specimen Type, and Setting
The human sector was involved in all the identified EWSs, and,
in the case of Canada, the system also included the animal sector

[47]. All the systems reported data from clinical isolates, while
2 also included screening samples (ie, Australia and the United
States; Table 2) [45,50].
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Table . Main characteristics of national early warning systems for emerging AMRa in high-income countries.

Performance
evaluation

Alert timingGenomic dataAMR profiles of
microorganisms

Specimen typeSettingSectorCountry

East Asia and Pacific Region
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Performance
evaluation

Alert timingGenomic dataAMR profiles of
microorganisms

Specimen typeSettingSectorCountry

YesWeekly summa-
ry alert emails

YesClinical isolate

screening

Hospital-based

Community-
based

Human    Australia

    (CAR-Alert)
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Performance
evaluation

Alert timingGenomic dataAMR profiles of
microorganisms

Specimen typeSettingSectorCountry

• Carbapene-
mase-pro-
ducing
Acinetobac-
ter bauman-
nii complex

• Candida
auris

• Carbapene-
mase-pro-
ducing En-
terobac-
terales
and/or ribo-
somal
methyltrans-
ferase-pro-
ducing En-
terobac-
terales,
with trans-
missible
colistin-re-
sistance

• Linezolid-
resistant
Enterococ-
cus species

• Multidrug-
resistant
Mycobac-
terium tu-
berculosis
– resistant
to at least
rifampicin
and isoni-
azid

• Ceftriax-
one- and/or
azithromycin-
nonsuscepti-
ble Neisse-
ria gonor-
rhoeae;
gentamicin-
resistant
Neisseria
gonor-
rhoeae

• Ciprofloxacin-
nonsuscepti-
ble Neisse-
ria meningi-
tidis

• Carbapene-
mase-pro-
ducing
Pseu-
domonas
aeruginosa

• Ceftriax-
one-nonsus-
ceptible
Salmonella
species

JMIR Public Health Surveill 2025 | vol. 11 | e57457 | p.271https://publichealth.jmir.org/2025/1/e57457
(page number not for citation purposes)

Iera et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Performance
evaluation

Alert timingGenomic dataAMR profiles of
microorganisms

Specimen typeSettingSectorCountry

Multidrug-•
resistant
Shigella
species

• Van-
comycin-
or linezol-
id-nonsus-
ceptible
Staphylo-
coccus au-
reus com-
plex (S ar-
genteus and
S
schweitzeri)

• Penicillin-
reduced
susceptibili-
ty Strepto-
coccus pyo-
genes

NAbAlert emails
within 1‐2 h

Yes• AMR never
officially
reported
(eg, van-
comycin-re-
sistant
Staphylo-
coccus au-
reus)

• AMR re-
ported but
rare (eg,
multidrug-
resistant
Acinetobac-
ter spp. and
van-
comycin-re-
sistant ente-
rococci)

Clinical isolatesHospital-based

Community-
based

Human    Japan

    (Janis-CL)

North America
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Performance
evaluation

Alert timingGenomic dataAMR profiles of
microorganisms

Specimen typeSettingSectorCountry

NANANA• All bacteri-
al and fun-
gal
pathogens
tested for
AMR, in-
cluding pri-
ority

pathogensc,
as classi-
fied by the
World
Health Or-
ganization

Clinical isolatesHospital-based

Community-
based

Human

Animal

    Canada

    (AMRnet)

NANAYes• Carbapene-
mase-pro-
ducing or-
ganism
(CPO), in-
cluding car-
bapenem-
resistant
Enterobac-
terales
(CRE)

• Candida
species, to
identify
emerging
resistance

• Emerging
and con-
cerning
threats,
such as
mcr-1 and
carbapen-
em-resis-
tant Acine-
tobacter
baumannii,
and
changes in
known
threats, in-
cluding
MRSA

• Pandrug-re-
sistant
(PDR) bac-
teria to new
antibiotics

Clinical isolate

screening

Hospital-based

Community-
based

Human    United States

    (AR Lab Net-
work)

Europe and Central Asia
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Performance
evaluation

Alert timingGenomic dataAMR profiles of
microorganisms

Specimen typeSettingSectorCountry

NANANA• Carbapene-
mase-pro-
ducing En-
terobac-
terales

• Glycopep-
tide-resis-
tant Entero-
coccus fae-
cium

Clinical isolatesHospital-basedHuman    France

    (e-SIN)

NADailyYes• Bacterial
species re-
sistant to
one or
more antibi-
otics (ie, E
coli resis-
tant to car-
bapenems)

• A trend (ie,
resistance
to ampi-
cillin in
more than
30 percent
of cases of
E coli).

Clinical isolatesHospital-based

Community-
based

Human    Sweden

    (Svebar)

NANAYesClinical isolatesHospital-basedHuman    United King-
dom

    (ARAs)
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Performance
evaluation

Alert timingGenomic dataAMR profiles of
microorganisms

Specimen typeSettingSectorCountry

The AMRHAId

advises the refer-
ral of isolates
with exceptional
resistance pheno-
types. A list of
unusual combina-
tions of resis-
tance and organ-
isms is available
for diagnostic

laboratoriese, in-
cluding the fol-
lowing microor-
ganisms:
• Acinetobac-

ter spp.
• Coagulase-

negative
staphylococ-
ci

• Enterobac-
terales

• Enterococ-
ci

• Haemophilus
influenzae

• Moraxella
catarrhalis

• Organisms
or antibi-
otics for
which there
are no EU-

CASTf

clinical
breakpoints
(invasive
sites)

• Pseu-
domonas
aeruginosa

• Staphylo-
coccus au-
reus

• Streptococ-
ci (groups
A, B, C,
and G, β-
haemolytic)

• Streptococ-
cus pneumo-
niae

aAMR: antimicrobial resistance.
bNA: not available.
cAcinetobacter spp; Escherichia coli; Klebsiella pneumoniae; Neisseria gonorrhoeae; Salmonella spp; Shigella spp; Staphylococcus aureus; Streptococcus
pneumoniae.
dAMRHAI: antimicrobial resistance and healthcare-associated infections reference unit.
eUnited Kingdom Health Security Agency Reference Laboratories Colindale. Bacteriology Reference Department user manual. Appendix 1 (Antimicrobial
resistance and mechanisms service). Version 15, October 10, 2022.
fEUCAST: European Committee on Antimicrobial Susceptibility Testing.
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The setting where specimens are collected was hospital based
and community based in all the identified systems except for
e-SIN (France) and ARAs (United Kingdom), where the
collection was mainly hospital based [36,46]. More specifically,
CARAlert (Australia) was the most comprehensive alert system,
including public and private hospitals, general practices, aged
care homes, community health services, and hospital
nonadmitted care services [54]; JANIS-CL (Japan) included
outpatients and inpatients data from large (usually tertiary care)
and small hospitals (usually privately owned hospitals with less
than 200 beds, providing both acute and long-term care) [31];
and AMRnet (Canada) included AMR data from clinical
laboratories in both public and private facilities [43]. Detailed
published information was not available referring to the
remaining EWSs.

AMR Events Reported and Availability of Genomic Data
Reported AMR events varied widely among the identified EWSs
(Table 2). In the majority of instances, emerging AMR was
classified in terms of broader categories of unusual events (eg,
AMR never previously officially reported, AMR reported but
rarely, or a trend). Notably, among the 7 systems examined, 3
systems (ie, Australia, France, and the UK) provided a list of
unusual combinations of microorganisms and resistance,
including in most cases, carbapenemase-producing
Acinetobacter baumannii and carbapenemase-producing
Enterobacterales [38,44,46]. Two countries (ie, Australia and
the United States) included emerging fungal pathogens such as
Candida auris in their systems [25,44].

Genomic data were provided by 5 out of 7 EWSs, while this
information was not retrievable for 2 countries, specifically
Canada and France [25,33,44,46,52].

Alert Functions
Alert timing and functioning were clearly defined in 3 out of 7
EWSs (ie, Australia, Japan, and Sweden), with several
differences among these systems. Concerning CAR-Alert
(Australia), data are submitted within 7 days of the isolate being
confirmed as a CAR (Table 2). The system generates a weekly
summary email alert to report information on confirmed CARs
to state and territory health authorities, the Australian
Government Department of Health, and confirming laboratories,
supporting timely responses to CARs by hospitals and state and
territory health departments [45].

In the case of JANIS-CL (Japan), a data format was developed
as a unified standard for collecting electronic data from
microbiology laboratories. Microbiological alerts can be checked
on the JANIS member-restricted website within a few hours
after data submission. Furthermore, alert emails reporting
unusual profiles of AMR are automatically sent within 1 or 2
hours to facilities contact personnel while monthly feedback
emails are sent within 48 hours [30].

Regarding Svebar (Sweden), preset alerting algorithms search
through the short-term storage and generate an alert in specific
conditions, for example when the system discovers a trend.
National alerts are sent via e-mail to the contact person at the
local laboratory and to administrators at the Public Health
Agency of Sweden, and if needed, they can discuss the alert,

while local alerts only reach the contact person in the local
laboratory. By systematically tracking the progression of
resistance, the detection of early-stage changes might justify
modifications to the alert system’s settings [51].

Performance Evaluation
Based on publicly available information, the formal assessment
of national EWSs has been conducted in only 1 country,
specifically Australia, where the Department of Health and
Aged Care maintains a routine process of evaluating national
surveillance systems to ensure they align with their intended
purpose and objectives (Table 2). The evaluation of CAR-Alert
took place in 2022‐2023, with the aim of assessing the
system’s operational efficiency in fulfilling its objectives,
evaluating their appropriateness, and identifying potential
enhancements to improve the system’s ability to achieve its
goals [54].

To assess the system’s overall effectiveness and performance,
the evaluation process was based on the “Updated guidelines
for evaluating public health surveillance systems” from the
CDC [55].

Discussion

Principal Findings
Our systematic review allowed the identification of national
EWSs for emerging profiles of AMR in a limited number of
HIC, approximately 10%. In addition, only half of the 6 World
Bank regions that we investigated had functional EWSs in place,
revealing a disparity in the availability of these systems at the
global level. Given that several regions, including Latin America
and the Caribbean, are currently facing alarming developments
with national authorities raising concerns about the emergence
of carbapenemase-producing Enterobacterales not previously
described, or about the increasing number of isolates that
coexpress two or more of these enzymes [56], the lack of
available information on national EWSs in these countries is
concerning. Even in the European region, where countries are
mostly high-income and have advanced surveillance and health
care systems, national EWSs were not retrievable in those areas
where AMR rates have been found to be extremely high by the
European Center for Disease Prevention and Control (ECDC)
[13]. Such an absence of EWSs in high AMR burden countries
reveals a critical gap in the region’s preparedness and response
to the growing challenge of AMR [54], making it difficult for
these nations to not only track the evolution of resistance
patterns over time, but also early detect and mitigate the spread
of unusual resistant bacteria, implement targeted interventions
in high-risk settings, and contribute to shared data on a global
scale [19]. In 2021, the ECDC launched an online portal
(EpiPulse) for European public health authorities, aiming at
enhancing the early detection and assessment of threats due to
infectious diseases. However, its effectiveness relies on
information from member states concerning microbiological
alerts, and without national EWSs in place, the management of
threats at the international level becomes challenging [15].
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Comparison With Previous Studies
Notably, while identified EWSs were established quite recently
and shared the overarching goal of monitoring and responding
to emerging AMR threats, our study showed that their main
characteristics varied significantly across countries. This
heterogeneity might be attributable to several factors, including
the unique health care infrastructure, different public health
policies and funding, and the specific challenges and priorities
faced by each country [57-59]. The heterogeneity in identified
EWSs also reflects the specific AMR trends and epidemiological
situation within each state, considering that AMR profiles can
vary significantly, being unusual in one country and endemic
in another [60]. Nevertheless, some common ground in
monitoring, understanding, and responding to AMR emerged
in a few aspects, especially if we consider the inclusion of the
community setting and the availability of genomic data in most
of the identified EWSs. Several reasons can explain this
approach: community-based surveillance is crucial because
resistant microorganisms can spread within health care and
community settings, with early detection allowing the proper
prevention and control of outbreaks [61], while genomic data
play a pivotal role in understanding AMR trends and developing
targeted prevention and control interventions [62]. As for the
availability of performance evaluation of EWSs, which is crucial
to assess their effectiveness, we found that Australia was the
only country known to conduct a system evaluation in
accordance with the CDC guidelines, even if related data are
not yet available [54]. Considering that regular evaluations can
lead to improvements in the system design, data collection, and
response mechanisms, and ultimately enhance the ability to
respond effectively to emerging AMR profiles [55], more efforts
should be made to institutionalize regular assessments as an
integral part of any strategy aimed to manage AMR.

Lastly, although the existence of EWSs for emerging AMR was
not clearly reported in most cases, this review found that many
countries indicated, in their National Action Plans against AMR,
the goal of strengthening national surveillance through the
implementation of these systems in the next years. This is
comforting, as this underlines their commitment in addressing
this issue, in line with the WHO recommendations [18,63-65].
Furthermore, as the landscape of infectious disease surveillance
is rapidly evolving owing to the advancements in new
technologies, there might be a significant potential for progress
in bolstering the efforts against emerging AMR [66]. Artificial
intelligence, for example, could enhance AMR surveillance
systems given its ability to integrate and analyze data from
various sources, such as clinical data and microbiology reports,
recognize AMR patterns, develop predictive models that signal
the early emergence of resistant strains or the spread of
resistance in specific regions or health care facilities, or provide
real-time insights into AMR trends [67]. The incorporation of
machine learning algorithms to predict trends in resistance
development based on historical data could also improve AMR
surveillance systems capacity in early warning [68]. Therefore,
as artificial intelligence technologies continue to improve, they
are definitely an option to be considered as a supporting tool in
the early detection of emerging AMR in the near future, enabling

a more timely and effective response also by facilitating the
sharing and analysis of data on a global scale [69].

Limitations
To the best of our knowledge, this is the first synthesis review
of publicly available information on national EWSs for emerging
AMR in HIC. The limitations of our study mostly rely on the
inclusion criteria we adopted. First, by focusing on human
surveillance, our study did not include other relevant sectors in
the context of the “One Health” approach [70,71]. Second, by
limiting evidence collection to HIC, we did not address
challenges faced by countries, such as low- and middle-income
countries, where AMR has a disproportionate impact due to
higher burden of infections, reduced laboratory capabilities, and
limited regulations involving antimicrobial use [72] Third, the
restriction to the national level did not account for regional or
local-level EWSs, which could be available in some countries
[23]. However, the decision to focus on national rather than
subnational EWSs relies on the aim of mapping systems capable
of centralizing AMR-related data through a comprehensive and
coordinated approach, facilitating global data sharing and
response strategies, in accordance with the WHO
recommendations [18]. Moreover, we are aware that, as this
study relies on publicly available information, and not all EWSs
might be documented or publicly disclosed [73], our review
may not fully represent the extent of EWSs across different
countries and across various levels of implementation, such as
national and subnational levels. Similarly, the partial availability
of information on a few systems limited our ability to fully
describe the different strategies adopted in the investigated
areas. Nevertheless, our interest was focused on mapping the
efforts made by countries at the national level, and we
simultaneously searched multiple data sources as an attempt to
retrieve all available information. Findings from our study could
support countries currently lacking EWSs in the process of
strengthening national surveillance systems and contribute to
global effort, through improved detection, reporting, and data
sharing, in tackling AMR. Additional information is certainly
required to provide a complete overview on available EWSs.
To this end, our review could be integrated with a country
consultation and/or international survey aimed at retrieving
additional findings from relevant stakeholders, such as the
Ministries of Health and National Health Institutes
representatives. Further investigations could also provide an
in-depth analysis on the availability of EWSs at subnational
(local or regional) levels and in low- and middle-income
countries.

Conclusions
These findings highlight the urgent need for a broader
implementation of surveillance systems that allow for the early
detection of emerging AMR, with increased investments and
collaborative efforts to establish EWSs in countries and regions
lacking such capabilities to date. Platforms such as EpiPulse
within the European region could enhance the collection and
analysis of AMR surveillance data, taking into account that
each country should implement tools capable of detecting and
managing alert signals. In addition, given the heterogeneity in
national health care systems and their different epidemiological
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contexts, tailored approaches that enable the collection of
standardized and comparable AMR data are strongly encouraged

to help promote the global preparedness for AMR.
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Abstract

Background: Syndromic surveillance systems are crucial for the monitoring of population health and the early detection of
emerging health problems. Internationally, there are numerous established systems reporting on different types of data. In the
Netherlands, the Nivel syndromic surveillance system provides real-time monitoring on all diseases and symptoms presented in
general practice.

Objective: The present article introduces the national syndromic surveillance system in primary care, emphasizing its role in
providing real-time information on infectious diseases and various health problems at the population level, in the Netherlands.
In addition, we report on the central role of the participating general practices in data provision, and discuss the applicability of
the syndromic surveillance data in different contexts of public health research.

Methods: The Nivel syndromic surveillance system is part of the Nivel Primary Care Database (Nivel-PCD) that collects
routinely recorded data from electronic health records of about 10% of the Dutch population, on the basis of approximately 500
practices. This translates to approximately 1.9 million citizens. Since 2010, the surveillance system relies on representative,
pseudonymized data collected on a weekly basis from a subset of about 400 practices in the Nivel-PCD, for the entire practice
population. Health problems are registered according to the International Classification of Primary Care, applied in all general
practices in the Netherlands. Prevalence rates are recalculated and reported every week in the form of figures, also stratified by
age, sex, and region. Weekly rates are defined as the number of people that consulted the general practitioner in a certain week
for a specific health problem, divided by the total number of registered individuals in the practice.

Results: While utilizing data from general practitioners’ electronic health records, the system allows for the timely monitoring
and identification of symptom and disease patterns and trends, not only among individuals who seek primary health care, but the
entire registered population. Besides their use in disease monitoring, syndromic surveillance data are useful in various public
health research contexts, such as environmental health and disaster research.

Conclusions: The Nivel syndromic surveillance system serves as a valuable tool for health monitoring and research, offering
valuable insights into public health.

(JMIR Public Health Surveill 2025;11:e58767)   doi:10.2196/58767

KEYWORDS

surveillance; monitoring; general practice; public health

Introduction

Syndromic surveillance comprises the systematic, automated
collection, analysis, and evaluation of real-time health data for
the early monitoring and detection of changes in health
indicators [1-3]. Data can be routinely collected from different
sources, such as primary (general practitioners; GPs) or

secondary care (emergency department visits) [4-6], depending
on the health system structure. Other information sources can
also be considered, such as helpline calls, medication sales, and
internet searches, although they are less commonly used [4,6,7].
The broad scope of syndromic surveillance and the rapid data
collection procedures can provide great flexibility for timely
assessment of different health outcomes on a large population
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scale [6-8]. Many countries, also in Europe, have successfully
incorporated syndromic surveillance into national surveillance
systems [5,9-12], the role of which was crucial during the
COVID-19 pandemic, despite inherent limitations [7,8,13,14].

There are well-established national networks that make use of
primary care data under strict privacy regulations, for health
(services) research and monitoring, for instance in the United
Kingdom and Belgium [5,15,16], offering important insights
into population health. In the United States, the integration of
routine anonymized primary care data is more limited, primarily
due to regulatory restrictions, with greater reliance on secondary
health care data [17]. In the Netherlands, the Nivel (Netherlands
Institute for Health Services Research) Primary Care Database
(Nivel-PCD; formerly known as the Netherlands Information
Network of General Practice) [17,18] was developed in the early
1990s.

Within this infrastructure, the Nivel syndromic surveillance
system provides real-time information on all diseases and
symptoms presented in general practice, utilizing data from a
large network of GPs. Despite its important role nationwide,
there is currently relatively limited international visibility of
this infrastructure as well as its applicability in different research
contexts. The present paper has the following main objectives:
(1) to provide an overview of the Nivel syndromic surveillance
system, detailing its methodology; (2) to discuss the important
role of the participating general practices in providing data; and
(3) to outline the diverse applications of syndromic surveillance
data in public health research, highlighting its utility in
identifying emerging health threats and supporting research on
the health impacts of various exposures.

Methods

Standardized Registration in Dutch General Practices
In the Netherlands, GPs play a vital role as the first point of
contact for health care services, acting as gatekeepers for
specialized secondary care. Almost every individual is registered
at a general practice located in the broader vicinity of their
residence. GPs keep detailed electronic health records (EHRs)
of consultations, diagnoses, prescribed medications, and
referrals. Dutch GPs adhere to the NHG (Dutch College of
General Practitioners) guidelines, specifically the ADEPD
(adequate record keeping in electronic patient records) guideline,
which ensures consistency, reproducibility, and standardization
in medical registries, on the basis of a well-structured
classification system [19,20]. More specifically, health problems
and symptoms documented in general practice adhere to the
International Classification of Primary Care (ICPC) [21,22],
while medication prescriptions are classified according to the
anatomical therapeutic chemical (ATC) classification system
[23]. This EHR registration system ensures that information on
both consulting and nonconsulting populations is available,
which is of high importance for epidemiological research and
monitoring. The data recorded by general practices, therefore,
provide a comprehensive view of the health characteristics of
not only primary care patients but also the broader population.

Nivel-PCD: A Large, Nationally Representative
Primary Care Database on Routinely Recorded Data
The Nivel is an independent, nonprofit, research institute that
is part of the Dutch Ministry of Health’s knowledge
infrastructure. The Nivel-PCD [18] is a large research
infrastructure based on real world data extracted from routinely
kept EHRs of GPs; primary care out-of-hours services; and
paramedical care physicians such as physiotherapists, exercise
therapists, and dieticians. There are approximately 500 general
practices across the Netherlands that participate yearly in the
Nivel-PCD [18], while the total number of general practices in
the country is nearly 5000, comprising about 12,000 GPs [24].

Data Collection and Processing
The Nivel gathers data from approximately 10% of the Dutch
population (~1.9 million citizens) registered in general practices
and about two-thirds of the population considering the use of
out-of-hours services. Additionally, data are collected from
sentinel general practices (Nivel Peilstations), where a subset
of patients with influenza-like illness or other acute respiratory
infections provide samples for laboratory testing. These samples
are analyzed by the National Institute for Public Health and the
Environment (RIVM) to identify the presence of influenza and
other respiratory viruses.

For the Nivel syndromic surveillance system, EHR data are
collected, extracted, and delivered by the EHR software
providers used by the general practices. The system relies on
pseudonymized data, available weekly since 2010, on patients
consulting for certain health problems and conditions recorded
in approximately 400 general practices from all over the country
that provide data on a weekly basis. Pseudonymization refers
to assigning nonidentifiable identification numbers to the
registered practice population. The focus lies on observing and
documenting trends in symptoms and diseases, presenting a
timely and realistic view of health problems presented in primary
care, including influenza-like illness, COVID-19, and other
infectious and noninfectious diseases in the Dutch population.

The Nivel-PCD adheres to Dutch data protection regulations
and laws for health data use in epidemiological research (Dutch
Civil Law, Article 7:458). Medical and personal information
are separated with Trusted Third Party support, preventing
access to identifiable patient details. Participating health care
providers can withdraw from the Nivel-PCD anytime. An
opt-out system is available for patients who do not want their
data to be used. The Nivel-PCD is ISO27001 certified.

Ethical Considerations
The use of EHRs for research purposes is allowed under certain
conditions. When these conditions are fulfilled, neither obtaining
informed consent from patients nor approval by a medical ethics
committee is obligatory for this type of observational studies
containing no directly identifiable data (art. 24 GDPR
Implementation Act jo art. 9.2 sub j GDPR).
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Results

Analysis and Reporting
Rates are generated for specific diagnostic codes and for a
number of ICPC code combinations (eg, R74, R75, R77, R78,
R80, and R83.03 for the cluster “acute respiratory infections
excluding pneumonia”); the rates are defined as the number of
people who have consulted the GP in that week for a certain
health problem, divided by the total number of registered people
in the practice. The weekly care prevalence rates are also
stratified by age and sex, and by province or public health
regions where the local Public Health Services operate, to
monitor regional differences. The figures obtained in the
previous week are recalculated weekly with any additional data
provided, in order to be as up-to-date and complete as possible.
The key findings are summarized weekly and published in the
Nivel Surveillance Bulletin, accessible on the Nivel website

[25] (see example in Figure 1). The report includes selected
figures, often categorized by age groups and regions, with
additional figures available upon request. An example is the
notable increase in the number of children with pneumonia,
reported by the Nivel syndromic surveillance system (Figure
1). This early warning initiated further investigation by the Nivel
and National Institute for Public Health and the Environment
(RIVM) to determine the cause of this increase. Since the start
of the COVID-19 pandemic in early 2020, the system has been
monitoring cases in primary care. First, the system used the free
text describing the disease episode and manually categorized
patients clinically diagnosed with COVID-19 or COVID-19-like
illness. After the introduction of the ICPC subcode R83.03 in
November 2020, the monitoring continued using the registration
of this diagnosis code. Figure 2 summarizes the main steps in
data collection, analysis and reporting of the Nivel syndromic
surveillance system.

Figure 1. Example of four data representations from the Nivel Surveillance Bulletin as of week 44, 2023: A. Number of patients with influenza-like
illness presenting in primary care per week; B. Weekly number of patients in the age group 5‐14 years with a primary care consultation because of
pneumonia; C. Weekly number of patients with a primary care consultation because of COVID-19, by age group; D. Number of patients with scabies
presenting in primary care per week, by province. All numbers are expressed per 100,000 inhabitants.
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Figure 2. Overview of the main steps and tasks involved in data collection and report of the Nivel syndromic surveillance system.

Diverse Applications of Syndromic Surveillance in
Different Population Research Contexts
Syndromic surveillance also extends beyond monitoring health
problems reported in the Surveillance bulletin. Its infrastructure
has been used for studies on different topics and contexts, for
instance on the physical and psychosocial impact of the
COVID-19 pandemic [26,27] as well as to monitor the
presentation of symptoms in primary care in relation to
environmental exposures and heat waves [28,29]. The
comprehensive patient registry in the Nivel-PCD enables
continuous tracking of patients over time, linked with additional
sources such as socioeconomic data from Statistics Netherlands
(CBS), geographic information, and environmental exposure
data. Integration occurs across aggregated levels using
pseudonyms to ensure patient privacy.

Discussion

Study Findings and Comparisons With Previous
Works
The Nivel syndromic surveillance system provides large scale
monitoring of diseases and health symptoms, based on
representative population health data routinely registered in
general practice in the Netherlands, on the basis of unified
registration guidelines and strict privacy regulations. The
system’s infrastructure can also be used in different contexts of
public health research, including studies on the physical and
psychosocial impact of pandemics as well as environmental
exposures. It provides information to the stakeholders through
the openly accessible Surveillance Bulletin and signals early
warnings to the national and local public health authorities.
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Nivel syndromic surveillance allows for the observation of
patterns and trends not only among individuals who seek care,
but the entire registered population. This is an important strength
compared to syndromic surveillance systems that solely rely on
emergency department visits [10], which provide a rapid picture
of health trends but are limited to the severe cases. The
monitoring of broad categories of health problems such as
respiratory infections enables syndromic surveillance to serve
as an early warning mechanism for novel threats, providing
information earlier than laboratory confirmation [6]. The data
of the Nivel syndromic surveillance system can also be used in
different public health research contexts, providing insight into
the extent of public health impacts, identify vulnerable
populations, and guide appropriate mitigation strategies.

Limitations
It is important to acknowledge the limitations and inherent
complexities associated with syndromic surveillance. One of
them is the reliance of syndromic surveillance on reporting
clinical diagnoses or symptoms rather than diagnoses confirmed
by a laboratory. This could introduce some degree of
uncertainty, given that symptoms may not always be associated
with a specific disease. In addition, it could increase the
possibility of a delayed diagnosis registration compared to
surveillance infrastructures that use laboratory-confirmed cases
or emergency visits. Identifying rare or emerging diseases
without pre-established diagnostic codes or historical data poses
another challenge; a recent example is the miscoding and
misclassification of COVID-19 cases in primary care, during
the pandemic [30]. Establishing a reliable baseline for certain
health problems can also be difficult due to different factors
such as seasonality and changes in health care–seeking behavior.
Technical aspects such as updates in guidelines and coding
practices in primary care may also disrupt trends. Moreover,
there is currently a lack of quantitative data from other
surveillance systems to support a structured comparative
evaluation [31] of the system’s effectiveness regarding indicators
such as early detection.

Future Directions
As the field of syndromic surveillance evolves, there are several
challenges to be addressed that could substantially strengthen

the utility of the existing system in public health monitoring.
Despite the satisfactory national coverage rate of general
practices, participation of practices in the system is voluntary
and can vary per region [32]. The expansion of the system’s
geographical coverage with the inclusion of more general
practices across the country would strengthen the sample power
as well as representativeness, allowing for a more accurate
detection of disease trends and variation at the regional and
population group levels. In light of climate change and emerging
crises, linking syndromic surveillance with publicly available
environmental exposure data could allow for the monitoring of
the physical and mental impact on the population’s health more
accurately, especially during seasonal events such as heatwaves
or acute incidents of hazardous emissions. Another aspect would
be the integration of additional data sources in the syndromic
surveillance system such as those on emergency visits, similar
to other established surveillance systems [9], in order to provide
a more comprehensive monitoring of the population’s health.
Strengthening and expanding international collaborations and
networks with other syndromic surveillance systems could also
help identify existing caveats and develop best practices to
address them and would improve early warning of potential
health threats across countries [33]. Finally, innovation should
be an indispensable part of syndromic surveillance.

In particular, machine learning approaches as well as artificial
intelligence are promising areas that could contribute to more
accurate and efficient health monitoring, by facilitating analysis
processes, improving detection algorithms, and even the
development of predictive models [34].

Conclusions
The Nivel syndromic surveillance system is an important
infrastructure in providing monitoring of real world data on the
occurrence of all symptoms and diseases presented in general
practice, at the population level. Further implementation and
refinement of syndromic surveillance methodologies towards
data completeness, quality, and representativeness will enhance
the system’s effectiveness in contributing to public health
research and response strategies.
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Abstract

Background: As the COVID-19 pandemic has affected populations around the world, there has been substantial interest in
wastewater-based epidemiology (WBE) as a tool to monitor the spread of SARS-CoV-2. This study investigates the use of WBE
to anticipate COVID-19 trends by analyzing the correlation between viral RNA concentrations in wastewater and reported
COVID-19 cases in the Veneto region of Italy.

Objective: We aimed to evaluate the effectiveness of the cumulative sum (CUSUM) control chart method in detecting changes
in SARS-CoV-2 concentrations in wastewater and its potential as an early warning system for COVID-19 outbreaks. Additionally,
we aimed to validate these findings over different time periods to ensure robustness.

Methods: This study analyzed the temporal correlation between SARS-CoV-2 RNA concentrations in wastewater and COVID-19
clinical outcomes, including confirmed cases, hospitalizations, and intensive care unit (ICU) admissions, from October 2021 to
August 2022 in the Veneto region, Italy. Wastewater samples were collected weekly from 10 wastewater treatment plants and
analyzed using a reverse transcription–quantitative polymerase chain reaction. The CUSUM method was used to detect significant
shifts in the data, with an initial analysis conducted from October 2021 to February 2022, followed by validation in a second
period from February 2022 to August 2022.

Results: The study found that peaks in SARS-CoV-2 RNA concentrations in wastewater consistently preceded peaks in reported
COVID-19 cases by 5.2 days. Hospitalizations followed with a delay of 4.25 days, while ICU admissions exhibited a lead time
of approximately 6 days. Notably, certain health care districts exhibited stronger correlations, with notable values in wastewater
anticipating ICU admissions by an average of 13.5 and 9.5 days in 2 specific districts. The CUSUM charts effectively identified
early changes in viral load, indicating potential outbreaks before clinical cases increased. Validation during the second period
confirmed the consistency of these findings, reinforcing the robustness of the CUSUM method in this context.

Conclusions: WBE, combined with the CUSUM method, offers valuable insight into the level of COVID-19 outbreaks in a
community, including asymptomatic cases, thus acting as a precious early warning tool for infectious disease outbreaks with
pandemic potential.

(JMIR Public Health Surveill 2025;11:e58862)   doi:10.2196/58862

KEYWORDS

wastewater-based epidemiology; SARS-CoV-2; COVID-19; CUSUM; WBE; cumulative sum chart

Introduction

The COVID-19 pandemic has had a profound impact on public
health, with more than 200 million confirmed cases and more
than 4 million deaths worldwide as of August 2021. As the virus

spread, concerns about possible transmission through wastewater
became a significant public health issue [1]. Wastewater-based
epidemiology (WBE) plays a pivotal role in various
health-related studies. Research highlights several applications.
The estimation of global nicotine consumption through WBE
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was reviewed in the work of Asadi et al [2], highlighting its
diverse applications, shedding light on trends in nicotine
consumption worldwide and the associated risks, and stressing
the urgency of global action. Antibiotic-resistant bacteria are
another topic of interest in WBE, as shown in the work of Tiwari
et al [3], whose systematic review underscores the need for
active monitoring of antibiotic-resistant bacteria, offering
insights into their clinical utility, sensitivity, and uniformity. In
addition, antimicrobial concentration was investigated. The
systematic review by Chau et al [4] examines the concordance
between estimates of the prevalence of antimicrobial resistance
in wastewater and humans, while Holton et al [5] explore
community-wide antimicrobial use via WBE, evaluating 16
antimicrobials and their metabolites, providing insight for
improving precision in assessing drug intake. Wastewater-based
antimicrobial resistance surveillance, as demonstrated in the
most recent literature, appears to be an effective and promising
approach to confronting such phenomena in support of public
health actions. In addition, wastewater has long been useful for
the surveillance of different pathogens.

Recent studies have shown that SARS-CoV-2, a COVID-19
viral strain, can be detected in wastewater samples from infected
individuals, even when they are asymptomatic or have mild
symptoms [1,6]. Wastewater surveillance is based on the
assumption that viral RNA can be detected in the fecal matter
of asymptomatic people, as the shedding of viral particles can
occur before the onset of symptoms [7] and since diarrhea is a
symptom reported by a significant proportion of patients with
SARS-CoV-2 [8]. Furthermore, wastewater can also contain
fragments of viral RNA secreted by oral or nasal routes that can
enter wastewater when hands are washed. The virus can persist
in wastewater for several days, although higher temperatures
and lower pH levels can reduce its survival [9].

In the literature, various studies offer information on multiple
aspects of COVID-19 and wastewater, including the detection
of SARS-CoV-2 in wastewater [10], the persistence of the virus
in wastewater [11], and the potential use of WBE as a tool to
monitor the prevalence of the virus in communities [12]. The
study by Ciannella et al [13] focuses on analytical procedures
and epidemiological modeling in WBE for COVID-19. They
highlight the lack of standardization in wastewater analytical
methods, with reverse transcription–quantitative polymerase
chain reactions (PCRs) being the most widely used technique
for the detection and quantification of viral RNA. They suggest
exploring the solid portion of wastewater due to its higher viral
load and advocate the development of cost-effective portable
detection devices [13]. The study by Peccia et al [14]
investigates the potential of wastewater surveillance as a tool
for the early detection of COVID-19 outbreaks in a community.
The results show that WBE could provide early warnings of
outbreaks before clinical cases are detected.

In Italy, the study by La Rosa et al [10] suggests that
SARS-CoV-2 was present in northern Italy even in December
2019. The researchers analyzed wastewater samples from
October 2019 to February 2020 and found positive results for
the virus in multiple cities. This challenged the prior
understanding that the geo-warning system primarily served to

detect the virus’ presence and to monitor outbreaks before they
were reported to the health care system.

In WBE, a variety of statistical methods have traditionally been
employed to analyze the relationship between viral RNA
concentrations in wastewater and epidemic incidence, along
with other public health outcomes. Common techniques include
correlation analysis, regression models [15], and principal
component analysis [16], which are often used to establish
associations between wastewater parameters and COVID-19
case numbers, hospitalizations, or deaths. For example, studies
have frequently utilized methods such as ANOVA [17],
Gaussian distribution models [18], and autoregressive integrated
moving average (ARIMA) time series models to understand the
temporal dynamics and predict trends in viral loads [19].
Advanced techniques include the Efficient and Practical Virus
Identification System with Enhanced Sensitivity for Membrane
(EPISENS-M) method, which combines highly sensitive RNA
detection with mathematical modeling to predict cases of
COVID-19 [20]. Additionally, the framework utilized by Dai
et al [21] uses functional data analysis to detect true trends in
viral concentration, incorporating known covariates such as
sample storage temperature and influent volume, and employs
Markov chain Monte Carlo methods to forecast future viral
concentrations.

However, while these approaches are effective for retrospective
analysis and prediction, they often focus on broad trend
identification rather than real-time detection. Our study
introduces the cumulative sum (CUSUM) chart method, a
statistical process control tool commonly used in quality control
[22], which offers unique advantages in WBE by detecting small
shifts in viral load trends. Unlike traditional methods, CUSUM
charts are particularly useful for identifying early deviations
from established baselines, thus allowing earlier detection of
potential outbreaks.

This study aims to investigate whether the time series of viral
RNA concentrations in wastewater, expressed as genome copies
(gc) per microliter, can serve as an early indicator of
COVID-19–positive cases, including total positives, hospitalized
cases, and those admitted to intensive care units (ICUs), in the
Veneto region using CUSUM charts.

Methods

Overview
This study was conducted in the Veneto region of Italy, focusing
on a specific timeframe during the COVID-19 pandemic. While
the number of data points is limited, the study aims to provide
a detailed analysis of the correlation between the viral RNA
load of wastewater and the COVID-19 clinical outcomes,
offering valuable information for regional public health
strategies.

Our research evaluated this hypothesis by comparing the
temporal trends of these case categories to SARS-CoV-2
concentrations in wastewater samples.
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Ethical Considerations
This study was conducted using publicly available, anonymized,
and deidentified data, ensuring that no personal information of
individuals was accessed or processed. Wastewater data were
derived from environmental samples (ie, untreated wastewater)
and COVID-19 epidemiological data were aggregated at the
population level, preventing any direct identification of
individuals. Additionally, the analysis adhered to ethical
guidelines for research using secondary data, ensuring that all
data were used responsibly and in accordance with the applicable
privacy laws. No personal or sensitive information was collected
and the study design did not involve any interventions or direct
interaction with human subjects, thus exempting it from
requiring formal ethical approval.

Data Sources
This study used data from multiple sources to analyze the
correlation between SARS-CoV-2 RNA concentrations in urban
wastewater and COVID-19 clinical outcomes. The primary data
sources included analytical data from raw wastewater samples
and clinical data, including COVID-19 case data,
hospitalizations, and ICU admissions, from the Presidency of
the Council of Ministers’ Civil Protection Department.

These datasets were analyzed to assess temporal correlations
and to identify potential early warning signals for COVID-19
surges based on wastewater monitoring.

Wastewater Data and Study Design
The study focused on the Veneto region, selecting 10 wastewater
treatment plants (WTPs) in 5 provinces, collectively serving
more than 4 million inhabitants. Weekly samples were collected
from October 5, 2021, to August 2, 2022.

Sampling Equipment and Sites
The samples were collected using an automated sampler
(compact portable sampler 6712C, ISCO) to obtain 100 mL of
a 24-hour composite raw wastewater sample [10], ensuring
representative capture of daily variations in wastewater
composition. Each sample consisted of 20 mL subsamples of
raw wastewater collected every 30 minutes for the 24-hour
period. After collection, the samples were immediately
refrigerated at 4 °C to preserve viral RNA integrity until
analysis. Sample concentration, extraction, and viral RNA
detection protocols are described in the study by Baldovin et al
[23]. The selected WTPs included: Abano Terme, Padova Ca’
Nordio - historical center, Padova Ca’ Nordio - Industrial Area,
Padova Guizza, Treviso, Venice Fusina, Verona 1M, Verona
3M, Verona 8M, and Vicenza Casale (Figure 1).

Figure 1. Geographic distribution of wastewater treatment plants and correspondence with LHUs in the Veneto region, Italy. LHU: local health unit.

RNA Detection and Laboratory Methods
Following collection, wastewater samples were concentrated
using the Epidemiological Surveillance for SARS-CoV-2 in
Urban Sewage in Italy, third revision (SARI_rev3) method [24],
which includes a sample concentration step involving
polyethylene glycol precipitation. This process yielded a
concentrated pellet from a 45 mL sample volume, which was
then subjected to RNA extraction using 2 different commercial
kits, following the manufacturer’s instructions. For the
University of Padova samples, RNA extraction was performed
using the QIAamp viral RNA mini kit (Qiagen). The samples

were collected at the following locations: Abano Terme, Padova
Ca’ Nordio - historical center, Padova Ca’ Nordio - Industrial
Area, and Padova Guizza. For the Regional Agency for
Environmental Protection and Prevention of Veneto samples,
RNA extraction was conducted using the eGENE-UP system
(Biomerieux), a well-established method for SARS-CoV-2 RNA
recovery. These samples were collected from Treviso, Venice
Fusina, Verona 1M, Verona 3M, Verona 8M, and Vicenza
Casale. For all samples, RNA was treated with the OneStep
PCR Inhibitor Removal Kit (Zymo Research) after extraction
to remove PCR inhibitors. The final volume of the RNA elution
was standardized to 100 µL.
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Reverse transcription–quantitative PCR assays targeting the
SARS-CoV-2 open reading frames 1ab (ORF1ab) (nonstructural
protein 14) gene were used for quantification. A limit of
detection was established at 2 gc/µL. For measurements below
this threshold, the values were recorded as half of the limit of
detection to account for the presence of the low level. PCR
inhibition was routinely assessed using an internal Mengovirus
control and recovery efficiency was confirmed for each sample
using this control as well.

Replicates and Quality Control
Each wastewater sample was processed in duplicate to ensure
the reproducibility and accuracy of viral load quantification.
Additionally, a spiking experiment was performed periodically
using known concentrations of synthetic SARS-CoV-2 RNA
to verify the precision of the assay on different matrices. This
approach enabled the detection of any potential assay failures
or matrix effects that could impact quantification. To account
for the variability in influent flow rates and population size,
viral load data were normalized per liter of wastewater and per
capita. This normalization facilitated comparison across different
WTPs and over time. Detailed records of each WTP’s daily
influent volume, as well as specific operational characteristics,
were maintained and integrated into the data analysis to ensure
that any observed variations in viral concentrations could be
accurately interpreted.

Positive COVID-19 Case Data
The Presidency of the Council of Ministers’ Civil Protection
Department diligently managed, processed, and provided data
on active and cumulative confirmed COVID-19 cases and daily
COVID-19-related deaths for public use under the Creative
Commons Attribution 4.0. The population of confirmed
COVID-19 cases in the area served by each WTP was identified
based on local health units (LHUs) as follows: LHU 2 (Treviso
collector); LHU 3 (Venice Fusina collector); LHU 6 (Abano
Terme, Padova Ca’ Nordio - historical center, Padova Ca’
Nordio - Industrial Area, and Padova Guizza collectors); LHU
8 (Vicenza Casale collector); and LHU 9 (Verona 1M, 3M, and
8M collectors) (Figure 1).

Statistical Analysis
Continuous variables were reported as median and first and
third quartiles, and categorical variables as percentages and
absolute numbers. The trend of wastewater was reported as an
absolute value for each measurement, and the trend in the
number of positive cases was shown as positives per province
population multiplied by 100,000.

CUSUM Charts
To compare COVID-19 cases and trends in wastewater, we used
CUSUM charts. Originally developed by Page in 1954 [25],

CUSUM charts have since been widely adopted across various
fields, including health care, for quality control purposes. The
key advantage of a CUSUM chart lies in its cumulative nature,
where each plotted point reflects not only the current value but
also the cumulative effect of all previous data points [22]. This
makes CUSUM charts especially sensitive to small deviations
that could indicate a gradual trend change, positive or negative,
within a dataset [26].

This graphical tool detects slight deviations from a target value
(in this case, the mean) by considering current and previous
values in the series. Specifically, the CUSUM chart is based on
a statistic derived from the standard deviations of the process,
assuming that the empirical distribution follows a normal
distribution with a mean of zero. Statistic values that exceed
the upper and lower limits (typically set at 4σ, where σ
represents the standard deviation of the process) are marked as
“out of control” points. These points can be interpreted as
“structural breakpoints” or “turning points,” indicating
significant shifts in the series’ trend, either positive or negative.
The “differential” signifies the difference between the time (“t”)
and the value at the values of time (“t-1”). The CUSUM charts
for positive case differentials employ upper and lower limits at
4σ, while those for gc/µL concentrations use a threshold at
±2.782 [27] due to lower data variability
(varpositive=16,048,128; varRNA=3070.525 gc/µL).

The analyses were performed using R [28], with the qcc package
used for the CUSUM chart [29]; ggplot [30] and ggplot2 [31]
were used to generate the graphs.

Results

Overview
Table 1 provides an overview of the WTPs considered during
the sampling period. It offers information on their key

characteristics, including flow rates (m3/24 h) and total
suspended solids concentrations (mg/L). These parameters
exhibit variations at different locations, indicating the diverse
compositions of the wastewater. The table also highlights the
volume of collected samples (mL) and the corresponding
distribution across different sample sizes. The concentrations
of total suspended solids showed diversity, ranging from 94.25
mg/L in Treviso to 207.00 mg/L in Verona 8M.

Figure 2 shows the trend of wastewater for 2021 and 2022,
divided by the different collectors. It should be noted that there
are different peaks in wastewater load during specific periods,
including November 2021, late December 2021, and January
2022, followed by recurring peaks in April and July 2022.
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Table . Descriptive characteristics of wastewater treatment plants in the Veneto region, Italy, considered in the study. Continuous variables are reported
as I, II, and III quartiles, whereas categorical variables are reported as percentages and absolute numbers.

Sample volume (500
mL), n (%)

Sample volume (250
mL), n (%)

Sample volume (125
mL), n (%)

Total suspended solids
(mg/L), I/II/III quartile

Flow rates (m3/24 h),
I/II/III quartile

44 (100)0 (0)0 (0)170.00/232.00/276.004927.00/5428.50/6059.50Abano Terme (n=44)

44 (100)0 (0)0 (0)112.00/172.00/234.0022,074.25/24,677.00/27,760.75Padova Ca’ Nordio -
historical center (n=44)

44 (100)0 (0)0 (0)112.00/170.00/235.0021,626.75/24,677.00/27,760.75Padova Ca’ Nordio -
Industrial Area (n=44)

44 (100)0 (0)0 (0)16.00/47.00/74.503087.25/3275.50/3406.25Padova Guizza (n=44)

44 (100)0 (0)0 (0)94.25/123.50/169.7513,477.50/14,365.00/14,830.00Treviso (n=44)

2 (2)51 (59)34 (39)68.50/116.00/193.0072,906.50/87,562.00/100,155.25Venice Fusina (n=87)

43 (100)0 (0)0 (0)117.00/181.00/230.0012,657.50/12,874.00/13,089.50Verona 1M (n=43)

43 (100)0 (0)0 (0)132.50/183.00/203.5011,232.00/14,688.00/17,237.00Verona 3M (n=43)

43 (100)0 (0)0 (0)207.00/231.00/265.0033,739.50/34,474.00/39,571.00Verona 8M (n=43)

44 (100)0 (0)0 (0)85.75/101.00/119.2527,052.75/30,018.50/32,466.75Vicenza Casale (n=44)

Figure 2. Temporal trends of SARS-CoV-2 RNA concentrations in wastewater throughout the Veneto region, Italy, during 2021 and 2022.

CUSUM Chart Results in the First Period
Daily total COVID-19–positive cases, hospitalized cases, and
admissions to the ICU were compared with daily viral
concentrations. The analyses considered recovery efficiency
(percentage recovery value), which was used as a weighting
factor. The results obtained, particularly with respect to the peak
concentrations, remained consistent even after adjustment for
recovery values.

Figure 3 illustrates the CUSUM charts that show the interaction
between positive cases and wastewater trends, plotting
progressive observations on the x-axis, while the y-axis shows
the cumulative deviation from the target, highlighting shifts and
trends over time. Notable spikes indicate significant increases,
suggesting potential outbreaks or changes in viral concentration.

In Figure 3, we observe a significant positive differential value
beyond the upper limit at the 106th data point in the CUSUM
Positive Cases Trend chart, which corresponds to the observation
made on January 19, 2022. This indicates a substantial increase
in positive cases. When comparing this with the CUSUM
Wastewater Trend chart, several positive and negative peaks
appear. In particular, there is a peak in wastewater effluent
between December 30, 2021, and January 25, 2022, and each
of these effluent peaks aligns with a subsequent peak in positive
case differentials between January 3 and 31, 2022.

Table 2 presents data on the correspondence between significant
peaks in wastewater SARS-CoV-2 RNA concentrations and
subsequent peaks in COVID-19 cases, distinguishing between
total cases, hospitalized cases, and admissions to the ICU.
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Figure 3. CUSUM analysis of COVID-19–positive cases (top) and SARS-CoV-2 RNA detected in wastewater (bottom) in the Veneto region, covering
the period from October 5, 2021, to February 14, 2022. CUSUM: cumulative sum.

JMIR Public Health Surveill 2025 | vol. 11 | e58862 | p.296https://publichealth.jmir.org/2025/1/e58862
(page number not for citation purposes)

Ocagli et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table . Temporal correspondence between peaks in SARS-CoV-2 RNA concentrations in wastewater and COVID-19 cases in the Veneto region
(October 5, 2021, to February 14, 2022).

Difference in days, nCOVID-19 cases, nDates of COVID-19 peak
cases

SARS-CoV-2 RNA concen-
tration, gc/µL

Dates of wastewater peaks

Total positive COVID-19 cases

6888312/27/2021100.75    12/21/2021

416,8481/03/2022188.73    12/30/2021

622,0241/10/2022247.79    1/04/2022

425,2831/17/2022140.62    1/13/2022

615,3721/31/2022172.71    1/25/2022

Hospitalized COVID-19 cases

628412/27/2021100.75    12/21/2021

42651/03/2022188.73    12/30/2021

32531/07/2022247.79    1/04/2022

42541/17/2022140.62    1/13/2022

Hospitalized in intensive care units COVID-19 cases

61812/27/2021100.75    12/21/2021

For example, for total positive cases, it should be noted that
effluent peaks on December 30, 2021, and January 4, 2022,
were followed by significant increases in positive cases, with
a delay of 4 to 6 days. This suggests a correlation between
wastewater changes and surges in total cases of COVID-19.

Analysis of the CUSUM charts reveals that effluent
concentration peaks consistently preceded positive case peaks
by an average of 5.2 days for total positive cases. In the case of
hospitalized patients, the average time lag between the detection
of a significant effluent value and the subsequent detection of
a significant value in hospitalizations was 4.25 days.

Similarly, for positive cases that required hospitalization,
effluent peaks on December 30, 2021, and January 4, 2022,
were followed by case peaks, although with a slightly shorter
delay of 3 to 4 days. This close temporal relationship between
effluent peaks and hospitalizations is a significant finding.

Furthermore, data indicate that effluent peaks on December 21
and 27, 2021, coincided with the increase in ICU admissions 6
days later, underlining a consistent trend in which wastewater
changes anticipated changes in the need for critical care.

CUSUM Chart Results in the Second Period
To validate the hypotheses and results, the same analysis was
performed on the series of positive cases within the time frame
from January 14 to August 2, 2022, (Figure 4). Furthermore,
Figure 4 shows the complete series of the differential of viral
load in wastewater effluent.

As shown in Table 3, seven turning points in the effluent series
corresponded to turning points in the positive case series. The
average number of days between a wastewater peak and a
clinically confirmed case peak was 6. In particular, a peak in
the effluent dated April 7, 2022, was associated with an elevated
positive case count, although it did not differ significantly from
other outbreak values.

The results of the comparison of the CUSUM charts for total
positive cases and effluents until August 2, 2022, align with the
findings observed in the analysis up to February 13, 2022. The
average number of days between an effluent peak and a positive
case peak was 6.
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Figure 4. CUSUM analysis of positive cases for COVID-19 (top) and SARS-CoV-2 RNA trends in wastewater (bottom) in the Veneto region, Italy,
February 14, 2022, to August 2, 2022. CUSUM: cumulative sum.
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Table . Temporal correspondence between peaks in SARS-CoV-2 RNA concentrations in wastewater and COVID-19 cases in the Veneto region
(February 14, 2022, to August 2, 2022).

Difference in days, nTotal positive COVID-19
cases, n

Dates of COVID-19 peak
cases

SARS-CoV-2 RNA concen-
tration, gc/µL

Dates of wastewater peaks

782054/05/2022227.963/29/2022

578544/12/2022715.864/07/2022

889224/20/2022290.864/12/2022

188144/27/2022158.384/26/2022

787536/28/2022109.606/21/2022

710,8847/05/2022209.816/28/2022

712,5717/12/2022189.487/05/2022

Discussion

Principal findings
This study provides valuable information on the use of WBE
as an early warning system for COVID-19 outbreaks in the
Veneto region of Italy. Using CUSUM charts, we were able to
detect significant changes in viral RNA concentrations in
wastewater and assess their correlation with COVID-19 clinical
outcomes, such as positive cases, hospitalizations, and
admissions to the ICU.

Our findings confirm the potential of WBE to anticipate
COVID-19 trends, with viral peaks in wastewater consistently
preceding peaks in reported cases by an average of 5.2 days.
Similarly, wastewater data provided early indications of
increases in hospitalizations and admissions to the ICU, with a
lag time of 4.25 and 6 days, respectively. These lead times are
crucial for public health preparedness, allowing authorities to
mobilize resources and implement containment measures before
the number of clinical cases surges.

Our results align with previous WBE studies for the monitoring
of SARS-CoV-2. Henriques et al [32], in their 2023 study,
underscore the importance of WBE in assessing the presence
and prevalence of SARS-CoV-2, particularly in regions with
limited clinical data. WBE is a crucial complementary tool for
the early detection and surveillance of COVID-19 outbreaks.
It helps to estimate clinical cases and evaluate the effectiveness
of vaccination programs [32].

The systematic review and meta-analysis by Li et al [33]
emphasize the varying correlation between SARS-CoV-2 RNA
concentrations in wastewater and clinically confirmed cases of
COVID-19. Environmental factors, WBE sampling designs,
and epidemiological conditions influence the strength of this
correlation. Their study underscores the need to understand the
dynamics of viral shedding, in-sewer decay, and sampling
strategies to accurately estimate COVID-19 cases through WBE
[33]. Furthermore, a study by Sodhi and Singh in 2022 [34]
explores SARS-CoV-2 in wastewater, highlighting the presence
of the virus even before symptoms. They advocate revised
guidelines and advanced viral remediation techniques.

The temporal correlations between wastewater trends and
clinical outcomes underscore the potential usefulness of WBE
as a supplementary tool for public health surveillance. However,

our analysis revealed a lead time of only 5 days when
considering COVID-19–positive cases. Although a 5-day
warning can help prepare health care resources, it comes with
certain limitations. Relatively short lead times can lead to a
faster but less reliable response, especially given the
complexities of reorganizing health care resources and managing
intensive care. Therefore, while we acknowledge the value of
short-term alerts, it is crucial to strike a balance between
timeliness and reliability when implementing preventive and
resource management measures. To better focus on the increase
in health care resources, it is essential to obtain more data on
hospitalized cases and admissions to the ICU for COVID-19.
However, during the considered period, these data are not robust
enough to suggest a mean number of days to prepare for an
increase in the number of beds for admitted patients.

The analysis in Table 2 shows a 13-day gap between the peak
in the SARS-CoV-2 RNA concentration in wastewater on
January 4, 2022, and the peak in reported cases of COVID-19
on January 17, 2022. This longer-than-expected delay highlights
the variability inherent in WBE. Several factors could explain
this discrepancy, including complex disease dynamics,
inconsistent lag times due to varying public health responses,
and potential delays in testing and reporting during periods of
high case numbers. These factors underscore the need for careful
interpretation of the correlations between wastewater data and
clinical case trends, as the relationship may not always be linear
or immediate.

The comparison between the fall of 2021 and the spring of 2022
reveals a potential gap in clinical surveillance, identified through
the analysis of divergent trends between wastewater
concentrations and reported cases of COVID-19. Specifically,
while wastewater data indicated fluctuations in viral RNA
concentrations, the number of reported COVID-19 clinical cases
began to decline from April 2022, suggesting either a decrease
in testing or reporting accuracy or a genuine decrease in cases
not fully captured by the wastewater analysis. This divergence
highlights the importance of integrating multiple data sources,
including wastewater and clinical data, to provide a
comprehensive overview of disease trends.

Despite current challenges, future research aims to improve
sampling and analysis protocols, understand viral dynamics in
sewer systems, and exploit artificial intelligence and big data
to better monitor wastewater. The study by Nayak et al [18]
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highlights the potential of machine learning, particularly in
diverse sewer sheds, using time series models such as long
short-term memory and various data parameters for accurate
trend forecasting. In parallel, the work by Jiang et al [35]
underscores the crucial role of WBE in tracking COVID-19
transmission.

In the field of WBE, several methodologies have been developed
to predict future COVID-19 cases, including our method, the
EPISENS-M technique of Ando et al, and the statistical
framework proposed by Dai et al. Although all 3 methods share
the objective of using wastewater data to monitor and forecast
the evolution of the pandemic, they differ significantly in their
approach, robustness, and applicability.

The EPISENS-M method, developed by Ando et al [20],
represents a significant advancement in the sensitive detection
of SARS-CoV-2 RNA in wastewater. This method utilizes
membrane adsorption and direct RNA extraction to enhance
detection sensitivity, allowing for accurate prediction of clinical
cases even in low-prevalence settings. However, a key limitation
of this approach is its reliance on recent clinical data for
calibration, which may reduce its effectiveness in situations
where such data are not readily available.

On the other hand, Dai et al [21] developed a sophisticated
statistical framework based on Bayesian models and functional
principal component analysis to address the challenges posed
by noisy and sparsely sampled data. Although their approach
is extremely useful for interpreting viral concentration data in
wastewater and mitigating fluctuations due to technical errors,
it is not designed to directly predict clinical cases of COVID-19.
This limits its applicability as a direct epidemiological
forecasting tool.

The use of the CUSUM method in this study marks a novel
approach to identifying subtle shifts in SARS-CoV-2 trends,
offering a more sensitive detection of deviations from
established baselines. Unlike EPISENS-M, our method is less
dependent on recent clinical data, making it potentially more
robust in contexts with limited clinical monitoring. Furthermore,
compared to the method of Dai et al, our approach focuses
specifically on epidemiological prediction, providing a direct
advantage for public health planning.

Limitations
Despite its potential, our study has limitations. The reliance on
a single region and a specific time frame restricts the
generalizability of our findings.

Furthermore, the significant heterogeneity observed in flow
rates, suspended solid concentrations, and volume distribution

provides information on the differences in the sites considered.
The sites reflect the data on specific cities; so, while we have
the number of positive cases per province, we need to exercise
caution when generalizing these findings to the whole region.
Additionally, the study’s reliance on SARS-CoV-2 RNA
concentrations as an early indicator may overlook other potential
contributors to wastewater dynamics and require further
validation through complementary approaches.

This study focused on the correlation between SARS-CoV-2
RNA concentrations in wastewater and clinical indicators of
COVID-19, without accounting for the dynamics of population
mobility or additional biomarkers in wastewater. While these
factors can influence wastewater analysis and provide deeper
insights, they were beyond the scope of the current study. Future
research could integrate mobility data and additional biomarkers
to improve the predictive capacity of WBE.

Validation analyses were performed only for positive cases due
to a low number of peaks for hospitalized and ICU cases.
Therefore, the study acknowledges the need for further
validation and standardization of analytical methods in
wastewater analysis. Additionally, while the study highlights
correlations, the cause cannot be definitively established. Future
research could explore the generalizability of these findings in
different regions and populations.

Conclusions
This study confirms that WBE, even when applied at a regional
level with limited data points, can provide early warnings for
COVID-19 outbreaks. The use of CUSUM charts enabled the
sensitive and timely detection of shifts in viral load trends,
offering crucial lead times for public health interventions. Our
findings highlight the value of integrating WBE into public
health surveillance systems, especially in areas where clinical
data may not be immediately available.

The results confirm the reliability of wastewater analysis in
anticipating COVID-19 trends, particularly at the LHU level,
which is vital for informed public health planning and proactive
responses. The potential of WBE to monitor the spread of
SARS-CoV-2, including emerging variants, underscores the
importance of continued efforts to improve wastewater
monitoring and treatment.

More research is essential to refine the detection and
quantification methods for pathogens and viruses in wastewater,
as well as to evaluate their feasibility in different contexts.
Ultimately, this approach offers a robust and valuable tool for
epidemiological surveillance, contributing significantly to the
early detection and management of infectious disease outbreaks
with pandemic potential.
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Abstract

Background: Human mobility is expected to be a critical factor in the geographic diffusion of infectious diseases, and this
assumption led to the implementation of social distancing policies during the early fight against the COVID-19 emergency in the
United States. Yet, because of substantial data gaps in the past, what still eludes our understanding are the following questions:
(1) How does mobility contribute to the spread of infection within the United States at local, regional, and national scales? (2)
How do seasonality and shifts in behavior affect mobility over time? (3) At what geographic level is mobility homogeneous
across the United States?

Objective: This study aimed to address the questions that are critical for developing accurate transmission models, predicting
the spatial propagation of disease across scales, and understanding the optimal geographical and temporal scale for the
implementation of control policies.

Methods: We analyzed high-resolution mobility data from mobile app usage from SafeGraph Inc, mapping daily connectivity
between the US counties to grasp spatial clustering and temporal stability. Integrating this into a spatially explicit transmission
model, we replicated SARS-CoV-2’s first wave invasion, assessing mobility’s spatiotemporal impact on disease predictions.

Results: Analysis from 2019 to 2021 showed that mobility patterns remained stable, except for a decline in April 2020 due to
lockdowns, which reduced daily movements from 45 million to approximately 25 million nationwide. Despite this reduction,
intercounty connectivity remained seasonally stable, largely unaffected during the early COVID-19 phase, with a median Spearman
coefficient of 0.62 (SD 0.01) between daily connectivity and gravity networks. We identified 104 geographic clusters of US
counties with strong internal mobility connectivity and weaker links to counties outside these clusters. These clusters were stable
over time, largely overlapping state boundaries (normalized mutual information=0.82) and demonstrating high temporal stability
(normalized mutual information=0.95). Our findings suggest that intercounty connectivity is relatively static and homogeneous
at the substate level. Furthermore, while county-level, daily mobility data best captures disease invasion, static mobility data
aggregated to the cluster level also effectively models spatial diffusion.

Conclusions: Our work demonstrates that intercounty mobility was negligibly affected outside the lockdown period in April
2020, explaining the broad spatial distribution of COVID-19 outbreaks in the United States during the early phase of the pandemic.
Such geographically dispersed outbreaks place a significant strain on national public health resources and necessitate complex
metapopulation modeling approaches for predicting disease dynamics and control design. We thus inform the design of such
metapopulation models to balance high disease predictability with low data requirements.

(JMIR Public Health Surveill 2025;11:e64914)   doi:10.2196/64914

KEYWORDS

geographical disease dynamics; spatial connectivity; mobility data; metapopulation modeling; COVID-19; human mobility;
infectious diseases; social distancing; epidemic; mobile apps; SafeGraph; SARS-CoV-2; coronavirus; pandemic; spatio-temporal;
US; public health; mobile health; mHealth; digital health; health informatics
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Introduction

Human mobility plays a crucial role in the spread of respiratory
diseases [1]. The combination of regional travel and local
commuting represents the spatial connectivity between locations,
serving as the main driver in the geographic diffusion of
infectious diseases. Characterizing the spatial dynamics of
pathogen transmission is, therefore, intricately tied to unraveling
human mobility patterns. Such a task has proven to be
challenging due to the inherent complexity and privacy-related
limitations on collecting mobility data [2]. Over the past few
decades, researchers have extensively relied on mobility data
obtained from census records, surveys, transportation statistics,
commuting data, and international air traffic data. Such datasets
have widely contributed to a better understanding of human
mobility patterns and their impact on the epidemic spread [3-6],
but can be limited in their resolution or scale. More recently,
this gap has been filled by the use of mobile phone data [7,8],
primarily based on phone records, but no such data have been
available in the United States.

The global health crisis triggered by COVID-19 has underscored
the critical need for swift access to mobility to help mitigate
the spread of the virus. The urgency of the situation prompted
an unprecedented sharing of data by private companies
worldwide, through legally and ethically compliant agreements.
These data were based on mobile location–based app usage and
thus provided incomparable access to high-resolution,
large-scale, and near-real-time mobility data that have expanded
human mobility science [9] and computational epidemiology
[10,11]. The availability of these data has especially represented
a shift in the US public health and it has been used to inform
epidemic models and reveal the impact of mitigation strategies
on behavior [12-16]. Although the association between mobility
patterns and COVID-19 transmission in the United States has
been extensively explored, for example, in studies by Pei et al
[14], Badr et al [16], Xiong et al [17], Tokey [18], Zheng et al
[19], and Gao et al [20], no studies have been devoted to
assessing when the underlying mobility network needs to be
embedded into models to characterize epidemic spread.

Furthermore, the effects of control measures such as social
distancing and travel restrictions as well as the most suitable
geographical and temporal granularity for implementing these
measures still lack clarity. This gap in understanding the
characteristic spatio-temporal scale of mobility not only limits
target control policies but also our ability to model transmission
dynamics effectively. To date, mobility data have been
integrated into epidemic models without due consideration for
the optimal geographical (eg, municipalities, regions, and states)
and temporal resolution (eg, day, week, and month) required to
accurately capture epidemic spread. The level of granularity
used in these models has consistently been dictated by a priori
assessments from data providers [21,22].

To address these gaps, this study made 3 key contributions.
First, for characterizing spatiotemporal scales, we systematically
analyzed human mobility patterns across the United States using
high-resolution mobile app–based location data to characterize
intercounty connectivity at different spatial and temporal scales

before and after the COVID-19 pandemic. Second, for
quantifying mobility’s impact on the geographic spread of
disease, we integrated these mobility data into spatially explicit
transmission models to assess its role in the geographic diffusion
of SARS-CoV-2 during the first wave. Finally, for evaluating
the predictive power across scales, we analyzed how the
predictive ability of epidemic models changes with varying
resolutions of mobility data, identifying the spatial and temporal
scales of intercounty connectivity that significantly influence
disease dynamics. This analysis allowed us also to explore the
trade-offs between using fine-grained mobility data and
aggregated data at coarser scales.

While our approach yields valuable insights into human behavior
and disease dynamics and makes a theoretical contribution to
the field, we acknowledge its limitations—most notably the
simplifications in the disease model, such as assuming
homogeneous mixing within counties. However, our focus was
on understanding heterogeneity at scales larger than counties,
as most public health data are typically available at the county
level. This approach represents a significant step toward
understanding the role of mobility in geographical disease
diffusion and optimizing the integration of mobility data into
epidemic models to better inform public health policies.

Methods

Study Design and Population
This study investigated the role of human mobility at various
temporal and spatial scales in the spread of COVID-19 across
the US counties, using mobility and disease incidence data.
First, we examined human displacements and the resulting
intercounty connectivity patterns in the United States based on
the daily number of visits between census blocks. We also
analyzed disease incidence during the early phases of the
COVID-19 pandemic, from January 2019 to July 2020, and
used an inference framework to estimate underreporting based
on the number of new deaths. In the second step, we developed
a metapopulation model to simulate disease transmission,
incorporating intercounty mobility patterns and epidemiological
data, adjusted for underreporting. The study focused on US
counties with populations greater than 10,000 to minimize biases
in mobility and incidence data.

Data Collection

Characterizing Intercounty Connectivity With Mobility
Data
We used data from SafeGraph [23] (now Advan Patterns [Advan
Inc]), a platform gathering mobility data from location-based
mobile app usage. Specifically, we used the daily Social
Distancing dataset provided by SafeGraph (refer to Multimedia
Appendix 1 for dataset details). This dataset includes
information on the number of mobile devices with a home from
a census block group visiting another census block group or
staying in the originating one for at least a minute. The data
covered the period from January 2019 to April 2021 on a daily
basis. These data were aggregated to the US county level to
ensure consistency in geographic scale for disease surveillance
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and public health decision-making. A correction factor addresses
spatial and temporal variations (Multimedia Appendix 1).

We quantified monthly intercounty connectivity by normalizing
visits from an origin county to destination counties and
calculated average daily visits for all county pairs from January

2019 to March 2021. We then normalized the results so that the
sum of probabilities for each county equals 1. The resulting
time-evolving network reflected daily coupling probabilities.
Figure 1A shows the connectivity network for March 2020.
Figure S2 in Multimedia Appendix 1 compares monthly and
daily datasets.

Figure 1. Data sources and epidemic context. (A) Mobility data. The figure shows the spatial connectivity network between US counties in March
2020. The map shows only links with the top 1% of coupling probability (pij>.0038). (B-C) Public health data. (B) The map shows the time of arrival
by county, defined as the time when the total number of cases (observed+unreported) in counties that reached at least 10 cases. Black-colored counties
are counties that have been infected before March 15, 2020. (C) Black dots show the corrected number of infected counties over time nationally. Gray
dots show the observed number of infected counties over time nationally. The orange solid line shows the daily number of new confirmed cases nationally,
while the orange dotted line shows the real number of cases nationally accounting for underreporting.

Characterizing Early Phase of COVID-19 in the United
States With Public Health Data
The first confirmed case of COVID-19 in the United States
emerged in Washington state on January 21, 2020, quickly
leading to local transmission. Guidelines promoting social
distancing and discouraging gatherings were issued on March
16, 2020. While many European countries enacted nationwide
restrictions, the United States implemented localized measures
at varying times. Lockdowns peaked in the United States in
April 2020, with over 40 states enforcing stay-at-home or shelter
in-place orders [24]. Despite these efforts, COVID-19 continued
to spread, with most US counties reporting cases by June 2020.
As cases surged again in October 2020, recommendations for
social distancing were made to keep epidemic activity in check.

The COVID-19 disease incidence data were derived from the
Centers for Disease Control and Prevention (CDC) data [24].
We used daily reports of new cases and the timing of their
arrival in each US county, defined as the day when at least 10
cases were recorded in that area. Daily new-reported cases and
time of arrivals were adjusted for potential underreporting at

the county level, estimated using global data on COVID-19
cases and fatalities, as outlined in a study by Russell et al [25]
(Figures 1B and 1C).

Statistical Analysis

Describing Temporal and Spatial Variability in the
Mobility Network
We examined the monthly network structure to evaluate the
temporal mobility patterns, quantifying each county’s degree
(number of connections to other counties). We also defined link
persistence as the probability links with nonzero mobility in a
month of 2019 that remained in the same month of 2020 and
2021. We also fit a gravity model to the intercounty connectivity
network for each month. Community detection analysis using
the stochastic InfoMap algorithm developed by Rosvall et al
identifies regions with more frequent internal movements [26].
We used a bootstrap resampling method to account for
stochasticity (refer to Multimedia Appendix 1 for details). Urban
and rural classifications are based on the National Center for
Health Statistics Urban-Rural Classification Scheme. All
network analyses were performed using Python’s NetworkX
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library [27], which is widely used for the creation, manipulation,
and study of the structure, dynamics, and functions of complex
networks. Gravity model fitting was conducted using the
scikit-mobility library, a Python package designed for mobility
data analysis [28].

Incorporating Human Mobility Into Infectious Disease
Models
We used a stochastic non-Markovian transmission model with
a metapopulation structure at the US county level [21]. The
model accounts for disease transmission proportional to (1)
infected residents not moving, (2) infected visitors coming from
other counties, and (3) returning residents previously infected
in other counties. The resulting force of infection in the county
i is defined as follows:

λi=λii+∑i≠jλjiv+∑i≠jλijr

λii=βpii2IiNi^

λjiv=βpiipjiIjN^i;λijr=βpijI^jN^j

where pij is the coupling probability extracted from the
intercounty connectivity network. The effective population, and
effective number of infections are, respectively, defined as
follows:

Ni^=piiNi+∑i≠jpjiNj

Ii^=piiIi+∑i≠jpjiIj

We considered the susceptible-exposed-infectious-recovered
epidemic dynamics specific to COVID-19. The epidemics
parameters were described by Pullano et al [29].

The detailed mathematical framework, model calibration, and
implementation details can be found in Multimedia Appendix
1. The model and inference framework were developed in C++
to optimize performance and efficiency, particularly when
working with large-scale data.

Inference Framework and Goodness of Fit
To calibrate the epidemic pathway, we used the cumulative
number of infected US counties (Figure 1C). Calibration covered
March 14 to July 15, 2020, when all counties reported infections.
Parameter estimates βpre−LD (March 15‐31) and βpost−LD (March
31-May 15) were derived using maximum likelihood, assuming
a Poisson distribution for reported cases.

We assessed model performance by comparing the modeled
invasion probability pi,inv(t) with the observed early phase
COVID-19 spatial invasion. pi,inv(t) denotes the probability for
a county i reporting at least 10 infected cases on day t in the
simulation. The goodness of fit is defined as follows:

G(t)=∑i(Iilog pi,inv(t)+(1−Ii)log (1−pi,inv(t)))

Ii=1 if the county i reported at least 10 infected cases at the day
t; Ii=0 otherwise.

Comparing Models Across Geographical Scales
In designing the metapopulation structure at different spatial
scales, we aimed to better understand the role of mobility
heterogeneity that matters in disease diffusion. Beyond this
primary goal, this approach also highlighted the data
requirements necessary for accurate modeling at different spatial

scales. Specifically, it explored the implications of using
mobility data at a coarser regional scale (eg, cluster or state),
assuming higher-resolution flow data are unavailable.

For a given spatial scale R (eg, cluster and state), we randomized
the mobility links among counties within a region R, preserving
the number of links. Coupling probabilities for connected
counties within each region R are equal to the average coupling
probability of the links within that region, as follows:

pijR=∑l,k∈RplkN

with i,j, ∈, and R, while coupling probabilities across regions
are not changed.

Ethical Considerations
This study used publicly available, deidentified, and aggregated
data from SafeGraph (now Advan Patterns) and the CDC.
SafeGraph ensures user privacy by implementing differential
privacy techniques, which involve adding Laplacian noise to
anonymize data at the Census Block level. In addition,
SafeGraph excluded connections associated with census block
groups containing data from fewer than 2 devices. Ethical review
for this study was sought from the Institutional Review Board
at Georgetown University and the study was approved on
October 14, 2020 (STUDY00003041).

Results

Analyzing the US county connectivity via mobility data revealed
temporal and geographical stability, identifying the key scale
driving COVID-19’s initial spread. Our findings addressed
public health needs and determined the optimal scale for
metapopulation model design.

Temporal Stability of the Intercounty Connectivity
Network
From January 2019 to March 2021, mobility remained relatively
stable, except for a significant drop in April 2020 coinciding
with lockdown measures, reducing daily visits from 45 million
to around 25 million nationwide (Figure 2A). The mobility
shock extended throughout the month, encompassing a
transitional period (Figures 2A and 2B). Analysis of the
intercounty connectivity network’s temporal evolution revealed
a consistent seasonal pattern in degree distribution and link
persistence. Only April 2020 showed local variations, with a
23% reduction in degree (from 1144 to 877) compared with
2019 and a 20% reduction in link persistence (from 0.70 to 0.56)
compared to previous months in 2020. Surprisingly, no variation
occurred in November 2020, despite strong social distancing
recommendations preceding the winter surge of SARS-CoV-2.
The reduction in rural-urban connections was particularly
pronounced, with a 22% decrease (from 0.75 to 0.58). The
decrease stabilized in May and beyond. Notably, urban-urban
connections exhibited greater resilience over time when
compared with connections involving rural areas. We
hypothesized that rural-rural connections were systematically
less persistent due to the inherently less stable nature of these
links. Factors such as lower population density, reduced
economic activity, and less frequent interconnectivity in rural
areas contributed to this instability. Furthermore, while coupling
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probabilities stayed consistent over the study period (Figure
1C), the probability of staying in the home location exhibited
larger variability (Multimedia Appendix 1).

Despite occasional local fluctuations, the intercounty
connectivity network demonstrated temporal stability and high

predictability through a gravity fit model (Figures S7-S9 in
Multimedia Appendix 1). The Spearman coefficient between
the original and modeled intercounty connectivity network
remained constant over time, with a median of 0.62 (SD 0.02).

Figure 2. Temporal stability in intercounty mobility. (A) The monthly degree distribution of the intercounty network is shown as a violin plot with
95% CIs. It demonstrates significant variability while remaining consistent across months. (B) The persistence probability of links is illustrated, denoting
the likelihood that a connection existing in 2019 remains present in 2020 and 2021. The plot provides a breakdown for different link types: urban-urban
(UU), urban-rural (UR), rural-urban (RU), and rural-rural (RR) links. (C) Distribution of coupling probabilities in the connectivity network by month.
We highlighted in dark red: April, 2020 (LD) that represents the peak time of number of US states in lockdown, and November, 2020 (SD) that represents
the period when social distancing recommendations were in place. LD: lockdown; RR: rural-rural; RU: rural-urban; SD: social distancing; UR: urban-rural;
UU: urban-urban.

Spatial Stability of the Intercounty Connectivity
Network
To identify the geographic scale at which mobility is highly
connected, we detected clusters of counties that were more
connected via mobility within the cluster than outside the
clusters, we used a network community detection algorithm.
Our hypothesis was that this partitioning of the United States
would be at a geographic scale larger than 3143 US counties
but smaller than 50 US states or 10 Health and Human Services
(HHS) regions. Indeed, we found that based on human mobility,
the United States can be partitioned into around 100 regions

that split most US states into multiple clusters (Figure 3). We
also found that these clusters were highly and spatially
contiguous and respected state boundaries (with a similarity
measured by normalized mutual information as 0.82).
Furthermore, these regions demonstrated stability over time
(normalized mutual information=0.95) despite the perturbations
of the early phases of the COVID-19 pandemic (Figure 3B and
in Figures S9-S10 in Multimedia Appendix 1). Thus, we
identified a persistent geographic partitioning of the United
States in which clusters were more connected within than
between, and hypothesized that the relevance of mobility to the
spatial diffusion of infectious diseases occured at a mesoscale.
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Figure 3. Analysis of spatial stability. (A) Geographical subdivisions at the county and state levels within the United States, as well as the division
into Health and Human Services regions, used for health administration purposes. (B) We partition the intercounty mobility network so that each cluster
of counties is more strongly connected to each other via mobility than to counties in other clusters. We find highly consistent portioning based on
mobility networks from April 2019, April 2020 (during the mandated lockdown period of the early COVID-19 pandemic), and July 2020 (after the
lockdown period of the early COVID-19 pandemic). Clusters are colored to delineate cluster boundaries and do not represent any other information.
Counties colored in gray have populations of fewer than 11,000 inhabitants and are excluded from the analysis. HHS: Health and Human Services.

Implications for Metapopulation Disease Models
After examining the stability of mobility patterns over time and
space, we evaluated how spatiotemporal scales of mobility affect
disease modeling in a metapopulation framework by integrating
connectivity networks into a model simulating the initial
SARS-CoV-2 spread in the United States. We investigated the
influence of geographic scale by homogenizing networks at
different spatial levels, maintaining the county resolution. In
addition, to gauge the impact of temporal scale, we provided
the model with either a time-evolving or static connectivity
network representing mobility patterns since March 2020,
considering the network’s temporal stability. Goodness of fit
was assessed by comparing predicted and observed disease
arrival times in counties.

Figure 4A shows that a county-level metapopulation model
using empirical connectivity networks accurately predicts early
COVID-19 diffusion, outperforming a Erdős–Rényi random
network. Indeed, the empirical mobility network had a stronger
goodness of fit throughout the early phase of the pandemic.

This emphasized the crucial role of human mobility in the spatial
spread of the initial SARS-CoV-2 wave and underscored the
importance of mobility data for modeling SARS-CoV-2 spread.
In addition, predictions based on static and time-varying
mobility networks were comparable, suggesting that static data
were sufficient to accurately capture epidemic spatial
heterogeneity. Following the initial invasion phase in March,
transmission became more widespread, reducing the importance
of spatial connections. At this stage, random networks and
county-level networks yielded similar performance, indicating
that local epidemic growth outweighed the influence of
importations and exportations. Figure 4B shows that
county-level mobility data predicted spatial diffusion better than
data at larger scales, such as US HHS regions, states, and
clusters (as defined in Figure 3). All larger-scale data performed
similarly to a random network, indicating they lack the
granularity needed to capture diverse mobility patterns
effectively. Sensitivity analyses on the definition of the time of
arrivals and its impact on the goodness of fit are reported in
Multimedia Appendix 1, more precisely in Figure S14B.
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Figure 4. Implications of temporal and spatial scale of mobility data for the prediction with metapopulation disease models. (A) The goodness of fit
(median and 95% CI) for the time of arrivals for metapopulation models at a county level, informed by a time-evolving intercounty connectivity network,
a static intercounty connectivity network, and a random intercounty network. (B) Solid lines show the goodness of the fit (median and 95% CI) for
metapopulation models informed with state-, cluster-, and Health and Human Services–level static mobility network. HHS: Health and Human Services.

Discussion

Principal Results
Our findings revealed significant insights into the dynamics of
human mobility and their implications for infectious disease
modeling. In contrast to findings from other countries (eg,
France [29], India [30], Germany [31], and Spain [32]), we
observed that despite the implementation of local social
distancing measures and lockdowns, intercounty connectivity
remained largely unperturbed, leading to rapid geographic
diffusion of SARS-CoV-2. Mobility patterns experienced only
marginal changes before and after the early-stage COVID-19
pandemic. The most notable disruption occurred during the first
lockdown period in April 2020, when mobility sharply declined.
Although a temporary reduction in mobility was observed, it
proved to be short-lived as mobility patterns quickly returned
to prerestriction levels. Importantly, this decline in mobility did
not alter the underlying intercounty connectivity structure,
potentially diminishing the overall effectiveness of the
implemented travel restrictions. Even when mobility is
limited—resulting in low-strength edges between
locations—these connections can still facilitate the spread of
disease, introducing pathogens into new areas [33]. This
underscores the challenge of relying solely on travel restrictions
as a mitigation strategy, as they may fail to disrupt the pathways
that enable disease transmission, particularly when the
connectivity network remains intact. Such insights emphasize
the need for more nuanced approaches that address the
persistence of network structures during public health
interventions. Notably, even during periods of social distancing
recommendations, the mobility network remains relatively
stable. Assuming the lockdown represents the most extreme
form of mobility disruption, the temporal stability findings

suggest that global human mobility demonstrates resilience
against short-term changes.

We also assessed the spatial stability of the intercounty
connectivity network by detecting spatial communities based
on mobility patterns. Our results indicate that mobility-driven
clusters align closely with state boundaries, reflecting the
influence of administrative and geographical factors on human
movement, accordingly with Steinegger et al [31]. These clusters
exhibited remarkable stability over time, reinforcing the idea
that spatial mobility patterns are deeply ingrained and relatively
resistant to abrupt changes. The fact that mobility patterns are
highly correlated with state boundaries suggests that state-level
structures could be effective for designing target public health
interventions based on travel reductions. Our findings
underscore the importance of considering mobility patterns
when designing interventions, resource allocation, and disease
control strategies.

As shown in the context of COVID-19 pandemic in France [34],
we also demonstrated that incorporating high-resolution human
mobility data are crucial for accurately capturing the spatial
spread of infectious diseases. Our findings indicate that
county-level, daily mobility data offer the most accurate
representation of the spatial spread of disease in the United
States. Notably, static county-level mobility data achieve similar
model performance to real-time data, suggesting that an
undisturbed representation of reality is adequate for reproducing
spatial spread. More interestingly, our exploration of various
spatial scales for metapopulation models underscores the
significance of aligning the model’s structure with the inherent
spatial scale of human mobility. While county-level mobility
data yield the most accurate depiction, mobility databased
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clusters, US states, and HHS regions do not capture the
heterogeneity of the COVID-19 geographical diffusion.

Limitations
While our study provides valuable insights, it is not without
limitations. Our work focused on the early phase of the
pandemic, during which response measures (eg, social
distancing, closures, and lack of masking) were largely
homogeneous in the United States, and pharmaceutical measures
(eg, vaccination and antivirals) were not available; thus, these
findings are not generalizable to later stages. Furthermore, we
assume homogeneity within the US counties. In addition,
Safegraph mobility data, like all mobile app–based location
data, exhibit sampling biases. Ongoing efforts to comprehend
these biases are crucial for developing better correction methods
[35]. An independent analysis by Safegraph revealed the
underrepresentation of older and non-White individuals in point
of interest-specific analyses, though the panel is representative
of race, education, and income [35,36].

Comparison With Previous Work
Since the onset of the COVID-19 pandemic, mobile phone data
have played a crucial role in addressing the public health crisis
[10,11,13-15,22,29,30,34,37]. During this period, numerous
network operators and private enterprises have made
considerable efforts to swiftly share their data within the
confines of legal regulations. Consequently, researchers
worldwide have embarked on working with this data, monitoring
human behavior caused by containment measures and adaptive
responses to the epidemic, and using it to enhance epidemic
models in order to increase their reliability [14,15,22,29,34].

While static mobility data have predominantly been analyzed
and integrated into models over the past decades [3,4], the

current accessibility to real-time human behavior data prompts
an essential investigation into the optimal scenarios for using
this dynamic information versus relying solely on static
representations of reality [38]. Equally important is the
exploration of the characteristic mobility scale to
comprehensively capture the intricate coupling between different
locations, a consideration with potential implications for target
control policies to reduce epidemic activity, and for improving
epidemic model forecasting. Furthermore, numerous researchers
have emphasized the pressing necessity to implement
standardized strategies that facilitate rapid data access while
upholding stringent data privacy measures [2]. To address this
gap in the literature, in this study, we investigated the spatial
connectivity of the US counties during the early phase of the
COVID-19 pandemic using high-resolution real-time human
mobility data obtained from mobile phone usage.

Conclusions
While characterizing the key role of mobility in the spatial
invasion of the COVID-19 pandemic in the United States, our
study sheds light on the global stability of human mobility
patterns, and the relevant information needed to design a reliable
predictive model. This result may be specific to countries, such
as the United States, in which mobility restrictions were not
stringent, specified for intercounty mobility, nor enforced.
Metapopulation models that incorporate accurate mobility data
can provide valuable insights into disease dynamics and enhance
our ability to predict and control the spread of future infectious
disease outbreaks. Furthermore, standardized data extraction
and sharing that we introduced might help facilitate the timelines
associated with legal agreements for data sharing, which do not
always align with the rapid spread of epidemics, thus
diminishing the feasibility of timely responses to such outbreaks.
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Abstract

Background: Suicide represents a critical public health concern, and machine learning (ML) models offer the potential for
identifying at-risk individuals. Recent studies using benchmark datasets and real-world social media data have demonstrated the
capability of pretrained large language models in predicting suicidal ideation and behaviors (SIB) in speech and text.

Objective: This study aimed to (1) develop and implement ML methods for predicting SIBs in a real-world crisis helpline
dataset, using transformer-based pretrained models as a foundation; (2) evaluate, cross-validate, and benchmark the model against
traditional text classification approaches; and (3) train an explainable model to highlight relevant risk-associated features.

Methods: We analyzed chat protocols from adolescents and young adults (aged 14-25 years) seeking assistance from a German
crisis helpline. An ML model was developed using a transformer-based language model architecture with pretrained weights and
long short-term memory layers. The model predicted suicidal ideation (SI) and advanced suicidal engagement (ASE), as indicated
by composite Columbia-Suicide Severity Rating Scale scores. We compared model performance against a classical
word-vector-based ML model. We subsequently computed discrimination, calibration, clinical utility, and explainability information
using a Shapley Additive Explanations value-based post hoc estimation model.

Results: The dataset comprised 1348 help-seeking encounters (1011 for training and 337 for testing). The transformer-based
classifier achieved a macroaveraged area under the curve (AUC) receiver operating characteristic (ROC) of 0.89 (95% CI 0.81-0.91)
and an overall accuracy of 0.79 (95% CI 0.73-0.99). This performance surpassed the word-vector-based baseline model
(AUC-ROC=0.77, 95% CI 0.64-0.90; accuracy=0.61, 95% CI 0.61-0.80). The transformer model demonstrated excellent prediction
for nonsuicidal sessions (AUC-ROC=0.96, 95% CI 0.96-0.99) and good prediction for SI and ASE, with AUC-ROCs of 0.85
(95% CI 0.97-0.86) and 0.87 (95% CI 0.81-0.88), respectively. The Brier Skill Score indicated a 44% improvement in classification
performance over the baseline model. The Shapley Additive Explanations model identified language features predictive of SIBs,
including self-reference, negation, expressions of low self-esteem, and absolutist language.
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Conclusions: Neural networks using large language model–based transfer learning can accurately identify SI and ASE. The
post hoc explainer model revealed language features associated with SI and ASE. Such models may potentially support clinical
decision-making in suicide prevention services. Future research should explore multimodal input features and temporal aspects
of suicide risk.

(JMIR Public Health Surveill 2025;11:e63809)   doi:10.2196/63809

KEYWORDS

deep learning; explainable artificial intelligence (XAI); large language model (LLM); machine learning; neural network; prevention;
risk monitoring; suicide; transformer model; suicidality; suicidal ideation; self-murder; self-harm; youth; adolescent; adolescents;
public health; language model; language models; chat protocols; crisis helpline; help-seeking behaviors; German; Shapley;
decision-making; mental health; health informatics; mobile phone

Introduction

Suicide, the third leading cause of premature mortality among
German adolescents [1], encompasses a spectrum from suicidal
ideation (SI) to preparatory actions [2-5]. Adolescents’
vulnerability to suicidal phenomena stems from a complex
interplay of biological, genetic, psychological, and social factors
[6-9]. Alarmingly, less than 50% of adolescents who attempt
suicide receive appropriate psychiatric intervention [10]. This
gap between need and care emphasizes the critical importance
of accurately identifying and timely identification of at-risk
individuals, challenging mental health care providers and
educational institutions.

The digital age, characterized by the frequent use of the internet
and smartphones, has transformed youth help-seeking behaviors,
with online text-based services becoming the preferred
communication mode [11-13]. These platforms align with young
people’s digital environments [12,14], reducing help-seeking
barriers such as limited service availability and stigma [15].
Their immediacy and anonymity are crucial for crisis
help-seeking, establishing text-based helplines as critical public
health measures for suicide-related issues [15,16]. While
presenting challenges for clinicians in rapidly assessing risks
and implementing interventions [17], these digitized services
also offer opportunities. They enable traditional clinical risk
monitoring models [18] to be complemented or potentially
superseded by machine learning (ML) approaches.

ML has shown promise in identifying risk factors associated
with suicide risk [19-21] and suicidal outcomes, including SI
[22], behaviors [21,23], attempts [24], and completed suicides
[25,26]. ML models use various input data types, from electronic
health records [14,24,27] to textual data [19,28], collected in
diverse settings [12,19,24,28,29]. These “theory-free”
approaches [30] often outperform traditional detection methods
[31].

Natural language processing advancements, particularly
pretrained large language models based on transformer
architectures, have significantly enhanced language
classification tasks [32,33]. These “foundational models” [34],
such as BERT, RoBERTa, LLaMA, and GPT, provide
probabilistic language representations applicable to diverse
tasks, opening new avenues for ML-based prediction in
language-based psychological domains [34].

Language models provide rich text embeddings for transfer
learning and fine-tuning [35,36], potentially enabling more
accurate detection of SI and behaviors, even with limited
domain-specific data [37]. Recent research has highlighted ML
techniques, particularly foundational language models, in
comprehensive suicidality prediction [38,39] and extraction of
relevant textual indicators [40,41]. Transformer-based models
outperform traditional ML approaches in suicide prediction
using textual data, especially in social media datasets [38,42-45],
though their real-world clinical applicability has remained
unexplored.

The clinical implementation of ML models requires rigorous
validation [46]. The “black box” nature of ML decisions
necessitates explainable AI to emphasize interpretability for
clinicians [30,31]. While traditional rule-based ML approaches
such as decision trees offer straightforward explainability, the
complexity of deep neural networks in foundational models
presents interpretability challenges [47]. Model-agnostic post
hoc explanation approaches, such as Shapley Additive
Explanations (SHAPs), address this complexity [48-50],
potentially elucidating key language features associated with
suicide risk.

Deep neural network models have been applied to social media
data [29,51-56], and explainable AI studies have been conducted
on medical tabular data [57] and electronic health records [58].
However, studies using textual data from clinical populations,
particularly helpline data, have not adequately addressed
explainability.

Clinical implementations of ML as a diagnostic tool require
rigor and transparency beyond interpretability. Ensuring model
stability, tuning, and clinical value is crucial when considering
the cost-benefit ratio of diagnostic decisions [59,60]. Metrics
such as calibration and clinical utility [61-64] can emphasize
the reliability and practical value of ML-based decisions in
suicide risk prediction, though they remain underused in this
context.

Our study aims to bridge the gap between state-of-the-art natural
language processing techniques and real-world clinical
applications in suicide prevention, addressing the lack of
explainable transformer predictions for suicide risk assessment
using clinical textual inputs validated for clinical utility. We
develop and test a model for real-time crises within crisis text
lines, integrating transformer-based models with SHAPs and
incorporating clinical utility metrics.
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We hypothesize that our transformer-based model will
outperform the traditional baseline model in predicting SI and
advanced suicidal engagement (ASE). Additionally, the SHAPs
application is expected to highlight interpretable language
features influencing the classification process, providing
clinically relevant insights for decision-making in suicide
prevention. This research aims to advance both the technical
capabilities and practical applicability of ML in mental health
assessment, potentially enhancing early intervention strategies
in suicide prevention.

Methods

Overview
This study used a comprehensive approach to develop and
evaluate ML models for identifying SI and behaviors in crisis
helpline conversations. Our methodology encompassed several
vital components, including data acquisition and preparation,
model development and training, model evaluation and

comparison, and explainability analysis. The statistical analysis
comprised three main stages: preliminary sample analysis,
development and training of two neural networks, and
comprehensive evaluation of model performance. The following
sections detail each component of our methodology, including
data collection, preprocessing, model architecture, training
procedures, and evaluation metrics.

Study Design
This study consists of several steps (Figure 1 [65-71]). We
obtained chat protocols from krisenchat, a German crisis text
line for youth. The dataset underwent cleaning, preprocessing,
and expert labeling.

Post labeling, the data were randomized, partitioned, resampled,
and encoded for model training. We then trained two text
classification models and assessed model performance using
various metrics. Lastly, we used a SHAPs explainer model to
interpret the classification results.

Figure 1. Study design for suicidality prediction model development and evaluation using German youth crisis helpline session transcripts collected
between November 11, 2021, and April 30, 2022: data flow, model development, and evaluation process for image sources.

Data Collection and Preprocessing
We obtained chat transcripts from krisenchat, a prominent
German preclinical crisis intervention service for individuals
up to 25 years of age [72]. The dataset comprised sessions
conducted between November 30, 2021, and April 30, 2022.
We excluded sessions from individuals younger than 14 years
of age and those lacking age information due to informed
consent considerations. The final dataset included transcripts
from individuals experiencing suicidal thoughts and behaviors,
as well as those seeking advice on other topics.

We defined a chat session as all messages from a single
individual during a counseling session, typically at most 2 hours.
We removed all personal identifiers and preprocessed the text
data to enhance readability and reduce variability. This process
eliminated extraneous elements such as links, HTML tags, and
special characters beyond typical German punctuation.

From sessions marked with SI by krisenchat counselors, we
identified relevant conversations addressing SI within this

study’s period. We excluded sessions too brief to assess suicidal
ideation and behaviors (SIBs) or those terminating prematurely.
Of 14,073 sessions, we identified 3193 control sessions, with
2886 meeting length and age criteria. We randomly selected
500 nonsuicidal sessions for manual review, replacing any
indicating suicidal thoughts or severe self-harm with nonsuicidal
cases. We used the imbalanced-learn library to address the class
imbalance in our dataset by applying random oversampling of
minority classes in the test set after splitting.

Measures and Labeling
We used the Columbia-Suicide Severity Rating Scale (C-SSRS),
the gold standard for assessing SIB [73,74]. The C-SSRS
categorizes ideation levels from a general desire to die to actual
suicide attempts, quantifying severity and intensity. It defines
suicidal behavior as any life-ending action, including
nonharmful behaviors, interrupted attempts, and preparatory
actions.

To address data imbalance and align with recent suicidology
theories [75,76], we applied composite categories of SI and
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ASE based on C-SSRS levels. This approach reflects the distinct
processes of SI development and progression to suicidal
behaviors [77]. The probability of acting on suicidal thoughts
is influenced by an individual’s capacity to endure pain and
access to lethal means [78].

We defined SI using C-SSRS items “wish to be dead” and
“nonspecific active suicidal thoughts,” encompassing thoughts
from the desire not to wake up to explicit life-ending statements.
ASE comprised C-SSRS items involving specific methods,
intent, or attempts, including contemplation of lethal methods,
setting definite dates for action, and engaging in preparatory
behaviors. The consideration of lethal means marks the transition
to suicidal behaviors, defining the ASE category.

Three independent expert raters, extensively trained in C-SSRS,
labeled the sessions. Their training involved mutual panel ratings
and group discussions across 50 trial conversations not included
in this study. Each rater subsequently assigned ratings
independently. Raters conducted integrity discussions between
rating sessions to maintain consistency and mitigate observer
drift, exchanging thoughts and rating standards. Upon
completing all session ratings, the raters convened to address
discrepancies and reach a consensus on final ratings through
comprehensive discussions.

Reporting Standards
This study adheres to the Transparent Reporting of a
Multivariable Prediction Model for Individual Prognosis or
Diagnosis for artificial intelligence (AI) abstract and reporting
guidelines checklist for prediction model development and
validation [79] (Tables S1 and S2 in Multimedia Appendix 1)
and the CONSORT-AI (Consolidated Standards of Reporting
Trials for Artificial Intelligence) checklist [80] (Table S3 in
Multimedia Appendix 1).

Ethical Considerations
This study was conducted using ethical standards for human
participant research. This study’s protocol received approval
from the Ethics Committee of the International Psychoanalytic
University Berlin (2023_08). Informed consent was obtained
through krisenchat’s terms of service, which explicitly state that
user data may be used for research purposes without direct
identification of individuals. All personally identifiable
information was removed from the chat transcripts during data
preprocessing to protect privacy and confidentiality. Participants
were not compensated directly, as this study used existing data
from the crisis helpline. No images of participants were used
in this study; the source text was solely used for training the
classifier and was cleaned of all personally identifiable
information. These measures ensure that no identification of
individual participants is possible.

Software
All preprocessing, modeling, and evaluation tasks were
performed using TensorFlow’s [81] official Docker Image to
construct a containerized GPU runtime on a Linux machine,
using Python (version 3.8.1; Python Software Foundation) and
CUDA (version 11.4; NVIDIA Corp). The machine had a 4 GB
GPU and 16 GB of RAM. We used NumPy [82] and pandas

[83] for preprocessing, while the Imblearn library was used for
resampling. Model architectures and weights were sourced from
the Hugging Face Transformers [35] library, and we used
TensorFlow’s Keras [84] module for modeling. Visualization
and metrics were facilitated through matplotlib [85], seaborn
[86], sci-kit-learn [87], and sklearn [88]. The final script is
openly accessible on GitHub [89].

Model Architecture

Overview
One-way ANOVA to evaluate differences in word usage and
age across 3 groups: nonsuicidal, SI, and ASE.

We developed two neural network models to classify SI and
ASE in crisis interactions. Both models share a similar
architecture, comprising three main blocks: an embedding block
for the mathematical representation of messages, a long
short-term memory (LSTM) block to model temporal
dependencies, and a classification block.

Model 1, a transformer-multilayer perceptron (T-MLP), uses a
pretrained transformer encoder (XLM-RoBERTa-base) [90],
available on Hugging Face [35]. This multilingual model, trained
on 2.5 TB of CommonCrawl data in 100 languages, tokenizes
and encodes input text into a 768-dimensional embedding. Each
message is embedded separately and then attached to an array
of embedded messages. The embeddings feed into a
time-distributed dense layer, followed by an LSTM encoder
with dropout regularization, and finally, a multilayer perceptron
for classification.

Model 2, a word2vector-multilayer perceptron (W2V-MLP),
uses pretrained German word-vector embeddings
(300-dimensional) processed through convolutional filters.
These word-wise embeddings, trained using FastText on
standard crawl and Wikipedia datasets, form an embedding
matrix. This matrix is processed through a convolutional layer,
max pooling, dropout, an LSTM encoder, and a multilayer
perceptron layer for classification.

Both models output probabilities for three categories: not
suicidal, SI, and ASE. Detailed model parameters are provided
in Table S1 in Multimedia Appendix 2.

Model Training, Cross-Validation, and Evaluation
We implemented a three-phase evaluation and cross-validation
protocol: (1) cross-validation of training, (2) post hoc estimation
of overall evaluation metrics, and (3) assessment of calibration
and clinical utility metrics.

To evaluate model stability, we performed 5 iterations of
repeated cross-validation. We initialized data at random seeds,
then shuffled and partitioned it (1011 for training and 337 for
testing), maintaining consistent class ratios through stratified
shuffling. We applied random oversampling to both sets
individually to ensure balanced class ratios.

We limited training to a maximum of 100 epochs, incorporating
an early stopping mechanism triggered by test accuracy, with
a patience setting of 5 epochs. We selected the best model based
on its area under the curve (AUC) performance, derived from
receiver operating characteristics (ROCs).
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We assessed model performance using standard class-wise
metrics, including AUC, precision, recall, and F1-scores,
computing these metrics macroaveraged across classes. We
determined class-wise metrics using a one-versus-all approach,
binarizing predictions for each class. AUC measures the model’s
discriminative ability, with scores of 0.7-0.8 considered
acceptable and 0.9 indicating high discrimination. We computed
ROC curves using the one-versus-all method, quantifying the
model’s classification ability across all thresholds [80]. We
applied bootstrapping with 1000 subsamples from the test
dataset to establish 95% CIs [81]. We provided confusion
matrices to visualize misclassifications [82].

To demonstrate clinical utility, we conducted decision curve
analysis (DCA) for the SI and ASE classes [61,62]. DCA
calculates a “net benefit” (NB) value based on the
harm-to-benefit ratio of clinical decisions. An NB of 0.2
indicates the model detects 20 true positives without increasing
false positives. We set threshold probabilities for SI between
0.3 and 0.5 and for ASE between 0.15 and 0.30 based on our
sample’s event rates and clinical considerations [63].

We assessed model calibration by calculating the overall Brier
score (BS), which measures the mean square error of prediction
probabilities against actual outcomes. Lower BS values indicate
better calibration accuracy. We decomposed the BS into
reliability, resolution, and uncertainty to offer insights beyond
AUC-ROC [61]. We also calculated the Brier skill score to
compare performance improvements of our transformer model
over the word2vec model in calibration.

We visually assessed calibration using plots depicting the
relationship between predicted probabilities and observed
outcome frequencies [86]. A perfectly calibrated model aligns
with the plot’s diagonal; deviations indicate under- or
overprediction.

Detailed DCA calculations, rationale, interpretations, and BS
decomposition analysis are available in Table S3 in Multimedia
Appendix 2.

Explainability Analysis
We used a SHAPs model-agnostic post hoc explainer to enhance
our understanding of the models’prediction processes. Shapley
values, derived from cooperative game theory [91], provide

local explanations for each prediction [92]. These values
quantify each feature’s impact on an instance’s prediction
relative to its average impact across other feature combinations.
The algorithm uses tokenized text vectors as inputs and
considers all possible feature combinations to calculate these
contributions.

In addition to examining individual results, we determined the
overall importance of specific language features in predicting
nonsuicidal, SI, or ASE categories. This approach provides a
comprehensive understanding of the linguistic markers that
influence the model’s decision-making process.

Results

Overview
The final dataset comprised 1348 eligible sessions, partitioned
into 1011 training and 337 testing cases. After resampling, the
training set expanded to 1254 cases, and the test set to 420 cases.
We provide dataset characteristics in Table S2 in Multimedia
Appendix 2. The mean participant age was 17.9 (95% CI
17.7-18.1) years. We observed significant differences in word
count across groups (F2,97=48.34, P<.001).

Model Training, Evaluation, and Cross-Validation and
Evaluation
The training curves demonstrated that the transformer model
learned consistently and stably (Figure S1 in Multimedia
Appendix 3). In contrast, the baseline word vector model rapidly
reached its learning peak before exhibiting overfitting, halted
only by the early stopping mechanism (Figure S1 in Multimedia
Appendix 3). The Training Curves section in Multimedia
Appendix 3 provides a more detailed interpretation of these
learning curves.

The transformer model (T-MLP) achieved superior performance
with an overall accuracy of 0.79 (95% CI 0.73-0.99) and a
macroaveraged AUC-ROC of 0.89 (95% CI 0.81-0.91). It
demonstrated excellent discrimination for nonsuicidal sessions
(AUC-ROC=0.96, 95% CI 0.96-0.99) and good discrimination
for SI and ASE with AUC-ROCs of 0.85 (95% CI 0.97-0.86)
and 0.87 (95% CI 0.81-0.88), respectively. The baseline
word2vec model (W2V-MLP) showed lower performance across
all metrics (Table 1).
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Table 1. Classification performance metrics of transformer-based (T-MLPa) and word vector-based (W2V-MLPb) models for predicting NSc, SId, and

ASEe in German youth crisis helpline users (N=337 evaluation set).

AUCf-ROCg

(95% CI)

F1-score (harmonic mean of
precision and recall)

Recall (sensitivity)Precision (positive predictive
value)

Model and class

0.89 (0.81-0.91)T-MLP

0.96 (0.96-0.99)0.9810.97NS

0.85 (0.97-0.86)0.680.650.71SI

0.87 (0.81-0.88)0.710.720.69ASE

0.77 (0.64-0.9)W2V-MLP

0.89 (0.84-0.9)0.710.860.61NS

0.78 (0.68-0.78)0.610.690.59SI

0.64 (0.62-0.72)0.390.280.67ASE

aT-MLP: transformer-multilayer perceptron.
bW2V-MLP: word2vector-multilayer perceptron.
cNS: not suicidal.
dSI: suicidal ideation.
eASE: advanced suicidal engagement.
fAUC: area under the curve.
gROC: receiver operating characteristic.

Evaluation and Cross-Validation
Class-wise metrics demonstrate the transformer model’s
consistent superiority over the baseline model across all
classification metrics. Figure 2 illustrates the performance of
the T-MLP model. The AUC-ROC analysis (Figure 2A)
confirms the model’s high discriminative ability across different
classes and threshold probabilities. Precision-recall curves
(Figure 2B) reveal some uncertainty at lower recall thresholds,
suggesting potential for improved calibration. The confusion
matrix (Figure 2C) demonstrates the model’s effectiveness in
distinguishing nonsuicidal cases while showing some
inconsistency in classifying SI and ASE.

The T-MLP model exhibits a low false negative rate of 0.01,
indicating high accuracy in identifying suicidal sessions.
Conversely, the W2V-MLP model (Figure 3) demonstrates
inferior performance. Its AUC-ROC analysis (Figure 3A) and
precision-recall curves (Figure 3B) show lower discriminative
ability. The confusion matrix (Figure 3C) reveals a tendency to
over-predict ASE, with a higher false negative rate of 0.17 and
a false positive rate of 25% for nonsuicidal outcomes.

These results underscore the T-MLP model’s enhanced
capability in accurately classifying SIBs compared to the
baseline W2V-MLP model while also highlighting areas for
potential improvement in model calibration.

DCA demonstrates the T-MLP model’s superior clinical utility.
For SI prediction, the T-MLP model yields higher NBs than
treat-all and treat-none strategies within 0.3-0.5 threshold
probabilities, identifying 10-18 true positives without increasing
false positives (Figure 4A). The W2V-MLP model, while
initially beneficial, exhibits potentially detrimental clinical
decisions beyond 0.4 thresholds (Figure 5A).

For ASE, the T-MLP model outperforms alternative strategies
within 0.15-0.3 thresholds, achieving an NB of 0.20-0.25 (Figure
4B). Conversely, the W2V-MLP model underperforms relative
to the treat-all strategy, potentially leading to suboptimal clinical
decisions (Figure 5B). These findings underscore the T-MLP
model’s enhanced clinical applicability in suicide risk
assessment.

We assessed model calibration using Brier and Log loss scores.
The T-MLP model achieved lower scores (Brier: 0.10, Log loss:
0.50) compared to the W2V-MLP model (Brier: 0.18, Log loss:
0.92), indicating superior calibration performance. However,
both models exhibited resolution challenges in specific classes
(Table 2, and Figures 5 and 6).

The Brier Skill Score revealed a 44.4% improvement in
classification performance by the T-MLP model over the
baseline. Both models demonstrated low variability in predicted
probabilities across samples, with an overall uncertainty of 0.22
due to class rebalancing.

Calibration curve analysis (Figure 6) exposed distinct prediction
patterns. The T-MLP model consistently overpredicted for the
nonsuicidal class across all decision thresholds (Figure 6A)
while underpredicting SI and ASE at probabilities above 0.5
and overpredicting at lower thresholds. The W2V-MLP model
underpredicted for the nonsuicidal class up to a 0.6 threshold
and overpredicted suicidal outcomes at lower thresholds (Figure
6B).

These calibration patterns suggest potential overestimation of
clinical utility within predefined thresholds for both models,
necessitating cautious interpretation of the DCA results.
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Figure 2. Performance analysis of the transformer-based model (T-MLP) for predicting not suicidal, SI, and ASE based on session transcripts of German
youth crisis helpline users between November 30, 2021, and April 30, 2022 (N=337 evaluation set). (A) Class-wise one-versus-all AUC-ROC analysis
with 95% CIs derived from 1000 bootstrap samples. (B) Class-wise precision-recall analysis with 95% CIs derived from 1000 bootstrap samples. (C)
Confusion matrix of the test set: light colors represent low numbers, dark colors represent high numbers; correct classifications are on the diagonal from
top-left to bottom-right. ASE: advanced suicidal engagement; AUC: area under the curve; SI: suicidal ideation; ROC: receiver operating characteristic;
T-MLP: transformer-multilayer perceptron.

Figure 3. Performance analysis of word vector-based model (W2V-MLP) for predicting not suicidal, SI, and ASE in German youth crisis helpline
users (N=337 evaluation set). (A) Class-wise one-versus-all AUC-ROC analysis with 95% CIs derived from 1000 bootstrap samples. (B) Class-wise
sensitivity-specificity analysis with 95% CIs derived from 1000 bootstrap samples. (C) Confusion matrix of the test set: light colors represent low
numbers, dark colors represent high numbers; correct classifications are on the diagonal from top-left to bottom-right. ASE: advanced suicidal engagement;
AUC: area under the curve; SI: suicidal ideation; ROC: receiver operating characteristic; W2V-MLP: word2vector-multilayer perceptron.

Figure 4. Decision curve analysis of the transformer-based model (T-MLP) for predicting suicidal ideation and advanced suicidal engagement in
German youth crisis helpline users (N=337 evaluation set). (A) Class-wise decision curve analysis for suicidal ideation. (B) Class-wise decision curve
analysis for advanced suicidal engagement. Color coding: treat-all strategy in gray, treat-none strategy in black, classifier (T-MLP) in blue, theoretical
maximal benefit in red. Irrelevant threshold segments are grayed out. T-MLP: transformer-multilayer perceptron.
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Figure 5. Decision curve analysis of word-vector model (T-MLP) for predicting suicidal ideation and advanced suicidal engagement in German youth
crisis helpline users (N=337 evaluation set). (A) Class-wise decision curve analysis for advanced suicidal engagement. (B) Class-wise decision curve
analysis for advanced suicidal engagement. Color coding: treat-all strategy in gray, treat-none strategy in black, classifier (T-MLP) in blue, theoretical
maximal benefit in red. Irrelevant threshold segments are grayed out. T-MLP: transformer-multilayer perceptron.

Figure 6. Calibration analysis of transformer-based (T-MLP) and word vector-based (W2V-MLP) models for predicting nonsuicidal, suicidal ideation,
and advanced suicidal engagement based on session transcripts of German youth crisis helpline users between November 30, 2021, and April 30, 2022
(N=337 evaluation set). (A) Class-wise calibration curves for the T-MLP model. (B) Class-wise calibration curves for the W2V-MLP model. Color
coding: not suicidal (blue), suicidal ideation (orange), and advanced suicidal engagement (green). T-MLP: transformer-multilayer perceptron; W2V-MLP:
word2vector-multilayer perceptron.
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Table 2. Brier score decomposition and model comparison for transformer-based (T-MLPa) and word vector-based (W2V-MLPb) models in predicting

NSc, SId, and ASEe based on session transcripts of German youth crisis helpline users between November 30, 2021, and April 30, 2022 (N=337 evaluation
set).

word2vecgTransformerf

ASESINSASESINSClass

0.0110.0100.0010.0080.0070.002Reliability

0.0230.0150.060.1060.8630.219Resolution

0.2220.2220.2220.2220.2220.222Uncertainty

aT-MLP: transformer-multilayer perceptron.
bW2V-MLP: word2vector-multilayer perceptron.
cNS: not suicidal
dSIS: suicidal ideation.
eASE: advanced suicidal engagement.
fAverage Brier loss=0.10; Brier skill score=44.4%.
gAverage Brier loss=0.18; Brier skill score=44.4%.

Explainability Analysis
We implemented SHAPs to generate additive text explanations
for the transformer model. Due to privacy constraints, we present
a vignette illustrating the model’s interpretation of feature
importance rather than specific outputs.

Global feature importance analysis revealed linguistic traits
associated with SI, including self-reference, negation,
expressions of low self-esteem, problem emphasis, and
articulations of isolation. ASE texts exhibited similar
characteristics with additional absolutist language and frequent
references to lethal methods and injuries.

Figures 7A and 7B depict a synthetic session vignette predicting
the nonsuicidal group, highlighting de-escalating statements in

the latter half of the conversation as influential for a positive
prediction. Figures 8A, 8B, 9A, and 9B illustrate tokens
associated with SI and ASE, respectively. These figures
emphasize self-referential statements, expressions indicating a
desire to end one’s life, and words associated with negative
sentiment.

It is noteworthy that in transformer architectures, word tokens
do not have fixed impacts on the output due to their
context-dependent evaluation. This contextual approach, while
representing an advancement over other word-based methods,
limits the generalizability of derived Shapley values and plots.
Interestingly, the model did not assign high importance to the
misspelled word “sschluss gemacht” (intended as “schluss
gemacht” meaning “broke up”), demonstrating its robustness
to typographical errors.

Figure 7. Shapley values-based text explanation plot for nonsuicidal outcome prediction in German youth crisis helpline users, plot based on synthetic
case vignette. (A) Force plot of aggregated Shapley values indicating the predominance of not suicidal features over SI-associated risk markers. (B)
The text highlights illustrating content associated with the target class (not suicidal) in red and suicidal content in blue. SI: suicidal ideation.
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Figure 8. Shapley values-based text explanation plot for suicidal ideation outcome prediction in German youth crisis helpline users, plot based on
synthetic case vignette. (A) Force plot of aggregated Shapley values indicating the balance between suicidal ideation-associated risk markers and
nonsuicidal features. (B) Text highlights illustrating content associated with the target class (suicidal ideation) in red and nonsuicidal content in blue.

Figure 9. Shapley values-based text explanation plot for advanced suicidal engagement outcome prediction in German youth crisis helpline users, plot
based on synthetic case vignette. (A) Force plot of aggregated Shapley values indicating the balance between advanced suicidal engagement–associated
risk markers and nonsuicidal features. (B) Text highlights illustrate content associated with the target class (advanced suicidal engagement) in red and
nonsuicidal content in blue. Translation: “I just want to die right now. I am feeling pretty bad, and I can’t calm myself down. I was crying the whole
night and stuff. My boyfriend dumped me the day before yesterday, and I don't know how to live without him!” “Hm. Yeah, I can't talk to my mum
about such stuff. She just points out my flaws all the time.” “No, I don't have a specific Plan of how to do it; I am also pretty unsure - I think I would
never have the courage to do it, my Granny would be super sad and I don't want that. Thank you for listening to me. Thank you for being there for me.
This helped a lot.”.

Discussion

Overview
We aimed to develop, evaluate, cross-validate, and benchmark
a transformer-based prediction model for detecting SI and ASE
among adolescents seeking emergency online counseling
services in Germany.

The primary findings of this study demonstrate the proficiency
of our transformer-based prediction model in identifying SI and
ASE among adolescents using online counseling services. Our
model outperformed the baseline word-vector approach,
exhibiting excellent to very good performance in distinguishing
between nonsuicidal sessions, SI, and ASE. Additionally, the
Shapley analysis successfully identified word tokens associated
with suicidal outcomes, providing valuable insights into
language features indicative of SI. These findings highlight the
potential of ML models in enhancing suicide prevention efforts.

Principal Results
Our key findings underscore the superior performance of our
transformer-based prediction model in identifying SI and ASE
using natural language data from adolescents. The model was
trained on rigorously collected data evaluated by 3 expert raters
using an established and validated scale. We adhered to a strict
validation protocol, including repeated cross-validation and
clinical utility metrics, to ensure our results are reliable,
interpretable, and applicable in clinical settings.

The transformer model showed strong capabilities in
differentiating between session transcripts containing
nonsuicidal statements and those featuring discussions of SI or
ASE, despite some calibration challenges. These findings
suggest the model’s potential as a valuable screening tool for
identifying individuals who may be at risk for SI and ASE,
potentially supporting clinical decision-making and enabling
timely interventions. The model excelled at recognizing
transcripts with nonsuicidal content, though it faced some
difficulties in precisely distinguishing more nuanced levels of
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SIB. Notably, our model substantially surpassed the performance
of the baseline model that used pretrained word vectors,
demonstrating improved overall metrics and a reduced risk of
misclassification. While the model achieved high sensitivity
and specificity in identifying nonsuicidal cases, its specificity
for SI and ASE was comparatively lower.

Analysis of calibration curves indicates a necessity for
recalibration before clinical implementation, as current reliability
metrics suggest some degree of instability. Although the
transformer model exhibits evident clinical utility, the observed
calibration issues may lead to an overestimation of its practical
performance. Furthermore, while the application of SHAPs
analysis effectively identified word tokens associated with
suicidal outcomes, it demonstrated reduced effectiveness in
interpreting out-of-context tokens. This limitation potentially
constrains the model’s capacity to comprehensively capture the
dynamic nature of youth language patterns.

Overall, the transformer model outperformed the word-vector
model, demonstrating superior performance and higher clinical
utility, even when trained on a relatively small, domain-specific
dataset. This advantage primarily stems from the transformer
encoders’ advanced ability to represent natural language, partly
due to their contextual embedding strategy and training on larger
datasets. Additionally, the architecture inherently excels at
analyzing deeper levels of language structure.

Our findings offer strong support for the use of ML models,
particularly those using transformers and transfer learning, in
detecting and classifying levels of SI in clinical psychological
and psychiatric research that relies heavily on text and speech
data. The transformer model surpasses both the treat-all and
treat-none strategies and the baseline model for detecting SI
and ASE. Including an explainability component provides
clinicians with insights into the specific language features
associated with SI or advanced engagement [93].

The SHAPs algorithm generated local explanations for the
model’s predictions, which we aggregated to gain insight into
the global importance of features in the language of suicidal
adolescents. The explainer model effectively pinpointed specific
language markers that influence the model’s predictions. The
importance of explainability is underscored by regulations such
as the AI Act of the European Union, which emphasizes
transparency in AI applications [94].

The language markers identified by the model are consistent
with existing research on suicidal language markers, validating
our results. Notably, our analysis confirmed that the usage of
first-person singular pronouns and absolutist language is linked
to SI [95-97].

This study demonstrates the potential of our model to accurately
assess and identify suicidal thoughts in adolescents, with
significant implications for prevention strategies addressing
SIBs. The model’s high applicability to the online crisis
counseling context facilitates its potential adoption by other
online counseling services, potentially aiding in risk mitigation
and supporting clinical decision-making processes. The model’s
capacity to identify key risk markers may enable more precise
risk assessments and inform targeted interventions for

individuals at elevated risk of ASE. Furthermore, the model’s
ability to track and detect changes in language usage over time
could contribute to earlier identification of individuals
experiencing increased risk.

In summary, the developed model can significantly enhance
the effectiveness and efficiency of prevention efforts at any
level of SI.

Limitations
The primary limitation of this study is the small sample size,
which may restrict the generalizability of the model’s
performance. As evidenced by the learning curves (Figures S1
and S2 in Multimedia Appendix 3), the transformer model
converged with minimal overfitting in contrast to the baseline
model. The limited sample size might have influenced class
learnability, particularly for the word-vector approach, which
requires more parameter estimation. Repeated cross-validation
revealed training instability and sensitivity to weight
initialization, potentially leading to class-specific biases.
Calibration metrics indicated significant reliability issues for
both models, suggesting the need for recalibration before clinical
implementation. Due to these calibration concerns, the clinical
utility of the models should be interpreted cautiously, as small
sample sizes introduce more noise to neural networks [98].
These issues could be mitigated by using larger datasets,
implementing robust weight initialization, or applying additional
regularization techniques.

Furthermore, due to metric requirements, we applied resampling
techniques to the rarer outcomes, which may lead to overfitting
minority classes and lower generalization. Performance
improvements over the baseline may be overstated due to less
emphasis on feature engineering in the word-vector model.
Incorporating n-grams, tf-idf (term frequency–inverse document
frequency), or dictionary-based features could address the lack
of sequential text structure in word embeddings, which this
study did not fully address.

Potential age or gender biases in the expression of suicidality
may exist, as the sample was not gender-balanced, potentially
skewing results toward female expressions of SIBs. The class
imbalance necessitated the use of oversampling techniques,
which might introduce biases. Technical limitations led to
session truncations, affecting data quality and representativeness.

This study’s exclusive focus on textual data, while appropriate
for the crisis text line setting, may limit the comprehensive
assessment of suicidality. Suicidal behavior is multifaceted, and
other data types such as audio or visual cues could provide
additional valuable information. The absence of these modalities
in our analysis is a limitation inherent to the text-based nature
of the crisis line service studied.

Token-based post hoc explanations might not fully capture the
sequential nature of speech, possibly missing complex effects
detected by transformers and LSTM layers. Future research
should explore specific techniques for transformer-based
explainability and evaluate the linguistic features of highlighted
tokens. Limiting analysis to text tokens may overlook the
importance of other communication forms, such as emoticons,
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which play a significant role in conveying meaning. Future
models should consider these aspects.

Additionally, the vignette demonstrated that despite being
trained on more extensive data, the transformer encoder still
will not fully capture irregular or misspelled language. Adapting
to new language variations, often developed among youth,
heavily depends on collecting domain-specific datasets for
embedding models.

Comparison to Prior Work
The discriminative abilities of our model are comparable, albeit
slightly lower, to those reported by Zhang et al [99], who
analyzed 659 suicide notes, 431 last statements, and 2000 neutral
posts. Their model achieved 95%, 94.9%, and 94.9% in
precision, recall, and F1-score, respectively, although it was
limited to binary targets and explicitly focused on suicide notes.
Similarly, Broadbent et al [28] found that using sentence-wise
embeddings of counseling sessions, a transformer embedding
surpassed a baseline tf-idf model in reducing the false-negative
rate.

In contrast, Aldhyani et al [100] demonstrated that a
convolutional neural network and bidirectional LSTM model
excelled over the XGBoost model, achieving 95% accuracy in
detecting SI compared to the latter’s 91.5%. However, when
using validated dictionary features such as Linguistic Inquiry
and Word Count, boosted tree algorithms performed better than
a neural network architecture combining convolutional and
LSTM layers (convolutional neural network and bidirectional
LSTM) on binary targets. The key distinction of this study from
Aldhyani et al [100] lies in the emphasis on feature engineering
and the use of dictionaries, which were leading methods for
building text classifiers before the emergence of transfer learning
with large pretrained language models [62].

Unique to our study, we also include metrics for calibration and
clinical utility, enhancing the practical value of our findings.

Generalizability
The generalizability of our findings varies by domain. Given
the small and domain-specific sample, the results may primarily
apply to German-speaking adolescents seeking mental health
assistance. However, the analysis of language features suggests
that findings might extend to a broader demographic group.

Clinical Implications and Implications for Future
Research
Our transformer-based model has the potential to assist
clinicians in identifying at-risk individuals and improving
intervention prioritization. Continuous monitoring using such
models is cost-effective and can detect cases that might
otherwise be missed, facilitating referral to qualified human
review and leading to more accurate and timely interventions.
This research significantly contributes to prevention efforts
addressing SIBs.

Despite the promise of such models, as indicated in our study,
future research could enhance the model’s accuracy and utility.
Subsequent studies should aim to collect sample sizes that are
adequate for the power requirements of ML. If faced with the

common problem of class imbalance, researchers could opt for
adjusting the cost function of the learner or using synthetic data
generation through augmentation to mitigate this issue.

Other key priorities include validating the model across diverse
clinical settings such as inpatient facilities, rural clinics, and
school-based mental health services to enhance its
generalizability. Additionally, evaluating the model’s
performance across different demographic groups and cultural
contexts will be essential to ensure its effectiveness and identify
potential biases.

Developing dynamic models that track changes over time and
incorporate additional factors such as demographics could
improve performance. This could be achieved by using retrained
transformers in extracting longitudinal event data [101] or by
incorporating explanations into the clinicians’ counseling
environment [102]. Integrating transformer embeddings into
multimodal graph network models might refine precision and
bolster prevention efforts by addressing the multifactorial nature
of suicide.

Integrating multiple data types could provide a more holistic
view of an individual’s mental state. However, such approaches
would require careful consideration of privacy concerns, data
integration challenges, and the development of more complex
models capable of processing diverse input types. Future studies
could explore the relative contributions of different data
modalities to suicide risk assessment and the feasibility of
implementing multimodal systems in various clinical settings.

ML shows potential in mental health applications, but it should
be considered a complementary tool to clinical expertise and
evidence-based decision-making rather than a standalone
solution. In suicidology, it is imperative to recognize that suicide
risk emerges from complex life circumstances that require
comprehensive social interventions, support systems, and
targeted public policies. While ML algorithms can serve as
diagnostic tools to detect linguistic markers associated with
suicide risk in individuals, they cannot independently prevent
or resolve the underlying personal challenges. Furthermore, the
implementation of ML in this context necessitates careful ethical
considerations to ensure that these tools augment human
judgment without introducing or amplifying biases. Future
research should focus on integrating ML approaches within
broader, multifaceted suicide prevention strategies that address
the full spectrum of risk factors and protective measures.

Conclusions
Suicide prevention represents a critical public health concern,
particularly among adolescents. Timely identification of
individuals displaying SIBs is crucial for early intervention.
Our study introduces an explainable transformer-based ML
model that outperforms a baseline word-vector approach in
identifying SI and ASE in adolescents seeking help via a
German crisis helpline. This model could be invaluable for
clinicians prioritizing intervention cases. However, challenges
remain in discerning finer-grained types of SI. This research
underscores the potential of ML in detecting SI and represents
a step toward more effective suicide prevention. Future work
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should focus on enhancing model accuracy in longitudinal setups or incorporating multimodal features.
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Abstract

Background: Japanese encephalitis (JE) is a zoonotic parasitic disease caused by the Japanese encephalitis virus (JEV), and
may cause fever, nausea, headache, or meningitis. It is currently unclear whether the epidemiological characteristics of the JEV
have been affected by the extreme climatic conditions that have been observed in recent years.

Objective: This study aimed to examine the epidemiological characteristics, trends, and potential risk factors of JE in Taiwan
from 2008 to 2020. Specifically, the study focused on gender, age, season, residential area, clinical manifestations, high-risk
areas, and the impact of environmental and climate factors.

Methods: This study reviewed publicly available annual summary data on reported JE cases in the Taiwan Centers for Diseases
Control between 2008 and 2020.

Results: This study collected 309 confirmed domestic patients and 4 patients with imported JE. There was an increasing trend
in the incidence of JE, 0.69‐1.57 cases per 1,000,000 people, peaking in 2018. Case fatality rate was 7.7% (24/313). Comparing
sex, age, season, and place of residence, the incidence rate was highest in males, 40‐ to 59-year-old patients, summer, and the
Eastern region, with 1.89, 3.27, 1.25, and 12.2 cases per million people, respectively. The average coverage rate of the JE vaccine
for children in Taiwan is 94.9%. Additionally, the major clinical manifestations of the cases included fever, unconsciousness,
headache, stiff necks, psychological symptoms, vomiting, and meningitis. The major occurrence places of JE included paddy
fields, pig farms, pigeon farms, poultry farms, and ponds. For air pollution factors, linear regression analysis showed that SO2

(ppb) concentration was positively associated with JE cases (β=2.184, P=.02), but O3 (ppb) concentration was negatively associated
with them (β=−0.157, P=.01). For climate factors, relative humidity (%) was positively associated with JE cases (β=.380, P=.02).

Conclusions: This study is the first to report confirmed cases of JE from the surveillance data of the Taiwan Centers for Diseases
Control between 2008 and 2020. It identified residence, season, and age as risk factors for JE in Taiwan. Air pollution and climatic
factors also influenced the rise in JE cases. This study confirmed that JE remains a prevalent infectious disease in Taiwan, with
its epidemic gradually increasing in severity. These findings empower clinicians and health care providers to make informed
decisions, guiding their care and resource allocation for patients with JE, a disease that significantly impacts the health and
well-being of the Taiwanese population.

(JMIR Public Health Surveill 2025;11:e63053)   doi:10.2196/63053
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Introduction

The Japanese encephalitis virus (JEV) is a significant public
health concern in Asia, causing an estimated 68,000 clinical
cases annually, primarily in East Asia and Southeast Asia [1].
Although symptomatic Japanese encephalitis (JE) occurs
infrequently, it has a serious case fatality rate, with up to 30%
of encephalitis cases resulting in death. Encephalitis survivors
have a high likelihood of developing permanent neurological

or psychiatric sequelae, with an estimated occurrence rate of
30%-50% of cases. The endemic transmission of JEV poses a
health threat to over 3 billion people in a substantial portion of
the World Health Organization Southeast Asia and Western
Pacific regions [1]. The disease currently lacks specific antiviral
treatment, necessitating supportive care measures like managing
symptoms and providing respiratory and nutritional support to
help patients overcome the infection [2]. Vaccination stands as
the effective strategy to prevent the disease, with World Health
Organization recommending the integration of JE vaccination
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into national immunization programs in all regions where the
disease poses a significant public health threat [1,3].

JE is a mosquito-borne viral infection caused by the JEV, a
member of the Flaviviridae family closely related to dengue,
yellow fever, and West Nile viruses [4]. The primary means of
transmission of JEV from animals to humans is through the bite
of infected mosquitoes, particularly Culex species, with Culex
tritaeniorhynchus (Cx. tritaeniorhynchus) being of particular
importance. Pigs and ardeid birds serve as the main amplifying
hosts for the virus [5]. The clinical presentation of JE in humans
varies widely, encompassing a spectrum ranging from mild or
asymptomatic infection to severe encephalitis. This severe form
of the disease is characterized by significant mortality, with a
high death rate among infected individuals. Additionally,
survivors of severe JE often experience sequelae within the
central nervous system [6].

In recent years, air pollution has been identified as a significant
public health concern in China, with an estimated 1 million
deaths annually attributed to its effects. This has underscored
the urgency for the implementation of effective prevention
strategies. However, future climate change is likely to increase
the frequency and duration of severe weather conditions, thereby
promoting exposure to air pollution and exacerbating the impacts
on human health [7]. A previous study indicated that tropical
and subtropical populations of Cx. tritaeniorhynchus exhibited
higher genetic diversity and that the effects of environmental
factors (climatic conditions) provide significant advantages for
the establishment and expansion of Cx. tritaeniorhynchus [8].
An understanding of the impact of environmental factors on JE
can provide valuable insights into its morbidity and mortality,
which remain unclear.

JE poses a significant public health threat, particularly in Asian
countries, especially in South Asia, Southeast Asia, and East
Asia [9]. Several countries in these regions have successfully
implemented various intervention measures to reduce JE
morbidity, including early diagnosis, prompt treatment, national
immunization programs, and effective vector control strategies
[10,11]. Despite these efforts, over 3 billion people still reside
in JE-endemic countries, with an estimated 67,900 cases
occurring annually [8]. The severity of JE is evident in its high
mortality rate, with approximately 20%‐30% of cases resulting
in fatalities. Additionally, 30%‐50% of JE survivors experience
significant long-term neurological sequelae [9,12]. Previous
studies have also highlighted the ongoing public health concern
posed by JE in Taiwan [13].

Nestled at 23°4' north latitude and 121°0' east longitude, Taiwan
enjoys a subtropical climate with average monthly temperatures
ranging from a comfortable 16 to 29 °C. Average monthly
relative humidity hovers between 75% and 90%. Despite its
status as a developed nation with a per capita gross domestic
product of US$35,244 [14], Taiwan continues to grapple with
the challenges posed by JE. Despite occasional imported cases
of JE in recent years [15], local infections persist in Taiwan,
indicating limitations in the effectiveness of preventive measures
in controlling or eradicating the disease. The number of JE cases
in Taiwan ranges from sporadic confirmed cases to cluster
epidemics, with the middle-aged population exhibiting the

highest rate of JEV. Addressing the disease burden caused by
JEV is imperative, and effective public health measures should
be adopted in Taiwan. Although some studies provided
epidemiological data on JE in Taiwan [16], their study did not
delve into the clinical symptoms of JE patients over the past
decade nor investigate the potential association between climate
and air pollution factors and the number of cases [17]. The
objective of this study is to conduct a comprehensive
investigation of the epidemiological, clinical, and environmental
characteristics of JE in Taiwan. To this end, population
surveillance data gathered over a 13-year period will be used.

Methods

Study Design and Population

Study Area
Taiwan is an island in East Asia located between 21°45’ N and
25°56’N. The Tropic of Cancer (23.5° N) passes through Chiayi
City, situated in south-central Taiwan, dividing the entire island
into 2 climate zones. Taiwan has a total land area of 35,980 km²
and a population of approximately 23 million people, resulting
in an average population density of 635 individuals per km².
The northern part of Taiwan belongs to the subtropical climate
zone, whereas the southern part belongs to the tropical climate
zone. Consequently, the weather in Taiwan is relatively warm,
with high humidity occurring throughout the year [18,19].

Case Definitions
A clinical case was defined as an individual of any age
experiencing an acute onset of fever accompanied by a change
in mental status and new onset of seizures (excluding simple
febrile seizures) at any time of the year [9,13]. A confirmed
case was defined as a clinical case with positive laboratory test
results, including the presence of IgM antibodies specific to the
JE virus in a single sample of cerebrospinal fluid (CSF) or
serum; a 4-fold increase in IgG antibodies; the detection of JE
virus antigens in tissue via immunohistochemistry; or the
detection of the JE virus genome in serum, plasma, blood, CSF,
or tissue samples. Additionally, cases meeting the clinical case
definition and epidemiologically linked to a confirmed case
were also considered confirmed [20,21].

Data Collection

Surveillance for JE Infection
JE has been categorized as a notifiable infectious disease since
1955. Physicians are required to report all cases that meet the
case definition of JE, collect samples, and send them to the
Taiwan Centers for Disease Control (TCDC) within one week
of the case being reported for examination [20]. We collected
data from all JE-confirmed cases reported to the TCDC from
January 2008 to December 2020. The reported information
included patient age, sex, area of residence, geographic location,
seasonal variation of exposure, and date of JE onset.

Laboratory Tests
In 1998, the TCDC developed an E/M-specific capture IgM and
IgG enzyme-linked immunosorbent assay (E/M-specific
IgM/IgG ELISA) for JE and dengue fever (DF) [13,22,23].
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Hemagglutination inhibition (HI) and E/M-specific IgM/IgG
ELISA are both employed as screening tools for detecting
antibodies against JE and DF [24-26]. This study employed a
previously described differential testing algorithm [26]. Briefly,
positive samples on the JE ELISA underwent further testing
using DF ELISA. The combined results from both assays
informed the final interpretation. Positive JE ELISA and
negative DF ELISA indicated the presence of JEV antibodies
only, while positive results in both tests suggested a
false-positive JE result. Long-term evaluation demonstrated
high sensitivity and specificity of the E/M-specific IgM/IgG
ELISA, effectively differentiating JEV infections from dengue
virus infections [26]. Since 2001, real-time polymerase chain
reaction (PCR) analysis of acute-phase serum samples collected
within 7 days of symptom onset and CSF from individuals
diagnosed with JE has been employed for diagnostic purposes
[27]. Nevertheless, enzyme-linked immunosorbent assay
(ELISA) remains the primary diagnostic testing method, with
the E/M-specific IgM/IgG ELISA being the most widely used
ELISA method.

The JE laboratory has confirmed that clinical cases meeting one
of the following specific laboratory criteria should be defined
as confirmed cases of JE: (1) an HI titer of the convalescent
serum of 1:160 and at least a 4-fold increase between the HI
titers of convalescent and acute sera [24,25]; (2) an HI titer of
1:320 derived from a single serum sample [24,25]; (3) an
IgM-positive serum sample, as determined by an ELISA test,
or a fourfold increase in IgG levels between paired serum
samples [25]; (4) a sample exhibiting a positive real-time PCR
[25]; (5) a sample that has been found to be positive for indirect
immunofluorescence antibody staining following the isolation
of the virus from CSF [25,28]; (6) virus isolation can be
accomplished through cell culture techniques using either the
mosquito C6/36 cell line or plaque assays with the BHK-21 cell
line [26]; and (7) an alternative approach is the extraction of
viral RNA from JEV-infected culture medium using the QIAamp
Viral RNA Mini Kit (Qiagen, Germantown, MD) [15].

Surveillance of Environmental Factors
The dataset comprised monthly air pollutant data from 2008 to
2020, obtained from the air quality monitoring network of the
Environmental Protection Agency. The pollutants analyzed
included total suspended particulates, particulate matter (PM)
2.5 and 10 (PM2.5 and PM10), nitrogen dioxide (NO2), sulfur
dioxide (SO2), carbon monoxide (CO), ozone (O3), dust fall
volume, and lead concentration [29]. Furthermore, monthly
weather data from the Meteorological Bureau of the Ministry
of Communications for the same period were analyzed. The
meteorological variables included temperature, rainfall, relative
humidity, atmospheric pressure, the number of days with
precipitation, and the duration of sunshine [30]. Statistical
analyses and correlation tests were employed to assess the
temporal and spatial trends in air pollutants and meteorological
factors, as well as their potential association with JE case
numbers. The data collected for this study were stored in the
supplementary file.

Statistical Analysis
This study presents a retrospective historical analysis of all
cases of JE diagnosed in Japan since 2008, including both
domestic and imported cases. The number of individuals
diagnosed with JE from 2008 to 2020 was confirmed, and the
epidemiological characteristics of these cases were examined.
These characteristics included sex (male and female), age groups
(<20, 20‐39, 40‐59, and ≥60 years old), time of diagnosis
(spring, summer, fall, and winter), and area of residence
(northern, central, southern, and eastern Taiwan). Disparities
and outcomes were analyzed. Our analysis then focused on the
variables of sex, age, time of diagnosis, changes in living area,
trends, and related outcomes for cases of JE from 2011 to 2020.
Descriptive data are presented as means and summaries where
appropriate. Categorical variables were compared using
chi-squared tests. Odds ratios were calculated using logistic
regression, with 95% confidence intervals estimated using
parameter estimation. All statistical analyses were performed
using SPSS (IBM SPSS version 21; Asia Analytics Taiwan
Ltd). All statistical tests were 2-tailed, with an α value of .05.
A P value less than .05 was considered statistically significant.

Ethical Considerations
The ethical considerations of this study were consistent with
those of Holland et al [31] in JAMA Psychiatry and Pan et al
[32] in BMC Infectious Diseases. All case data are accessible
via the internet, with information regarding JE cases available
on the TCDC website. This study was deemed exempt from
ethical approval according to the Communicable Disease Control
Act of Taiwan [33] because the datasets used were deidentified
and the study did not involve any of the datasets in a way that
could potentially lead to the identification of individuals. Along
with the absence of personal identifiers and the absence of any
potential harm to individuals, the study was conducted in
accordance with institutional research guidelines to ensure
scientific rigor and ethical standards.

Results

Demographic Data
The figures and tables selected for analysis in this study are
representative of an examination of demographic characteristics
(incidence rates), patient clinical symptoms, environmental
factors, air pollution, and climate factors on JE in Taiwan over
the recent 13-year period. The flowchart of this study is shown
in Figure 1. There were 313 confirmed cases of local and
imported infection, consisting of 309 (98.7%) confirmed local
cases, 195 (62.3%) male patients, 182 (58.1%) patients aged
40‐59 years, 245 (78.3%) cases in summer, and 145 (46.3%)
cases in the southern region. There were 4 (1.3%) confirmed
cases of imported infection (Table 1). There was no statistically
significant difference between the number of confirmed cases
in 2008 and 2020 and the relationship between different
identities (local or imported), sex, age group, season, and place
of residence (all P>.05) (Table 1). There was a statistically
significant difference between the number of confirmed cases
in 2008 and 2020 and the relationship between different seasons
and place of residence (all P<.05) (Table 1). The main
environmental factors associated with JE were paddy fields
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(160/582, 27.5%), pig farms (158/582, 27.1%), pigeon farms
(125/582, 21.5%), poultry farms (65/582, 11.2%), ponds

(29/582, 5%), and domestic pets (18/582, 3.1%), as indicated
in Table 2.

Figure 1. Flowchart of the study sample selection from the Taiwan Centers for Disease Control Database (CDC) in Taiwan from January 2008 to
December 2020.
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Table . Epidemiological features of Japanese encephalitis cases in Taiwan from 2008 to 2020.

P val-
ue

YearTotalVari-
able

2020
(n=21)

2019
(n=21)

2018
(n=37)

2017
(n=25)

2016
(n=23)

2015
(n=30)

2014
(n=18)

2013
(n=16)

2012
(n=32)

2011
(n=22)

2010
(n=33)

2009
(n=18)

2008
(n=17)

Domes-
tic

.12Individ-
ual, n

21193725233018163222321717309    Do-
mestic

02000000001104    Im-
ported

.90Sex, n

14132015121912121714221312195    Male

7817101111641581155118    Fe-
male

.26Age
group,
n

101010010111310    <20

2364273598113568    20‐
39

1514241416201091791699182    40‐
59

346743516455053    ≥60

<.001Sea-
son, n

17103200210022140    Spring

20132519142815141920291415245    Sum-
mer

012372303222128    Fall

00000000000000    Win-
ter

.008Resi-
dency,
n

75108472549105278    North-
ern

759554535562465    Cen-
tral

711171011181182141449145    South-
ern

001231002437225    East-
ern
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Table . Environmental factors for Japanese encephalitis cases in Taiwan between 2008 and 2020.

YearVari-
able
(lived
nearby)

2020, n2019, n2018, n2017, n2016, n2015, n2014, n2013, n2012, n2011, n2010, n2009, n2008, nTotal, n

11132513111311102310864158Pig
farms

1281910119751721447125Pigeon
farms

101426811141191691769160Paddy
fields

————————4—1—a16Egret
nests

———————————112Hen-
houses

—13113237132229Pond

———————————1—1Clam
breed-
ing
farms

4412565—31169——65Poultry
farms

———1————1—2——4Goat
farms

1———12—3551——18Domes-
tic pets

————————33———6Farm-
lands

————————53———8Or-
chards

aNot applicable

Clinical Symptoms
The main clinical symptoms of JE were fever (280/866, 32.3%),
unconsciousness (162/866, 18.7%), headache (136/866, 15.7%),
stiff neck (63/866, 7.3%), psychiatric symptoms (59/866, 6.8%),
and vomiting (49/866, 5.7%), as shown in Table 3.

There were 24 deaths from JE, of which 15 (62.5%) were male
and 9 (37.5%) were aged 50‐60 years. The mortality rate (per
1,000,000 people) ranged from 0.04 to 0.17 between 2008 and
2020 (Table 4).
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Table . Clinical symptoms of Japanese encephalitis cases in Taiwan from 2008 to 2020.

YearVari-
able

2020201920182017201620152014201320122011201020092008Total

20203321212814152618301816280Fever,
n

1061489978151319513136Headache,
n

4311753536636163Stiff
necks,
n

3—232623——a52735Muscle
cramps,
n

1483121354112449Vomit-
ing, n

————————43—2—9Speak-
ing dif-
ficulty,
n

————————27125430Coma,
n

1412201417139119112165162Uncon-
scious,
n

————————21———3En-
cephali-
tis, n

—————————1———1Paraly-
sis, n

361555115—9————59Psycho-
logical
symp-
toms, n

————————3————3Para-
lyzed
limbs,
n

————————2————2Diar-
rhea, n

————————2————2Muscu-
lar
ache, n

1—21231——————10En-
cephalitic
stimula-
tion
symp-
toms, n

321244———————16Dysto-
nia, n

3————————————6Menin-
gitis
symp-
toms, n

JMIR Public Health Surveill 2025 | vol. 11 | e63053 | p.338https://publichealth.jmir.org/2025/1/e63053
(page number not for citation purposes)

Lin et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


YearVari-
able

2020201920182017201620152014201320122011201020092008Total

3—————————————Aseptic
menin-
gitis, n

aNot applicable.

Table . The mortality rate per 1,000,000 people and the characteristics of deceased cases with Japanese encephalitis from 2008 to 2020a in Taiwan.

2019
(n=3)

2018
(n=2)

2017
(n=3)

2016
(n=4)

2015
(n=1)

2014
(n=3)

2013
(n=1)

2011
(n=1)

2010
(n=2)

2009
(n=2)

2008
(n=2)

Variable

0.130.080.130.170.040.130.040.040.090.090.09Mortality
rate per
1,000,000
people

Sex, n

12230301021    Male

20111010201    Female

Age
group, n

———————————b    <20

—————1——1——    20‐39

3—13121—111    40‐59

—221———1—11    ≥60

aThere were no reported deaths due to Japanese encephalitis in 2012 and 2020.
bNot applicable

Regression Analysis
Linear regression analysis showed that air pollution factors were
associated with JE cases: SO2 concentration (β=2.184, SE 0.922;
P=.02) and O3 concentration (β=−0.157, SE 0.063; P=.01)
(Table 5). Linear regression analysis showed that climatic factors

were associated with JE cases (R2=0.344, F6,137=11.980, P<.001)
(Table 6).

The incidence of confirmed cases of JE per million people was
0.69‐1.57 (Figure 2A); 1.02‐1.89 in males (Figure 2B);
1.25‐3.27 in the 40‐59 years age group (Figure 2C);
0.55‐1.25 in summer (Figure 2D); and 0‐12.2 in the northern
region (Figure 2E), during 2008‐2020. The national coverage
of JE vaccine in Taiwan is shown in Figure 3.
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Table . Association between air pollution factors and Japanese encephalitis cases examined through multiple linear regression analysis. R2=0.417; F
test (df) –> 6.824 (9, 86); P <.001; n=96.

P valueNonstandardization coefficientVariables

Standard errorβ value

.610.055−0.028TSPa (μg/m3)

.900.1770.022PMb 2.5 (μg/m3)

.950.1240.007PM 10 (μg/m3)

.020.9222.184SO2 (ppb)

.3719.092−17.244CO (ppm)

.550.564−0.342NO2 (ppb)

.010.063−0.157O3 (ppb)

.960.5090.029Dustfall volume

(tonne/km2/month)

.5572.02643.751Lead (μg/m3)

aTSP: total suspended particulate.
bPM: particulate matter.

Table . Relationship between climate factors and Japanese encephalitis cases analyzed using multiple linear regression analysis. R2=0.344; F test (df)
–> 11.980 (6, 137); P<.001; n=144.

P valueNonstandardization coefficientVariables

Standard errorβ value

.900.192−0.025Temperature (℃)

.300.004−0.004Precipitation (mm)

.020.1630.380Relative humidity (%)

.120.155−0.247Mean pressure (hPa)

.930.199−0.017Number of days with precipitation
≥0.1 mm (day)

.080.0160.029Sunshine duration (h)
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Figure 2. Incidence of confirmed JEV among patients in Taiwan according to (A) population, (B) gender, (C) age, (D) season, and (E) region of
residence by year from 2008 to 2020.
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Figure 3. National target population, vaccinated population, and vaccination coverage for Japanese encephalitis in Taiwan from 2008 to 2020.

Discussion

Principal Findings
JE is the most prevalent cause of viral encephalitis in Asia, with
transmission occurring through mosquito bites. It is endemic
in most of South and Southeast Asia, but the number of cases
can vary significantly between regions [34]. The study yielded
several significant findings. With regard to epidemiological
characteristics, the data indicated that men, middle-aged
individuals, those residing in summer, and residents of southern
Taiwan are at greater risk. The primary clinical symptoms
observed were fever, headache, and unconsciousness. An
increase in the concentration of the air pollutant SO₂ and the
relative humidity percentage, when considered as climatic
factors, was found to correlate with an increase in the number
of JE cases.

Epidemiology examines the epidemiological characteristics
associated with disease transmission, presentation, and outcome.
This discipline has consistently been influenced by policy
interventions and disease prevention measures [35,36]. From
2008 to 2020, a total of 313 cases of JE were confirmed in
Taiwan. Of these cases, 1.3% were imported, while 98.7% were
indigenous, indicating that JE is endemic in Taiwan. The high
incidence rate among men is consistent with previous studies
[37-39]. It can be postulated that the underlying cause may be
differences in personal hygiene habits. Furthermore, most cases
occur in individuals aged 40-59 years. Patients in this age group
exhibited a higher incidence compared to those younger than
20 years (1.94 vs 0.73), which is consistent with previous studies
[13,40,41]. The government of Taiwan can use the similarities
and differences in epidemiological characteristics as a
foundation for developing and implementing its epidemic
prevention policy or strategy.

Among all epidemiological characteristics, seasonal variation
is the most susceptible to the distribution of all confirmed cases.
In essence, seasonal variation is sufficient to affect the

significant increase or decrease of confirmed cases, thereby
indicating that the disease in South Asia, Southeast Asian
countries, or even Taiwan is endemic [42]. The disease in
question typically manifests during the summer months in
Taiwan, as evidenced by the findings of previous studies
[43-46]. According to the Central Weather Administration of
Taiwan, the average summer temperature in Taiwan is 26.4 °C
[47]. Consequently, the findings indicate that temperature is a
pivotal factor influencing the vector competence and survival
of infected mosquitoes. Moreover, southern Taiwan is situated
in rural and suburban areas. A previous study indicated that in
rural and suburban areas, traditional rice farming and intensive
pig breeding provide an ideal environment for both mosquito
development and the transmission of JEV among humans. Our
findings align with those of previous studies [48-50]. In other
words, there are always traces of the JEV in Taiwan that present
a threat to public health and increase the clinical medical burden.
At this juncture, it is imperative to address these significant
challenges head-on, employing strategies to prevent and control
them. It is imperative that the Taiwanese government’s health
department proactively propose local prevention strategies and
implement effective surveillance operations to control the
epidemic and reduce the number of cases, thereby eliminating
the health threat.

JEV is spread by mosquitoes within an enzootic cycle that
includes reservoirs among pigs and birds, with humans serving
as unintentional dead-end hosts. In the past decade, both
serological and genetic evidence from previous studies suggest
the presence of JEV in the local fauna [51]. As in the previous
study, workplaces of cases in Taiwan are commonly found in
pig farms, pigeon farms, and paddy fields [52,53]. This study
recommends that Taiwan’s government health departments
should increase publicity about measures to prevent JE by
raising pigs and pigeons in rural areas.

A previous study demonstrated that while the impacts of the
COVID-19 lockdown on various sectors, including the economy,

JMIR Public Health Surveill 2025 | vol. 11 | e63053 | p.342https://publichealth.jmir.org/2025/1/e63053
(page number not for citation purposes)

Lin et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


research, travel, education, and sports, were clear, the effects
on the occurrence of vector-borne diseases (VBDs) were less
apparent [54]. The number of cases reported was compared with
the number of cases predicted for each year from 2015 to 2020
for the VBDs (JE) under study to infer whether the COVID-19
lockdown had any impact on their prevalence in Taiwan. The
actual number of cases was 21, both before and after the
lockdown (2019 and 2020). The predicted number of cases for
2020, based on the trend of the previous 5 years (2015‐2019),
was also close to the actual number of cases. This suggests that
the JEV has been consistently present in the local area of Taiwan
for a long time. During the COVID-19 period, the number of
JE cases did not fluctuate significantly. The analysis suggests
that the lockdown did not have a significant impact on the
incidence of VBDs such as JE.

In the majority of cases, patients infected with JE do not exhibit
any clinical symptoms [55,56]. Consequently, the clinical
symptoms observed in JE cases in Taiwan are consistent with
those previously documented in other studies [57,58]. It is
challenging to differentiate between JEV and other pathogens
that can cause encephalitis and meningitis, including enterovirus,
mumps virus, mycoplasma, herpes virus, and other viruses. This
necessitates the use of viral culture or serological examination
[59]. Therefore, this study proposes that the current
understanding of JE serum complex flavivirus cross-reactivity,
which may result in variable clinical outcomes, could inform
future preventive and therapeutic interventions.

During the investigation period of this study, Taiwan exhibited
a consistently low incidence rate of JE and its associated
mortality from 2008 to 2020. The average incidence and
mortality rates were 1.03 cases per 1,000,000 people and 0.09
cases per 1,000,000 people, respectively. A total of 10 cases of
JE were reported in children. Consequently, the study indicates
that the JE vaccination offered a moderate level of protection
among children in JE-endemic Taiwan, a finding consistent
with previous studies [60]. The implementation of the JE
immunization program has been a pivotal factor in controlling
the spread of JE. It is necessary to sustain a high vaccination
coverage rate for JE and reinforce the disease surveillance
system to ensure the efficacious control and eventual eradication
of JE [61].

The prospective effects of climate change on public health are
a rapidly expanding field of investigation. This encompasses
the immediate consequences of more intense heat waves and
declining food security, in addition to the indirect influences
on the prevalence of infectious diseases [62-66]. Research has
demonstrated that the proximity of collection sites to human
dwellings (adjusted odds ratio [AOR] 2.02, P=.009) and a
relative humidity exceeding 80% (AOR 2.40, P=.001) are
significant independent risk factors for the transmission of JE
viruses [67]. This finding is consistent with the present study.
The results of this study indicate a positive correlation between
relative humidity and JE cases (β=0.380, P=.02) through
multiple linear regression analysis. The findings of this study
indicate that climate change is a significant factor influencing
the incidence of infectious diseases. It is therefore recommended
that public health and epidemic prevention experts give this

issue their attention, with the implementation of early planning
measures to reduce the risk of disease.

Air pollution represents one of the most significant challenges
of our era, affecting not only climate change but also public and
individual health through increased morbidity and mortality
[68]. A multitude of pollutants are significant contributors to
human disease [69]. A previous study indicated that a
comparison of the combined anthropogenic and environmental
risk factors of major mosquito-borne diseases, specifically JE
in Thailand, revealed that higher SO2 surface concentrations
were negatively associated with disease case counts [70].
However, the results of the linear regression analysis indicated
that there was a positive association between SO2 concentration
and JE (β=2.184, P=.02). The concentration of O3 was found
to be negatively correlated with JE (β=−0.157, P=.01). To the
best of our knowledge, this is the first study to demonstrate that
the number of cases of JE increased as the concentration of the
air pollutant SO2 increased, and that there was a positive
correlation. The study suggests that the high concentration of
SO2 in summer, which is a season prone to JE, may be a
contributing factor. It was hypothesized that there was a
correlation between these air pollutants and the disease.
Consequently, this study proposes that Taiwan’s official policy
should implement a rigorous monitoring program to assess local
climate factors and air pollution concentration changes. In the
event of minor fluctuations or significant fluctuations in
environmental data, it is imperative that the media and the public
be promptly informed. This will enable individuals to take
prompt action to mitigate environmental pressures and the threat
to public health.

Limitations
One limitation of the present study is that the data provided by
the Taiwan National Infectious Disease Statistics System lack
information about the genotypes or strains of the JEV isolated.
Consequently, the type of JEV strain that spread to Taiwan and
the affinity between virus strains in Taiwan and other countries
were not analyzed in this study. Nevertheless, the advantage of
this study was the access to the diverse data provided by
Taiwan’s public sector on its web-based platform (including
the initial version of the platform) and the evaluation of the
impact of the COVID-19 pandemic on the epidemiological
features of typhoid and paratyphoid. The information from
existing public network platforms in Taiwan is both timely and
accurate.

Conclusions
This study is the first to report on the epidemiological
characteristics, clinical symptomatology, climatic factors, and
air pollutants associated with JE cases in Taiwan between 2008
and 2020. In 2018, the incidence rate of JE was the highest (1.57
per million people). In recent years, the risk of local cases has
increased at a rapid pace, resulting in a significant burden of
disease, public health challenges, and epidemic prevention. The
distribution of JE in Taiwan is regional in nature. The risk of
JE among patients residing in different areas increases with age.
The clinical manifestations of JE are variable, and the primary
areas of endemicity are pig farms, pigeon farms, and paddy
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fields. The JE vaccine coverage rate in Taiwan is high, with an
average of 94.9%. The concentration of certain environmental
factors (SO2, O3) may influence the increase or decrease in JE

cases. The identification of crucial data will facilitate future
surveillance and research activities in Taiwan.
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Abstract

Background: The global aging population and rapid development of digital technology have made health management among
older adults an urgent public health issue. The complexity of online health information often leads to psychological challenges,
such as cyberchondria, exacerbating health information avoidance behaviors. These behaviors hinder effective health management;
yet, little research examines their mechanisms or intervention strategies.

Objective: This study investigates the mechanisms influencing health information avoidance among older adults, emphasizing
the mediating role of cyberchondria. In addition, it evaluates the effectiveness of mindfulness meditation as an intervention
strategy to mitigate these behaviors.

Methods: A mixed methods approach was used, combining quantitative and qualitative methodologies. Substudy 1 developed
a theoretical model based on self-determination theory to explore internal (positive metacognition and health self-efficacy) and
external (subjective norms and health information similarity) factors influencing health information avoidance, with cyberchondria
as a mediator. A cross-sectional survey (N=236) was conducted to test the proposed model. Substudy 2 involved a 4-week
mindfulness meditation intervention (N=94) to assess its impact on reducing health information avoidance behaviors.

Results: Study 1 showed that positive metacognition (β=.26, P=.002), health self-efficacy (β=.25, P<.001), and health information
similarity (β=.29, P<.001) significantly predicted health information avoidance among older adults. Cyberchondria mediated
these effects: positive metacognition (effect=0.106, 95% CI 0.035-0.189), health self-efficacy (effect=0.103, 95% CI 0.043-0.185),
and health information similarity (effect=0.120, 95% CI 0.063-0.191). Subjective norms did not significantly predict health
information avoidance (β= .11, P=.13), and cyberchondria did not mediate this relationship (effect= 0.045, 95% CI  0.102 to
0.016). Study 2 found that after the 4-week mindfulness intervention, the intervention group (group 1: n=46) exhibited significantly
higher mindfulness levels than the control group (group 2: n=48; Mgroup1=4.122, Mgroup2=3.606, P<.001) and higher levels
compared with preintervention (Mt2=4.122, Mt1=3.502, P<.001, where t1=preintervention and t2=postintervention). However,
cyberchondria levels did not change significantly (Mt1=2.848, Mt2=2.685, P=.18). Nevertheless, the results revealed a significant
interaction effect between mindfulness and cyberchondria on health information avoidance (effect= 0.357, P=.002, 95% CI  0.580
to  0.131), suggesting that mindfulness intervention effectively inhibited the transformation of cyberchondria into health information
avoidance behavior.

Conclusions: This study reveals the role of cyberchondria in health information avoidance and validates mindfulness meditation
as an effective intervention for mitigating such behaviors. Findings offer practical recommendations for improving digital health
information delivery and health management strategies for older adults.

(JMIR Public Health Surveill 2025;11:e69554)   doi:10.2196/69554
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Introduction

Background
With the global aging population and the rise of digital health
information, the health information behavior of older adults has
become a critical focus [1]. The adoption of internet and
age-friendly technologies has enabled older adults to seek health
information online. However, the overwhelming volume and
inconsistent quality of information, combined with lower
information literacy among older adults, often hinder efficient
access to reliable health information, posing challenges to their
health management.

Health information avoidance is a growing concern [2]. It
involves individuals deliberately avoiding health-related
information, often driven by anxiety and uncertainty, which can
lead to severe health consequences [3]. Given their greater need
for health information, avoidance behaviors in older adults can
hinder effective health management and delay timely diagnosis
or treatment [4]. However, research on its causes and
interventions remains limited. Cyberchondria, characterized by
excessive health information searching, is another critical issue.
It disrupts daily activities and exacerbates health anxiety, despite
being initially aimed at reducing uncertainty [5]. While it has
been linked to problems like internet addiction and sleep
disorders, its connection to health information avoidance
remains underexplored [6,7]. This study posits that
cyberchondria amplifies anxiety, which in turn motivates
information avoidance as a self-protection mechanism [8].
Viewing cyberchondria as a psychological driver of health
information avoidance offers valuable insights into this behavior.

This study introduces mindfulness meditation as a potential
intervention. Rooted in Buddhist traditions, mindfulness has
been shown to reduce anxiety and improve emotional regulation
and cognitive flexibility [9,10]. By applying mindfulness
meditation with older adults, this study evaluates its effects on
cyberchondria and health information avoidance, providing a
cost-effective health management strategy.

In summary, this study aims to explore the psychological
mechanisms underlying health information avoidance among
older adults, with a particular focus on cyberchondria as a
mediating factor. Drawing from self-determination theory, we
propose a model that incorporates both internal (positive
metacognition and health self-efficacy) and external (subjective
norms and health information similarity) factors to explain how
they contribute to health information avoidance. Furthermore,
we aim to evaluate the effectiveness of mindfulness meditation
as a practical intervention to mitigate the impact of
cyberchondria on information avoidance behaviors. This study
seeks to address the following two research questions:

1. What are the formation pathways of health information
avoidance among older adults?

2. Can mindfulness meditation effectively intervene in
cyberchondria and reduce health information avoidance
behaviors among older adults?

By addressing these questions, this research intends to contribute
theoretical and practical insights to enhance older adults’health
management capabilities in the digital era.

Theory Background and Hypothesis Development

Health Information Avoidance Among Older Adults
In the context of global digitalization and an aging population,
the health information behavior of older adults has become a
critical topic in health management [11]. Health information
avoidance, the deliberate decision to avoid health-related
information, is particularly prevalent among older adults due
to lower information literacy, anxiety about health issues, and
fear of disease severity [12]. This behavior poses significant
risks, such as missed medical advice or delayed disease
prevention and treatment, as older adults often experience poorer
health than younger individuals [1].

Although avoidance may temporarily reduce stress, it often
exacerbates anxiety by failing to address underlying health
concerns and increasing uncertainty [13,14]. It also undermines
proactive health management, reducing engagement in
health-promoting behaviors and increasing the risk of chronic
diseases [15]. Despite growing research, key gaps remain,
particularly in understanding how external environments interact
with psychological factors and in developing targeted
interventions for older adults. Cyberchondria, defined as
repeated health searches that heighten anxiety, offers a valuable
framework for understanding avoidance behaviors [16]. It
highlights the uncertainty and negative emotions triggered by
health information, which align with the drivers of avoidance.
Incorporating this framework can help explain the
anxiety-avoidance cycle in older adults and support the
development of targeted interventions to break this cycle.

Cyberchondria
Cyberchondria refers to compulsive and excessive searches for
health-related information, often intended for self-reassurance.
However, these searches usually provide only temporary relief,
with anxiety often worsening during and after the process.
Despite its negative consequences, such as harm to mental
health, overmedicalization, and susceptibility to medical scams,
cyberchondria has become a significant public health concern
with the rise of mobile internet use [17,18].

Research on cyberchondria highlights 2 main areas. First,
contributing factors include low self-esteem, anxiety sensitivity,
low tolerance for uncertainty, and high neuroticism [19-21].
Second, its negative impacts include reduced trust in doctors,
increased self-treatment behaviors, medical errors, lower quality
of life, and wasted health care resources [22,23]. It has also
been linked to problematic internet use [24]. Despite these
findings, little research has examined the link between
cyberchondria and health information avoidance. This study
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aims to fill this gap by exploring how cyberchondria contributes
to avoidance behaviors, providing new insights into health
behaviors [25,26]. Understanding this connection is crucial for
designing interventions to help vulnerable populations better
manage health information and reduce the negative effects of
cyberchondria.

Self-Determination Theory
Self-determination theory (SDT), proposed by Deci and Ryan
[27], explains human motivation and behavior through the
fulfillment of 3 psychological needs: competence, relatedness,
and autonomy. Behavior is influenced by internal motivation,
driven by psychological cognition, and external motivation,
shaped by external pressures or rewards [28]. This dual
perspective has been widely applied in health psychology,
effectively explaining behaviors such as the adoption of personal
health record systems driven by autonomous traits (internal
factors) and compulsive social media use influenced by social
interaction (external factors) [29-31].

Although extensively applied, SDT has not been used to explain
cyberchondria. By integrating internal motivations and external
environments, SDT provides a valuable framework for
understanding its development and guiding effective health
interventions [32]. Responding to calls for further exploration
of cyberchondria’s antecedents and consequences [33], this
study uses SDT to analyze the factors influencing cyberchondria
and its connection to health information avoidance.

Cyberchondria and Health Information Avoidance
Cyberchondria is characterized by compulsive and frequent
internet-based searching for health-related information, which
intensifies individuals’ anxiety and concerns about their health.
This behavior often leads to cognitive and emotional responses,
such as excessive worry about illness and overinterpretation of
symptoms, ultimately impacting health behaviors [34]. While
cyberchondria has been linked to behaviors like internet
addiction, evidence suggests that internet addiction may
eventually result in information avoidance. Individuals with
cyberchondria often experience heightened anxiety and negative
emotional responses when exposed to health-related information
[35]. These negative emotions reinforce their fear of health
issues, leading to a hypersensitivity toward disease-related
information. Based on protection motivation theory, individuals
may perceive excessive health information as a source of
emotional distress and adopt avoidance behaviors to reduce
anxiety and stress [36]. Furthermore, individuals with
cyberchondria often interpret ambiguous or uncertain
information as a potential threat. This heightened threat
perception can result in strong psychological resistance, causing
them to proactively reduce exposure to health information to
avoid discomfort. Over time, this behavior manifests as health
information avoidance [37]. In light of these mechanisms, the
following hypotheses are proposed in this study:

H1: Cyberchondria positively influences the health information
avoidance.

Internal Factors: Positive Metacognition and Health
Self-Efficacy
Next, we explore the factors that lead to cyberchondria in older
adults. According to the SDT mentioned earlier, an individual’s
behavioral intention is influenced by internal cognitive factors.
This study selects positive metacognition as one of the key
internal factors influencing cyberchondria. Metacognition is
commonly defined as “thinking about thinking” and
encompasses the beliefs, strategies, and methods individuals
use to regulate their internal cognitive processes [38].
Metacognitive beliefs can be categorized as either positive or
negative. Positive metacognition refers to the belief that focusing
on health issues and extensively thinking about them enhances
one’s sense of safety and control. This construct is widely used
to explain health anxiety [39].

Research has shown that positive metacognition effectively
predicts attentional biases toward health-related information.
Individuals with strong positive metacognitive tendencies are
more vigilant about their health and more likely to seek
health-related information [40]. Such individuals often believe
that worrying about their health and gaining more knowledge
about illnesses provide a sense of security. This biased thinking
pattern drives compulsive health information-seeking behaviors,
which are hallmarks of cyberchondria [41]. However, excessive
information-seeking often leads to heightened anxiety, cognitive
overload, and feelings of inadequacy in managing one’s health,
which can result in health information avoidance as a coping
mechanism. Therefore, this study hypothesizes that positive
metacognition positively influences an individual’s likelihood
of developing cyberchondria, which, in turn, leads to health
information avoidance. Based on this logic, the following
research hypotheses are proposed:

H2a: Positive metacognition positively influences
cyberchondria.

H2b: Cyberchondria mediates the effect of positive
metacognition on health information avoidance.

The concept of self-efficacy was first introduced by Bandura
[42] in 1977, referring to an individual’s confidence and belief
in their ability to achieve specific behavioral goals. Ajzen [43]
later incorporated it into the theory of planned behavior, which
suggests that self-efficacy is a significant predictor of an
individual’s behavioral intention. Numerous studies have since
confirmed that self-efficacy is an important component of the
internal cognitive system, significantly affecting personal
behavior and decision-making [44]. Self-efficacy has been
widely studied in the field of health behaviors [45], where it is
often referred to as health self-efficacy. According to Lee et al
[46], health self-efficacy refers to an individual’s confidence in
their ability to manage their health. Individuals with higher
levels of health self-efficacy are more likely to feel capable of
addressing health issues independently and have a stronger
inclination toward self-healing. This self-healing tendency
reduces communication with health care professionals and
encourages individuals to search for health and treatment-related
information for self-treatment [47]. Furthermore, the tendency
toward self-healing has been shown to be significantly
associated with cyberchondria [22]. Therefore, this study
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speculates that individuals with higher levels of health
self-efficacy are more inclined to gather health-related
information through internet-based channels, which may, in
turn, lead to a tendency toward cyberchondria, causing these
users to become trapped in a health information bubble. Based
on this reasoning, the following research hypotheses are
proposed:

H3a: Health self-efficacy positively influences cyberchondria.

H3b: Cyberchondria mediates the effect of health self-efficacy
on health information avoidance.

External Factors: Health Information Similarity and
Subjective Norms
Health information similarity refers to the consistency or
resemblance in the content and structure of health information
encountered on digital platforms, often driven by personalized
recommendation algorithms tailored to users’ preferences and
behaviors [48,49]. These algorithms frequently expose users to
overlapping health content, which can create cognitive confusion
and negative emotional responses. For instance, similar symptom
descriptions across diseases make it difficult to differentiate
conditions, increasing uncertainty and anxiety [50]. This anxiety
often triggers more frequent searches, leading to information
overload and reinforcing a cycle of heightened anxiety.

While previous studies link information similarity to health
anxiety, its impact on cyberchondria remains underexplored.
Repeated exposure to overlapping health content can cause
individuals to misinterpret ordinary symptoms such as severe
illnesses, further amplifying uncertainty and intensifying
cyberchondria [51]. This exacerbates excessive information
searching and, in turn, contributes to health information
avoidance. Based on this reasoning, the following hypotheses
are proposed:

H4a: Health information similarity positively influences
cyberchondria.

H4b: Cyberchondria mediates the effect of health information
similarity on health information avoidance.

Subjective norms refer to the perceived social pressure or
expectations from others, reflecting the social acceptance of a
particular behavior. Both the risk information seeking and
processing model and the theory of planned behavior emphasize
that social factors (subjective norms) significantly influence an
individual’s intention to seek health information [52]. In this
study, subjective norms specifically refer to the expectations
from important others, such as family and friends, regarding an
individual’s health information-seeking behavior. When
individuals perceive strong interest or encouragement from their
social circle, subjective norms can create pressure to continue
searching for health information. This social pressure often
leads individuals to feel a heightened sense of responsibility,
causing them to persist in health information searches despite
experiencing anxiety and discomfort. Such pressure can
exacerbate anxiety, trapping individuals in a cycle of frequent
searches and information overload [53]. Furthermore, subjective
norms can make it difficult for individuals to exercise

self-restraint, increasing doubts about their health and ultimately
contributing to cyberchondria.

Subjective norms may also worsen cyberchondria by influencing
self-perception. When individuals believe that those around
them place great importance on health information searching,
they may see not engaging in such behavior as irresponsible,
further intensifying their psychological burden and health
anxiety [54]. To alleviate this emotional distress, individuals
may choose to avoid health information altogether, attempting
to reduce the psychological burden caused by social pressure.
Based on this reasoning, the following hypotheses are proposed:

H5a: Subjective norms positively influence cyberchondria.

H5b: Cyberchondria mediates the effect of subjective norms on
health information avoidance.

Mindfulness as a Proactive Psychological Intervention
Method
The resource model of self-control and ego depletion theory
posits that self-control tasks, such as compulsive health
information searches, deplete cognitive resources (“ego
depletion”), impairing subsequent performance and leading to
avoidance of related activities like processing additional health
information [55,56]. However, self-control can be improved
through consistent training. Mindfulness, rooted in Buddhist
traditions, is defined as present-focused attention and
nonjudgmental acceptance [57]. It includes 4 elements: being
present, attention, awareness, and acceptance [58]. Mindfulness
training enhances self-control, reduces cognitive depletion, and
improves emotional regulation, making it effective for
addressing anxiety, depression, and stress [59,60].

In the context of cyberchondria, individuals experience intense
anxiety due to excessive focus on health information, leading
to repeated searches that amplify uncertainty and anxiety. This
cycle depletes cognitive resources, increasing health information
avoidance. Mindfulness training helps break this cycle by
enhancing awareness and acceptance, thereby reducing anxiety
and distress [61]. Improved emotional regulation allows
individuals to manage anxiety without excessive searching,
disrupting the “anxiety–information searching–greater
anxiety–information avoidance” loop. In addition, mindfulness
promotes cognitive flexibility, helping individuals identify and
resist cognitive biases common in cyberchondria, such as
misinterpreting ordinary symptoms as severe illnesses [62]. By
encouraging observation over reaction, mindfulness reduces
health anxiety and prevents avoidance behaviors stemming from
excessive concern about health information.

H6a: Mindfulness training significantly reduces individuals’
levels of cyberchondria.

H6b: Mindfulness training negatively moderates the positive
effect of cyberchondria on health information avoidance.

Conceptual Model
In summary, this study consists of 2 substudies. Study 1 aims
to explore the causes of cyberchondria among older adults in
the digital age and the impact model of health information
avoidance behavior among older adults. Study 2 aims to validate
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the intervention effects of mindfulness training on cyberchondria
and health information avoidance behavior in older adults. The

specific research models are shown in Figure 1.

Figure 1. Conceptual model of health information avoidance among older adults.

Methods

Study 1

Participants and Procedure
Participants for study 1 were primarily recruited through health
communities and social media platforms commonly used by
older adults, such as WeChat Moments (Tencent), Douyin (the
Chinese version of TikTok, ByteDance), and Jinri Toutiao
(Today’s Headlines). The target population included individuals
aged 60 years and older who were capable of independently
completing internet-based questionnaires. To enhance sample
diversity and ensure an adequate sample size, additional outreach
was conducted through local community networks, such as
senior activity centers.

Data for study 1 was collected through internet-based survey
platform. Before the survey began, the researchers clearly
informed all participants about the purpose of the study and
assured them that all responses would be strictly confidential
and used solely for academic purposes. The survey was
conducted anonymously, with no personal information being
disclosed. Participants were also informed of the importance of
providing truthful responses and were reminded of their right
to withdraw from the survey at any time without any conditions.
Informed consent was obtained from all participants.

Initially, 328 questionnaires were collected, with 92 invalid
responses excluded, resulting in 236 valid questionnaires (mean
age 63.93 years; 91, 38.56% males; 145, 61.44% females).
Demographic details are provided in the Multimedia Appendix
1. The response rate of valid questionnaires was 71.95%. The
criteria for selecting valid questionnaires were correctly
answering screening questions, a total response time of more
than 1 minute, and not selecting the same response option for
9 consecutive items.

Measurements
Study 1 measured the following latent variables: health
information avoidance [63], cyberchondria [64], positive
metacognition [65], health self-efficacy [66], subjective norms,
and health information similarity [67,68]. The detailed
measurement scales can be found in Multimedia Appendix 1.
To ensure validity, all measurement tools were adapted from
established research and adjusted to fit the context of health
information dissemination. The average score of the items in
each scale was used to represent each latent variable, and all
questionnaires were measured using a 5-point Likert scale. A
pretest was also conducted with 10 volunteers to ensure that all
items were clearly stated and accurately understood.

Measurement of Model
Since this study is exploratory in nature, the research model,
although built based on theoretical and logical reasoning, does
not originate from an existing model. Therefore, it is appropriate
to use “Smart PLS” for partial least squares (PLS) path analysis
() to test the research model in this context [69].

Reliability and validity testing. As shown in Table 1, the factor
loadings for all measurement items ranged from 0.728 to 0.950,
indicating that all items met the retention criteria. In addition,
the Cronbach α values for each latent variable ranged from
0.870 to 0.915, and the composite reliability (CR) values for
all latent variables were greater than the acceptable threshold
of 0.7, indicating that the reliability of the scales was
satisfactory. Furthermore, the average variance extracted (AVE)
values for all variables exceeded the standard acceptance value
of 0.5, demonstrating adequate convergent validity. The variance
inflation factor (VIF) values for all factors were below 10,
indicating that there were no multicollinearity issues in the
scales used in this study [70,71].
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Table 1. Reliability and convergent validity results of latent variables.

AVEcCRbCronbach α valuesVIFaFactor loadingsLatent variable and items

.739.925.912Health information avoidance

2.608.841HIAd 1

3.805.903HIA 2

2.056.803HIA 3

2.461.854HIA 4

2.929.894HIA 5

.796.916.915Cyberchondria

3.421.904CCe 1

3.329.912CC 2

3.127.898CC 3

2.202.854CC 4

.710.884.898Positive metacognition

2.528.847PMf 1

2.408.854PM 2

1.955.797PM 3

2.744.869PM 4

2.373.844PM 5

.718.903.870Health self-efficacy

2.145.873HSg 1

2.053.823HS 2

2.377.851HS 3

2.100.843HS 4

.850.936.912Subjective norm

3.727.944SNh 1

2.521.882SN 2

3.908.940SN 3

.731.927.880Health information similarity

2.246.728ISi 1

2.815.877IS 2

2.239.850IS 3

4.355.950IS 4

aVIF: variance inflation factor.
bCR: composite reliability.
cAVE: average variance extracted.
dHIA: health information avoidance.
eCC: cyberchondria.
fPM: positive metacognition.
gHS: health self-efficacy.
hSN: subjective norm.
iIS: health information similarity.

Next, discriminant validity among the variables was verified,
and the specific results are shown in Table 2. The square root

of the AVE for all variables (on the diagonal) was greater than
the Pearson correlation coefficients between the variables,
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indicating that the scales had satisfactory discriminant validity.
A common method bias test was also conducted using the
single-factor test. The variance explained by the first unrotated

factor was 31.999%, which is below the critical threshold of
40%, indicating that common method bias is not an issue in this
study [72].

Table 2. Discriminant validity analysis of constructs in study 1.

ISfSNePMdHScCCbHIAaConstructs

—————h.860gHIA

————.892g.410CC

———.848g.382.346HS

——.843g.184.343.212PM

—.922g.651.019.137.158SN

.855g.246.371.291.435.339IS

aHIA: health information avoidance.
bCC: cyberchondria.
cHS: Health self-efficacy.
dPM: Positive metacognition.
eSN: subjective norm.
fIS: health information similarity.
gsquare roots of the average variance extracted.
hNot applicable.

Model Testing
The PLS algorithm was used to calculate the R² values for each
variable, all of which were greater than the standard acceptance
value of 0.1, indicating good predictive accuracy of the model
[73]. Blindfolding was then conducted, and the results showed
that the Stone-Geisser Q² values for all variables were greater
than 0, indicating that the model effectively predicts the
relationships between variables [74]. In addition, the SRMR
value was 0.054, which is below the standard threshold of 0.08,
the NFI value was 0.931, and the RMS θ value was 0.103. These
results demonstrate that the model has good fit [75].

Study 2

Participants and Procedure
The required sample size for the intervention study was
estimated using GPower, with an effect size greater than 0.8
considered appropriate for the experimental study. Setting
α=.05, 1-β=.8, and effect size=0.4, the minimum required
sample size was calculated to be 44 [76].

The mindfulness training required participants to invest a
significant amount of time, making it challenging to recruit a
sufficient number of participants. To address this difficulty, our
research team collaborated with students from 3 courses at 3
universities, encouraging them to invite their older family
members (older than 60 years old and capable of independently
using social media) to participate in the mindfulness training
program. To motivate the students, the researchers offered
course credits and a reward of approximately US $20. To
improve the quality of the mindfulness training and the
responses to the survey, the researchers informed participants
before the experiment began that their responses would be kept
strictly confidential and used only for academic purposes.

Participants were also informed of the importance of honest
responses and were made aware of their right to withdraw from
the study at any time without conditions. Informed consent was
obtained from all participants. The research was conducted in
accordance with the standards of the Declaration of Helsinki.

We initially recruited 101 participants and divided them into 2
groups: group 1 (mindfulness training group, n=51) and group
2 (control group, n=50). The research process was conducted
in 3 stages.

Stage 1 (t1)

At the start of the study, a survey measured participants’ levels
of cyberchondria, health information avoidance, state
mindfulness (Brown and Ryan [77]), and demographic variables
(gender, age, income, and education). An independent samples
t test showed no significant differences between the 2 groups
for cyberchondria (Mgroup1=2.848, Mgroup2=3.110, P=.12,
t99=–1.557), health information avoidance (Mgroup1=3.063,
Mgroup2=3.384, P=.11, t99=–1.631), or state mindfulness
(Mgroup1=3.502, Mgroup2=3.524, P=.77, t99=–.297).

Stage 2

Mindfulness training started 1 week after the initial survey to
avoid bias from survey content. Group 1 underwent a short-term
intervention based on the mindfulness-based stress reduction
(MBSR) program (Kabat-Zinn [78]), while group 2 received
no intervention. The training included five 10-minute audio
sessions focusing on breathing, bodily sensations, thoughts, and
emotions. Participants were instructed to complete a daily
session at noon with randomly assigned recordings and record
their practice (refer to Multimedia Appendix 1 for audio
excerpts).

JMIR Public Health Surveill 2025 | vol. 11 | e69554 | p.354https://publichealth.jmir.org/2025/1/e69554
(page number not for citation purposes)

Gu et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Stage 3 (t2)

Following 4 weeks of training, consistent with previous findings
on mindfulness duration (Rooks et al [79]), 5 participants from
group 1 and 2 from group 2 withdrew or failed to complete the
study, leaving a final valid sample of 46 in group 1 and 48 in
group 2. Cyberchondria, health information avoidance, and state
mindfulness levels were reassessed. Reanalysis of initial data
showed no significant differences between retained participants,
ensuring data integrity.

Ethical Considerations
This study strictly adhered to the ethical principles outlined in
the Declaration of Helsinki and was approved by the Ethics
Committee of the School of Journalism and Communication at
Minjiang University (Ref: MJUCER20240107). Both substudies
were conducted in strict accordance with relevant ethical
guidelines to protect participants’ rights and ensure data
confidentiality.

All participants provided informed consent before participating
in the study. They were fully informed about the study’s
objectives, procedures, data usage policies, and their right to
withdraw from the study at any time without penalty. As the
data were collected through questionnaires, the consent forms
were obtained electronically.

To protect privacy and data security, all participant data were
anonymized and deidentified during both the data collection
and analysis processes. No personally identifiable information
was recorded during the study, and all data were securely stored
in an encrypted system to prevent unauthorized access.

Participants received appropriate compensation based on their
involvement in the study. In substudy 1, a cross-sectional survey,
participants were rewarded US $2 upon completing the
questionnaire. In substudy 2, a 4-week longitudinal survey,
participants received a gift valued at approximately US $20
after completing the study. These compensations were intended
to acknowledge participants’ time and effort while avoiding
undue influence on their decision to participate. This manuscript
and its supplementary materials do not include any images or
materials that could identify participants.

Results

Study 1
There were no missing values in the data. A bootstrapping test
with a sample size of 5000 was conducted on the collected data
to explore the path coefficients and their significance within
the model. The final test results are presented in Tables 3 and
4.

The results of the data analysis indicate that cyberchondria
exacerbates health information avoidance among older adults
(β=.41, P<.001), supporting H1. From the perspective of internal
factors, both positive metacognition and health self-efficacy
have a positive influence on cyberchondria (β=.26, P=.002;
β=.25, P<.001), which in turn further increases health
information avoidance behavior (95% Boot CI 0.035-0.189;
95% Boot CI 0.043-0.185). Thus, H2a, H2b, H3a, and H3b are
all supported. Regarding external environmental factors, the
similarity of health information also significantly positively
affects cyberchondria (β=.29, P<.001) and leads to health
information avoidance through cyberchondria (95% Boot CI
0.063-0.191), supporting H4a and H4b. However, subjective
norms did not show a significant direct relationship with
cyberchondria (β=–.11, P=.13), and cyberchondria did not
mediate the relationship between subjective norms and health
information avoidance (95% Boot CI –0.102 to 0.016), leading
to the rejection of H5a and H5b.

The results of study 1 indicate that cyberchondria significantly
exacerbates health information avoidance among older adults,
influenced by both internal factors (positive metacognition and
health self-efficacy) and external factors (health information
similarity). However, subjective norms did not have a significant
effect on cyberchondria, suggesting that external social pressure
is not a major driver of health information avoidance behavior
in older adults. Based on these findings, the next study will
focus on validating whether mindfulness training can effectively
intervene in cyberchondria and the resulting health information
avoidance behavior. The specific findings of study 1 are shown
in Figure 2.
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Table 3. Hypothesis testing results of study 1 (direct effect).

P valuest test (df)β valuesDirect effect

<.001c7.016 (226).410H1: CCa→HIAb

.002e3.035 (226).259H2a: PMd→CC

.001e3.453 (227).251H3a: HSf→CC

<.001c4.344 (227).293H4a: ISg→CC

.13–1.507 (228)-.109H5a: SNh→CC

aCC: cyberchondria.
bHIA: health information avoidance.
cP<.001.
dPM: positive metacognition.
eP<.01.
fHS: health self-efficacy.
gIS: health information similarity.
hSN: subjective norm.

Table 4. Hypothesis testing results of study 1 (indirect effect).

P values95% CIt values (df)Effect valueIndirect effect

.007d0.035 to 0.1892.697 (220)0.106H2b: PMa→CCb→HIAc

.005d0.043 to 0.1852.821 (221)0.103H3b: HSe→CC→HIA

<.001g0.063 to 0.1913.691 (221)0.120H4b: ISf→CC→HIA

.15–0.102 to 0.0161.459 (222)–0.045H5b: SNh→CC→HIA

aPM: positive metacognition.
bCC: cyberchondria.
cHIA: health information avoidance.
dP<.01.
eHS: health self-efficacy.
fIS: health information similarity.
gP<.001.
hSN: subjective norm.

Figure 2. Result model of study 1: path analysis.**P<.01, ***P<.001, n.s. P>.05.
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Study 2
Before hypothesis testing, the effectiveness of the mindfulness
intervention was first examined. To control for the effects of
covariates such as age, gender, and education level, an
ANCOVA (analysis of covariance) was conducted to test the
manipulation of state mindfulness. The analysis showed that
the state mindfulness score of the intervention group was
significantly higher than that of the control group
(Mgroup1=4.122, Mgroup2=3.606, F1,93=16.866, P<.001).
Subsequently, the within-group differences in t1 and t2 for both
the intervention and control groups were compared. The results
showed that the state mindfulness level of the intervention group
at t2 was significantly higher than at t1 (Mt2=4.122, Mt1=3.502,
F1,96=85.024, P<.001), while there was no significant difference
between t1 and t2 in the control group (Mt2=3.524, Mt1=3.583,
F1,97=.222, P=.64). In summary, the manipulation of state
mindfulness was successful.

Next, ANCOVA was conducted to test H6a, with age, gender,
education level, and income level as covariates. The results
showed that there was no significant difference in the level of
cyberchondria between t1 and t2 in the intervention group
(Mt1=2.848, Mt2=2.685, F1,96=1.835, P=.18), indicating that
H6a was not supported, meaning that mindfulness training did
not improve the level of cyberchondria. Subsequently, H6b was
tested using Hayes’ suggested Bootstrap method with SPSS
(IBM Corp) process model 1 to examine the interaction effect,
with 5000 bootstrap samples and a 95% CI. The data analysis
showed that the interaction effect of mindfulness level and
cyberchondria on health information avoidance was significant
(effect= 0.357, P=.002, 95% CI  0.580 to  0.131). Thus, H6b
was supported.

In conclusion, the results of study 2 supported H6b but rejected
H6a. Although mindfulness training did not directly reduce the
level of cyberchondria, it effectively inhibited the transformation
of cyberchondria into health information avoidance behavior
(Figure 3).

Figure 3. The Interaction effect of mindfulness and cyberchondria on health information avoidance.

Discussion

Principal Findings
Cyberchondria and health information avoidance have become
increasingly pressing public health issues in the digital age,
posing significant threats to the health of older adults. Therefore,
exploring their underlying mechanisms and potential
intervention strategies is of great theoretical and practical
significance. Based on the self-determination theory, this study
conducted 2 substudies to explore the causes of cyberchondria
and health information avoidance among older adults, as well
as the intervention effects of mindfulness training.

Internal and External Factors Leading to Health
Information Avoidance: Cyberchondria as the
Mediator
The results reveal that internal factors (positive metacognition
and health self-efficacy) and external factors (health information
similarity) significantly predict cyberchondria among older
adults, leading to health information avoidance.Positive
metacognition fosters overthinking and health-related anxiety,
as excessive focus on health concerns amplifies uncertainty.
Previous research links positive metacognition to problematic
behaviors [80], and this study confirms its role in exacerbating
cyberchondria and health information avoidance. Health
self-efficacy also influences cyberchondria. Although high
self-efficacy promotes confidence in managing health,
ambiguous health information undermines this confidence,
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driving excessive searches and heightening anxiety. This aligns
with self-efficacy theory, where unresolved issues lead to
repetitive checking and stress [81].

Health information similarity indirectly contributes to avoidance
by increasing anxiety and cognitive overload. Repeated exposure
to similar information, often driven by algorithms, makes it
difficult to differentiate between diseases, heightening
uncertainty and driving avoidance behaviors through
cyberchondria [82]. However, subjective norms did not
significantly affect cyberchondria, suggesting that older adults
rely more on personal judgment and experience rather than
external social influences [83,84]. This finding underscores the
need for interventions targeting individual-level factors rather
than external pressures.

Mindfulness Training as an Effective Intervention for
Cyberchondria and Health Information Avoidance
The results also indicate that while mindfulness training did not
directly reduce the level of cyberchondria, it significantly
mitigated the transition from cyberchondria to health information
avoidance behavior. Mindfulness meditation, by enhancing
emotional regulation and cognitive flexibility, helps older adults
avoid being dominated by anxiety when faced with health
information, even though it may not directly prevent the onset
of cyberchondria. This effectively reduces their tendency to
avoid health information. These findings are consistent with
previous studies on the effects of mindfulness, supporting the
conclusion that mindfulness training can help individuals better
accept current emotions and reduce fear of future uncertainties
[85]. Furthermore, our findings emphasize the role of
mindfulness training in regulating health information behavior,
demonstrating that it not only improves the emotional state of
older adults but also increases their acceptance of health
information, thereby reducing avoidance behaviors. This
highlights the potential of mindfulness training to effectively
break the vicious cycle of “anxiety–information search–greater
anxiety–information avoidance.” Mindfulness can enable older
adults to maintain a more balanced perspective when
encountering health-related information, which prevents anxiety
from escalating into avoidant behavior.

Implications and Future Directions

This Study Makes Three Theoretical Contributions
First, it makes significant contributions to SDT by deepening
the understanding of how internal and external factors influence
health behaviors through psychological mechanisms. It validates
the mediating role of cyberchondria in health information
avoidance among older adults and demonstrates how positive
metacognition, health self-efficacy, and health information
similarity interact within this process. This fills a critical gap
in previous research by uncovering the mediating mechanisms
of health information avoidance and provides new insights into
the cognitive-emotional processes of older adults, an
information-vulnerable population. Furthermore, this study
extends the applicability of SDT by highlighting the dynamic
balance between intrinsic motivation and external support in
older adults navigating complex digital health environments.
In addition, this study systematically explores the role of

mindfulness interventions in managing health information
behaviors. While mindfulness did not directly reduce
cyberchondria, it significantly inhibited its progression to
information avoidance. By enhancing older adults’ capacity to
cope with uncertainty and anxiety, mindfulness fosters a more
open attitude toward health information. This expands
mindfulness beyond emotional regulation to include its impact
on complex health decision-making, providing theoretical
support for its application in public health interventions. Finally,
this study challenges the universal applicability of subjective
norms in shaping health behaviors, as proposed in the theory
of planned behavior [86]. It finds that older adults rely more on
autonomous judgment than societal expectations due to their
life experience and independence, emphasizing the importance
of considering demographic differences and group heterogeneity
in health behavior research.

Practically, This Study Offers Three Recommendations
First, for internal factors (eg, positive metacognition and
excessive health self-efficacy), psychological education and
cognitive behavioral therapy can help older adults reduce
overfocus on health risks and avoid unnecessary health
information searches [87]. Second, optimizing recommendation
algorithms on health information platforms to reduce repetitive
content and providing personalized information tailored to older
adults’ health conditions can alleviate anxiety caused by
information overload and similarity. Finally, enhancing digital
health literacy through health seminars and digital skills training,
combined with mindfulness programs, can offer a
comprehensive intervention strategy to address health
information avoidance. These measures collectively aim to
reduce health anxiety, improve engagement with health
information, and enable older adults to achieve proactive health
management.

Limitations
This study provides valuable insights into the causes of
cyberchondria and health information avoidance among older
adults and evaluates mindfulness meditation as an intervention.
However, several limitations should be noted. First, the 4-week
mindfulness intervention, while effective in the short term, does
not address the sustainability of its effects. Future research
should explore longer interventions and conduct follow-ups to
assess lasting impacts. Combining mindfulness with approaches
such as health education or social support may yield stronger
and more enduring outcomes. In addition, while positive
metacognition and health self-efficacy emerged as critical
internal factors, specific intervention strategies for addressing
these were not explored. Future research should investigate
techniques such as cognitive behavioral therapy and health
coaching to mitigate their negative impacts and further reduce
health information avoidance. Expanding on these areas will
help refine interventions and improve health management
strategies for older adults.

Conclusion
This study used 2 substudies to explore the causes of
cyberchondria and health information avoidance among older
adults, as well as the intervention effects of mindfulness
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meditation. Study 1 constructed an influence model based on
self-determination theory, using a cross-sectional survey to
verify that internal factors such as positive metacognition
(β=.26, P=.002) and health self-efficacy (β=.25, P<.001), as
well as external factors such as health information similarity
(β=.29, P<.001), were significant predictors of cyberchondria
among older adults, which in turn led to health information
avoidance behavior (β=.41, P<.001). However, subjective norms

did not show a significant association with cyberchondria among
older adults (β=–.11, P=.13). Study 2 conducted a 4-week
mindfulness intervention, demonstrating the effectiveness of
mindfulness in inhibiting the transition from cyberchondria to
health information avoidance (effect=–0.357, P=.002, 95% CI
–0.580 to –0.131]). However, it was also found that mindfulness
did not directly reduce the occurrence of cyberchondria (P=.18).
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Abstract

Background: Well-designed public health messages can help people make informed choices, while poorly designed messages
or persuasive messages can confuse, lead to poorly informed decisions, and diminish trust in health authorities and research.
Communicating uncertainties to the public about the results of health research is challenging, necessitating research on effective
ways to disseminate this important aspect of randomized trials.

Objective: This study aimed to evaluate people’s understanding of overall and statistical uncertainty when presented with
alternative ways of expressing randomized trial results.

Methods: Two parallel, web-based, individually randomized trials (3×2 factorial designs) were conducted in the United States
and Norway. Participants were randomized to 1 of 6 versions of a text (summary) communicating results from a study examining
the effects of wearing glasses to prevent COVID-19 infection. The summaries varied in how overall uncertainty (“Grading of
Recommendations Assessment, Development and Evaluation [GRADE] language,” “plain language,” or “no explicit language”)
and statistical uncertainty (whether a margin of error was shown or not) were presented. Participants completed a web-based
questionnaire exploring 4 coprimary outcomes: 3 to measure understanding of overall uncertainty (benefits, harms, and sufficiency
of evidence), and one to measure statistical uncertainty. Participants were adults who do not wear glasses recruited from web-based
research panels in the United States and Norway. Results of the trials were analyzed separately and combined in a meta-analysis.

Results: In the US and Norwegian trials, 730 and 497 individuals were randomized, respectively; data for 543 (74.4%) and 452
(90.9%) were analyzed. More participants had a correct understanding of uncertainty when presented with plain language (United
States: 37/99, 37% and Norway: 40/76, 53%) than no explicit language (United States: 18/86, 21% and Norway: 34/80, 42%).
Similar positive effect was seen for the GRADE language in the United States (26/79, 33%) but not in Norway (30/71, 42%).
There were only small differences between groups for understanding the uncertainty of harms. Plain language improved correct
understanding of evidence sufficiency (odds ratio 2.05, 95% CI 1.17-3.57), compared to no explicit language. The effect of
GRADE language was inconclusive (odds ratio 1.34, 95% CI 0.79-2.28). The understanding of statistical uncertainty was improved
when the participants were shown the margin of error compared to not being shown: Norway: 16/75, 21% to 24/71, 34% vs 1/71,
1% to 2/76, 3% and the United States: 21/101, 21% to 32/90, 36% vs 0/86, 0% to 3/79, 4%).
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Conclusions: Plain language, but not GRADE language, was better than no explicit language in helping people understand
overall uncertainty of benefits and harms. Reporting margin of error improved understanding of statistical uncertainty around the
effect of wearing glasses, but only for a minority of participants.

Trial Registration: ClinicalTrials.gov NCT05642754; https://tinyurl.com/4mhjsm7s

(JMIR Public Health Surveill 2025;11:e62828)   doi:10.2196/62828

KEYWORDS

communication; Grading of Recommendations Assessment, Development, and Evaluation language; GRADE language; statistical
uncertainty; overall uncertainty; randomized trial

Introduction

Background
Public health messaging matters—it shapes how people
understand important health risks and what can be done to
mitigate them. Ideally, such messages are based on findings
from robust research, but even important messages based on
solid research can fail to properly reach the target audience
when poorly communicated, as was seen during the COVID-19
pandemic [1]. Decision scientists have articulated basic
principles for effective health communication, such as using
simple and familiar wording, using clear visual design,
presenting structured comparisons of alternatives, and careful
testing in the target audiences [2-5].

A recent randomized trial assessed the effect of these principles
on communication effectiveness in the context of COVID-19
home test kit instructions using a real example [6]. The trial
showed that individuals randomized to instructions that did not
follow best decision science principles (ie, the actual instructions
authorized by the Food and Drug Administration), compared
to those that did (ie, carefully pretested intervention
instructions), were more likely to fail to quarantine when
quarantine was the right choice (33% vs 14% failed; 95% CI
for the 19% difference being 6%-31%).

Evidence from randomized trials documents the importance of
both the format and content of health messaging. Formatting
examples include how the use of percentages (eg, 10%) versus
frequency formats (eg, 10 in 100) can improve comprehension
[7] and how absolute versus relative risk measures for
communicating treatment effects are better understood [3,8]
and help people make decisions more consistent with their
values [9].

Content examples include the importance of presenting both
benefits and harms when describing interventions [10] and
highlighting study limitations, such as how simple nondirective
explanations about surrogate outcomes and newly approved
drugs enhance evidence-based decision-making about
prescription drugs [11,12].

Furthermore, there is evidence supporting the importance of
communication about the uncertainty of research findings in
both research summaries aimed at professionals [13-16] and
plain language summaries for the public [17]. This includes
both statistical uncertainty (ie, imprecision) [16] and the overall
uncertainty, due to the risk of bias, inconsistency, indirectness,
and publication bias [13,15]. However, there are still open

questions about the best formats and language for presenting
both kinds of uncertainty, and how people understand and react
to such information.

A recent pair of trials [18] found that including “quality cues”
in communications tempered the publics’ tendency to assume
that the quality of evidence presented without such cues is high
(when it was not), and reporting that evidence quality was low
decreased trust, perception of intervention efficacy, and the
likelihood of adopting it.

The certainty of the evidence can affect the decisions that people
make. If the purpose of a message is to inform people rather
than to persuade them [19], it is necessary to include information
about the degree and source of uncertainty related to the effect
estimate. Not doing so can be misleading.

This study is the first of several planned studies to evaluate
strategies to improve communication of research findings
(Message Lab). The goal of Message Lab is to develop and
promote best practices in message development (ie, attending
to the foregoing communication principles and evidence);
facilitate user testing; and conduct randomized trials assessing
the effects of public health messages on the public’s
understanding of the messages, beliefs, decisions, and behaviors.
Therefore, this study is also designed as a proof-of-concept
exercise to develop and test a method to efficiently and
effectively evaluate communication strategies intended to
summarize the results of randomized trials using web-based
trial platforms.

Objectives
This study aimed to evaluate the effect of alternative formats
for communicating overall and statistical uncertainty on the
public’s understanding of uncertainty and the sufficiency of
evidence. The objectives of the study were (1) to compare the
effects of 3 ways of communicating the overall uncertainty of
the effect of wearing glasses on reducing the chance of acquiring
COVID-19, and (2) to compare the effects of including the
margin of error (MOE; also called CI) compared to not including
it.

Methods

Design
We designed a web-based, parallel-group, individually
randomized, pragmatic trial to compare the effects of different
ways of communicating uncertainty when reporting the results
of a randomized trial to the public. The trial was prespecified,
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registered at ClinicalTrials.gov (NCT05642754) Zenodo
(7428981), and, except as noted, conducted following a
published protocol [20]. We used a published trial assessing the
effect of wearing glasses on the risk of being infected with
COVID-19 as our example [21]. We used a 3×2 factorial trial
design because we were interested in the effects of presenting
overall uncertainty in each of 3 ways (ie, Grading of

Recommendations Assessment, Development and Evaluation
[GRADE] language, plain language, or no explicit language)
combined with the effects of presenting or not presenting
statistical uncertainty (in the form of an MOE). This resulted
in 6 (3×2) groups differing in how the COVID-19 study was
summarized (Figures 1 and 2).

Figure 1. Three alternative versions presented to participants in the US trial communicating overall uncertainty about the possible benefits and harms
of wearing glasses to reduce the chances of acquiring COVID-19.
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Figure 2. Two alternative versions presented to participants in the US trial communicating statistical uncertainty (margin of error).

Recruitment of Participants
We implemented the design in 2 nearly identical trials in
Norway and the United States in April 2023 and May 2023. For
each trial, we used quota sampling from a web-based platform
(Prolific; Prolific Academic Ltd) of volunteer research
participants in the US trial [22] and from an independent
commercial research agency (Opinion) [23] with a panel of
120,000 people living in Norway. All participants were thus
part of established research panels, which provide recruitment
and management of participants for online research. Participants
were eligible if they were aged ≥18 years and said that they did
not regularly wear glasses (based on a prescreen feature in
Prolific and a screener question in Opinion). In Norway, 2667
persons received an invitation from Opinion to participate, while
the study was open to 34,242 eligible persons in the Prolific
platform (see the Results section for more details). Participants
were literate in English (used in the US version) or Norwegian
(used in the Norwegian version). Both platforms applied
processes to prevent bots and fraudulent participants [24], and
to further increase data quality, we built in attention and
comprehension checks [25].

Randomization
Eligible participants were randomized in a 1:1:1 ratio to 1 of
the 6 comparison groups (described above). In the United States,
participants were randomized via the web-based questionnaire
after clicking on the link to the summary. In Norway, the
participants were randomized to each summary by the research
agency.

Interventions and Control

Overview
The alternative versions of the presentation of overall and
statistical uncertainty included in the 6 summaries are provided
in Figures 1 and 2, and the full summaries are provided in
Multimedia Appendix 1. Each version included one of the
alternatives for communicating overall uncertainty about the
benefits and harms (ie, GRADE, plain, or no explicit language)
and either included or did not include a presentation of the MOE:

• Version 1: no explicit language and MOE not shown
(reference or control version)

• Version 2: no explicit language and MOE shown
• Version 3: plain language and MOE not shown
• Version 4: plain language and MOE shown
• Version 5: GRADE language and MOE not shown
• Version 6: GRADE language and MOE shown

Development and User Testing of the Interventions
The summaries were drafted in English by 4 researchers (SW,
AO, HMK, SR) and translated to Norwegian by 2 researchers
(IHE, CH). Note that the summaries underwent multiple rounds
of user testing and modifications as needed before the trial. We
used human-centered design methods to develop the summaries
to present to the participants [26]. Initially, we invited 4 native
English speakers and 3 native Norwegian speakers to
unmoderated user testing using Loop11, a digital user experience
platform [27]. In total, 7 user test participants (n=5, 71% female
and n=2, 29% male; n=2, 29% with secondary school education
and n=5, 71% with postsecondary education; n=2, 29% living
in Canada and n=5, 71% living in Norway; and n=3, 43% aged
>55 years and n=4, 57% aged between 30 and 45 years) were
introduced to the project and asked to imagine themselves in
the following scenario: “Imagine you hear that glasses may
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reduce your chance of becoming infected with COVID. You
go online to find out more information and find a website that
says... [insert COVID trial summary version 1, 2 or 3].”

They were then asked to read 5 pieces of text: 3 versions of the
summaries with progressively more information (eg, the first
version was the shortest summary with no text related to
uncertainty or the MOE, the second version had text related to
uncertainty but not the MOE, and the third version had text
related to uncertainty and the MOE); the trial questions; and
the text that would be available via hyperlinks and hover text
in the summaries. For each piece of text, the user test
participants w asked for their first set of impressions and then
a series of follow-up questions related to content, font, format,
language, and anything else.

We revised the summaries according to feedback. The
translations were reviewed by a third researcher. The English
summaries were presented to 1 more participant in English
(moderated, in-person user experience interview) using the same
format as the first 4 interviews. The summaries were
subsequently revised, and changes were also made to the
Norwegian summaries.

We gathered feedback on the Norwegian summaries from
colleagues and conducted 2 in-person user experience interviews
with 2 native Norwegian speakers using the same question guide
as the English user experience interviews. Revisions were made
according to the feedback, and where appropriate, these
revisions were back translated into the English versions of the
COVID-19 trial summaries.

Furthermore, we gathered feedback from the user experience
participants on other materials related to the process of
participating in the randomized trial (eg, from the invitation to
participate to the text sent after participants completed the
questionnaire).

Outcomes
We defined 3 binary coprimary outcomes to measure
understanding of overall uncertainty and 1 coprimary outcome

to measure understanding of statistical uncertainty (precision
of the effect estimate for the benefit). Each of the 3 outcomes
for overall uncertainty were measured by comparing
participants’ answers to questions (Table 1) about uncertainty
to expected (correct) answers based on the size of the effects
and the certainty of the evidence (the full questionnaire is
provided in the Multimedia Appendix 2).

The 3 coprimary outcomes were as follows (all used 4-point
ordinal response sets):

• Understanding of the uncertainty of the benefit (question
9)

• Understanding of the sufficiency of the evidence (question
15)

• Understanding of the uncertainty of important harms
(question 12)

An additional coprimary outcome was included for the 3
versions reporting the MOE, assessing the understanding of
statistical uncertainty (ie, the precision of the effect estimates:
choose which among the 4 statements was most consistent with
the information provided, eg, question 10: “wearing glasses
may reduce the chance of COVID a little, but might reduce it
a lot”).

Secondary outcomes included questions (Table 1) regarding the
following:

• The perceived benefit and harms of wearing glasses to
reduce the chance of acquiring COVID-19 infections
(questions 8 and 11)

• Intended behavior (whether participants would wear glasses
to reduce the chance of acquiring COVID-19 in areas with
high and low COVID-19 infection rates; questions 3 and
7)

• Perceptions of the information; trustworthiness (question
13), sufficiency (question 14), clarity (questions 17 and
18), and helpfulness (question 19); and the likelihood of
sharing it with others (question 20)

• Decisional conflict (questions 4 and 5) [28]
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Table 1. Outcomes and the corresponding questionnaire items.

QuestionnaireOutcome

Primary outcomes

Understanding uncertainty • Question 9. How sure are you about the effect of wearing glasses on your chance of getting COVID?

Understanding uncertainty of important
harms

• Question 12. How sure are you about whether wearing glasses to reduce COVID can cause important
harms?

Understanding sufficiency • Question 15. Not enough is known to be sure about the effects of wearing glasses to reduce the
chance of getting COVID.

Understanding statistical uncertainty • Question 10. Which of the following statements is most consistent with the information provided?

Secondary outcomes

Perceived benefit and harm • Question 8. What is the possible effect of wearing glasses on your chance of getting COVID?
• Question 11. How likely do you think it is that wearing glasses to reduce the chance of getting

COVID can cause any important harms?

Intended behavior • Question 3. If there were a surge of COVID-19 cases in your area, how likely would you be to wear
glasses or recommend wearing glasses to reduce the chance of getting COVID?

• Question 7. If there were very few COVID cases in your area, how likely would you be to wear
glasses or recommend wearing glasses to reduce the chance of getting COVID?

Perceptions of the information • Question 13. This information seems like a trustworthy summary of what is known about the effects
of wearing glasses to reduce the chance of getting COVID.

• Question 14. The summary gives me enough information to understand what is known about the
effects of wearing glasses to reduce the chance of getting COVID.

• Question 17. I think the information about whether wearing glasses affects the chance of getting
COVID was...

• Question 18. I think the information about whether wearing glasses to prevent COVID has important
harms was...

• Question 19. If you were making a decision about wearing glasses to prevent COVID, would you
find the information we showed you helpful?

• Question 20. Say you knew someone who heard that wearing glasses might affect your chance of
getting COVID. How likely would you be to share the information you just saw with them?

Decisional conflict • Question 4. The answer about wearing glasses if there were a surge of COVID was hard for me to
give.

• Question 5. The information in the summary helped me make an informed decision about wearing
glasses if there were a surge of COVID.

Data Collection
In the United States, we collected data using SurveyMonkey
(SurveyMonkey Inc). Participants were directed to the platform
after agreeing to participate in the study. They were asked to
enter their personal identifying number (as a panel member on
the relevant recruiting platform). In Norway, Opinion collected
the data in their own panel via an email invitation and a link to
the survey on their own platform. After reading initial
information, the participants were randomized to read one of
the 6 summaries; they were asked to answer 18 questions about
the summary; 4 questions about themselves (eg, whether they
wore glasses, what was their highest level of education, and
what was their concern regarding COVID-19) to assess saliency
of the scenario; and 3 questions to assess their numeracy
(Multimedia Appendix 2). They submitted their responses
electronically, using the “submit” button (refer to Statistical
Analysis section).

Statistical Analysis
The US and Norwegian trials were analyzed in the same way,
except as noted. We excluded participants who completed the
survey in <3 minutes, reported regularly wearing glasses, or
failed the attention checks. The attention checks (questions 6
and 21) included 2 true or false questions to verify the
consistency of participants’ responses, ensuring that they were
paying attention and not just randomly answering. Data were
duplicated for some US participants who appeared to have
submitted the same responses multiple times in a short period.
We assumed that these participants clicked the submit button
several times or refreshed their browsers, so we analyzed only
the first data submitted by these participants. All analyses were
performed before unblinding as prespecified according to the
intention-to-treat principle—all randomized participants meeting
the inclusion criteria were included and analyzed in the arms
to which they were randomized [20].

All outcomes were binomial. We used logistic regression to
estimate odds ratios (ORs) for the treatments and their
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interactions. Model fit was assessed using the
Hosmer-Lemeshow test. To aid in interpretation, we reexpressed
ORs as risk differences, accounting for statistical uncertainty
on baseline odds, main effects, and interactions. No data were
missing for any of the participants meeting the inclusion criteria.

We used fixed effects meta-analysis to pool estimates across
the trials, obtain overall estimates of effect, and assess the
country as a potential effect modifier. We performed
prespecified subgroup analyses for both trials to explore
differences in treatment effect with respect to numeracy and,
in the US trial, saliency. Numeracy was defined as scoring 3
(vs <3) on a validated instrument [29]. Saliency was defined as
being very or extremely worried about acquiring COVID-19
and considering it very or extremely important to take action
to reduce the chance of acquiring COVID-19. It was not possible
to perform the analysis for saliency for the Norwegian trial
because only 20 participants met the saliency criteria.

Furthermore, we performed nonprespecified analyses for
potential effect modification. In the US trial, we explored effect
modification by response time (responding within 7 min vs >7
min). The choice of 7 minutes was data driven, chosen to be
the whole number of minutes closest to the median response
time. We also explored effect modification by education level
(having graduated vs not having graduated from a university).

We presented 2-sided 95% CIs and P values, wherever
applicable, throughout the study. Meta- and subgroup analyses
were presented using forest plots, with P values testing null
hypotheses of homogeneity (there was no difference between
the estimates for the 2 trials or no effect modification). All
analyses were performed using Stata 18 (StataCorp LLC).

Ethical Considerations
This study was considered for ethics approval by the Regional
Committee for Medical and Health Research Ethics in Norway
and was found not to require ethics approval because it falls
outside the committee’s mandate under the Health Research
Act (reference 557972).

It was also deemed exempt from further review by the
Committee for the Protection of Human Subjects
(STUDY00032615) and the Dartmouth College Institutional
Review Board.

By clicking on the study link in Prolific and Opinions platforms,
participants implicitly consented to take part in the study.
Everyone invited to participate were given information about
who was conducting the research (Dartmouth University was
emphasized in the US trial, while Norwegian Institute of Public
Health was emphasized in the Norwegian trial), the aim of the
research, what they would be asked to do, and how long it would
take (Multimedia Appendix 3). It was clarified that participation
was voluntary and that participants could discontinue
participation at any time. We did not collect personal data from
the participants (as per policy of the recruitment agencies), all
collected data were anonymous, and we could not trace any data
back to the participants. We did not inform the participants how

the data would be stored or for how long; however, we did
provide contact information to participants to ask any questions.

However, the final process of obtaining informed consent did
not completely align with the procedures described in the study
protocol [20]. During user testing, we received feedback that
the introductory text was too long and cumbersome. Thus, we
attempted to shorten it. Given that the study was completely
anonymous (no personal or identifying information was gathered
from the participants), posed minimal risk, and involved
consenting members of the web-based panel platforms we used,
we decided that we did not need to provide information
regarding how data would be stored. In addition, we could
remove a specific sentence asking for informed consent, as
implied consent via clicking on the link to participate in the
study was deemed sufficient. However, considering emerging
best practice guidelines for web-based trials, we will provide
more information and seek explicit consent in future trials.

We paid participants 100 Norwegian Kroner (US $8.40) and
US $4.30 (50 Norwegian Kroner) in the Norwegian and US
trials, respectively.

Patient and Public Involvement
We involved members of the public in user testing during the
development of the survey and COVID-19 trial summaries.

Results

Overview
We invited 2667 Norwegians to participate in the trial, of which
1782 (66.82%) did not respond, 388 (14.55%) were not eligible,
and 497 (18.63%) were randomized to one of the 6 intervention
groups (Figure 3).

Of the 497 participants, 45 (9%) were excluded from the analysis
for the reasons provided in Figure 3.

The study was open for 34,242 people in the United States to
participate in the trial, of which 33,512 (97.88%) did not respond
in time and 730 (2.13%; required sample size) were randomized
to one of the 6 intervention groups (Figure 4).

Of the 730 participants, 187 (25.6%) were later excluded from
the analysis for the reasons provided in Figure 4. The average
age of participants was 45 (SD 16.8) years in the Norwegian
trial and 38 (SD 13.2) years in the US trial (Table 2).

In total, 50% (226/452) of the Norwegians and 48.3% (262/543)
of the US participants were female. The educational level was
higher in the US participants (284/543, 52.3% had at least a
college degree) than in the Norwegian participants (197/452,
43.6% had at least a college degree). Altogether, approximately
half (517/995, 52%) of participants in both trials failed to answer
all 3 numeracy questions correctly (Table 2).

There were only minor differences among the comparison
groups in both the Norwegian and US trials (Tables S1 and S2
in Multimedia Appendix 4).
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Figure 3. Modified CONSORT (Consolidated Standards of Reporting Trials) flow diagram of the participant inclusion process in April 2023. The flow
diagram shows the eligible, recruited, and allocated participants from the Opinion panel in the Norwegian randomized controlled trial. *A less formal
expression of the overall uncertainty language used in ordinary or familiar conversation, corresponding to the same Grading of Recommendations
Assessment, Development and Evaluation (GRADE) assessment of the certainty of the evidence. **On the basis of the Cochrane Effective Practice
and Organization of Care Group’s guidance for communicating the certainty of evidence based on the GRADE approach to assessing the certainty of
evidence [30].
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Figure 4. Modified CONSORT (Consolidated Standards of Reporting Trials) flow diagram of the participant inclusion process in April 2023. The flow
diagram shows the eligible, recruited, and allocated participants from the Prolific panel in the US randomized controlled trial. *A less formal expression
of the overall uncertainty language used in ordinary or familiar conversation, corresponding to the same Grading of Recommendations Assessment,
Development and Evaluation (GRADE) assessment of the certainty of the evidence. **On the basis of the Cochrane Effective Practice and Organization
of Care Group’s guidance for communicating the certainty of evidence based on the GRADE approach to assessing the certainty of evidence [30].
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Table 2. Characteristics of the Norwegian and American participants from the web-based research panels taking part in the randomized controlled trial
on evaluating the people’s understanding of overall and statistical uncertainty when presented with alternative expressions in April 2023.

Total (N=995)US trial (n=543)Norwegian trial (n=452)

41 (15.4)38 (13.2)45 (16.8)Age (y), mean (SD)

Age group (y), n (%)

264 (26.5)155 (28.5)109 (24.1)18 to 29

269 (27)195 (35.9)74 (16.4)30 to 39

179 (18)98 (18)81 (17.9)40 to 49

115 (11.6)27 (5)88 (19.5)50 to 59

117 (11.8)58 (10.7)59 (13.1)60 to 69

51 (5.1)10 (1.8)41 (9.1)≥70

Sex, n (%)

488 (49)262 (48.3)226 (50)Female

507 (51)281 (51.7)226 (50)Male

Employment status, n (%)

422 (42.4)213 (39.2)209 (46.2)Full time

99 (9.9)65 (12)34 (7.5)Part time

55 (5.5)55 (10.1)—bUnpaida

51 (5.1)51 (9.4)—Unemployed or seeking work

114 (11.5)—114 (25.2)Welfarec

22 (2.2)—22 (4.9)Self-employed

146 (14.7)129 (23.8)17 (3.8)Missing

49 (4.9)—49 (10.8)Student

37 (3.7)30 (5.5)7 (1.5)Other

Highest education, n (%)

58 (5.8)25 (4.6)33 (7.3)<High school

223 (22.4)92 (16.9)131 (29)High school degree

233 (23.4)142 (26.2)91 (20.1)Some college

328 (33)204 (37.6)124 (27.4)College degree

153 (15.4)80 (14.7)73 (16.2)Graduate or professional school

Numeracy, n (%)

517 (52)282 (51.9)235 (52)<3

478 (48)261 (48.1)217 (48)3

aIncludes participants who are homemakers, retired, or disabled.
bNot applicable.
cIncludes participants in any welfare program, maternity leave, pensioner, or unemployment benefits.

Understanding of the Uncertainty of the Benefit

Overall
Overall, plain (but not GRADE) language, compared to no
explicit language, improved correct understanding of the overall
uncertainty of the effect of wearing glasses on the chance of
acquiring COVID-19 (ie, “mixed but more unsure than sure;”
OR 1.82, 95% CI 1.16-2.88; Figure 5).

When the MOE was shown together with plain language, the
effect on understanding of the overall uncertainty was
substantially reduced (OR 0.52, 95% CI 0.27-1.00; Figure 5):
participants were more likely to perceive the evidence as “very
unsure” rather than “mixed but more unsure than sure” (the
correct response) (Table S3 and S4 in Multimedia Appendix
4).
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Figure 5. Meta-analysis of the understanding of the uncertainty of the benefit of wearing glasses. Odds ratios for answering “Mixed but more unsure
than sure” to the question “How sure are you about the effect of wearing glasses on your chance of getting COVID?” in the Norwegian and US randomized
controlled trials on evaluating people’s understanding of overall and statistical uncertainty when presented with alternative expressions. GRADE:
Grading of Recommendations Assessment, Development and Evaluation.

Individual Trials
Overall, on average, across all 6 comparison groups, there were
25.2% (114/452) of Norwegian participants who responded that
the evidence was very unsure compared to US participants, of
whom 16.4% (89/543) reported the same (Table S3 and S4 in
Multimedia Appendix 4).

The risk difference for the Norwegian trial was less certain (risk
difference of 10.1%, 95% CI –5.5 to 25.7; Table 3) than in the
US trial.

In the US trial, using plain language increased correct
understanding of how sure we can be about the effect of wearing
glasses on the chance of acquiring COVID-19, from 21%
(18/86) to 37% (37/99; risk difference 16.4%; 95% CI 3.6-29.3;
Table 4).
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Table 3. Risk differences for the understanding of the overall uncertainty of the benefit of wearing glasses in the Norwegian randomized controlled
trial on evaluating people’s understanding of overall and statistical uncertainty when presented with alternative expressions for the question “How sure
are you about the effect of wearing glasses on your chance of getting COVID?” with responses including very sure, mixed but more sure than unsure,
mixed but more unsure than sure (correct), and very unsure.

P valueRisk differencec (%), (95% CI)Odds ratiob (95% CI)Participantsa, n (%)Margin of errorUncertainty

—d0134 (42.5)Not shownNo explicit language (n=80)

.624.0 (–11.89 to 19.85)1.17 (0.62 to 2.24)33 (46.5)ShownNo explicit language (n=71)

.2110.1 (–5.47 to 25.73)1.50 (0.80 to 2.83)40 (52.6)Not shownPlain language (n=76)

.46–5.8 (–20.97 to 9.39)0.78 (0.42 to 1.48)29 (36.7)ShownPlain language (n=79)

.98–0.3 (–16.04 to 15.54)0.99 (0.52 to 1.89)30 (42.3)Not shownGRADEe language (n=71)

.495.5 (–10.16 to 21.16)1.25 (0.66 to 2.35)36 (48)ShownGRADE language (n=75)

aParticipants randomized to the intervention answering correctly or as anticipated.
bOdds ratios include the main and interaction effects.
cRisk differences account for uncertainty on the baseline odds.
dNot applicable.
eGRADE: Grading of Recommendations Assessment, Development and Evaluation.

Table 4. Risk differences for the understanding of the overall uncertainty of the benefit of wearing glasses in the US randomized controlled trial on
evaluating people’s understanding of overall and statistical uncertainty when presented with alternative expressions for the question “How sure are you
about the effect of wearing glasses on your chance of getting COVID?” with responses including very sure, mixed but more sure than unsure, mixed
but more unsure than sure (correct), and very unsure.

P valueRisk differencec (%), (95% CI)Odds ratio (95% CI)bParticipantsa, n (%)Margin of errorOverall uncertainty

—d0118 (20.9)Not shownNo explicit language (n=86)

.920.7 (–11.5 to 12.8]1.04 (0.50 to 2.15)19 (21.6)ShownNo explicit language (n=88)

.0216.4 (3.6 to 29.3)2.25 (1.17 to 4.36)37 (37.4)Not shownPlain language (n=99)

.296.8 (–5.8 to 19.5)1.45 (0.73 to 2.91)25 (27.8)ShownPlain language (n=90)

.0812.0 (–1.5 to 25.4)1.85 (0.92 to 3.73)26 (32.9)Not shownGRADEe language (n=79)

.890.9 (–10.9 to 12.6)1.05 (0.52 to 2.12)22 (21.8)ShownGRADE language (n=101)

aParticipants randomized to the intervention answering correctly or as anticipated.
bOdds ratios include the main and interaction effects.
cRisk differences account for uncertainty on the baseline odds.
dNot applicable.
eGRADE: Grading of Recommendations Assessment, Development and Evaluation.

Understanding of the Sufficiency of the Evidence

Overall
Overall, plain, compared to no explicit language, improved
correct understanding of the sufficiency of the evidence (OR
2.05, 95% CI 1.17-3.57; Figure 6). However, the results of the

2 trials were heterogeneous (Cochran Q1=5.44; P=.02). The OR
for the Norwegian trial was 1.02 (95% CI 0.46-2.29), whereas
the OR for the US trial was 3.86 (95% CI 1.78-8.36). The effect
of GRADE language, compared to no explicit language, was
inconclusive on understanding of the sufficiency of the evidence
(OR 1.34, 95% CI 0.79-2.28; Figure 6).
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Figure 6. Meta-analysis presenting understanding the sufficiency of the evidence. Odds ratios for agreeing or strongly agreeing with “Not enough is
known to be sure about the effects of wearing glasses to reduce the chance of getting COVID” in the Norwegian and US randomized controlled trials
on evaluating people’s understanding of overall and statistical uncertainty when presented with alternative expressions. GRADE: Grading of
Recommendations Assessment, Development and Evaluation.

Individual Trials
The results of the Norwegian trial for this outcome likely
reflected a ceiling effect. In total, 81% (65/80) of the
participants, who were shown no explicit language for overall
uncertainty and no MOE (Table 5), agreed that not enough was
known to be sure about the effects of wearing glasses to reduce
the chance of acquiring COVID-19.

On the basis of the results of the US trial, using plain language
increased the proportion of participants who agreed or strongly
agreed that not enough was known to be sure about the effects
of wearing glasses to reduce the chance of getting COVID-19,
from 67% (58/86) to 89% (88/99); risk difference 21.4%, 95%
CI 9.8-33.1 (Table 6). The effect of using the GRADE language
was less certain.

Participants randomized to the intervention answering correctly
or as anticipated.
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Table 5. Risk differences for sufficiency of the evidence in the Norwegian randomized controlled trial on evaluating people’s understanding of overall
and statistical uncertainty when presented with alternative expressions for the question “not enough is known to be sure about the effects of wearing
glasses to reduce the chance of getting COVID,” with responses including strongly agree, agree (correct), disagree, and strongly disagree.

P valueRisk differencec (%; 95% CI)Odds ratio (95% CI)bParticipantsa, n (%)Margin of errorOverall uncertainty

—d0165 (81.2)Not shownNo explicit language (n=80)

.771.9 (–10.36 to 14.06)1.13 (0.49 to 2.62)59 (83.1)ShownNo explicit language (n=71)

.960.3 (–11.88 to 12.54)1.02 (0.46 to 2.29)62 (81.6)Not shownPlain language (n=76)

.138.6 (–2.21 to 19.46)2.05 (0.81 to 5.15)71 (89.9)ShownPlain language (n=79)

.72–2.4 (–15.16 to 10.40)0.86 (0.39 to 1.92)56 (78.9)Not shownGRADEe language (n=71)

.256.8 (–4.53 to 18.03)1.69 (0.69 to 4.14)66 (88)ShownGRADE language (n=75)

aParticipants randomized to the intervention answering correctly or as anticipated.
bOdds ratios include the main and interaction effects.
cRisk differences account for uncertainty on the baseline odds.
dNot applicable.
eGRADE: Grading of Recommendations Assessment, Development and Evaluation.

Table 6. Risk differences for sufficiency of the evidence in the US randomized controlled trial on evaluating people’s understanding of overall and
statistical uncertainty when presented with alternative expressions for the question “not enough is known to be sure about the effects of wearing glasses
to reduce the chance of getting COVID,” with responses including strongly agree, agree (correct), disagree, and strongly disagree.

P valueRisk differencec (%; 95% CI)Odds ratio (95% CI)bParticipantsa, n (%)Margin of errorOverall uncertainty

—d0158 (67.4)Not shownNo explicit language (n=86)

.96–0.4 (–14.34 to 13.55)0.98 (0.52 to 1.85)59 (67)ShownNo explicit language (n=88)

<.00121.5 (9.77 to 33.13)3.86 (1.78 to 8.36)88 (88.9)Not shownPlain language (n=99)

<.00122.6 (10.87 to 34.24)4.34 (1.91 to 9.90)81 (90)ShownPlain language (n=90)

.0812.3 (–0.98 to 25.59)1.90 (0.93 to 3.87)63 (79.7)Not shownGRADEe language (n=79)

.474.8 (–8.37 to 18.04)1.26 (0.67 to 2.36)73 (72.3)ShownGRADE language (n=101)

bOdds ratios include the main and interaction effects.
cRisk differences account for uncertainty on the baseline odds.
dNot applicable.
eGRADE: Grading of Recommendations Assessment, Development and Evaluation.

Understanding of the Uncertainty of Important Harms

Overall
There was no difference between plain and GRADE languages,
compared to no explicit language, on the ability to correctly
understand the uncertainty of important harms (OR 0.98, 95%
CI 0.68-1.63 and OR 1.23, 95% CI 0.85-1.78; see Figure S1 in
Multimedia Appendix 4).

Individual Trials
Understanding of the uncertainty of important harms varied
across the trials. In total, 14.2% (64/452) of the participants in
the Norwegian trial and 31.1% (169/543) in the US trial
correctly understood what we aimed to communicate about the
certainty of the evidence for important harms (Tables S5 and
S6 in Multimedia Appendix 4). In both trials, there were only
small differences between the comparison groups that could
have occurred by chance alone.

Understanding Statistical Uncertainty (MOE)

Overall
In both countries, showing, compared to not showing, the MOE
increased the proportion of people who chose the answer most
consistent with the information provided (may reduce the chance
of COVID a little but might increase it a little).

Individual Trials
In the Norwegian trial, 27.1% (61/225 and between 21%-34%
in each of the 3 groups) of the participants answered correctly
when the MOE was shown. Only 1.8% (4/227 and between
1%-3% in each of the 3 groups) answered correctly when MOE
was not shown. In the US trial, 27.6% (77/279 and between
21%-36% in each of the 3 groups)) answered correctly when
MOE was shown, while 1.9% (5/264 and between 0%-4% in
each of the 3 groups) answered correctly when the MOE was
not shown (Tables S7 and S8 in Multimedia Appendix 4).

The majority of the total number of participants shown the MOE
(366/504, 72.6%) from both trials (and between 64% and 79%
in each of the 3 groups) failed to correctly understand the MOE.
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As expected, very few people correctly guessed the MOE when
it was not shown. A correct answer when not shown the MOE
would have been “Don’t know.” The proportion of participants
who responded “Don’t know” when the MOE was shown was
4.8% (24/504) compared to 4.7% (23/491) when MOE was not
shown.

Secondary Outcomes

Interest in Wearing Glasses to Reduce COVID-19 Risk
During a Surge in Cases
Interest in wearing glasses to reduce COVID-19 risk during a
surge was consistently lower in the Norwegian versus US trials
(Figure S2 in Multimedia Appendix 4). In the Norwegian trial,
plain language with or without the MOE and the GRADE
language without the MOE reduced the proportion of
participants who responded that they would be likely or very
likely to wear or recommend wearing glasses to reduce the
chance of acquiring COVID-19 if there were a surge of
COVID-19 cases (risk difference: –13.6%, 95% CI –24.7 to
–2.5; –18.6%, 95% CI –28.7 to –8.4; and −15.5%, 95% CI –26.4
to –4.5, respectively; Table S9 in Multimedia Appendix 4).

In the US trial, the combination of using either plain or GRADE
languages to communicate the overall uncertainty of the benefit
of wearing glasses and showing the MOE reduced the proportion
of participants who responded that they would be likely or very
likely to wear or recommend wearing glasses to reduce the
chance of acquiring COVID-19 if there were a surge of
COVID-19 cases (risk difference: –20.5%, 95% CI –33.1 to
–7.9 and 21.2%, 95% CI –33.5 to –8.9, respectively; Table S10
in Multimedia Appendix 4).

The difference between the 2 trials is in part due to the lower
proportion of participants in the Norwegian reference group
(18/80, 23%) compared to the US reference group (31/86, 36%),
who responded that they would be likely or very likely to wear
or recommend wearing glasses to reduce the chance of acquiring
COVID-19 if there were a surge of COVID-19 cases. This might
be due to the translation from English to Norwegian.

Interest in Wearing Glasses to Reduce COVID-19 Risk
if No Surge in Cases
We did not find an effect of plain or GRADE languages,
compared to no explicit language, on the likelihood of wearing
glasses or recommending wearing glasses to reduce the chance
of acquiring COVID-19 if there were very few COVID-19 cases,
the perceived benefit of wearing glasses, or the perceived chance
of important harms (Figure S3 in Multimedia Appendix 4).

Perceptions of the Information Provided
In both trials, perceptions of the information provided differed
little across plain and GRADE languages compared to no
explicit language, with few exceptions; in both trials (US trial
more so than Norway), perceptions of helpfulness were
somewhat lower with plain language, with or without the MOE
(Tables S11 and S12 in Multimedia Appendix 4).

In the Norwegian trial, with plain or GRADE languages,
reporting the MOE reduced perceptions of the trustworthiness

of the information (Table S13 and S14 in Multimedia Appendix
4).

In the Norwegian trial, the GRADE language without the MOE
reduced the perception that information about whether wearing
glasses affects the chance of acquiring COVID-19 was sufficient
(Table S15 and S16 in Multimedia Appendix 4).

In the Norwegian trial, plain language without the MOE and
the GRADE language with it reduced perceptions that the
information about the benefit of glasses was clear. A similar
effect was seen in the US trial for plain language with the MOE
(Tables S17 and S18 in Multimedia Appendix 4).

In the Norwegian trial, plain language with the MOE reduced
perceptions that information about whether glasses had
important harms was clear. Similarly, this effect was seen in
the US trial when the MOE was shown with no explicit language
or plain language (Tables S19 and S20 in Multimedia Appendix
4).

In the Norwegian trial, plain language with the MOE reduced
the proportion of participants who responded that they definitely
or probably would share the information with someone who
heard that wearing glasses might affect the chance of acquiring
COVID-19 (Table S21 and S22 in Multimedia Appendix 4).

Decisional Conflict
Plain language without the MOE increased the feeling that the
decision about wearing glasses if there were a surge of
COVID-19 cases was hard to make (Table S23 and S24 in
Multimedia Appendix 4). Most participants felt that they made
an informed decision about wearing glasses if there were a surge
of COVID-19 (264/452, 58.4%; between 52.6% and 67.6% in
the Norwegian trial and 406/543, 74.8%; between 70.9% and
83% in the US trial; Table S25 and S26 in Multimedia Appendix
4).

Potential Modifying Factors
We did not find credible evidence of effect modification for
numeracy, education, salience, or the time taken to complete
the questionnaire.

Discussion

Principal Findings
The US and Norwegian trials comparing different ways of
communicating the overall and statistical uncertainty of research
results to the public generated mixed results. Plain language
improved readers’ understanding of the overall uncertainty of
the benefit but only to a modest extent. The effect of the
GRADE language was uncertain but, at best, had a modest
effect. Furthermore, reporting the MOE reduced understanding
by making the evidence seem more uncertain than it actually
was. Reporting the MOE did improve understanding of statistical
uncertainty around the effect of glasses but only for a minority
group of people. A more detailed discussion of the most
important findings follows in the subsequent sections.
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Communicating Overall Uncertainty of the Benefit
Plain language is probably more accessible than the GRADE
language (eg, the phrase “not very confident” seems easier to
understand than “moderate uncertainty”) for communicating
the overall uncertainty of benefit. Given the modest findings,
more work is needed on the language; other ways of
communicating uncertainty, such as visualizations; and easily
accessible explanations.

It should be noted that we displayed the GRADE symbol
together with the GRADE language. The GRADE symbols for
uncertainty are similar to widely used symbols used for ranking
the quality of, for example, hotels, restaurants, and consumer
products [30]. Nonetheless, they may be unfamiliar in this
context and not easily understood without further explanation.

In another small trial [31], the GRADE symbols were compared
to letters to convey the quality of evidence, and both letters and
symbols were well understood.

Both the plain language and the GRADE language summaries
included text explaining why we were “not very confident” (it
was “uncertain” that wearing glasses may slightly reduce the
chance of acquiring COVID-19). These explanations were
available under a tab labeled “Keep in mind.” Neither the
number of participants who read this text nor the effect of the
text on their understanding of the uncertainty of the evidence
is known. More Norwegians responded that the evidence was
very unsure compared to US participants. One reason for the
differences between the Norwegian and US results may be that
“may reduce” was translated to “kan muligens redusere” (“can
possibly reduce”) in Norwegian (based on the approved
translation used by the Norwegian Institute of Public Health)
[32]. The word “kan” in Norwegian can mean either “may” or
“can,” and these 2 terms may differ with regards to their
emphasis on the degree of uncertainty, which is why the
moderating adverb “muligens” (directly translating to
“possibly”) was included in the Norwegian version. Although
we user-tested the summaries before the trials, further
exploration of the extent to which people find this text helpful
and how it impacts their understanding of the uncertainty of the
evidence is warranted. Furthermore, cultural understandings
and comfort with terms related to or describing the concept of
“uncertainty” could be further explored to communicate
uncertainty more accurately in languages other than English.

Communicating Overall Uncertainty of Important
Harm
Neither plain language nor the GRADE language improved the
understanding of the overall uncertainty of important harm.
This could be because we did not explain why we said that there
was moderate certainty evidence and prima facie, it seemed
implausible to participants that wearing glasses could cause
important harm. In fact, about one-third of the Norwegian
participants were very sure, and this might be because they
considered it implausible that wearing glasses could cause
important harm. On the other hand, the other participants (about
half) might have been somewhat or very unsure because there
was so little information. The difference between the Norwegian
and US trials might have been due to translation. The English

version for the control group (No explicit language) stated that
“wearing glasses probably does not cause important harms, such
as serious fall due to reduced vision” while the Norwegian
version, if back translated stated “Using glasses probably doesn’t
cause serious injury, for example after falling” but does not
refer to “reduced vision.” Roughly twice as many participants
in the US trial, compared to participants in the Norwegian trial,
correctly understood the overall uncertainty of the evidence for
important harm. The most likely reason for this is the difference
between the English summaries and the Norwegian translations.
In this case, the explanation for why important harms (serious
injury after falling is plausible because of reduced vision) was
not mentioned in the Norwegian translation. This highlights the
need for more extensive user testing and the use of back
translation or other means of ensuring that translations are
correctly understood.

Effect of MOE on Overall Uncertainty
Showing the MOE did help people understand statistical
uncertainty (ie, glasses may reduce the chance of acquiring
COVID-19 a little but might increase it a little). While this is
encouraging, the modest effect suggests more work is needed
to ensure that people understand what MOE implies.

In the group of participants who were shown plain language,
showing the MOE (for benefit) decreased the proportion of
people who answered this question correctly. This probably
happened because the effect of glasses was small, and the MOE
really highlighted that adding uncertainty to uncertainty in the
context of a small effect, to begin with, made people feel the
effect was less certain than it was. This finding underscores the
need for more work to help people calibrate their sense of
uncertainty. It would be interesting to see what would happen
in another example where the intervention effect was bigger
than the effect of glasses. Another reason for this may be that
participants who were shown the MOE were also shown 2
reasons for rating the evidence as low certainty (wide MOE and
important study limitations), whereas those who were not shown
the MOE were only presented with 1 source of uncertainty
(important study limitations). Findings from a 2020 study [33]
looking at the effect of communicating uncertainty found that
participants who were shown 3 sources of uncertainty were
more likely to report a weaker perception of the effectiveness
of the intervention (drug) than those who were presented with
only 2 sources of uncertainty. More research needs to be
conducted to explore this hypothesis.

Effect of MOE on Intended Behavior
Reporting overall uncertainty using plain language or the
GRADE language or reporting the MOE decreased the
likelihood that participants would wear glasses to protect
themselves against COVID-19 if there was a surge in cases.
This finding is consistent with other research findings that
suggest reporting uncertainty decreased the likelihood that
people would use eye protection to reduce their chance of
acquiring COVID-19 [18]. It is also logical that the less certain
one is about the benefits of doing something, the less likely it
is to be done. These results highlight the importance of
effectively communicating uncertainty if the intention is to
inform people rather than to persuade them [19].
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Effect of MOE on Perceptions of Information
In Norwegian trial, showing the MOE in combination with plain
language reduced the perceived trustworthiness of the
information (the results were similar, although smaller, and not
statistically significant for the other versions). This is consistent
with the findings of Schneider et al [18], which found that
including a clue that evidence of the effect of eye protection
was low quality or certainty reduced the perceived
trustworthiness of an infographic. In contrast, in our US trial,
the reduction in perceived trustworthiness when showing the
MOE was substantially smaller and not statistically significant
in any version. This suggests that we cannot conclude that
communicating uncertainty necessarily reduces the perceived
trustworthiness of information about the effects of interventions.
Indeed, more candid communication over time might make
changes in recommendations seem less arbitrary and help
preserve people’s trust in health authorities [14].

There is some evidence that plain language with or without the
MOE and the GRADE language with the MOE reduced the
perception that the summary was sufficient. This may be due
to the participants confusing the sufficiency of the evidence (ie,
a small, uncertain effect) with the sufficiency of the summary,
which was meant to communicate the effect. While the question
we asked specifically aimed at the latter (ie, whether the
information was a sufficient summary of what is known about
the effects of wearing glasses to reduce the chance of acquiring
COVID-19), future qualitative work should be done to help
distinguish these 2 kinds of sufficiency. Similarly, showing the
MOE also reduced the perception that the summaries were clear,
perhaps for the same reasons. In the Norwegian trial, the likely
ceiling effect may reflect the mentioned translation of “may”
to “can possibly” in the Norwegian summary.

Nevertheless, most participants found the decision about wearing
glasses to reduce the chance of acquiring COVID-19 hard to
make, with or without the MOE, regardless of which summary
they were shown.

Limitations
Study limitations include the weak, uncertain effect that we
were trying to summarize (from the Glasses trial), which
magnified the communication challenges, and several language
translation issues, which may limit the cross-country
comparisons. Furthermore, our results may have been influenced
by a lack of saliency, that is, COVID-19 infection rates were
relatively low when we conducted the study, and participants
might have responded differently in a more realistic or pressing
scenario. Furthermore, we need to explore the effect of paying

participants in web-based trials on the quality of the responses
[24].

As this study was the research team’s first attempt at conducting
a web-based trial, we encountered and reflected on a number
of challenges and opportunities. First, while we were satisfied
with the web-based platforms we eventually chose, it was
time-consuming and challenging to identify a proper platform
to facilitate the conduct of the trial, and we eventually needed
to incorporate 2 platforms to meet our specific needs. Another
challenge was related to obtaining informed consent—it was
unclear what elements of the consent were covered by the
web-based platform or our invitation text. Since the conduct of
our trial, more guidance has been provided on the platforms
and other academic websites offering guidance on informed
consent in web-based trials.

In the next Message Lab trial for assessing different ways of
communicating evidence, we would like to set up Google
Analytics (Google LLC), if using Google Sites to present the
health messages to the participants. This will allow us to
investigate further on how much time people spend on the
different sections and how they navigate the texts presented.

Conclusions
Our study has several strengths, including the randomized
factorial design, which let us explore the interaction between
uncertainty language (GRADE, plain, or no explicit) and the
MOE on understanding the benefits, harms, and the
corresponding uncertainties and allowed replication in 2 distinct
populations. Our study shows that explicitly reporting
uncertainty affects peoples’ understanding, perceptions, and
intended actions. We found that plain language was better than
no explicit language in helping people understand the overall
uncertainty of the evidence, although most participants still did
not correctly understand how sure they could be. Reporting
MOE reduced understanding of the overall uncertainty by
making people feel that the evidence was even less certain.
Reporting MOE improved the interpretation of statistical
uncertainty around the effect of glasses, but only for a minority
group of participants.

This study underscores how much more work needs to be done
to develop effective ways to communicate overall uncertainty
and just how unclear the numbers are (statistical uncertainty).
If this communication is done poorly, it may simply add to
confusion and lead to poor decisions. If done properly, effective
communication around uncertainty can help people to make the
best decisions they can, given the evidence that is known.
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Abstract

Background: Young men who have sex with men (YMSM) have a higher risk of HIV infection. However, evidence of HIV
incidence from large cohort studies is limited in this key population, particularly among Chinese YMSM.

Objective: This study aimed to investigate the HIV incidence and associated risk factors among YMSM aged 16‐24 years in
Tianjin, China.

Methods: We conducted a retrospective cohort study among men who have sex with men aged 16‐24 years from October
2017 to December 2022 through the largest local nongovernmental organization serving men who have sex with men in Tianjin.
Participants who responded to the investigations at least twice during the study period were included. They completed questionnaires
on demographic information, sexual behaviors, psychoactive substance use, and sexually transmitted infection status.
Simultaneously, their blood samples were collected for HIV testing. HIV incidence was calculated by dividing the sum of observed
HIV seroconversions by the observed person-years (PYs). A Cox proportional hazards regression model was used to identify risk
factors associated with HIV incidence.

Results: A total of 1367 HIV-negative YMSM were included in the cohort, among whom 62 seroconversions occurred,
contributing 2384.2 observed PYs; the total incidence was 2.6 (95% CI 2.0‐3.2) per 100 PYs. The segmented HIV incidence
rates were 3 (95% CI 1.5‐4.5), 2.4 (95% CI 1.5‐3.3), and 2.7 (95% CI 1.5‐3.9) per 100 PYs for 2017‐2018, 2019‐2020,
and 2021‐2022, respectively. Compared to YMSM who had been followed up fewer than three times, those followed up three
or more times had a relatively lower risk of HIV infection (Adjusted hazard ratio [AHR] 0.553, 95% CI 0.325‐0.941). YMSM
who preferred finding sexual partners offline had a higher risk of HIV infection compared to those who preferred finding sexual
partners online (AHR 2.207, 95% CI 1.198‐4.066). Compared to YMSM without syphilis, those infected with syphilis had an
increased risk of HIV infection (AHR 2.234, 95% CI 1.137‐4.391). Additionally, YMSM who used psychoactive substances
had a higher risk of HIV infection compared to those who did not use such substances (AHR 2.467, 95% CI 1.408‐4.321).

Conclusions: Our study complements data on HIV incidence among YMSM in large cities across China. Syphilis infection and
the use of psychoactive substances were risk factors associated with HIV occurrence, demonstrating an urgent need for tailored
prevention and control interventions for this key population.

(JMIR Public Health Surveill 2025;11:e66487)   doi:10.2196/66487

KEYWORDS

young men who have sex with men; YMSM; incidence; HIV; cohort study; risk factor

Introduction

The Global AIDS report released by the Joint United Nations
Programme on HIV/AIDS (UNAIDS) [1] estimated that there

were 350,000 new HIV infections among people aged 15‐24
years in 2022. Young people accounted for 26% of HIV
infections in the Asia-Pacific region in 2020; among them, 52%
were men who have sex with men (MSM), making them a key
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population that requires focused attention for HIV prevention.
Meanwhile, the prevalence of HIV among young men who have
sex with men (YMSM) has more than doubled in Indonesia (ie,
from 6% in 2011 to 13% in 2019) and nearly tripled in Malaysia
(ie, 6% in 2012 to 15% in 2022), and Vietnam (ie, 3% in 2011
to 11% in 2020) [2]. Previous studies suggest that young people
from key populations experience high vulnerability and
challenges in staying healthy and safe in situations marked by
stigma, discrimination and harassment, punitive laws, and social
taboos [2]. Moreover, young people living with HIV have the
lowest rate of awareness about their infection status [3].

Meanwhile, in recent years, the HIV epidemic in China has
risen rapidly among young people. The number of new HIV
cases reported yearly among people aged 15‐24 years increased
from 9373 in 2010 to 15,790 in 2019; a total of more than
140,000 HIV cases have been reported in this age group [4].
HIV has become a major infectious disease that endangers the
health of young people in China, particularly in some regions
where the proportions of reported cases have increased [4]. The
spread of HIV among young people is concerning, posing a
serious threat to their lives and health. Due to them being in a
stage of rapid physical and mental development, lack of sexual
health knowledge, and the increase in high-risk behaviors, they
are more vulnerable to HIV.

Given that YMSM are susceptible to HIV infection [5,6], studies
have shown that HIV infection rates among YMSM are higher
than those in older populations [5,6,7,8]. YMSM under 25 years
of age represent a demographic with increasing numbers of new
HIV infections even as HIV incidence is declining globally [9].
Although there were some data on HIV prevalence among
YMSM [9,10], the epidemic remains poorly defined among in
this population [11], particularly the data of incidence is scarcely
reported. Understanding HIV incidence—especially among
subgroups of key populations—is essential for effectively
targeting strategies to prevent new HIV infections [12].

Tianjin, located in the Bohai Gulf, is the second most populous
city in northern China and one of the four major municipalities,
with 16 districts and a resident population of 13.73 million as
of 2021 [13,14]. The majority of young HIV cases in Tianjin
were attributed to homosexual transmission, and the prevalence
of HIV and syphilis among YMSM in the city is high [15].
However, the incidence of HIV among YMSM in Tianjin
remains unknown.

This study aimed to (1) identify the HIV-related behavioral
characteristics of YMSM, (2) understand the trends of HIV
incidence among YMSM, and (3) investigate the association
between related factors and HIV seroconversion among YMSM.
The findings of this study will provide policymakers with
evidence to inform prevention strategies aimed at controlling
the HIV epidemic among YMSM.

Methods

Study Design
A retrospective cohort study on HIV incidence among YMSM
was conducted in Tianjin from 2017 to 2022. First, to enhance
geographical coverage and participant accessibility, seven

voluntary HIV counselling and testing sites were set up for
on-site surveys. Second, the on-site surveys were conducted at
Shenlan, the largest local nongovernmental organization (NGO)
serving MSM. The surveys were implemented by professional
staff at the NGO, who also comprised MSM. To ensure the
quality of the surveys, all professional staff at the 7 voluntary
HIV counselling and testing sites received systematic and
standard training; furthermore, the surveys were carried out
through a unified method. Third, to guarantee the
representativeness of the participants, two recruitment
approaches were adopted. One approach involved professional
staff recruiting YMSM through various strategies, such as offline
hotspots (eg, gay baths, gay bars, public toilets) and online
platforms (eg, WeChat, QQ, Blued). The second approach
involved mobilizing the YMSM recruited through the first
approach to introduce new YMSM. Fourth, all participants were
required to participate in a baseline survey, followed by a
follow-up survey every 6 months.

During the study, the fingerprints of the participants’ right index
fingers were collected, and a unique fingerprint code was
assigned. A verification code was sent to the participants’ cell
phones to verify their phone numbers. After successful
verification, training investigators conducted face-to-face
questionnaire interviews. After the completion of the
questionnaires, professional blood collectors obtained venous
blood samples from the participants. The blood was sent to a
professional laboratory for HIV testing. HIV test and
questionnaire responses were linked using the participant’s
fingerprint code, which was unique and served as a proxy
identifier to match the HIV testing results to each participant.
Participants’ fingerprint codes were recorded into an
unidentifiable ID number to make the dataset anonymous. The
Tianjin Centers for Disease Control and Prevention
questionnaire was developed for the target population and
presurvey.

Participant’s Eligibility Criteria
The target population of this study were YMSM who
participated in the survey and resided in Tianjin during the study
period. Eligible criteria for study enrollment included: (1) born
a male biologically, (2) aged 16‐24 years old, (3) who engaged
in penetrative oral or anal sexual intercourse with males in the
past year, (4) voluntarily consented to questionnaires, fingerprint
registration, blood sample collection, and related testing, and
(5) self-reported negative HIV tests or were unaware of their
HIV infection status before participation in the survey.

Questionnaire Interview
The questionnaire included 4 parts. The first part collected
information on sociodemographic characteristics such as age,
residential district, occupation, education, marital status, and
duration of residence. The second part collected information on
sexual orientation and sexual behaviors in the last 6 months,
including heterosexual behaviors, homosexual behaviors,
commercial homosexual partners, primary venue to find sexual
partners, and condom use. The third part collected information
on the use of psychoactive substances (eg, Rush and Capsule
Zero), injection drug use in the past year, syphilis infection
status, and peer education received in the past year. As smoking,
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alcohol consumption, and psychoactive substance use are
addictive in nature, and previous research by Guo et al [16]
showed a positive relationship between smoking and
psychoactive substance use among YMSM, this study further
explored these relationships. In this study, drinking was defined
as consuming alcohol at least twice within the past 30 days,
while smoking was defined as continuous or cumulative
smoking for at least 6 months before the survey and smoking
within the past 30 days.

HIV Laboratory Test Procedure
Venous blood samples were collected from the study
participants. First, rapid HIV test reagents were used; those who
tested reactive were retested using ELISA (enzyme-linked
immunosorbent assay). If reactive, they were subjected to an
HIV supplemental test. The supplemental test was first
confirmed using the Western Blot method. If the Western Blot
yielded indeterminate or negative results in the confirmatory
test, the participants underwent a quantitative nucleic acid test
using viral load detection reagents. Participants with nonreactive
findings in the initial rapid test or the enzyme immunoassay
were further tested using pooled nucleic acid tests.

Statistical Analysis
Based on the baseline data, frequency analyses stratified by

HIV seroconversion status were performed. χ2 tests were used
to evaluate the differences in characteristics between participants
with and without HIV seroconversion. For HIV seroconversions,
the midpoint between the last negative and the first positive test
dates was assumed to be the estimated onset date of HIV
infection. For participants who did not seroconvert (ie, test
positive for HIV), the date of their last survey was used as the
endpoint for our analysis. Individual observation time was
calculated as the interval between the participant’s baseline
survey and their latest HIV test during the study period. HIV
incidence was calculated by dividing the number of observed
HIV seroconversions by the total observed person-time. The
95% CI for HIV incidence were calculated using person-years
(PYs) over the observed time as the denominator. The
proportional hazards assumptions for the Cox models were
tested by examining the interactions between variables included
in the model and the logarithm of the follow-up time; no
violations were observed. Therefore, Cox proportional hazards
models were used to estimate the associations between various
factors and HIV incidence. A multivariate analysis was
conducted based on variables identified in univariate analysis;
marginally significant variables (P≤.10) in univariate analysis
and factors that may be associated with new HIV infections
were included in a multivariate Cox proportional hazards
regression model to identify factors associated with HIV

incidence. All analyses were performed using SPSS software
(version 24.0; IBM Corp). A two-tailed P<.05 was considered
statistically significant.

Ethical Considerations
This study was approved by the Ethics Committee of Tianjin
Centers for Disease Control and Prevention (approval number:
TJCDC-R-2023‐020) and was carried out in accordance with
the Declaration of Helsinki. Ethical guidelines were followed
during all the stages of this study. Comprehensive details about
the study were provided to the participants during their first
survey, and participation in the study was entirely voluntary
and all participants provided written informed consent.
Participants had the right to opt out of the study at any time.
When accessing the dataset of this study, it was entirely
deidentifed, and there was no effective way to link the data to
the participants; further, the data were completely anonymized
during data processing and statistical analyses. We did not pay
any monetary compensation to the participants; however, we
provided free HIV counseling and testing services.

Results

The Cohort
A total of 2919 YMSM completed the baseline survey in this
study, of which 138 YMSM yielded positive results for HIV
and were excluded from the initial investigation, with 2781
HIV-negative YMSM remaining after the first test. An additional
1403 YMSM who completed only the baseline survey were
further excluded from the cohort. A total of 1378 YMSM then
participated in two or more surveys during the study. Among
these, 6 YMSM who underwent follow-up and baseline
investigations on the same day were excluded. Additionally, 5
YMSM were excluded due to positive seroconversion within
the window period (7d) after the baseline investigation. Lastly,
a total of 1367 HIV-negative YMSM aged 16‐24 years, each
with at least two HIV test records were identified and included
in our cohort. Among the 1367 HIV-negative YMSM who were
enrolled in our retrospective cohort study, 62 YMSM were
newly infected with HIV during the study period (Figure 1).
All participants in the cohort were followed up and tested
simultaneously.

A total of 1403 YMSM were lost to follow-up in our study.
Compared to those retained in the cohort YMSM, lost to
follow-up YMSM had a higher proportion of out-of-school
individuals, a higher frequency of anal intercourse in the last
week, lower condom use during their last anal sex experience,
and were less likely to use psychoactive substances (Table 1).
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Figure 1. Retrospective cohort study screening process among YMSM in Tianjin, China,2017‐2022. YMSM: young men who have sex with men.
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Table . Comparisons of characteristics between the cohort YMSMa and the lost to follow-up YMSM in Tianjin, China, 2017‐2022.

P valueThe lost to follow-up YMSM
(n=1403), n (%)

The cohort YMSM (N=1367), n (%)Variables

.67Education level

282 (20.1)266 (19.5)High school or below

1121 (79.9)1101 (80.5)College and above

.10Duration of residence in Tianjin (years)

349 (24.9)304 (22.2)<2

1054 (75.1)1063 (77.8)≧2

.03Occupation

818 (58.3)742 (54.3)Out-of-school YMSM

585 (41.7)625 (45.7)Students YMSM

.57Sexual orientation

1324 (94.4)1283 (93.9)Homosexual

79 (5.6)84 (6.1)Bisexual/heterosexual

.37Primary venue to find sexual partners

1208 (86.1)1193 (87.3)Online

195 (13.9)174 (12.7)Offline

.02Number of anal intercourse last week

1109 (79)1127 (82.4)<2

294 (21)240 (17.6)≧2

.002Used condoms for anal sex last time

541 (38.6)451 (33)No

862 (61.4)916 (67)Yes

.001Psychoactive substance use

802 (57.2)699 (51.1)No

601 (42.8)668 (48.9)Yes

aYMSM: young men who have sex with men.

Demographic Characteristics
The majority (1101/1367, 80.5%) of participants completed
college or university education. Most participants (n=1063,
77.8%) lived in Tianjin for over two years. A total of 45.7%
(n=625) participants were students. The cohort participants’

education level and duration of residence in Tianjin were
statistical significant between different HIV seroconversion
statuses (P<.05), whereas occupation and number of follow-up
visits did not significantly differ by different statuses of HIV
seroconversion (P>.05) (Table 2).
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Table . Demographic characteristics of the cohort YMSMa in Tianjin,China,2017‐2022.

P valueHIV seroconversionParticipants (N=1367), n
(%)

Variables

No, n (%)Yes, n (%)

.02Education level

247 (18.9)19 (30.6)266 (19.5)High school or below

1058 (81.1)43 (69.4)1101 (80.5)College and above

.03Duration of residence in Tianjin (years)

297 (22.8)7 (11.3)304 (22.2)<2

1008 (77.2)55 (88.7)1063 (77.8)≧2

.26Occupation

704 (53.9)38 (61.3)742 (54.3)Out-of-school YMSM

601 (46.1)24 (38.7)625 (45.7)Student YMSM

.47Times of follow-up in the study

838 (64.2)37 (59.7)875 (64)<3

467 (35.8)25 (40.3)492 (36)≥3

aYMSM: young men who have sex with men.

Sexual Behaviors, Syphilis Infection, and Psychoactive
Substance Use
Among participants, 93.9% (1283/1367) identified themselves
as homosexual, and 87.3% (n=1193) mainly found sexual
partners online. In the past 6 months, 97.4% (n=1331) had anal
intercourse, 17.6% (n=240) had more than two instances of anal
intercourse in the last week, and 33.0%(n=451) did not use
condoms during their last anal sex experience. Most (n=999,
73.1%) participants had their first homosexual intercourse

between the ages of 16‐19 years. Additionally, 7.3% (n=100)
were male sex workers and 7.8% (n=107) participants were
infected with syphilis. A total of 48.9% (n=668) used
psychoactive substances, 25.2% (n=345) were smokers, and
41.6% (n=569) consumed alcohol (Table 3). The rate of
psychoactive drug use was higher among smokers (209/345,
60.6%) than nonsmokers (459/1022, 44.9%; P<.001). Similarly,
the rate of psychoactive drug use was more common among
alcohol drinkers (310/569, 54.5%) than nondrinkers at (358/798,
44.9%; P<.001).
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Table . Sexual behaviors, syphilis infection, and psychoactive substances use among the cohort YMSMa in Tianjin, China, 2017‐2022.

P valueHIV seroconversionParticipants (N=1367), n
(%)

Variables

No, n (%)Yes, n (%)

.48Sexual orientation

1223 (93.7)60 (96.8)1283 (93.9)Homosexual

82 (6.3)2 (3.2)84 (6.1)Bisexual/heterosexual

.02Primary venue to find sexual partners

1145 (87.7)48 (77.4)1193 (87.3)Online

160 (12.3)14 (22.6)174 (12.7)Offline

.32Number of anal intercourse last week

1073 (82.2)54 (87.1)1127 (82.4)<2

232 (17.8)8 (12.9)240 (17.6)≧2

.50Use a condom for anal sex last time

433 (33.2)18 (29)451 (33.0)No

872 (66.8)44 (71)916 (67.0)Yes

.02Age of first homosexual intercourse (years)

62 (4.8)8 (12.9)70 (5.1)<16

957 (73.3)42 (67.7)999 (73.1)16‐19

286 (21.9)12 (19.4)298 (21.8)>19

.006Syphilis infection

1209 (92.6)51 (82.3)1260 (92.2)No

96 (7.4)11 (17.7)107 (7.8)Yes

.13Male sex worker

1206 (92.4)61 (98.4)1267 (92.7)No

99 (7.6)1 (1.6)100 (7.3)Yes

.001Psychoactive substance use

680 (52.1)19 (30.6)699 (51.1)No

625 (47.9)43 (69.4)668 (48.9)Yes

.69Smoking

977 (74.9)45 (72.6)1022 (74.8)No

328 (25.1)17 (27.4)345 (25.2)Yes

.17Alcohol consumption

767 (58.8)31 (50)798 (58.4)No

538 (41.2)31 (50)569 (41.6)Yes

.03Know about PrEPbc

487 (62.6)26 (81.3)513 (63.3)No

291 (37.4)6 (18.7)297 (36.7)Yes

aYMSM: young men who have sex with other men.
bThere is missing data.
cPrEP: pre-exposure prophylaxis.

The primary venue for finding sexual partners, age of first
homosexual intercourse, syphilis infection, and psychoactive
substance use were statistically significant between different
HIV seroconversion statuses (all Ps<.05). However, the number
of instances of anal intercourse in the last week, condom use

during last anal sex, male sex worker status, smoking status,
and alcohol consumption status were not significantly associated
with HIV seroconversion (all Ps>.05) (Table 3).
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A total of 95.8% (n=599) student MSM considered themselves
homosexual men, which was higher than the proportion among
out-of-school YMSM; additionally, 93.0%(n=581) of student
YMSM mainly found sexual partners online, which was higher

than among out-of-school YMSM. Student YMSM also had
lower rates of using condoms for anal sex, syphilis infection,
psychoactive substance use, smoking, and alcohol consumption
compared to out-of-school YMSM (Table 4).

Table . Comparisons of characteristics between the out-of-school YMSMa and the student YMSM among the YMSM cohort in Tianjin, China,
2017‐2022.

P valueStudents YMSM, n (%)Out-of-school YMSM, n (%)Variables

.005Sexual orientation

599 (95.8)684 (92.2)Homosexual

26 (4.2)58 (7.8)Bisexual/heterosexual

<.001Primary venue to find sexual partners

581 (93.0)612 (82.5)Online

44 (7.0)130 (17.5)Offline

<.001Frequency of anal intercourse last week

552 (88.3)575 (77.5)<2

73 (11.7)167 (22.5)≧2

<.001Use of a condom for anal sex during last sexual encounter

262 (41.9)189 (25.5)No

363 (58.1)553 (74.5)Yes

<.001Age at first homosexual intercourse (years)

28 (4.5)42 (5.6)<16

502 (80.3)497 (67.0)16‐19

95 (15.2)203 (27.4)>19

<.001Syphilis infection

603 (96.5)657 (88.5)No

22 (3.5)85 (11.5)Yes

<.001Psychoactive substance use

378 (60.5)321 (43.3)No

247 (39.5)421 (56.7)Yes

<.001Smoking

537 (85.9)485 (65.4)No

88 (14.1)257 (34.6)Yes

<.001Alcohol consumption

415 (66.4)383 (51.6)No

210 (33.6)359 (48.4)Yes

aYMSM: young men who have sex with men.

HIV Incidence and the Associated Factors
Follow-up encounters ranged from 1 to 20, with the follow-up
intervals ranging from 0.4 to 60.3 months with a median value
of 16.5 (IQR 8.3‐31.5) months among participants. The total
person-time observed was 2384.2 PYs. The overall HIV
incidence was 2.6 per 100 PYs (95% CI 2.0‐3.2). To reduce

the impact of random errors on the incidence rate and provide
a more comprehensive perspective on observing incidence
trends, we used a 2-year incidence rate. The segmented HIV
incidence rates were 3.0 (95% CI 1.5‐4.5), 2.4 (95% CI
1.5‐3.3), and 2.7 (95% CI 1.5‐3.9) per 100 PYs in
2017‐2018, 2019‐2020, and 2021‐2022, respectively
(Figure 2).
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Figure 2. Trends in HIV incidence and 95% CI among YMSM in Tianjin, China, 2017‐2022. PY: person-year. YMSM: young men who have sex
with men.

Table 5 shows that YMSM who were followed-up at least three
times in the study had an incidence of 2.0 per 100 PYs. and
were at a lower risk of HIV infection compared to those
followed-up fewer than three times during the study (Adjusted
hazard ratio [AHR] 0.553, 95% CI 0.325-0.941). The members
who found sexual partners offline had an HIV incidence of 4.7
per 100 PYs. These individuals were at more than twice the risk
of HIV infection compared to individuals who find sexual

partners online (AHR 2.207, 95% CI 1.198-4.066). People
infected with syphilis had an HIV incidence of 5.6 per 100 PYs
and had a 2.234-fold higher risk of HIV infection compared to
those without infected syphilis (AHR 2.234, 95% CI
1.137-4.391). The YMSM who used psychoactive substances
had an HIV incidence of 3.7 per 100 PYs and a 2.467-fold
greater risk of HIV infection compared to those who did not
use psychoactive substances (AHR 2.467, 95% CI 1.408-4.321).
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Table . Factors associated with HIV incidence identified using a proportional hazards regression model among YMSMa in Tianjin, China, 2017‐2022.

Multivariate analysisUnivariate analysisIncidence (per 100

PYs)b
Variables

P valueHR value (95% CI)P valueHRc value (95% CI)

.08.08Education level

1.0001.0003.7High school or below

0.593 (0.328-1.073)0.616 (0.359-1.057)2.3College and above

.13.07Duration of residence in Tianjin (years)

1.0001.0001.4<2

1.887 (0.837-4.252)2.061 (0.938-4.527)2.9≧2

.53.63Occupation

1.0001.0002.7Nonstudents

1.201 (0.678-2.126)0.882 (0.528-1.472)2.4Students

.03.11Times of follow-up in the study

1.0001.0003.2<3

0.553 (0.325-0.941)0.658 (0.392-1.104)2.0≧3

.65.31Sexual orientation

1.0001.0002.7Homosexual

0.716 (0.170-3.010)0.484 (0.118-1.978)1.3Bisexual/heterosexual

.01.02Primary venue to find sexual partners

1.0001.0002.3Online

2.207 (1.198-4.066)2.054 (1.132-3.725)4.7Offline

.55.48Number of anal intercourse last week

1.0001.0002.7<2

0.791 (0.369-1.695)0.764 (0.364-1.606)2.1≧2

.88.65Use a condom for anal
sex last time

1.0001.0002.9No

0.956 (0.542-1.687)0.881 (0.508-1.530)2.5Yes

Age of first homosexual intercourse (years)

—d1.000—d1.0006.2<16

.070.490 (0.226-1.059).010.383 (0.180-0.815)2.416‐19

.200.547 (0.217-1.380).030.376 (0.153-0.919)2.3>19

.02.007Syphilis Infection

1.0001.0002.3No

2.234 (1.137-4.391)2.440 (1.272-4.683)5.6Yes

.13.12Male sex worker

1.0001.0002.8No

0.209 (0.027-1.614)0.207 (0.029-1.496)0.8Yes

.002.002Psychoactive substance use

1.0001.0001.6No

2.467 (1.408-4.321)2.369 (1.380-4.065)3.7Yes

aYMSM: young men who have sex with men.
bPY: person-year.
cHR: hazard ratio.
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dnot applicable.

Discussion

Principal Findings
Our study is the first long-term cohort study to assess the
incidence of HIV and its associated factors among YMSM in
Tianjin. The HIV incidence identified in this study was similar
to the incidence among MSM under 24 years old (2.63/100PYs)
in Shanghai, published in 2019 [17]. This study found that the
incidence of HIV among YMSM in Tianjin showed a stable
trend from 2017 to 2022 and was maintained at an elevated
level. This steady trend in HIV incidence suggests that risk
factors for HIV infection continue to exist; additionally, as a
group whose capacity for self-regulation has not fully matured
[18], YMSM are more likely to engage in risky behaviors [19].
In our study, approximately 80% of the cohort members had
their first homosexual encounter before the age of 20.
Individuals who had a sexual debut at an earlier age are more
likely to be cognitively immature and involved in high-risk
sexual behaviors. Earlier sexual debut is associated with an
increased HIV transmission risk [20]. Furthermore, a previous
study identified YMSM as potentially more vulnerable to HIV
infection than older MSM, reinforcing that YMSM in Tianjin
are still at high risk of HIV infection [21].

Our study found a decreased risk of HIV incidence among
YMSM who found sexual partners online. In contrast, for depth
analysis, among those who found sexual partners offline, the
primary venue (135/174, 77.6%) was gay bathhouses, where
YMSM are more likely to engage in risky sexual behaviors [22].
Additionally, a study demonstrated that MSM who find partners
online have more sexual encounters and multiple partners;
however, this behavior was not associated with a greater risk
of HIV infection [23]. This may be due to increased distrust
and suspicion of partners met online.

As reported in a previous study [24], syphilis infection is a
known risk factor associated with HIV incidence, as both HIV
and syphilis share the same transmission route [24]. Therefore,
we should conduct routine screening and treatment for syphilis
infection among YMSM as a measure to prevent HIV infection
[25].

Consistent with our findings, previous studies have shown that
YMSM who participate in follow-up visits more frequently
have a lower HIV incidence [26]. This could be attributed to
these individuals being more concerned about HIV infection,
which could reduce their sexual risk behaviors, such as
decreasing the likelihood of condomless anal sex with a man
whose HIV status was unknown. Although data on knowledge
of HIV pre-exposure prophylaxis (PrEP) was partially missing
in our study, YMSM who experienced HIV seroconversion had
a lower awareness rate of HIV PrEP than those who did not.
Therefore, we should take effective prevention measures such
as PrEP, in addition to routine interventions, to decrease new
HIV infections among YMSM.

The use of psychoactive substances was identified as a risk
factor for HIV incidence in our study. Additionally, 48.9% of
YMSM reported using psychoactive substances, which is higher

than that among all MSM in the same region [27]. Psychoactive
substances are mostly sold online, and 90% of YMSM in our
study mainly found sexual partners online, a higher proportion
than among the general MSM population [27]. Furthermore,
with the development of network technology and improved
internet access, more young people seek health services,
particularly HIV-related services, through the internet [28].
Previous studies revealed that MSM who use gay social
networking apps reported a higher number of sexual partners,
suggesting that we should explore effective intervention
strategies using the internet [29,30].

Another finding in our study was that YMSM who smoked or
consumed alcohol had a higher prevalence of psychoactive
substance use, which is a risk factor for HIV infection. This
suggests that strengthening health education initiatives for
reducing smoking and alcohol consumption among YMSM may
help lower the incidence of HIV.

YMSM in Tianjin remain a vulnerable subpopulation for HIV
infection and should be given priority for HIV intervention
programs. Ongoing HIV control efforts among young students
in schools in Tianjin, such as lectures on HIV, large-scale
publicity and education, knowledge contests on HIV prevention,
and debate competitions. Given the ongoing HIV epidemic
among young students in Tianjin, we designed posters for
student YMSM and displayed them in all universities, which
yielded a good effect. However, performing effective work is
challenging for the out-of-school YMSM due to the absence of
a fixed setting, such as a school for intervention. In addition,
our study found that, compared to the student YMSM,
out-of-school YMSM were more inclined to engage in high-risk
behaviors and had a higher proportion of bisexual or
heterosexual orientation. Consequently, out-of-school YMSM
are more likely to serve as a bridge population for HIV
transmission from high-risk MSM to the general population.
Therefore, additional prevention options and efforts should be
made available to this group.

There are several limitations to this study. First, it was
impossible to follow up on the HIV infection status of the
individuals who did not enter the cohort; we aim to conduct the
follow-up study in the future. Second, as we conducted our
study through an NGO, the target population who did not seek
HIV testing through the NGO were excluded, potentially leading
to selection bias. Finally, given the sensitive nature of the topics,
such as sexual behavior, reporting bias may exist.

Conclusions
HIV incidence among YMSM in Tianjin remains high and has
not changed over time. Syphilis infection and the use of
psychoactive substances continue to be risk factors associated
with HIV incidence. Additionally, risky behaviors such as the
use of psychoactive substances are widely present among
YMSM; therefore, tailored interventions for this population
should be strengthened. Our study supplements the data and
evidence for research on new HIV infections among YMSM,
both in and out-of-school in China’s megacities and has
significant practical implications.
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Abstract

Background: Men who have sex with men (MSM) constitute a significant proportion of individuals living with human
immunodeficiency virus. Over the past few years, China has implemented various strategies aimed at increasing the rate of HIV
testing and reducing HIV transmission among MSM. Among these, the disclosure of HIV serostatus is an effective prevention
strategy.

Objective: This study aimed to assess HIV serostatus disclosure and identify factors associated with awareness of sexual
partners’ HIV status among MSM to provide a scientific basis for promoting HIV testing and reducing HIV transmission.

Methods: A cross-sectional study based on a large-scale web-based survey was conducted among MSM in Zhejiang province,
China, between July and December 2023. MSM who were HIV-negative or had an unknown HIV status were recruited from the
Sunshine Test, a web-based platform that uses location-based services to provide HIV prevention services. Participants were
required to complete a questionnaire on demographic characteristics, sexual behavior, rush popper use, awareness of sexual
partners’ HIV status, and knowledge of pre-exposure prophylaxis (PrEP) and postexposure prophylaxis (PEP). A multinomial
regression model was used to identify the factors associated with awareness of sexual partners’ HIV status.

Results: A total of 7629 MSM participated in the study, with 45.2% (n=3451) being aware, 35.4% (n=2701) being partially
aware, and 19.4% (n=1477) being unaware of their sexual partner’s HIV status. The multinomial logistic regression analysis
revealed the following results. Compared to those who were unaware of their sexual partner’s HIV status, participants who were
students (adjusted odds ratio [aOR] 1.43, 95% CI 1.09‐1.86), had a monthly income of more than US $1400 (aOR 1.36, 95%
CI 1.03‐1.80), had insertive anal sex (aOR 1.35, 95% CI 1.12‐1.63), had only male sexual partners (aOR 1.53, 95% CI
1.28‐1.82), had 1 sexual partner in the past 3 months (aOR 2.36, 95% CI 2.01‐2.77), had used condoms for the past 3 months
(aOR 1.72, 95% CI 1.33‐2.22), had frequently used rush poppers in the past 3 months (aOR 2.27, 95% CI 1.81‐2.86), were
aware of HIV PrEP (aOR 2.04, 95% CI 1.68‐2.48), were aware of HIV PEP (aOR 1.69, 95% CI 1.39‐2.06), used mail reagent
self-testing (aOR 1.19, 95% CI 1.04‐1.36), and had previously undergone HIV testing (aOR 1.40, 95% CI 1.16‐1.69) were
associated with increased odds of being aware of their sexual partner’s HIV status.

Conclusions: Overall, 45.2% of MSM who were HIV-negative or had an unknown status were aware of their sexual partners’
HIV status in China. We suggest strengthening targeted interventions through web-based platforms and gay apps to promote the
disclosure of HIV serostatus and reduce HIV transmission among MSM.

(JMIR Public Health Surveill 2025;11:e66139)   doi:10.2196/66139

KEYWORDS

human immunodeficiency virus; HIV; serostatus disclosure; pre-exposure prophylaxis; PrEP; men who have sex with men; MSM;
web-based survey; HIV awareness

Introduction

Men who have sex with men (MSM) constitute a significant
proportion of individuals living with human immunodeficiency
virus. The overall HIV prevalence among MSM in China has
remained at 8% for the past several years [1]. The annual

number of newly diagnosed HIV infections is >100,000, with
25.7% of new cases resulting from homosexual transmission
in 2023 [2]. The Joint United Nations Program on HIV/AIDS
(UNAIDS) proposed a 95-95-95 target by 2030 [3]. The target
was to achieve 95% of patients infected with HIV diagnosed,
95% of diagnosed patients treated, and 95% of treated patients
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achieving viral suppression. In China, the second and third 95%
targets (95.1% and 97.3% in 2023, respectively) were achieved
with the implementation of a free treatment policy and lifelong
follow-up, but only 84.3% of patients have been diagnosed [2].
There are challenges to achieving the first 95% target in China.
Scaling up HIV screening for MSM is an important means to
achieving the first 95% target, but there are still major
challenges. Data from 2023 showed that only 88% of MSM had
ever been tested for HIV [4]. Various testing strategies,
including regular testing, self-testing, web-based mail testing,
and serostatus disclosure, have been promoted to expand HIV
testing among MSM [5].

The serostatus disclosure strategy is an effective measure for
reducing and controlling HIV transmission. Obermeyer et al
[6] have defined HIV serostatus disclosure as “the process of
revealing a person’s HIV status, whether positive or negative.”
Serostatus disclosure requires a person to ask or know their
partner’s HIV status before having sex and to only have sex if
they have the same HIV status or use protective measures.
Self-disclosure is the most common form of disclosure, which
requires a person to share information about his or her HIV
status directly with another person. In recent years, serostatus
disclosure strategies have been the focus of intervention efforts
among people with a high risk of HIV infection and have played
an important role in HIV transmission risk reduction. One study
showed that disclosure was associated with a 45% reduction in
HIV transmission [7]. Empirical studies have shown that
disclosure of HIV serostatus by people living with HIV can
reduce the risk of HIV transmission by 17.9%‐40.6%
compared to no disclosure [8]. Disclosure to sexual partners
could also increase the HIV testing rate and reduce transmission
risk behaviors [9]. A benefit of disclosing HIV status is that it
empowers sexual partners to make shared decisions about how
to protect their health while engaging in an active sexual life
[10]. Prevalence of HIV disclosure among MSM living with
HIV ranges from 12% to 53% [11]. Accordingly, most HIV
infections occur when there is a lack of knowledge of the
HIV-positive status of the other partner, coupled with a low
uptake of preventive measures and inconsistent condom use
[12]. Common barriers to disclosure among MSM were a lower
perceived risk of HIV infection, history of sexually transmitted
infections, engagement in receptive sex, and having sex with
casual partners [13-15]. Patients with HIV viral suppression
have a lower disclosure rate [16], as it is now established that
there is no risk of HIV transmission when the viral load is
undetectable [17,18]. Other studies have shown that being
unmarried, living in rural formal areas [15], being aged 50 years
and over [19], lacking family support [20], poverty, having
multiple sexual partners, and stigma [21,22] lead to a lower rate
of HIV serostatus disclosure. In addition, substance use prior
to sexual encounters is less likely in lower-risk locations
compared to highest-risk locations (ie, bathhouse and public
sex environment) [23].

In China, individuals infected with HIV are required by law to
disclose an HIV infection to their spouses. Furthermore, more
than 95% of patients’ spouses know their HIV status, and more
than 92% of spouses have been tested for HIV yearly [24].
Therefore, China’s HIV serostatus disclosure strategy is

predominantly promoted among high-risk populations
susceptible to HIV infections, including MSM. This is achieved
by implementing an HIV serostatus disclosure strategy with the
aim of expanding HIV testing coverage, enabling the early
detection of individuals infected with HIV, and subsequently
reducing HIV transmission among MSM. However, there are
barriers to implementing this strategy, including the prevalence
of multiple sexual partners in the MSM population, fear of being
rejected by sexual partners, and the personal privacy of one’s
infection status. In addition, the implementation of the
“undetectable equals untransmittable” strategy means that many
people living with HIV either do not disclose or do not ask about
the HIV status of their sexual partners. Therefore, this could be
a factor in a partner’s decision to use a condom during sexual
intercourse [10]. When implementing the serostatus disclosure
strategy, MSM who are HIV-negative or unaware of their
infection status are advised to ask their partners about their HIV
infection status before sex, to self-test for HIV, and to take
appropriate safety measures according to their HIV status. It
has also been shown that HIV-negative MSM become more
aware of their partners’ serostatuses over time [25].

With the development of the digital economy, an increasing
number of MSM are looking for sexual partners through the
internet and dating apps. This study shows that the level of HIV
knowledge among MSM can be improved and HIV testing can
be expanded by relying on the internet. Consequently,
web-based interventions and HIV testing among MSM
populations, including web-based counseling and mailing of
HIV self-test kits, are becoming increasingly common. A
previous meta-analysis showed that using mobile health
technology could increase the linkage to care among MSM
using HIV self-testing [26].

Zhejiang province is economically developed, with an active
digital economy. Approximately 66,000 HIV tests were
performed among MSM in 2023, accounting for 10% of the
national proportion [2], and over 70% of HIV testing among
MSM in Zhejiang province relied on the internet. The promotion
of pre-exposure prophylaxis (PrEP) and postexposure
prophylaxis (PEP) prevention services in China began in 2020.
To work toward achieving the target of 95% of HIV infections
diagnosed globally and in China, a large-scale, web-based
cross-sectional study was conducted. This study aimed to assess
the awareness of a sexual partner’s HIV status before engaging
in sexual intercourse among MSM, especially for those who
were not infected with HIV or did not know their infection
status, which could be causing an information gap among MSM
in China [13]. In the context of PrEP and PEP prevention
services and the implementation of the “undetectable equals
untransmittable” strategy, this study aimed to assess HIV
serostatus disclosure and identify factors associated with
awareness of sexual partners’ HIV status among MSM to
provide a scientific basis for promoting HIV testing and reducing
HIV transmission.
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Methods

Sampling
A cross-sectional survey was conducted between July and
December 2023. The survey was based on a large web-based
survey of MSM. To determine the required sample size, we
used the following formula:

n=Zα/2 P(1−P)

The α level was .05, P was estimated as 20%‐30%, and δ was
0.05 resulting in a minimum sample size of 1329.

Study Participants
The following inclusion criteria were used to recruit MSM
participants: (1) at least 16 years of age, (2) having had sex with
men in the past year, (3) HIV-negative or unknown HIV status,
and (4) living in Zhejiang province. Participants were excluded
if they had previously received 2 or more HIV tests.

Participant Recruitment and Data Collection
Sunshine Coast Public Welfare is a social service organization
that uses the internet to provide HIV outreach and testing
services to the MSM population. Through the use of
location-based services, Sunshine Coastal Public Welfare
established a digital HIV prevention service. MSM in Zhejiang
province could apply for free HIV-testing services by visiting
the official account of the Sunshine Test on WeChat (a popular
communication software in China). There were two ways for
MSM to access HIV testing services: they could choose to have
the test reagent sent by courier, or they could choose to self-test
after receiving the reagent. Alternatively, they could choose
offline services, where volunteers in their neighborhood
provided HIV testing services, or they could visit a nearby
voluntary counseling and testing site. MSM who applied for
HIV testing services through the Sunshine Test were required
to complete a questionnaire that covered demographic
characteristics such as age, marital status, and education level,
as well as sexual behavior characteristics such as sexual roles,
number of sexual partners, use of rush poppers, sexual history,
PrEP use, PEP use, and HIV testing history. All the
questionnaires were completed using the Sunshine Test [4].

Statistical Analysis
For descriptive analyses, categorical variables were presented
as frequencies and proportions, whereas continuous variables
were presented as medians and IQRs or means and SDs.
Differences in general demographic characteristics of the study

population were compared using a χ2 test. The main outcome
was awareness (participants knowing all of their sexual partners’
HIV statuses) and partial awareness (participants only knowing
some of their partners’ HIV statuses) of their sexual partners’
HIV status, with those who were unaware of their sexual
partner’s HIV status being used as the reference group.
Multinomial logistic regression was used to identify the factors
associated with the awareness and partial awareness of a partners
HIV status compared to the unaware group. Factors from the
univariate analysis were included in the multinomial regression
models. The α level was .05 and β was .1. All statistical analyses
were performed using SPSS version 19.0 (IBM Corp).

Ethical Considerations
This study was approved by the Zhejiang Provincial Center for
Disease Control and Prevention (approval number 2022-011-01).
Written informed consent was obtained from all participants
prior to survey completion. Participants received free HIV
testing and health counseling, and all study procedures were
conducted in accordance with approved guidelines and
regulations. Participants could dop out during any stage of the
survey. All the data was anonymized no amount of
compensation was provided.

Results

A total of 7629 MSM participated in the study (Figure 1), and
64.9% (4956/7629) were aged less than 30 years. Among them,
50.7% (3869/7629) had a bachelor’s degree or higher, 16.4%
(1254/7629) were students, and 39.1% (2985/7629) had a
monthly income of less than US $700. The majority (78.2%,
5964/7629) had only male sexual partners, while 33.3%
(2543/7629) had more than 2 sexual partners in the past 3
months. Additionally, 31.2% (2380/7629) reported using rush
poppers during sexual activity. The awareness rates of PrEP
and PEP were 76.2% (5816/7629) and 78.1% (5960/7629),
respectively. Furthermore, 54.8% (4183/7629) had HIV testing
using a mail reagent self-test, and 12.9% (982/7629) were
undergoing HIV testing for the first time (Table 1).
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Figure 1. Study design.
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Table . Social demographic and behavioral characteristics among men who have sex with men.

P valueChi-square (df)Awareness of sexual partner’s HIV statusTotal (n=7629), n
(%)

Variables

No (n=1477)Partially (n=2701)Yes (n=3451)

<.00133.458 (4)Agea (years), n (%)

109 (25.3)136 (31.6)185 (43)430 (5.6)    <20

855 (18.9)1528 (33.8)2143 (47.3)4526 (59.3)    20‐29

513 (19.2)1037 (38.8)1123 (42)2673 (35)≥30

<.00135.719 (4)Marital status, n
(%)

1161 (19.4)2032 (33.9)2804 (46.8)5997 (78.6)    Single

259 (18.7)571 (41.1)558 (40.2)1388 (18.2)    Married

57 (23.4)98 (40.2)89 (36.5)244 (3.2)    Divorced/separat-
ed

<.00177.958 (6)Education, n (%)

432 (23.3)736 (39.8)683 (36.9)1851 (24.3)    High school and
below

372 (19.5)639 (33.5)898 (47)1909 (25)    College

535 (17)1099 (34.9)1511 (48)3145 (41.2)    Bachelor’s de-
gree

138 (19.1)227 (31.4)359 (49.6)724 (9.5)    Master’s degree
or above

<.00154.237 (6)Occupation, n (%)

271 (21.6)375 (29.9)608 (48.5)1254 (16.4)    Student

464 (16.3)1009 (35.5)1370 (48.2)2843 (37.3)    Company em-
ployee

213 (20.8)383 (37.5)426 (41.7)1022 (13.4)    Freelance

529 (21.1)934 (37.2)1047 (41.7)2510 (32.9)    Others

<.00138.718 (6)Monthly income
(US$), n (%)

324 (24.5)419 (31.7)577 (43.7)1320 (17.3)    <$350

311 (18.7)633 (38)721 (43.3)1665 (21.8)    $350-$699

604 (18.5)1178 (36.1)1477 (45.3)3259 (42.7)    $700-$1399

238 (17.2)471 (34)676 (48.8)1385 (18.2)    ≥$1400

<.001131.721 (4)Sex roles, n (%)

279 (15.9)675 (38.6)796 (45.5)1750 (22.9)    Receptive anal
sex

384 (14.5)949 (35.8)1319 (49.7)2652 (34.8)    Insertive anal sex

814 (25.2)1077 (33.4)1336 (41.4)3227 (42.3)    Both

<.001284.131 (2)Sex of partner, n
(%)

915 (15.3)2197 (36.8)2852 (47.8)5964 (78.2)    Male only

562 (33.8)504 (30.3)599 (36)1665 (21.8)    Male and female

<.001748.589 (4)Number of sexual
partners in the past
3 months, n (%)

506 (39.6)296 (23.2)475 (37.2)1277 (16.7)    0

540 (14.2)1145 (30.1)2124 (55.8)3809 (49.9)    1
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P valueChi-square (df)Awareness of sexual partner’s HIV statusTotal (n=7629), n
(%)

Variables

No (n=1477)Partially (n=2701)Yes (n=3451)

431 (16.9)1260 (49.5)852 (33.5)2543 (33.3)    ≥2

<.001681.686 (6)Condom use in the
past 3 months, n
(%)

650 (15.2)1445 (33.9)2171 (50.9)4266 (55.9)    Every time

296 (14.8)958 (47.8)751 (37.5)2005 (26.3)    Sometimes

418 (47.8)168 (19.2)288 (33)874 (11.5)    No sex

113 (23.3)130 (26.9)241 (49.8)484 (6.3)    Never

<.001169.468 (4)Ever used rush
poppers during sex-
ual behavior, n (%)

1190 (22.7)1704 (32.5)2355 (44.9)5249 (68.8)    Never

175 (13.3)601 (45.8)536 (40.9)1312 (17.2)    Occasionally

112 (10.5)396 (37.1)560 (52.4)1068 (14)    Often

.027.553 (2)History of STIsb, n
(%)

1440 (19.4)2612 (35.2)3376 (45.4)7428 (97.4)    No

37 (18.4)89 (44.3)75 (37.3)201 (2.6)    Yes

<.001336.193 (2)Awareness of HIV

PrEPc, n (%)

593 (32.7)669 (36.9)551 (30.4)1813 (23.8)    No

884 (15.2)2032 (34.9)2900 (49.9)5816 (76.2)    Yes

<.001313.701 (2)Knowledge of HIV

PEPd, n (%)

562 (33.7)579 (34.7)528 (31.6)1669 (21.9)    No

915 (15.4)2122 (35.6)2923 (49)5960 (78.1)    Yes

<.00126.881 (2)HIV testing path-
way, n (%)

755 (21.9)1165 (33.8)1526 (44.3)3446 (45.2)    Offline testing

722 (17.3)1536 (36.7)1925 (46)4183 (54.8)    Mail reagent
self-testing

.037.114 (2)HIV status, n (%)

24 (29.3)31 (37.8)27 (32.9)82 (1.1)    Positive

1453 (19.3)2670 (35.4)3424 (45.4)7547 (98.9)    Negative

<.00159.378 (2)First time undergo-
ing HIV testing, n
(%)

1202 (18.1)2421 (36.4)3024 (45.5)6647 (87.1)    No

275 (28)280 (28.5)427 (43.5)982 (12.9)    Yes

aThe median age was 27 (IQR 23-33).
bSTI: sexually transmitted infection.
cPrEP: pre-exposure prophylaxis.
dPEP: postexposure prophylaxis.

Of the 7629 participants, 45.2% (3451/7629) were aware, 35.4%
(2701/7629) were partially aware, and 19.4% (1477/7629) were

unaware of their sexual partner’s HIV status. Factors associated
with high awareness of their sexual partner’s HIV status
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included being 20‐29 years old (47.3%, 2143/4526), being
single (46.8%, 2804/5997), having a high education level
(49.6%, 359/724), having a high monthly income (48.8%,
676/1385), performing insertive anal sex (49.7%, 1319/2652),
having one sexual partner in the past 3 months (55.8%,
2124/3809), using condoms in the past 3 months (50.9%,
2171/4266), frequently using rush poppers (52.4%, 560/1068),
being aware of HIV PrEP (49.9%, 2900/5816) and PEP (49.0%,
2923/5960), and being HIV-negative (45.4%, 3424/7547). The

χ2 test showed that all factors were associated with awareness
of sexual partners’ HIV status (Table 1).

As presented in Table 2, multinomial logistic regression analysis
showed that, compared to those who were unaware of their
sexual partner’s HIV status, participants who were students

(adjusted odds ratio [aOR] 1.43, 95% CI 1.09‐1.86), had a
monthly income of more than US $1400 (aOR 1.36, 95% CI
1.03‐1.80), had insertive anal sex (aOR 1.35, 95% CI
1.12‐1.63), had only male sexual partners (aOR 1.53, 95% CI
1.28‐1.82), had 1 sexual partner in the past 3 months (aOR
2.36, 95% CI 2.01‐2.77), used condoms in the past 3 months
(aOR 1.72, 95% CI 1.33‐2.22), frequently used rush poppers
in the past 3 months (aOR 2.27, 95% CI 1.81‐2.86), were
aware of HIV PrEP (aOR 2.04, 95% CI 1.68‐2.48), were aware
of HIV PEP (aOR 1.69, 95% CI 1.39‐2.06), used mail reagent
self-testing (aOR 1.19, 95% CI 1.04‐1.36), and were
undergoing HIV testing for the first time (aOR 1.40, 95% CI
1.16‐1.69) were associated with increased odds of awareness
of their sexual partner’s HIV status.
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Table . Factors associated with awareness of sexual partner’s HIV status among men who have sex with men.

AwarenessPartial awarenessVariables

P valueaOR (95% CI)P valueaORa (95% CI)

Occupation

.0091.43 (1.09‐1.86).711.05 (0.80‐1.39)    Student

.071.17 (0.99‐1.38).141.14 (0.96‐1.36)    Company employee

.911.01 (0.82‐1.25).931.01 (0.82‐1.25)    Freelance

—1.00 (reference)—b1.00 (reference)    Others

Monthly income (US$)

—1.00 (reference)—1.00 (reference)    <$350

.031.36 (1.03‐1.80).0451.30 (1.01‐1.67)    $350-$699

.011.36 (1.07‐1.73).431.11 (0.86‐1.41)    $700-$1399

.031.36 (1.03‐1.80).850.97 (0.73‐1.30)    ≥$1400

Sex roles

—1.00 (reference)—1.00 (reference)    Receptive anal sex

.0021.35 (1.12‐1.63).351.08 (0.89‐1.31)    Insertive anal sex

.821.02 (0.85‐1.23).450.92 (0.76‐1.10)    Both

Sex of partner

<.0011.53 (1.28‐1.82)<.0011.39 (1.16‐1.66)    Male only

—1.00 (reference)—1.00 (reference)    Male and female

Number of sexual partners
in the past 3 months

<.0011.73 (1.27‐2.32).270.84 (0.61‐1.14)    0

<.0012.36 (2.01‐2.77).250.91 (0.78‐1.07)    1

—1.00 (reference)—1.00 (reference)    ≥2

Condom use in the past 3
moths

<.0011.72 (1.33‐2.22)<.0011.91 (1.45‐2.52)    Every time

.011.42 (1.08‐1.88)<.0012.57 (1.92‐3.45)    Sometimes

.030.65 (0.44‐0.95).040.64 (0.42‐0.97)    No sex

—1.00 (reference)—1.00 (reference)    Never

Ever used rush poppers dur-
ing sex behavior

—1.00 (reference)—1.00 (reference)    Never

.0031.35 (1.10‐1.64)<.0011.63 (1.34‐1.98)    Occasionally

<.0012.27 (1.81‐2.86)<.0011.77 (1.40‐2.24)    Often

Awareness of HIV PrEPc

—1.00 (reference)—1.00 (reference)    No

<.0012.04 (1.68‐2.48).0481.22 (1.00‐1.49)    Yes

Awareness of HIV PEPd

—1.00 (reference)—1.00 (reference)    No

<.0011.69 (1.39‐2.06)<.0011.56 (1.28‐1.91)    Yes

HIV testing pathway

—1.00 (reference)—1.00 (reference)    Offline testing
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AwarenessPartial awarenessVariables

P valueaOR (95% CI)P valueaORa (95% CI)

.011.19 (1.04‐1.36).011.20 (1.04‐1.38)    Mail reagent self-testing

First time undergoing HIV
testing

<.0011.40 (1.16‐1.69)<.0011.59 (1.30‐1.93)    No

—1.00 (reference)—1.00 (reference)    Yes

aaOR: adjusted odds ratio.
bStatistical analysis was not done for the reference group.
cPrEP: pre-exposure prophylaxis.
dPEP: postexposure prophylaxis.

Multinomial logistic regression analysis showed that, compared
to those who were unaware of their sexual partner’s HIV status,
participants who had a monthly income of US $350-$699 (aOR
1.30, 95% CI 1.01‐1.67), only had male sexual partners (aOR
1.39, 95% CI 1.16‐1.66), used condoms in the past 3 months
(aOR 1.91, 95% CI 1.45‐2.52), frequently used rush poppers
in the past 3 months (aOR 1.77, 95% CI 1.40‐2.24), were
aware of HIV PrEP (aOR 1.22, 95% CI 1.00‐1.49), were aware
of HIV PEP (aOR 1.56, 95% CI 1.28‐1.91), used mail reagent
self-testing (aOR 1.20, 95% CI 1.04‐1.38), and were
undergoing HIV testing for the first time (aOR 1.59, 95% CI
1.30‐1.93) were associated with increased odds of partial
awareness of their sexual partner’s HIV status (Table 2).

Discussion

Principal Findings
This study described the awareness of sexual partners’ HIV
status and its associated factors among MSM with an
HIV-negative or unknown status in Zhejiang province, China.
Based on data from 7629 participants, we found 45.2% (n=3451)
of participants were aware of their sexual partner’s HIV status
and 19.4% (1477) were unaware of their partner’s HIV status.
Our results show higher percentages compared with studies
from Guangzhou, China, which revealed that 36% of MSM
were aware of the HIV serostatus of all their sexual partners
[27], 37.8% of MSM had received their partner’s HIV testing
report before engaging in sex [28], and 30.4% of MSM asked
all partners about their HIV status [13]. A previous study from
the United States found that 55% of participants consistently
disclosed their HIV status to their sexual partners, 30%
inconsistently disclosed, and 15% did not disclose [29], and
these rates were lower than the disclosure rates of 61.2% in
Korea [30] and 64.3% in Thailand [31]. The HIV serostatus
disclosure strategy has proven effective in preventing and
reducing HIV transmission. HIV prevalence among the MSM
population has remained at 8% and only 84.3% of HIV-positive
people have been diagnosed. We recommend the continued
promotion and implementation of serostatus disclosure strategies
among MSM, especially proactively asking about their sexual
partners’ HIV status, taking appropriate protective measures
based on HIV status, reducing HIV transmission, and
undergoing early diagnosis testing for HIV.

Consistent with previous studies [28,32], we found that MSM
who had undergone HIV testing were more likely to obtain their
sexual partners’ HIV status. MSM who engage in HIV testing
and seek their partners’ HIV status may reflect a heightened
awareness and proactive approach toward HIV management.
Individuals who have already undergone HIV testing may be
better informed about the importance of knowing their partners’
HIV status, thereby reducing HIV transmission risks and
promoting safer sexual practices. We found that MSM who
used mail reagent self-testing had higher awareness of their
partner’s HIV status. This suggests that HIV testing through
web-based platforms or gay apps could increase HIV serostatus
disclosure among MSM [33]. These findings suggest that
interventions aimed at increasing HIV testing rates among MSM
could indirectly enhance partner disclosure and engagement in
HIV-prevention strategies. It supports the need for continued
efforts to promote regular HIV testing and web-based
self-testing to increase the HIV serostatus disclosure rate. Our
study provides evidence that understanding and engaging in
HIV testing behaviors may contribute to HIV serostatus
disclosure among MSM.

MSM who were aware of HIV PrEP and PEP were more likely
to obtain their sexual partners’ HIV status. A previous study
showed that awareness of and access to PrEP might reduce the
need and motivation to discuss HIV status with partners because
they may assume that it is the partner’s responsibility to use
PrEP to protect themselves from HIV infection [13]. PrEP users
expressed significantly greater openness to serodifferent
partnering than participants who had never used PrEP [34], and
MSM were more likely to have sex with a person who disclosed
being on PrEP [35]. Of those who had not disclosed their status
to their partners, 71% stated PrEP would encourage them to
have sex [36]. However, another study showed that PrEP
awareness was not associated with HIV serostatus disclosure
among Chinese MSM [13]. Knowledge of PrEP and PEP may
drive more thorough discussions on HIV status, aligning with
a proactive approach to reducing transmission risks. Against
the background of a 78% awareness of PrEP and PEP in China,
we recommend targeted interventions to increase awareness of
PrEP and PEP, thereby increasing the rate of partners’ HIV
testing and disclosure.

Consistent with a previous study [37], we found that MSM who
used condoms and had fewer sexual partners were more likely
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to obtain the HIV status from their partners. MSM who adhere
to consistent condom use and have fewer sexual partners often
exhibit a heightened awareness of HIV risks and a commitment
to preventing transmission. Findings showed that HIV status
disclosure was significantly associated with lower rates of
condomless sex compared to nondisclosure [33,38,39]. The
probability of HIV exposure through condomless anal
intercourse was substantially lower after serostatus disclosure
than after nondisclosure [22]. One study showed that MSM
engaging in receptive sex were less likely to ask their partners
about their HIV status [13]. MSM with an HIV-negative or
unknown status have a lower proportion of sexual events with
a partner with an unknown HIV status [25]. Studies have
demonstrated that MSM who disclose their HIV status are more
likely to practice safer sexual behavior with HIV-infected
partners than with partners with an HIV-negative or unknown
status [23]. These findings highlight the importance of
promoting consistent condom use and supporting MSM in
maintaining low partner numbers to enhance the disclosure of
HIV serostatus.

Moreover, we found that MSM who often used rush poppers
had high awareness of their partners’ HIV status. Similar to
other studies, drug use was independently associated with
disclosure [40]. The possible reasons were as follows. First,
MSM who used rush poppers had a higher rates of previous
HIV testing, which was associated with greater awareness of
their partner’s HIV status [4]. Second, due to the high use of
rush poppers among MSM, rush popper use increases the risk
of unprotected sexual behavior [39] and HIV transmission [41].
Targeted interventions were conducted for rush users among
MSM [42], including reducing rush popper use, condom
promotion, HIV serostatus disclosure, and other measures, such

as knowing the HIV status of sexual partners before sex. We
suggest that targeted interventions should be continued among
MSM who use rush poppers, and this approach could help
further improve the proportion of HIV serostatus disclosure.

Limitations
This study has some limitations. First, the study used routine
surveillance questionnaires, which may not have captured all
factors associated with HIV serostatus disclosure in previous
studies. For example, the questionnaire only investigated the
awareness of PrEP but did not investigate whether they had
used it, and previous studies showed that the use of PrEP could
also improve the rates of HIV serostatus disclosure [35]. Second,
the study focused on participants actively asking about their
sexual partners’ HIV status and did not investigate whether the
participants disclosed their HIV status to their sexual partners.
Finally, the study recruited MSM from web-based applications,
64.9% of whom were under 30 years old. It did not include a
few MSM who were over 50 years of age. Previous studies have
shown that this population has lower HIV serostatus disclosure
[19]. Therefore, the results of this study apply only to MSM
who rely on the internet.

Conclusion
The rate of awareness of sexual partners’ HIV status is low
among MSM with an HIV-negative or unknown status in China.
We suggest strengthening targeted interventions through
web-based platforms and dating apps to promote HIV serostatus
disclosure among MSM. Future studies could explore strategies
to actively ask for a sexual partner’s HIV status among
underrepresented demographics, such as older MSM and those
who used PrEP, ultimately helping to improve the HIV
disclosure rate and reduce HIV transmission.
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Abstract

Background: Young sexual minority men have among the highest rates of HIV in the United States; yet, the use of evidence-based
prevention strategies, including routine HIV testing and pre-exposure prophylaxis (PrEP), remains low. Mobile apps have enormous
potential to increase HIV testing and PrEP use among young sexual minority men.

Objective: This study aims to assess the efficacy of 2 theory- and community-informed mobile apps—LYNX (APT Mobility)
and MyChoices (Keymind)—to improve HIV testing and PrEP initiation among young sexual minority men.

Methods: Between October 2019 and May 2022, we implemented a 3-arm, parallel randomized controlled trial in 9 US cities
to test the efficacy of the LYNX and MyChoices apps against standard of care (SOC) among young sexual minority men (aged
15-29 years) reporting anal sex with cisgender male or transgender female in the last 12 months. Randomization was 1:1:1 and
was stratified by site and participant age; there was no masking. The co-primary outcomes were self-reported HIV testing and
PrEP initiation over 6 months of follow-up.

Results: A total of 381 young sexual minority men were randomized. The mean age was 22 (SD 3.2) years. Nearly one-fifth
were Black, non-Hispanic (n=67, 18%), Hispanic or Latino men (n=67, 18%), and 60% identified as gay (n=228). In total, 200
(53%) participants resided in the Southern United States. At baseline, participants self-reported the following: 29% (n=110) had
never had an HIV test and 85% (n=324) had never used PrEP. Sociodemographic and behavioral characteristics did not differ by
study arm. Compared to SOC (n=72, 59%), participants randomized to MyChoices (n=87, 74%; P=.01) were more likely to have
received at least 1 HIV test over 6 months of follow-up; those randomized to LYNX also had a higher proportion of testing (n=80,
70%) but it did not reach the a priori threshold for statistical significance (P=.08). Participants in both MyChoices (n=23, 21%)
and LYNX (n=21, 20%) arms had higher rates of starting PrEP compared to SOC (n=19, 16%), yet these differences were not
statistically significant (P=.52).
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Conclusions: In addition to facilitating earlier treatment among those who become aware of their HIV status, given the ubiquity
of mobile apps and modest resources required to scale this intervention, a 25% relative increase in HIV testing among young
sexual minority men, as seen in this study, could meaningfully reduce HIV incidence in the United States.

Trial Registration: ClinicalTrials.gov NCT03965221; https://clinicaltrials.gov/study/NCT03965221

(JMIR Public Health Surveill 2025;11:e63428)   doi:10.2196/63428

KEYWORDS

HIV testing; adolescents; sexual minority men; mobile apps; pre-exposure prophylaxis; youths; randomized controlled trial;
sexual minority; United States; efficacy; LYNX; MyChoices; sociodemographic; behavioral health; HIV prevention; HIV infection;
HIV care; transmission; public health; mHealth; mobile phones

Introduction

Sexual minority men (eg, gay, bisexual, and other men who
have sex with men) account for nearly two-thirds of all people
living with HIV in the United States while comprising less than
10% of the population. Sexually active young sexual minority
men, aged 13-25 and 25-34 years, have among the highest rates
of HIV [1,2]. Young sexual minority men are also the least
likely to be aware of their HIV status, further enhancing HIV
transmission risks and delaying HIV care [2].

The Centers for Disease Control and Prevention (CDC)
recommends all sexually active sexual minority men get tested
for HIV at least annually, and consider testing more often (ie,
every 3 to 6 months) for sexual minority men who are sexually
active [3]. HIV testing is essential for early detection, early care
engagement, and early treatment—resulting in a lower likelihood
of onward transmission and improved quality of life [3]. For
those who test negative, it is also an opportunity to engage in
pre-exposure prophylaxis (PrEP) care. The US Preventive
Services Task Force expanded the recommendation for PrEP
in August 2023 to include adolescents, in addition to adults,
who report anal or vaginal sexual activity and disclose one of
the following criteria: sexual partner with HIV, a recent bacterial
sexually transmitted infection (STI), or inconsistent or no
condom use with sexual partners [4]. Despite the efficacy of
and need for these evidence-based prevention strategies—routine
HIV testing and PrEP—use remains suboptimal among young
sexual minority men [5-7].

Reasons for a lack of routine HIV testing and limited PrEP use
among young sexual minority men are multilevel and complex
[8]. For example, at the individual level, young sexual minority
men tend to underestimate their personal risk of acquiring HIV
[9,10]; at the interpersonal level, young sexual minority men
may be concerned that their partner will feel threatened if they
test for HIV or initiate PrEP [11,12]; at the clinical level, young
sexual minority men may not be comfortable disclosing their
sexual activity to providers [13-15]; at the structural level, young
sexual minority men may not know where to access HIV testing
or PrEP, or have the autonomy or ability to access a testing site
or PrEP clinic on their own [11,16]. Any intervention or program
to increase routine HIV testing and PrEP use will need to address
a plethora of multilevel challenges [8].

Mobile apps—accessed via smartphones which have nearly
complete coverage in the United States, particularly among
youths—have enormous potential to increase routine HIV testing

and PrEP use among young sexual minority men [17-19].
Ninety-five percent of youth report having a smartphone [20],
and youth commonly use their mobile devices for a range of
activities, including downloading health-related apps and
accessing health information [21]. Implemented through mobile
apps, mobile health (mHealth) interventions may be a promising
tool for promoting behaviors such as HIV testing and PrEP use
among young sexual minority men who have been poorly
reached through standard clinic services [17-19].

In prior work, 2 distinct apps, MyChoices (Keymind) and LYNX
(APT Mobility), each designed to increase HIV testing and
PrEP Initiation among young sexual minority men, were
developed by separate research teams using different theoretical
models to effect behavior change and different approaches for
engagement (Multimedia Appendix 1). The process for
development and pilot testing of these apps has been described
previously [22-25]. In brief, both apps were developed with
extensive formative research with young sexual minority men,
including interviews and focus groups, beta testing, and pilot
randomized controlled trials (RCTs). In parallel pilot RCTs
conducted as part of the National Institutes of Health’s
Adolescent Medicine Trials Network (ATN) for HIV
Interventions, both MyChoices and LYNX were found to be
feasible and acceptable, meeting predetermined go or no-go
criteria for this current full-scale efficacy trial.

This study presents the results of a 3-arm, RCT conducted in 9
US cities in order to assess the efficacy of the LYNX and
MyChoices apps to improve HIV testing and PrEP initiation
among young sexual minority men.

Methods

Trial Design
This was a 3-arm, RCT with a 1:1:1 allocation ratio conducted
as part of the ATN and the University of North Carolina/Emory
Center for Innovative Technology (iTech), and implemented
between October 2019 and May 2022 [26,27]. Consented
participants completed a baseline assessment and follow-up
assessments at 3- and 6-months post baseline. Some participants
also completed an additional follow-up assessment between 6
and 12 months post baseline (see Adjustments in Trial Design
in Response to the COVID-19 Pandemic section for more
details).

JMIR Public Health Surveill 2025 | vol. 11 | e63428 | p.412https://publichealth.jmir.org/2025/1/e63428
(page number not for citation purposes)

Biello et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://dx.doi.org/10.2196/63428
http://www.w3.org/Style/XSL
http://www.renderx.com/


Participants
To be eligible participants had to (1) identify as cisgender men,
(2) be aged 15-29 years, (3) self-report being HIV serostatus
negative or HIV serostatus unknown at screening, (4) not have
had an HIV test in the past 3 months, (5) not be currently taking
PrEP, (6) self-report at least 1 episode of anal intercourse with
a male or transgender female partner during the last 12 months,
(7) had to own or have regular and ongoing access to an iOS or
Android smartphone, (8) be willing and able to download the
MyChoices or LYNX app, and (9) be able to understand, read,
and speak English.

Participants were recruited through social media, flyers, and
direct outreach at local venues and clinical sites across 9 sites:
Atlanta, Georgia (study site: PRISM Health); Boston,
Massachusetts (study site: Fenway Health); Bronx, New York
City (study site: the Adolescent AIDS Program at Montefiore);
Chapel Hill, North Carolina (study site: University of North
Carolina, Chapel Hill); Charlotte, North Carolina (study site:
RAIN); Chicago, Illinois (study site: AYAR at CORE Center);
Houston, Texas (study site: Texas Children’s Hospital);
Philadelphia, Pennsylvania (study site: Children’s Hospital of
Philadelphia); and Tampa, Florida (study site: University of
South Florida).

Ethical Considerations
The study procedures were reviewed and approved by the
University of North Carolina institutional review board (IRB)
as a single IRB-of-record (study 19-0260). IRB authorization
agreements with all participating research entities were enacted.
A waiver of parental consent was obtained for individuals aged
15-17 years. All enrolled participants completed a site-specific
consent or assent, which contained the essential elements,
including a description of the purpose, study procedures, and
risks and benefits. No social harms or adverse events were
reported. Compensation for completing the survey was set by
each site in accordance with norms, cost of living, and input

from their IRBs. Participants were not compensated for using
the app. The protocol for ATN 143: COMPARE (Comparison
of Men’s Prevention Apps to Research Efficacy) is registered
at ClinicalTrials.gov (NCT03965221).

Randomization and Masking
Randomization was computer generated and was equally
distributed 1:1:1 for study arms. Randomization was stratified
by site and participant age (15-18 and 19-29 years). This trial
did not use masking. Following randomization, study staff
supported participants randomized to the experimental arms
through downloading the app, and then provided a brief,
structured demonstration of the main components of the app.

Interventions

Standard of Care
Participants in all study conditions received CDC fact sheets
on HIV testing and PrEP Initiation and had access to any
services available as standard of care (SOC) at each study site
[28,29].

Experimental Condition: MyChoices Mobile App
As described and detailed previously [23,24], MyChoices was
adapted, through extensive formative research and pilot testing,
from an app previously demonstrated to increase HIV testing
and PrEP Initiation in adult sexual minority men [22-24,30-32].
The MyChoices app is informed by the social cognitive theory
[33] and includes the following primary components: sexual
health information using a variety of formats (eg, infographics,
videos, weblinks to educational resources); access to free home
HIV and STI testing kits as well as condoms and lubricants;
individualized, tailored HIV prevention recommendations and
HIV testing plans based on monthly check-ins; reminders for
HIV testing with geolocation-based notifications when near
HIV testing sites and GPS-enabled maps with local HIV and
STI testing locations and PrEP providers (Figure 1A).
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Figure 1. (A) MyChoices and (B) LYNX app landing pages.

Experimental Condition: LYNX Mobile App
As described previously [25], LYNX was developed through
iterative formative research and pilot testing with young sexual
minority men. The LYNX app is guided by the
information-motivation-behavioral skills (IMB) model [34] and
includes the following primary components: Sexual Health
Promotion (Sex Pro) score that provides a personalized HIV
risk score; sexual diary to help participants track sexual partners
and encounters; reminders for HIV or STI testing; ability to
order free home HIV and STI testing kits as well as condoms
and lubricant; a geolocation map of HIV or STI testing sites
and PrEP clinics; a PrEP information page including a roadmap
on how to get on PrEP; a “trends and insights” page including
infographics summarizing partner types and sexual activities;
and a 2-way chat feature to answer questions and provide
real-time assistance with PrEP navigation (Figure 1B).

Privacy
To enhance confidentiality, in order to access either app, users
initially entered their email address and a registration key
(supplied following randomization) and set up a user-generated
password. On subsequent visits to the app, users were required
to supply their username and password or create a PIN. The
apps timed out every time users left the app or when the phone
went into sleep mode.

Adjustments in Trial Design in Response to the
COVID-19 Pandemic
Enrollment for the COMPARE study began in October 2019.
At this point, all enrollment visits were conducted in person at
the enrolling sites (n=83). All sites paused enrollment due to
COVID-19 from March 2020 to June 2020. In June 2020, sites
began to resume enrollment, with all enrollment visits occurring
via videoconferencing. This continued until November 2021

when enrollment closed. Given the entirely remote procedures,
in October 2021 and November 2021, enrollment was expanded
to the entire United States. Participants were assigned to the
study site that was closest to their zip code of residence. See
Multimedia Appendix 2 for the enrollment timeline. In addition
to changes in enrollment procedures, the COVID-19 pandemic
significantly slowed down enrollment. In response, in
collaboration with the ATN-wide Study Monitoring Committee,
the decision was made to extend the enrollment period and
shorten the full follow-up period for participants enrolled
between June 2021 and November 2022 (follow-up ranging
from 6 months to 11 months; n=40 participants were only
eligible for a 6-month visit because they were enrolled in
November 2022; the remaining 341 participants were eligible
to complete an additional follow-up survey between 7 and 12
months post baseline). As such, our statistical analysis plan
(also approved by the Study Monitoring Committee and IRB)
was revised to shift the primary endpoint to be measured at the
6-month follow-up visit (rather than the 12-month follow-up
visit). Importantly, based on eligibility criteria, all participants
would be recommended to have an HIV test every 3 to 6 months
according to CDC guidelines; as such, the outcome time frame
remained clinically meaningful.

Assessments
Baseline assessments were conducted at the enrolling study site
or via videoconferencing and self-administered using a secure
web-based data entry system. All follow-up assessments were
self-administered and conducted off-site through the same secure
web-based system. Follow-up assessments occurred at 6-month
postbaseline for all participants, and an additional follow-up
assessment occurred between 7- and 12-month post baseline
for all participants enrolled prior to November 2022.
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Primary Efficacy Outcome Measures
HIV testing and PrEP initiation over study follow-up were
assessed by self-report at each follow-up visit. Specifically,
participants were asked “How many times have you had an HIV
test in the past 3 months?” with response options: “I have not
had an HIV test in the past 3 months, 1 time, 2 times, 3 times,
and 4 or more times.” For PrEP, participants were asked “In
the past 3 months, have you taken PrEP (pre-exposure
prophylaxis) to reduce the chance of getting HIV?” with
response options: “Yes, I am on PrEP right now,” “Yes, but I’m
not on PrEP anymore,” and “No.”

Secondary Outcome Measures
Time-to-event outcomes. As secondary outcomes, we examined
the time to first HIV test and time to PrEP initiation from the
baseline assessment using all available follow-ups. At each
assessment, participants were asked the month and year of all
their HIV tests and PrEP Initiation (if applicable) since the
previous assessment. Since the specific dates when HIV tests
and PrEP initiation took place were not assessed, we considered
these events to happen on the last day of the month in which
they reported the events.

HIV Testing Frequency
Participants were asked the number of times they were tested
for HIV in the past 3 months (at 3- and 6-month visits) and 6
months (at 12-month visits). Responses were summed to obtain
the total number of times participants were tested for HIV
through the 12 months of follow-up, which ranged from 0 to 4
or more times.

PrEP IMB Scale
We created a 5-item scale to assess the 3 domains of the IMB
model related to PrEP uptake: information (1 item), motivation
(1 item), and behavioral skills (3 items). Sample items included,
“I understand whether PrEP would be a good fit for me,” “I feel
motivated to get on PrEP,” and “I know how to get PrEP”.
Responses on a 5-point scale were averaged to reach a total
IMB score. The Cronbach α=0.83 indicated strong internal
consistency.

PrEP Self-Efficacy
We adopted the PrEP Adherence Self-Efficacy Scale [35] to
assess PrEP self-efficacy in the past month with 10 items asking
how confident participants had been that they can or could
“integrate PrEP into your daily routine” or “take a PrEP pill
every day even when you aren’t feeling well.” Response options
ranged from 0=“could not do at all” to 10=“completely certain
could do.” We obtained a total PrEP self-efficacy score based
on the average of all 10 responses. The Cronbach α=0.96
indicated strong internal consistency.

PrEP Stigma
We assessed PrEP stigma with 12 items drafted by the study
team, including “I can tell my friends that I am using PrEP,” “I
would not want a sexual partner to see my PrEP pills in my
medicine cabinet,” and “People would think I am sexually risky
if they find out that I take PrEP.” Responses on a 5-point scale
were reverse-coded as needed and averaged across 12 items

such that higher scores indicated higher PrEP stigma. The
Cronbach α=0.76 indicated moderate internal consistency.

Discussing PrEP With Health Care Provider
In order to measure the first steps in the PrEP care continuum,
we assessed whether participants talked to a health care provider
about PrEP (yes vs no).

PrEP Interest
Participants who had not initiated PrEP were asked about their
interest in taking PrEP with a single item with response options
ranging from 1=“not at all interested” to 5=“extremely
interested.”

App Use Measures
We assessed the overall number of log-ins in each of the apps,
the number of calendar days with app logins, and the total
amount of time spent in the apps (minutes).

Sociodemographic Measure
To characterize the sample and examine potential moderating
effects, we collected participants’ age, race and Hispanic or
Latinx ethnicity, current relationship status (ie, single vs not
single), and zip code of residence (which was aggregated to
census regions: South, Northeast, Midwest, and West). We also
assessed recent history of condomless anal sex by asking
participants a series of questions about past-3-month sex
partners, type of sex with those partners, and condom use during
sex [36,37].

Power and Sample Size
Using data from our pilot study, we powered the study to see a
significant difference between each experimental condition
compared to the standard of care assuming a baseline past-year
HIV testing rate of 40%, HIV testing rate in the interventions
arm at 77% (risk ratio [RR] 1.56), any app use in intervention
arms of 60%, α=.05, and power=.80. With 70% retention at 12
months follow-up and equal allocation, we estimated a sample
size of 450 (n=150 per arm, 33%). Notably, in June 2021, at
the request of the ATN-wide Study Monitoring Committee, we
reran our sample size calculation with all of the same
assumptions but based on the higher-than-expected retention
demonstrated at that point in the study (approximately 90% at
each visit). The new targeted sample size was 351 (n=117 per
arm, 33%).

Statistical Analysis
Means for continuous variables and frequencies for categorical
variables were calculated to describe the participants at baseline,
overall, and stratified by intervention condition to assess balance
in baseline characteristics.

An intent-to-treat approach was used, analyzing participants in
the study arm to which they were assigned. As missing data
was minimal (less than 10%), we used complete case analysis
for each study aim. The primary efficacy analyses compared
HIV testing and PrEP Initiation between the study arms over
the study follow-up (ie, 6 months) using chi-square tests. Risk
ratios and their corresponding 95% CIs were also calculated
using log-binomial regression. Moreover, we examined
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differences between the study arms in the hypothesized
mediators, including information, motivation, and behavioral
skills related to PrEP Initiation, PrEP self-efficacy, PrEP stigma,
discussing PrEP with a health care provider, and PrEP interest.

Secondary outcomes included time-to-event analyses for HIV
testing and PrEP Initiation through the 12 months of follow-up
using Kaplan-Meier survival curves. We examined overall
differences across study arms using log-rank tests, and Cox
proportional hazard models to obtain hazard ratios by study
arm. We also examined the frequency of HIV testing over 12
months using Poisson regression models with robust standard
errors.

We also assessed whether the intervention effect on the
outcomes differed by baseline characteristics (ie, age, race or
ethnicity, region, condomless anal sex, relationship status,
depression and anxiety, and prepandemic enrollment). These
moderator analyses were chosen a priori (with the exception of
the pandemic measure) and were evaluated with interaction
terms; we probed potential moderation in post hoc stratified
analyses if the P value of interaction terms was less than .20.

In secondary analyses, we explored dose-response relationships
by examining the effect of measures of usage of each app on

HIV testing and PrEP Initiation at 6 months using log-binomial
regression. In all dose-response analyses, we only considered
app usage until the date of the assessment when outcomes of
interest (ie, HIV testing and PrEP Initiation) were first reported.
Since app usage measures were right-skewed, we winsorized
these variables at the 98th percentile in all regression analyses
[38].

Results

Online eligibility screeners were completed by 7,242 individuals.
Of those, 1,386 screened initially eligible and provided contact
information. Common reasons for ineligibility included having
a recent HIV test and not reporting recent anal sex. Four hundred
and eighty-nine individuals were able to be contacted and
attended the initial visit. Among these, 381 participants
consented, completed a baseline assessment and were
randomized to either the MyChoices app (n=124), the LYNX
app (n=127) or the comparison condition (n=130). Among
randomized participants, 95% completed a 3-month follow up
assessment and 92% completed a 6-month follow up assessment.
Figure 2  depicts participant flow throughout the study from
screening to follow-up.
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Figure 2. COMPARE (Comparison of Men's Prevention Apps to Research Efficacy) study CONSORT (Consolidated Standards of Reporting Trials)
diagram, 2019-2022. PrEP: pre-exposure prophylaxis. *Final follow-up period ranged from 7-12 months postbaseline. Of the 381 enrolled, 341 were
eligible to complete this final follow-up (n=111 in MyChoice; n=115 in LYNX; n=115 in standard of care).

Sample characteristics at baseline are described in Table 1. The
mean age was 22.4 (SD 3.2); 51% were White, non-Hispanic
(n=194), 18% were Black, non-Hispanic (n=67), and 18% were
Latino (n=67). 60% (n=228) identified as gay. 53% (n=200)
resided in the Southern United States. At baseline, participants
self-reported the following: 29% (n=110) had never had an HIV

test, and 67% (n=253) had not had an HIV test in the prior 3
months. 85% (n=324) had never used PrEP, and an additional
13% (n=51) had not used PrEP in the prior 3 months.
Sociodemographic and behavioral characteristics did not differ
significantly by study arm.

JMIR Public Health Surveill 2025 | vol. 11 | e63428 | p.417https://publichealth.jmir.org/2025/1/e63428
(page number not for citation purposes)

Biello et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 1. Baseline characteristics for the COMPAREa study, overall and by study condition, 2019-2022.

MyChoices (n=124)LYNX (n=127)SOCb (n=130)Total (N=381)

22.2 (2.96)22.3 (3.20)22.8 (3.34)22.4 (3.17)Age (years), mean (SD)

Race and ethnicity, n (%)

12 (9.8)12 (9.5)10 (7.8)34 (9)Asian, non-Hispanic

16 (13)26 (20.5)25 (19.4)67 (17.7)Black, non-Hispanic

15 (12.2)23 (18.1)29 (22.5)67 (17.7)Latino or Hispanic

77 (62.6)59 (46.5)58 (45)194 (51.2)White, non-Hispanic

3 (2.4)7 (5.5)7 (5.4)17 (4.5)Other or Mixed

Census region of current residence, n (%)

19 (15.3)18 (14.2)19 (14.6)56 (14.7)Midwest

37 (29.8)39 (30.7)36 (27.7)112 (29.4)Northeast

65 (52.4)67 (52.8)68 (52.3)200 (52.5)South

3 (2.4)3 (2.4)7 (5.4)13 (3.4)West

Insurance status, n (%)

19 (15.5)12 (9.5)12 (9.2)43 (11.3)Uninsured

43 (35)47 (37)46 (35.4)136 (35.8)Own insurance

59 (48)67 (52.8)70 (53.9)196 (51.6)Parent’s insurance

2 (1.6)1 (0.8)2 (1.5)5 (1.3)Do not know

Sexual orientation, n (%)

23 (18.6)23 (18.1)23 (17.7)69 (18.1)Bisexual

72 (58.1)78 (61.4)78 (60)228 (59.8)Gay or homosexual

29 (23.4)22 (17.3)26 (20)77 (20.2)Queer or same sex or other

0 (0)4 (3.2)3 (2.3)7 (1.8)Heterosexual or straight

Relationship status, n (%)

59 (48)61 (48.0)62 (47.7)182 (47.9)Single

41 (33.3)39 (30.7)39 (30)119 (31.3)Has boyfriend, girlfriend, partner, or lover

19 (15.5)27 (21.3)27 (20.8)73 (19.2)Casually dating

4 (3.3)0 (0)2 (1.5)6 (1.6)Married, civil union, or domestic partnership

Employment status, n (%)

36 (29.3)48 (37.8)37 (28.7)121 (31.9)Unemployed

45 (36.6)40 (31.5)41 (31.8)126 (33.3)Employed part-time

42 (34.2)39 (30.7)51 (39.5)132 (34.8)Employed full-time

Student status, n (%)

79 (64.2)77 (60.6)79 (60.8)235 (61.8)Currently enrolled

44 (35.8)50 (39.4)51 (39.2)145 (38.2)Not currently enrolled

Prior HIV test, n (%)

35 (28.7)35 (27.9)40 (30.8)110 (29.1)Never

81 (66.4)85 (67.5)87 (66.9)253 (66.9)More than 3 months

6 (4.9)6 (4.8)3 (2.3)15 (4.0)Within past 3 months

Prior PrEPc use, n (%)

102 (82.9)110 (86.6)112 (86.2)324 (85.3)Never

19 (15.5)17 (13.4)15 (11.5)51 (13.4)More than 3 months
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MyChoices (n=124)LYNX (n=127)SOCb (n=130)Total (N=381)

2 (1.6)0 (0)3 (2.3)5 (1.3)Within past 3 months

Condomless anal or vaginal sex (past 3 months), n (%)

42 (33.9)52 (40.9)56 (43.1)150 (39.4)Yes

82 (66.1)75 (59.1)74 (56.9)231 (60.6)No

Enrolled Pre–COVID-19 shutdown, n (%)

25 (20.2)30 (23.6)27 (20.8)82 (21.5)Yes

98 (79.8)96 (76.4)103 (79.2)299 (78.5)No

aCOMPARE: Comparison of Men's Prevention Apps to Research Efficacy.
bSOC: standard of care.
cPrEP: pre-exposure prophylaxis.

HIV Testing
Compared to SOC (n=72, 59%), participants randomized to
MyChoices were significantly more likely to have received at
least 1 HIV test over 6 months of follow-up (n=87, 74%;
P=.010; Table 2). Participants randomized to LYNX also had
a higher proportion of testing but it did not meet the a priori
threshold for statistical significance (n=80, 70%; P=.08).
Individuals randomized to the MyChoices condition also
reported more frequent HIV testing over follow-up compared
to SOC (incidence rate ratio 1.25, 95% CI 1.01-1.54; P=.04),

while this relationship did not reach significance for the LYNX
condition compared to SOC (incidence rate ratio 1.13, 0.91-1.40;
P=.26; Table 3). In time-to-event analyses (Table 4 and
Multimedia Appendix 3), using all data (up to 12 months), those
randomized to the MyChoices condition had a 45% higher
likelihood (hazard ratio 1.45, 95% CI 1.07-1.95; P=.02) and
those in the LYNX condition had a 34% higher likelihood
(hazard ratio 1.34, 95% CI 1.00-1.81; P=.05) of receiving an
HIV test compared to those in the SOC condition (log-rank
P=.04).

Table 2. Estimated uptake of HIV testing and PrEPa in the COMPAREb study, 2019-2022.

Any PrEP initiation over 6 monthsAny HIV test over 6 months

P valueRisk ratio (95% CI)n (%)P valueRisk ratio (95% CI)n (%)

—1.019 (15.6)—d1.072 (58.5)SOCc (reference)

.261.37 (0.79-2.37)23 (21.3).011.27 (1.06-1.53)87 (74.4)MyChoices

.421.26 (0.72-2.21)21 (19.6).081.19 (0.98-1.44)80 (70)LYNX

aPrEP: pre-exposure prophylaxis.
bCOMPARE: Comparison of Men's Prevention Apps to Research Efficacy.
cSOC: standard of care.
dNot applicable.

Table 3. Frequency of HIV testing in the COMPAREa study, 2019-2022.

P valueIncidence rate ratio (95% CI)

——cSOCb (reference)

.041.25 (1.01-1.54)MyChoices

.261.13 (0.91-1.40)LYNX

aCOMPARE: Comparison of Men's Prevention Apps to Research Efficacy.
bSOC: standard of care.
cNot applicable.
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Table 4. Time to first HIV test and PrEPa initiation in the COMPAREb study, 2019-2022.

Time to PrEP initiation over 12 monthsTime to first HIV test over 12 months

P valueHazard ratio (95% CI)P valueHazard ratio (95% CI)

————dSOCc (reference)

.750.90 (0.47-1.71).0151.45 (1.07-1.95)MyChoices

.611.17 (0.64-2.13).0521.34 (1.00-1.81)LYNX

aPrEP: pre-exposure prophylaxis.
bCOMPARE: Comparison of Men's Prevention Apps to Research Efficacy.
cSOC: standard of care.
dNot applicable.

According to the omnibus tests, the baseline characteristics did
not significantly modify the effect of either app on HIV testing
compared to SOC. However, in post hoc analyses (Table 5),
both apps were significantly associated with HIV testing
compared to SOC among White, non-Hispanic participants
(MyChoices: RR 1.6, 95% CI 1.2-2.1; LYNX: RR 1.4, 95% CI
1.0-2.0); however, the conditions did not differ among
non-White participants (MyChoices: RR 1.06, 95% CI 0.8-1.4;
LYNX: RR 1.04, 95% CI 0.8-1.3). Among participants who
reported engaging in condomless sex with a male or transgender
female partner at baseline (Table 6), participants randomized

to the MyChoices condition were nearly 6 times as likely to get
an HIV test compared to SOC (RR 5.6, 95% CI 1.7-18.1;
P=.004); the likelihood did not significantly differ among those
not reporting recent condomless sex (RR 1.5, 95% CI 0.8-3.0;
P=.21). Finally, participants who enrolled after the COVID-19
shutdown and were randomized to the MyChoices and LYNX
conditions were significantly more likely to obtain an HIV test
compared to the SOC condition (P=.005 and P=.02,
respectively); the conditions did not differ for participants
randomized prior to the COVID-19 shutdown (Table 7).

Table 5. Post hoc stratified analysis to assess moderation for HIV testing at 6 months by race or ethnicity in the COMPAREa study, 2019-2022.

Non-WhiteWhite, non-Hispanic

P valueRR (95% CI)n (%)P valueRRb (95% CI)n (%)

—1.043 (67.2)—d1.028 (48.3)SOCc (reference)

.641.06 (0.82-1.37)30 (71.4).0031.57 (1.17-2.11)56 (75.7)MyChoices

.701.05 (0.83-1.32)45 (70.3).031.42 (0.67-3.00)35 (68.6)LYNX

aCOMPARE: Comparison of Men's Prevention Apps to Research Efficacy.
bRR: risk ratio.
cSOC: standard of care.
dNot applicable.

Table 6. Post hoc stratified analyses to assess moderation for HIV testing at 6 months by condomless anal or vaginal sex (past 3 months) in the

COMPAREa study, 2019-2022.

NoYes

P valueRR (95% CI)n (%)P valueRRb (95% CI)n (%)

—1.039 (55.7)—d1.033 (62.3)SOCc (reference)

.211.53 (0.78-2.98)50 (65.8).0045.61 (1.74-
18.09)

37 (90.2)MyChoices

.281.46 (0.73-2.89)44 (64.7).131.98 (0.83-4.75)36 (76.6)LYNX

aCOMPARE: Comparison of Men's Prevention Apps to Research Efficacy.
bRR: risk ratio.
cSOC: standard of care.
dNot applicable.
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Table 7. Post hoc stratified analyses to assess moderation for HIV testing at 6 months by pre–COVID-19 enrollment in the COMPAREa study,
2019-2022.

NoYes

P valueRR (95% CI)n (%)P valueRRb (95% CI)n (%)

—1.059 (56.7)—d1.013 (68.4)SOCc (reference)

.0051.37 (1.13-1.68)74 (77.9).861.04 (0.68-1.59)13 (59.1)MyChoices

.021.29 (1.04-1.59)68 (73.1).630.90 (0.57-1.40)12 (54.6)LYNX

aCOMPARE: Comparison of Men's Prevention Apps to Research Efficacy.
bRR: risk ratio.
cSOC: standard of care.
dNot applicable.

PrEP Initiation
While participants in both MyChoices (21%) and LYNX (20%)
arms had higher rates of initiating PrEP compared to SOC
(16%), these differences were not statistically significant (P=.52;
Table 2). The time-to-event analysis also did not demonstrate
a significant difference in PrEP Initiation between study
conditions (log-rank P=.72; Table 4 and Multimedia Appendix
3). Omnibus tests did not demonstrate an effect modification
of PrEP Initiation by baseline characteristics or time of
enrollment (all P>.10).

Given the null findings for PrEP Initiation, we explored, in post
hoc analyses, whether the apps were efficacious in improving
the hypothesized PrEP-related mediators. Participants
randomized to the MyChoices condition had significantly higher
scores for the PrEP IMB scale compared to the SOC condition
(β=.24; 95% CI 0.03-0.44; P=.02). Among participants who
had not initiated PrEP, participants randomized to the LYNX

arm had a lower interest in PrEP compared to SOC (β=–.43;
95% CI –0.78 to –0.08; P=.02); PrEP interest among those
randomized to the MyChoices arm who did not initiate PrEP
was not significantly different from SOC (β=–.17, 95% CI –0.53
to 0.18; P=.33). The arms did not differ for PrEP self-efficacy,
PrEP stigma scores, nor having spoken to a provider about PrEP.

App Use
MyChoices and LYNX app use data are described in Table 4.
In brief, for MyChoices, the mean number of log-ins was 8.55
(SD 17.0; range 1-186), and the mean total minutes on the app
was 31.00 (SD 26.16; range 2.95-148.83). For LYNX, the mean
number of log-ins was 12.43 (SD 13.10; range 1-74), and the
mean total minutes on the app was 34.52 (SD 33.57; range
0.00-209.17). For either app, among those randomized to the
experimental conditions, the number of app logins and time on
the app were not significantly associated with HIV testing or
PrEP Initiation (Table 8).

Table 8. Use and dose-response effects of MyChoices and LYNX apps on HIV testing and PrEPa uptake at 6 months in the COMPAREb study,
2019-2022.

PrEP Initiation at 6 monthsHIV testing at 6 monthsMean (SD)Range

P valueRR (95% CI)P valueRRc (95% CI)

LYNX (n=119)

.210.97 (0.92-1.02).971.00 (0.98-1.02)12.43 (13.10)1-74Number of log-ins

.090.94 (0.87-1.01).981.00 (0.98-1.02)10.0 (9.78)1-49Number of days with log-in to
app

.341.00 (1.00-1.00).721.00 (0.99-1.01)34.52 (33.57)<0.01-209.17Total minutes spent on app

.370.99 (0.98-1.01).390.97 (0.92-1.03)3.35 (2.38)<0.01-13.39Minutes per login

MyChoices (n=124)

.230.94 (0.85-1.04).291.01 (0.99-1.04)8.55 (16.96)1-186Number of log-ins

.350.95 (0.85-1.06).241.02 (0.99-1.06)7.58 (14.03)1-153Number of days with app log-in

.230.99 (0.97-1.01).441.00 (1.00-1.00)31.00 (26.16)2.95-148.83Total minutes spent on app

.680.97 (0.85-1.12).721.01 (0.97-1.04)4.86 (3.04)0.51-16.58Minutes per log-in

aPrEP: pre-exposure prophylaxis.
bCOMPARE: Comparison of Men's Prevention Apps to Research Efficacy.
cRR: risk ratio
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Discussion

HIV remains a significant public health problem in the United
States, with particular subgroups at increased risk, including
young sexual minority men. mHealth interventions, delivered
through mobile apps, have the potential to reach this population
given their patterns of use. Routine HIV testing and PrEP use
are 2 strategies that have been shown to be efficient and
cost-effective at reducing HIV transmission, particularly among
groups at higher risk for HIV [39,40]. However, barriers to
widespread acceptance of these interventions among young
sexual minority men have reduced their population-level effects.
Our 2 community-driven and theory-informed apps, MyChoices
and LYNX, increased the likelihood that a large, diverse sample
of at-risk young sexual minority men across the United States
received at least 1 HIV test over 6 months of follow-up
compared to SOC; however, the apps did not statistically
significantly improve the PrEP initiation. While these results
were mixed, they are illuminating.

Both MyChoices and LYNX had a meaningful impact on HIV
testing compared to SOC; though the effect size for MyChoices
was slightly higher and was statistically significant. An
approximately 25% relative increase in HIV testing among
young sexual minority men, as seen in this study, is similar to
those seen in the evidence-based interventions promoted by the
CDC for HIV testing [41]. It is estimated that people living with
HIV who are unaware of their serostatus account for up to 40%
of new sexually transmitted HIV cases, and knowing one’s
status reduces HIV sexual transmission by 71% [42]. Given the
potential reach and successful implementation, these apps could
have a substantial impact on the epidemic among young sexual
minority men in the United States.

Over the course of the study follow-up, the amount of time that
youths engaged with the apps was relatively modest. Future
work should explore the role of different types of reminders for
repeat testing and assess whether additional information (eg,
about having more fulfilling sex, signs and symptoms of STI,
other sexual health topics of interest) might lead to more
sustained use, and greater impact in establishing regular testing
patterns and PrEP use [43]. That said, notably, among young
sexual minority men randomized to MyChoices and LYNX,
the number of log-ins and the time spent on the app were not
associated with each outcome, suggesting that it may not
necessarily be the dose but the content and functionalities that
matter the most. Future studies should examine the role of app
engagement to examine the optimal balance between quantity
versus quality [44].

Despite omnibus tests for interactions not showing evidence
for effect modification by baseline characteristics, stratified
analyses demonstrated that both apps were significantly
associated with HIV testing compared to SOC among White,
non-Hispanic participants; however, the conditions did not differ
among non-White participants. The null finding among
non-White participants may have been due to the lack of
statistical power due to small sample sizes. However, given that
young sexual minority men of color are at disproportionate risk
of acquiring HIV, it is essential to further explore how to support

HIV testing uptake in this population [45], and future iterations
of these apps should attempt to address any gaps. On the other
hand, the MyChoices app was substantially more effective in
improving HIV testing among participants who had engaged in
recent condomless sex with a male or transgender female
partner, suggesting that this app is appropriately routing young
sexual minority men who are at higher risk of HIV acquisition
toward HIV testing.

These mHealth interventions and the format of the efficacy trial
facilitated the continuation of this study during the COVID-19
pandemic. Even more, post hoc analyses suggested that
individuals enrolled after the COVID-19 shutdown received
the greatest benefit of both MyChoices and LYNX. It is possible
that the availability of at-home HIV tests, condoms, and lubes
through the apps was even more essential to isolate young sexual
minority men during this time frame. Given the prediction that
additional pandemics are increasingly more likely due to climate
change and ease of global travel, this is an important finding.
Additionally, it suggests that young sexual minority men who
may be isolated for reasons other than pandemics (eg, living in
rural areas) might further benefit from these apps and the
resources that they provide [19].

MyChoices and LYNX demonstrated a small and nonsignificant
impact on PrEP Initiation among young sexual minority men
in this study, including among subgroups. Modeling studies
have suggested that even a modest increase in PrEP Initiation
could have meaningful impacts on HIV incidence [46]. Reasons
for the small effect sizes (particularly in comparison to the larger
impact on HIV testing) are not fully understood; however,
barriers to PrEP Initiation are greater than those for HIV
testing—it is less widely available, requires clinical
appointments (vs HIV testing within community-based
organizations or even at home), has more cost implications and
is a medicine that must be taken regularly. In this study, for
those who did not initiate PrEP by 6 months, the most common
reasons reported include not having a perceived need (47.3%),
costs (31.2%), worry about side effects (32.2%), and concern
about long-term effects (30.1%). Future app enhancements
should further address these barriers, including highlighting the
potential benefits of PrEP, linkage to a PrEP navigator and
telehealth services for PrEP, more diverse content on side
effects, and linkage to programs that help defray the costs.
Additionally, since these apps were developed, several different
PrEP modalities have been approved, including event-driven
oral medication and injectable PrEP that can be administered
every 2 months. Future iterations of these apps will need to
accommodate the opportunities and challenges for youths now
that a menu of PrEP choices is available.

This large, randomized efficacy trial has a number of strengths,
including methodological rigor, community engagement
throughout the app development and study planning, and the
diversity of participants in terms of race or ethnicity, geography,
employment, and insurance status. However, there are also
limitations to consider. First, due to the timing of this study, the
enrollment of participants was slowed due to the COVID-19
pandemic. As a result, we had to extend our enrollment dates
and shorten our follow-up for a subset of participants to 6
months instead of the preplanned 12 months. However, given
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the enrollment criteria limited the sample to young sexual
minority men at higher risk of HIV and who had not had a recent
HIV test, according to the CDC, each participant would be
recommended to an HIV test at least every 6 months, and thus
this shorter follow-up time frame remains meaningful.
Additionally, our time-to-event analysis, where all available
data was used, demonstrated a similar pattern of results. This
study also relied on self-reported HIV testing and PrEP
Initiation, which increases the likelihood of social desirability
bias and overestimation of the impact of the apps on these
practices. This potential bias was reduced by the use of
self-administered, web-based follow-up assessments.
Additionally, the alternative would have required participants
to show proof of HIV testing and PrEP Initiation, and we

anticipated that the increased chances of missing data would
have led to increased selection bias.

In spite of these limitations, the findings of this study are
compelling and merit future exploration. In summary, future
studies should enhance the functionalities related to PrEP to
increase the apps’ impact on this important outcome, as well as
add content and functionalities related to emerging prevention
technologies as they arise, including doxycycline prophylaxis
for STI prevention. Additionally, given the 25% relative increase
in HIV testing among young sexual minority men who used the
MyChoices app and the potential for a large population-level
effect, implementation studies that test and determine best
practices for dissemination of this app to young sexual minority
men across the United States are warranted [47].
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Multimedia Appendix 1
Comparison of theoretical models, key components and user experiences for the LYNX and MyChoices apps.
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Multimedia Appendix 2
Enrollment by month for the COMPARE (Comparison of Men’s Prevention Apps to Research Efficacy) study, 2019-2022. Key:
Red solid line=COVID-19 Shutdown (March 15, 2020); Green dashed line=re-opening of initial sites for enrollment (July 2020);
Green solid line=all sites re-opened for enrollment (November 2020); Gray dashed line=expanded to national enrollment (October
2021).
[PNG File , 26 KB - publichealth_v11i1e63428_app2.png ]

JMIR Public Health Surveill 2025 | vol. 11 | e63428 | p.423https://publichealth.jmir.org/2025/1/e63428
(page number not for citation purposes)

Biello et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=publichealth_v11i1e63428_app1.png&filename=b46233668a7f0c0752c7181a3e6aa8e3.png
https://jmir.org/api/download?alt_name=publichealth_v11i1e63428_app1.png&filename=b46233668a7f0c0752c7181a3e6aa8e3.png
https://jmir.org/api/download?alt_name=publichealth_v11i1e63428_app2.png&filename=fffb895bc788a82b418363dfe5196d9d.png
https://jmir.org/api/download?alt_name=publichealth_v11i1e63428_app2.png&filename=fffb895bc788a82b418363dfe5196d9d.png
http://www.w3.org/Style/XSL
http://www.renderx.com/


Multimedia Appendix 3
Time to first HIV test (a) and PrEP Initiation (b) in the COMPARE study, 2019-2022.
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Multimedia Appendix 4
CONSORT eHEALTH checklist (V 1.6.1).
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Abstract

Background: Indonesia’s vast archipelago and substantial population size present unique challenges in addressing its multifaceted
HIV epidemic, with 90% of its 514 districts and cities reporting cases. Identifying key populations (KPs) is essential for effectively
targeting interventions and allocating resources to address the changing dynamics of the epidemic.

Objective: We examine the 2022 mapping of Indonesia’s KPs to develop improved HIV and AIDS interventions.

Methods: In 2022, a district-based mapping of KPs was conducted across 201 districts and cities chosen for their HIV program
intensity. This multiphase process included participatory workshops for hotspot identification, followed by direct hotspot
observation, then followed by a second direct observation in selected hotspots for quality control. Data from 49,346 informants
(KPs) were collected and analyzed. The results from individual hotspots were aggregated at the district or city level, and a formula
was used to estimate the population size.

Results: The mapping initiative identified 18,339 hotspots across 201 districts and cities, revealing substantial disparities in
hotspot distribution. Of the 18,339 hotspots, 16,964 (92.5%) were observed, of which 1822 (10.74%) underwent a second review
to enhance data accuracy. The findings mostly aligned with local stakeholders’ estimates, but showed a lower median. Interviews
indicated a shift in KP dynamics, with a median decline in hotspot attendance since the pandemic, and there was notable variation
in mapping results across district categories. In “comprehensive” areas, the average results for men who have sex with men
(MSM), people who inject drugs, transgender women, and female sex workers (FSWs) were 1008 (median 694, IQR 317-1367),
224 (median 114, IQR 59-202), 196 (median 167, IQR 81-265), and 775 (median 573, IQR 352-1131), respectively. “Medium”
areas had lower averages: MSM at 381 (median 199, IQR 91-454), people who inject drugs at 51 (median 54, IQR 15-63),
transgender women at 101 (median 55, IQR 29-127), and FSWs at 304 (median 231, IQR 118-425). “Basic” areas showed the
lowest averages: MSM at 161 (median 73, IQR 49-285), people who inject drugs at 7 (median 7, IQR 7-7), transgender women
at 59 (median 26, IQR 12-60), and FSWs at 161 (median 131, IQR 59-188). Comparisons with ongoing outreach programs
revealed substantial differences: the mapped MSM population was >50% lower than program coverage; the estimates for people
who inject drugs were twice as high as the program coverage.

Conclusions: The mapping results highlight significant variations in hotspots and KPs across districts and cities and underscore
the necessity of adaptive HIV prevention strategies. The findings informed programmatic decisions, such as reallocating resources
to underserved districts and recalibrating outreach strategies to better match KP dynamics. Developing strategies beyond identified
hotspots, integrating mapping data into planning, and adopting a longitudinal approach to understand KP behavior over time are
critical for effective HIV and AIDS prevention and control.
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Introduction

Background
Indonesia faces a multifaceted HIV epidemic shaped by its
extensive archipelago and significant population size: 90% of
its 514 districts and cities, home to >260 million people, have
reported HIV and AIDS cases [1]. This vast distribution presents
unique challenges in the fight against HIV. It is projected that
in 2023, there will be 543,509 people living with HIV aged ≥15
years, and the number of new HIV infections will reach 23,040
in that same year (Ministry of Health of Indonesia, unpublished
data, 2023).

Although HIV transmission has been reported throughout the
nation, the epidemic remains predominantly concentrated among
key populations (KPs), including men who have sex with men
(MSM), transgender women, female sex workers (FSWs), and
people who inject drugs [2]. However, the dynamics of the HIV
epidemic differ among these groups. The MSM group has seen
a rise in HIV prevalence, in stark contrast to the other groups
that have experienced a decline. The most significant reduction
in HIV cases was observed in the FSW group: in 2007, the HIV
prevalence was 10%, but this figure fell to 2.1% in 2018-2019.
A similar decline was noted among the group of people who
inject drugs: approximately 52.4% of HIV cases in 2017
decreased dramatically by almost 60% to 13.6% in 2018-2019.
Transgender women experienced a 50% reduction in HIV
prevalence—from 24.33% in 2007 to 12% in 2018. Conversely,
the MSM group exhibited an upward trend: HIV prevalence
surged from 5.33% in 2007 to 17.9% in 2018-2019 [3].

The observed decrease in HIV prevalence among KPs—except
for the MSM group—is influenced by multiple factors and
should not be interpreted as a significant reduction in risk or
transmission at the community level. It is crucial to emphasize
that the primary transmission mode in new cases reported in
2021 predominantly involved heterosexual groups, specifically
transmission from husbands to wives or long-term partners.
This includes long-term partners from among KPs. In addition,
there remains a concerning deficiency in the HIV care cascade
in Indonesia [4]: in 2022, only 42% of people living with HIV
were on antiretroviral therapy (ART; Ministry of Health of
Indonesia, unpublished data, 2023).

To effectively combat the HIV epidemic, it is paramount that
HIV prevention and control initiatives prioritize KPs in
Indonesia [4]. Given the country’s unique characteristics, these
programs must have precise data about their target populations.
KPs were mapped to offer insights into these target groups’ size
and role in Indonesia’s HIV dynamics. The most recent mapping
was conducted in 2022. What distinguishes the mapping efforts
of 2022 is their execution in the post–COVID-19 pandemic
period, a time when the pandemic has profoundly altered the
public health landscape [5]. Various Indonesian studies have
documented shifts in health care behaviors and access among

KPs due to the pandemic. Notably, the COVID-19 era has also
driven significant changes in digital technology use, impacting
both risky behaviors and access to health services among these
populations [6,7]. The mapping conducted during this period
considers these pandemic-induced changes, offering insights
into the evolving dynamics of health service use and risk
behaviors in a world altered by the COVID-19 pandemic. This
makes the recent mapping efforts particularly relevant and
timely, reflecting the new normal of health care engagement
and the needs of KPs in Indonesia. Notably, the findings from
this mapping exercise have not been reported in scientific
publications.

Objectives
This study examines the outcomes of district- and city-level KP
mapping in Indonesia. First, it aims to pinpoint hotspots for
KPs, describing the types of places where these individuals
gather, meet sexual partners, or obtain drugs for injection. In
addition, the study seeks to estimate the size of KPs in selected
districts and cities. Finally, it aims to compare the 2022 mapping
data for 201 districts and cities with data from the
pre–COVID-19 period, shedding light on the changes and
continuities in KP distributions influenced by the pandemic’s
impact on public health and societal norms.

Methods

Mapping Frameworks
The 2022 mapping followed the basic methodology of the
Priorities for Local AIDS Control Efforts (PLACE) strategy.
PLACE is a cross-sectional data collection approach that
recruited informants directly from hotspot locations. This
method is a location based and aims to identify specific areas
where targeted outreach services could effectively reach
populations at high risk of HIV infection [8,9].

The core objective of the 2022 mapping effort using the PLACE
methodology was to identify and map locations frequented by
individuals engaged in high-risk behaviors, such as meeting
sexual partners or obtaining drugs for injection. Once these
locations were mapped, informants were selected and recruited
from these areas, especially if the number of locations exceeded
a predetermined maximum quota. Therefore, PLACE was a
comprehensive strategy that involved not only identifying
hotspot locations but also extensively mapping these areas.
Subsequently, informants from the selected locations were
systematically recruited and interviewed.

Definitions
For the purpose of mapping to identify KP sizes in Indonesia,
standard definitions of the target groups were needed. FSWs
were defined as women who sold sex for money or goods as
their primary source of income. These women worked in
brothels, streets, or public places where customers came to buy
sex. They may or may not have worked for a manager or pimp.
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This group also included women who worked in entertainment
venues (such as karaoke, bars, massage parlors, etc) and sold
sex to the customers encountered in these venues. Sex
transactions occurred both within entertainment venues and
outside, and the owner or manager of these venues may or may
not have facilitated such transactions.

MSM, defined as men who have sex with their male partners,
included those who identified as gay, bisexual, or straight, as
well as individuals who sold and bought sex from other men
(male sex workers). Transgender women included biologically
male individuals who identified as female and behaved and
dressed like women. People who inject drugs comprised men
and women who had injected drugs in the past 12 months,
excluding those prescribed by a medical professional. This
group also included individuals receiving opiate substitution
therapy or participating in abstinence-based programs.

The time variable of the past 12 months was included in the
definition of people who inject drugs to ensure accurate and
current data on drug injection behaviors, which could fluctuate
more frequently and were subject to recent intervention impacts.
By contrast, behaviors and identities within the populations of
FSWs, MSM, and transgender women were generally more
stable over time and did not typically require a recent time frame
for accurate classification.

Mapping Procedures
The mapping procedure was carried out in multiple phases,
beginning with the selection of districts and cities. For the 2022
KP mapping, 201 districts and cities were chosen proportionally
based on a classification system established by the Ministry of
Health, which categorized regions into 3 levels of HIV control
programs: “basic,” “medium,” and “comprehensive.” Basic
regions had minimal HIV testing and treatment services;
medium regions provided additional services, including health
promotion, HIV prevention, outreach, and condom distribution;
and comprehensive regions offered a full range of HIV and
AIDS services, including all levels of prevention and advocacy
related to health laws in HIV control.

The selection criteria included various parameters, such as the
estimated population numbers for MSM, transgender women,
FSWs, and people who inject drugs as of 2020. Additional
factors considered included the cumulative number of new HIV
cases reported from 2011 to 2021, projected new cases for the
period from 2022 to 2024, and the number of people living with
HIV who were receiving ART in 2021.

The comprehensive category consisted of 100 districts and cities,
accounting for 80.59% (42,681/52,955) of the total new HIV
cases, individuals receiving ART, and most KPs. Of these 100
districts and cities, 97 (97%) were selected as mapping locations
in 2022. The medium category included 138 districts and cities
with a significant proportion of new cases and KPs, with 89
(64.5%) selected for mapping in 2022. The basic category
comprised 276 districts and cities that had limited interventions
in HIV testing services and ART, of which 15 (5.4%) were
included in the 2022 mapping. The number of districts and cities
selected for KP mapping in 2022 was proportional to the
estimated number of KPs in 2020, as well as the district and

city categories for HIV control programs. In addition, districts
and cities that participated in the integrated biological and
behavioral survey of KPs in 2023 were confirmed as locations
for mapping.

Overall, the mapping activities covered 201 (39.1%) of the 514
districts and cities in Indonesia. Identifying hotspots within the
201 selected districts and cities was achieved through 1-day
participatory workshops held in July and August 2022. These
workshops included 4 to 13 stakeholders from each district or
city, with 1809 participants across all locations. Stakeholders
included representatives from the district health office, social
welfare office, local police, outreach nongovernmental
organizations (NGOs), and community representatives. During
the workshops, working teams were formed in each district and
city, consisting of a supervisor from the health office, field
officers from health offices and health centers, local NGOs, and
a data manager from the health office. The workshops produced
a list of hotspots, incorporating insights from stakeholders about
key individuals and peak activity times at each identified
location.

After the workshop phase, field officers—1 individual each
from the health office, local NGO, and health center—received
training on the technical implementation of mapping before
visiting the hotspots. The training was conducted in groups of
districts, which was a cost-effective approach to maximizing
the number of trained officers. Topics covered included how to
perform mapping and observations at hotspots, conduct
interviews, and fill out data using paper-based forms.

The mapping team carried out hotspot observations in the next
phase of the project. The team members visited specific
locations known as gathering points for KPs during peak hours
from July to October 2022. For quality control purposes, 1822
(10.74%) of the 16,964 observed hotspots underwent a second
observation. Trained enumerators conducted interviews at these
hotspots using predetermined paper-based forms to collect data.
The interviews addressed various aspects, such as the number
of KPs present and how often they visited the hotspots within
a single day. Before the interviews, all participants were asked
for their informed consent to participate in the mapping
initiative. Informant interviews were conducted at each hotspot
with at least 2 individuals from KPs and 2 individuals from
outside KPs, such as clients of sex workers or other relevant
visitors.

On the basis of the information provided by the informants, the
working teams from the districts and the mapping teams assessed
the reliability or confidence level of the information obtained,
categorizing it as low or high. Only information rated with a
high confidence level was used for further analysis. The
validation criteria included complete visit times and fully
completed forms. These data were subsequently used to calculate
the counts of KPs per hotspot and for aggregating data at the
district level.

Community Participation
Involving community members in the field team was crucial
for observing KPs in hotspots and gaining the trust of key
individuals within these populations. To enhance the accuracy

JMIR Public Health Surveill 2025 | vol. 11 | e56820 | p.429https://publichealth.jmir.org/2025/1/e56820
(page number not for citation purposes)

Januraga et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


of the geomapping results, particularly for MSM and transgender
women, district or city teams predominantly included members
from MSM or transgender women communities in their field
teams. A mixed approach was adopted for mapping FSWs,
combining members from the FSW community with others who
had experience with and knowledge about FSWs. When
conducting mapping for people who inject drugs, the field team
collaborated with the individuals responsible for accurately
recording information on hotspot datasheets. This extensive
engagement with individuals directly and indirectly involved
with the KPs provided a comprehensive and nuanced
understanding of the hotspot dynamics, which was crucial for
developing effective HIV prevention and care strategies.

Data Management and Analysis
The mapping project used Microsoft Excel as a data
management platform. This application allowed the mapping
team to input, organize, and analyze information regarding
observation times, hotspot characteristics, and informant details.

A careful mathematical and statistical approach was essential
for accurately aggregating the number of KPs across districts,
cities, and hotspots. By using a formula based on the average
number of hotspots visited in the last 24 hours, we were able
to estimate KP mapping results on a larger scale. This method
ensured high accuracy and minimized the risk of duplication.

The aggregation process involved consolidating the mapping
results from multiple hotspots into district and city totals. By
focusing on the average hotspots visited, we ensured that the
figures reflected the true distribution of KPs while avoiding
excessive duplication. The following simple formula was used:

∑〖in district-city = (∑〖hotspot mapping〗) /
(average number of hotspots visited)〗

In this context, ∑(Hotspot mapping) represents the median
number of individuals identified during peak times and
Saturdays from all credible informants across all hotspots within
a particular district or city. The “Average number of hotspots
visited” corresponds to the mean number of distinct hotspots
that a member of the KP reported visiting in the past 24 hours.

This simplified formula is the initial step in quantifying the size
of KPs, although it does not fully encapsulate the complexities
of KP movements and interactions [10-12]. Nonetheless, it
provides a valuable baseline for refining the total KP figures at
the district level, aiming to minimize the potential for
duplication in the mapping process.

Ethical Considerations
The mapping initiative was approved after receiving ethics
c l e a r a n c e  f r o m  A t m a j a y a  U n ive r s i t y
(0010A/III/PPPE.PM.10.05/06/2022). Due to the legal
implications associated with activities such as sex work and
drug injection in Indonesia and the ongoing stigma and
discrimination faced by other KPs, verbal consent was carefully
obtained during the interview phase to ensure the protection of

participants’ rights and confidentiality. No financial incentives
were provided. The data obtained from the mapping initiative
are securely stored in a password-protected folder at Udayana
University and the Ministry of Health. The stored and analyzed
data do not include any personally identifiable information.

Results

Mapping Results Based on Stakeholder-Provided
Information During the District- or City-Level
Workshops
Through collaborative, multisectoral hotspot identification at
the district or city level workshops, 18,339 hotspots were
identified nationwide, spanning 201 districts and cities. On the
basis of stakeholder-provided information, it was estimated that,
of these 18,339 hotspots, 8030 (43.79%) were frequented by
FSWs, 6923 (37.75%) by MSM, 2718 (14.82%) by transgender
women, and 668 (3.64%) by people who inject drugs.

The analysis of hotspot identification revealed a clear trend:
districts and cities categorized as “comprehensive” have a
significantly higher average number of hotspots for each KP
group than those labeled “medium” and “basic.” Specifically,
for MSM, on average, there were 48 hotspots per district or city
in the comprehensive category compared to 24 in the medium
category and 12 in the basic category; for transgender women,
there were 18 hotspots on average in the comprehensive
category, 11 in the medium category, and 7 in the basic category;
FSWs reported an average of 54 hotspots in the comprehensive
category, 30 in the medium category, and 16 in the basic
category; while people who inject drugs had the fewest hotspots,
averaging 12 in the comprehensive category, 6 in the medium
category, and 1 in the basic category.

While the types of hotspots are often similar across districts
with comprehensive, medium, and basic classifications for each
KP, preferences for specific hotspot types varied among the
different groups (Table 1). For MSM and people who inject
drugs, open spaces were the predominant hotspot type at all
priority levels of districts and cities, with the highest proportions
in the comprehensive category. By contrast, salons were the
primary hotspot type for transgender women, especially in the
comprehensive and medium districts. Although slightly less
prevalent in basic districts, salons remained a significant hotspot
type. Entertainment venues consistently emerged as the most
common hotspot for the FSW population across all categories,
underscoring their role as central activity points for FSWs.

Overall, mapping the number of KPs at the district or city level,
based on stakeholder-provided information, revealed broader
disparities between the priority categories of districts and cities
compared to the individual hotspot levels. These variations are
depicted in Figure 1, illustrating the differences in the number
of hotspots and KP numbers across the priority categories of
districts and cities.
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Table 1. Types of hotspots identified by the stakeholders (n=17,092).

FSWsb (n=6903), n (%)Transgender women (n=2687),
n (%)

People who inject drugs (n=651),
n (%)

MSMa (n=6851), n (%)Types of
hotspots

Basic
(n=15)

Medium
(n=89)

Comprehen-
sive (n=97)

Basic
(n=15)

Medium
(n=89)

Comprehen-
sive (n=97)

Basic
(n=15)

Medium
(n=89)

Comprehen-
sive (n=97)

Basic
(n=15)

Medium
(n=89)

Comprehen-
sive (n=97)

43
(18)

276 (11)562 (11)20
(19)

169 (19)353 (21)1
(100)

62 (58)336 (60)49
(28)

562 (27)1178 (26)Open
spaces

75
(31)

636 (25)753 (15)21
(20)

73 (8)61 (4)—c6 (6)42 (8)53
(30)

529 (26)1127 (24)Cafes

16 (7)173 (7)225 (4)5 (5)53 (6)91 (5)—30 (28)119 (21)26
(15)

433 (21)1038 (23)Recre-
ation ar-
eas

10 (4)94 (4)116 (2)46
(45)

488 (55)819 (48)—1 (1)1 (0.2)34
(19)

257 (12)437 (9)Salons

45
(19)

526 (21)1,180 (23)6 (6)33 (4)44 (3)—6 (1.1)07 (4)92 (4)278 (6)Entertain-
ment
venues

6 (2)298 (12)524 (10)1 (1)30 (3)248 (15)—5 (5)37 (7)04 (2)132 (6)449 (10)Resi-
dences

12 (5)238 (9)753 (15)1 (1)33 (4)48 (3)——————Fixed
places

14
(5.8)

159
(6.3)

707 (13.7)—2 (0.2)2 (0.1)———1 (0.6)8 (0.4)23 (0.5)Massage
parlors

20
(8.3)

108
(4.3)

321 (6.2)1 (1)8 (0.9)14 (0.8)——2 (0.4)4 (2)38 (2)61 (1)Hotels

—7 (0.3)——0 (0)—————3 (0.1)6 (0.1)Malls or
markets

——6 (0.1)2 (2)2 (0.2)13 (0.8)—3 (3)16 (3)—8 (0.4)14 (0.3)Others

aMSM: men who have sex with men.
bFSW: female sex worker.
cNot applicable.

Figure 1. Differences in the number of key populations (KPs) identified by stakeholders across the priority categories of districts and cities. FSW:
female sex worker; MSM: men who have sex with men.
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Mapping Results Based on Observations and
Interviews
Of the 18,339 hotspots identified across the 201 districts and
cities, 16,964 (92.5%) were successfully observed. Despite these
efforts, some of the hotspots remained unobserved: 6.4%
(443/6923) of the MSM hotspots, 6.9% (46/668) of the hotspots
frequented by people who inject drugs, 8.64% (235/2718) of
the hotspots frequented by transgender women, and 8.1%
(651/8032) of the FSW hotspots.

The primary reason for not observing some hotspots was
changes in the field, as reported by the informants. Notably,
several open spaces, previously gathering places for KPs, were
no longer used. Other hotspot types, including eateries,
entertainment venues, recreation areas, salons, fixed locations
for selling sex, massage parlors, hotels, and malls or markets,
were found to be closed or no longer operational. A few hotspots
remained unobserved due to geographic challenges, where the
distance from the district or city capital posed a barrier for the
mapping officers.

The majority of the hotspot observations (13,832/16,964,
81.53%) for the 4 KPs were conducted from the afternoon into
the evening, specifically between noon and 11:59 PM. The most
active observation period was noted to be between noon and

5:59 PM, accounting for 46% (7803/16,964) of all observations
across the KPs, indicating this as the prime time for data
collection. Nighttime observations (6 PM- 11:59 PM) held
particular importance for transgender women and FSWs, with
nearly one-third (770/2483, 31.01%) to more than one-third
(2730/7379, 37%) of their total observations commencing during
these hours. Conversely, morning observations (6 AM-11:59
AM) were less frequent across all populations, with people who
inject drugs mainly showing the lowest rate of observations
during this time period.

The observed data revealed a pattern in the distribution of KP
numbers, which generally corresponded with the estimates
provided by stakeholders at the district or city level, albeit with
a slightly lower median value. This consistency suggested that,
despite the lower observed figures, the overall trends and relative
differences among districts and cities of varying priority
categories still mirrored the stakeholder estimates. The
observations verified significant concentrations of KPs at certain
hotspots. Nonetheless, the maximum values recorded indicate
that while some hotspots were highly populated, their population
densities were typically not as high as initially projected by the
stakeholders. Figure 2 graphically displays these findings,
illustrating the number of KPs per hotspot in different district
or city categories.

Figure 2. Distribution of the number of key populations (KPs) observed per hotspot and per district or city. FSW: female sex worker; MSM: men who
have sex with men.
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Furthermore, the mapping results incorporate data from
interviews conducted with the informants during the
observations. During the hotspot observation period, the
mapping team interviewed 49,346 informants, averaging 2 to
3 informants per hotspot. Of these 49,346 informants, 31,588
(64.01%) were members of KPs, while the remaining 17,758
(35.99%) were not classified as KPs. Specifically, on average,
2.2 informants from among people who inject drugs were
interviewed per hotspot (1346 informants in total). In hotspots
frequented by MSM and transgender women, on average, 1.9
informants were interviewed per hotspot (12,415 MSM and
4699 transgender women informants in total). In hotspots
frequented by FSWs, on average, 1.8 informants were
interviewed per hotspot (13,128 FSWs in total).

These data are categorized into 3 groups: hotspot conditions
during peak times, hotspot conditions on Saturdays, and hotspot
conditions before the COVID-19 pandemic. The aggregated
mapping, displaying the distribution of KPs at hotspots during
peak times across different districts and cities, revealed a
widening gap between districts and cities categorized as
comprehensive and those classified as medium or basic. This
disparity is attributed to the higher number of hotspots in
comprehensive districts and cities, which amplifies the
difference in the mapped presence of KPs at these hotspots.

When the mapping of KP numbers at hotspots during peak times
is compared with the stakeholders’ estimates from Figure 1, it
becomes evident that the mapped numbers during peak times
are generally lower than the estimates provided by stakeholders.
In addition, a comparison of the mapping distribution of KP
numbers at peak times with previous data shows a typically
lower Saturday attendance.

Using information from informants about the population density
at hotspots before the pandemic compared to the current
situation, it was found that 63.12% (10,708/16,964) of the
hotspots had at least 1 informant who provided data on the
number of KPs at peak times before the COVID-19 pandemic.
The hotspots with the most prepandemic population data were
FSW hotspots (2594/7379, 35.15%), followed by hotspots
frequented by transgender women (677/2483, 27.27%) and

hotspots frequented by people who inject drugs (129/622,
20.7%). Only 1 of the 6480 MSM hotspots lacked KP count
information for peak times before the COVID-19 pandemic.

The analysis results regarding the median difference in the
number of KPs at hotspots are detailed in Table 2. These results
show a median decrease in the number of KPs present in almost
all hotspot types at the time the study was conducted compared
to the prepandemic period. For the MSM population, open
spaces, cafes or stalls, and recreation or socialization areas
exhibited a noticeable median decline: open spaces dropped
from 15 (IQR 8-25) to 10 (IQR 7-20), cafes or stalls from 13
(IQR 8-20) to 10 (IQR 7-12), and recreation or socialization
places from 15 (IQR 10-25) to 10 (IQR 7-20). The population
of people who inject drugs also saw a decline, particularly in
entertainment venues, with the prepandemic median of 15 (IQR
8.5-22.5) decreasing to 7.5 (IQR 6.25-8.5) at the time of the
study was conducted.

Transgender women experienced a median decline in attendance
across all hotspot types, with the most substantial decreases
observed in massage parlors (from 15 to 8.5) and sex-selling
locations (from 10 to 7.5). Similarly, FSW hotspots exhibited
a median decline in attendance in most locations, with the most
significant drops in entertainment venues (from 15 to 11) and
massage parlors (from 8 to 6).

Finally, interviews with informants were conducted at these
hotspot locations to account for KPs who did not frequent
hotspots in our population estimates (Figure 3). For the MSM
population in comprehensive districts and cities, the median
number of individuals who had never visited a hotspot was 13,
with a maximum of 270. In the context of the population of
people who inject drugs within comprehensive districts and
cities, the median was 4, escalating to a maximum of 400. This
indicates that many people who inject drugs may not interact
with existing hotspots. The median in comprehensive districts
and cities for transgender women was 6, peaking at 78.
Conversely, the FSW population in comprehensive districts
displayed a median of 7, with the highest value recorded being
133.
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Table 2. Distribution of key population numbers at hotspots before and during mapping (after the COVID-19 pandemic), categorized by hotspot type
and key population.

FSWsb, median (IQR)Transgender women, median
(IQR)

People who inject drugs, medi-
an (IQR)

MSMa, median (IQR)Hotspot types

During map-
ping

Before the pan-
demic

During map-
ping

Before the pan-
demic

During map-
ping

Before the pan-
demic

During map-
ping

Before the pan-
demic

10 (6-15)d12 (7-20)c10 (6-13)d10 (7-15)c7 (5-13.75)d8 (5-15)c10 (7-20)d15 (8-25)cOpen spaces

8 (5-13)d10 (6-17)c6 (4-10)d8.5 (5-15)c5 (4.25-

9.75)d
6 (4-10)c10 (7-17)d13 (8-20)cCafes

5 (4-8)d7 (5-11)c6 (4-10)d8 (5-12)c12 (12-12)c9 (9-9)d8 (5-13)d10 (7-15) cSalons

11 (6-21)d15 (7-28)c6 (4-10.5)d10 (6-13)c7.5 (6.25-

8.5)d
15 (8.5-22.5)c10 (6-

18.25)d
12 (8-20)cEntertainment

venues

7 (5-10)d9 (6-15)c7.5 (5-

12.75)d
10 (6-15)c8 (5-15)d9 (5-15)c10 (7-20)d15 (10-25)cRecreation ar-

eas

10 (6-15)d12 (6-20)c7 (5-10)d10 (6-15)c10 (5.5-12)d10 (7-12.5)c10 (6-15)d12 (7-20)cResidences

9 (5-20)d11 (6-25)c7.5 (6-10)d10 (7.75-15)c————eFixed places

6 (4-12)d8 (5-15)c8.5 (7.75-

9.25)d
15 (12.5-7.5)c——10 (6-15.5)d14 (7.5-20)cMassage parlors

10 (6-15)d13 (8-20)c8 (5.75-10)d9.5 (5.75-15)c5 (5-5)c4 (4-4)d9 (5-15)d8 (5-20)cHotels

4 (3-6)d5 (5-6)c————5.5 (4-13)d7.5 (4.25-

13.75)c
Malls or mar-
kets

10 (10-13)d20 (10-20)c12 (4.5-

13.5)d
15 (9-22.5)c5.5 (4-

21.25)d
10 (4.75-25)c6 (5-7)d7 (6-8)cOthers

aMSM: men who have sex with men.
bFSW: female sex worker.
cHigher.
dLower.
eNot applicable.
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Figure 3. Distribution of key populations who never visited hotspots, based on mapping data. FSW: female sex worker; MSM: men who have sex with
men.

Aggregation of Mapping Results in Districts and Cities
An aggregation of the mapping results was performed using the
data collected from observations and interviews. The
aggregations were carried out for each KP and district or city
classification. Figure 4 illustrates the distribution of these
aggregated mapping results across districts and cities,
categorized by KPs and district or city classifications. The
average number of mapping results per district or city for the
MSM population in the comprehensive category was 1008
(median 694; range 381-6511). The wide range indicates a
significant variation in mapping results across districts or cities
in this category. By contrast, the medium category showed an
average of 381 (median 199) mapping results. The basic
category presented even lower figures, with an average of 161
(median 73), exhibiting more limited variation.

The population of people who inject drugs exhibits a similar
trend but with overall lower numbers. The average aggregated
mapping results in comprehensive districts and cities was 224
(median 114). The averages in the medium and basic categories
were 51 (median 54) and 7, respectively, highlighting this
population’s disparity in aggregated mapping data.

For transgender women, the comprehensive category had an
average of 196 (median 167) mapping results. In the medium
category, the average decreased to 101 (median 55). The basic
category showed an even lower average of 59 (median 26).
Regarding the FSW population, comprehensive districts and
cities averaged 775 (median 573) mapping results. The medium
and basic categories saw a decrease in averages, dropping to
304 (median 231) and 161 (median 131), respectively.

Subsequently, the mapping results were compared with data
from ongoing outreach programs. Table 3 provides the median
number of populations mapped successfully and compares these
figures with the outreach data. Generally, the mapping results
yielded lower numbers than the outreach results collected
throughout the program, and there was a notable discrepancy
between the estimated numbers of MSM through mapping
exercises and the coverage of HIV outreach and testing
programs. These estimates indicated that the actual number of
MSM was >50% lower than the program coverage. A similar
disparity existed for FSWs, with estimates being 13% lower
than outreach results. By contrast, for people who inject drugs
and transgender women, the estimated numbers exceeded the
extent of existing programs. Notably, the estimated figures for
people who inject drugs were twice as high as the program
coverage.
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Figure 4. Distribution of aggregated mapping results across districts and cities, reported by key population type. FSW: female sex worker; MSM: men
who have sex with men.
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Table 3. Comparison of distribution of key population (KP) mapping data with program data by district or city.

Had HIV testCoverage by OR-

Wsa
Empirical esti-
mates

Peak timesSaturdaysObservedInformed esti-
mates

KPs

MSMb

934 (239-1899.5;
2-11,472)

2218 (1240-
3412106-14,996)

376 (152-822;
4-6511)

323 (119-601;
4-5500)

275 (109-553;
4-4930)

189 (78-384;
2-2905)

238 (105.5-560;
2-4481)

Values, median
(IQR; range)

1338 (1580)2778 (2360)697 (919)499 (651)470 (617)299 (380)425 (556)Values, mean
(SD)

People who inject drugs

29.5 (24.75-167;
2-1046)

223.5 (80.25-
441.5; 3-1473)

85 (36-179; 4-
2235)

64 (31-131; 2-
555)

55 (19-97; 2-
560)

36 (17-68; 2-
278)

55 (21.5-119; 2-
535)

Values, median
(IQR; range)

123 (191)310 (323)175 (364)98 (108)85 (103)53 (59)97 (120)Values, mean
(SD)

Transgender women

59 (16-167.5; 1-
723)

158.5 (67-266.25;
14-814)

98.5 (38.75-
208.5; 3-932)

73 (31-155; 3-
507)

63 (31.75-
143.5; 3-496)

46 (22-871-
369)

63.5 (29-
132.25; 1-717)

Values, median
(IQR; range)

102 (119)194 (155)148 (154)106 (101)100 (101)63 (62)95 (97)Values, mean
(SD)

FSWsc

291 (68.25-
592.25; 1-2670)

707 (309-1435; 69-
3560)

364 (180-660;
10-3095)

329 (175-551;
19-3099)

309 (150-536;
10-3087)

211 (119-371;
13-2718)

309 (143-538;
22-3603)

Values, median
(IQR; range)

431 (480)956 (774)528 (515)465 (481)436 (468)317 (357)465 (573)Values, mean
(SD)

aORW: outreach worker.
bMSM: men who have sex with men.
cFSW: female sex worker.

Discussion

Principal Findings
The findings from district and city workshops showed that
comprehensive districts and cities generally had significantly
higher hotspot locations than medium and basic areas; for
example, the average number of MSM hotspots per district or
city in the comprehensive category was 48. This figure contrasts
with 24 in the medium category and 12 in the basic category.
It is important to target specific areas for HIV and AIDS
interventions, such as open spaces for MSM, salons for
transgender women, and entertainment venues for FSWs.
Although there has been a decrease in hotspot density after the
pandemic, the types of hotspots identified remain consistent
with those commonly recognized. The preferences of KPs for
these hotspots have also shown little change. Similar trends
were observed in other mapping studies conducted in different
geographic settings [13,14]. Despite varying proportions among
district categories, these hotspot types are critical points for
intervention across all levels of district priority.

Insights from observation data show that the concentration of
KPs in hotspots varied, based on the district or city category;
for instance, in the comprehensive category, the median number
of MSM per district or city was 302, while for people who inject
drugs, transgender women, and FSWs, the median numbers
were 46, 65, and 360, respectively. The comprehensive category
had a significantly higher concentration of KPs per hotspot than

the medium and basic categories. However, these numbers were
lower than the estimates from workshop results, where the
comprehensive category had higher medians: 422 for MSM, 75
for people who inject drugs, 100 for transgender women, and
471 for FSWs. This indicates a greater focus on comprehensive
areas for HIV and AIDS control in Indonesia, with some
attention also given to medium category areas. It is worth noting
that basic areas also receive attention, including through the
Global Fund Program, although this does not imply the absence
of HIV prevention programs in these areas. Standard HIV testing
and treatment services are available in basic areas, following
the concept of allocating interventions based on geographic
epidemiological conditions [15]. Moreover, key findings from
field observations indicated significant fluctuations in the
presence of KPs in hotspots, particularly during peak periods.
This highlights the necessity for careful interpretation of the
data and underscores the complexity of addressing HIV and
AIDS in varied district or city contexts [16].

The comparison between workshops’ estimates of KP numbers
and informant interview results revealed a consistent trend:
stakeholder estimates were generally higher. This discrepancy
likely stems from stakeholders basing their numbers on
experience or expectations, whereas informant interviews
provide a more realistic, albeit lower, representation of the actual
situation. In addition, the variance might be attributed to the
limited duration of observations, which often spanned only a
few hours and may not have captured the full range of KP
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arrivals. This suggests that extending observation periods and
broadening the time frame could yield a more comprehensive
and accurate portrayal of KP activities [17].

The report highlights the significant impact of the COVID-19
pandemic on the mobility of KPs. There has been a decrease in
the number of KPs in almost all types of hotspots compared to
the prepandemic period. For the MSM population, there has
been a noticeable median decline in attendance in open spaces
(from 15 to 10), cafes or stalls (from 13 to 10), and recreation
or socialization areas (from 15 to 10). The population of people
who inject drugs also experienced a decline in attendance,
particularly in entertainment venues, with the prepandemic
median of 15 decreasing to 7.5 today. This aligns with academic
research that documents the pandemic’s effects on mobility and
social interactions, especially among KPs of individuals living
with HIV [6,7,18]. Studies worldwide indicate a postpandemic
decline in public space social interactions [19-21].
Understanding these dynamics is crucial for developing effective
postpandemic public health interventions, particularly restoring
social interactions in hotspots and preventing disease spread.
Strategies should evolve in response to the altered social and
epidemiological landscapes, drawing on pandemic experiences
to ensure that HIV prevention and response are effectively
tailored to the new context.

A comparison of the mapping results for KP distribution with
the coverage of HIV prevention and testing programs revealed
notable discrepancies. The actual number of MSM was >50%
lower than the program coverage. A similar disparity existed
for FSWs, with estimates being 13% lower than outreach results.
Mapping, which uses various methods such as stakeholder inputs
and direct observations, often yields lower estimates compared
to the broader scope of ongoing, sustainable programs; for
instance, the median number of MSM per district identified
through mapping was 238, significantly lower than the median
recorded by outreach program coverage, which was 2218.
Similar patterns were observed for people who inject drugs,
transgender women, and FSWs, where the figures from HIV
outreach and testing programs consistently exceeded those from
mapping exercises. This suggests that mapping provides a
temporal “snapshot” and might not fully capture the year-round
dynamics of KPs [11]. Therefore, integrating mapping results
with data from year-long programs is crucial to gaining a more
comprehensive understanding of the needs and effectiveness of
HIV intervention programs [14].

Finally, the mapping process conducted across 201 Indonesian
districts and cities identified several limitations that are
important to acknowledge for accurate analysis and future
planning. These include incomplete hotspot identification and

focusing only on certain segments of KPs, leading to incomplete
representation. The mapping primarily accounts for visible KP
members at hotspots during observation times, omitting those
who might visit at other times. Another limitation is the heavy
reliance on key informants, whose reports may be affected by
memory bias and challenges in estimating precise numbers,
potentially compromising data accuracy.

In addition, as highlighted previously, data collection was
predominantly conducted in a single visit, which fails to consider
temporal changes and affects the reliability of the findings.
Focusing on high or peak periods could also lead to
overestimations that do not represent typical daily conditions.
Consequently, these factors create challenges in extrapolating
the observed “snapshot” into a more extensive understanding
of KP presence over extended periods. Recognizing these
limitations also presents opportunities for future refinement of
mapping methodologies and strategies. Further research is
essential to validate and expand upon these findings.
Longitudinal data collection would be particularly beneficial,
providing a deeper understanding of the evolving behaviors of
KPs over time and in response to various influences, including
global pandemics. Despite its limitations, the mapping exercise
has yielded valuable insights into the distribution of KPs based
on district or city categories, which are instrumental in
enhancing HIV control efforts.

Conclusions
In conclusion, the findings from this comprehensive mapping
of KPs of people living with HIV across Indonesian districts
and cities carry significant public health implications. First,
identifying high-risk hotspots and their concentration in
comprehensive districts highlights the urgent need for
geographically targeted interventions, which can optimize
resource allocation and enhance the effectiveness of HIV
prevention efforts. Despite the postpandemic changes, the
consistency in the hotspots frequented by KPs indicates stable
behavioral patterns, which should inform the design of tailored
intervention strategies. The discrepancies between stakeholder
estimates and direct observations underscore the importance of
robust, longitudinal data collection to understand KP dynamics
better. In addition, the impact of the COVID-19 pandemic on
mobility and social interactions among KPs necessitates the
adaptation of intervention strategies to the new social and
epidemiological realities. Addressing these challenges through
improved mapping methodologies and sustained public health
initiatives can significantly enhance HIV control efforts, reduce
transmission rates, and ultimately improve health outcomes for
KPs in Indonesia.
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Abstract

Background: Stimulants are potent treatments for central hypersomnolence disorders or attention-deficit/hyperactivity
disorders/attention deficit disorders but concerns have been raised about their potential negative consequences and their increasing
prescription rates.

Objective: We aimed to describe stimulant prescription trends in Switzerland from 2014 to 2021. Second, we aimed to analyze
the characteristics of individuals who received stimulant prescriptions in 2021 and investigate the link between stimulant
prescriptions and hospitalization rates in 2021, using hospitalization as a potential indicator of adverse health outcomes.

Methods: Longitudinal and cross-sectional data from a large Swiss health care insurance were analyzed from all insureds older
than 6 years. The results were extrapolated to the Swiss general population. We identified prescriptions for methylphenidate,
lisdexamfetamine, modafinil, and sodium oxybate and calculated prevalences of each drug prescription over the period from
2014 to 2021. For 2021 we provide detailed information on the prescribers and evaluate the association of stimulant prescription
and the number and duration of hospitalization using logistic regression models.

Results: We observed increasing prescription rates of all stimulants in all age groups from 2014 to 2021 (0.55% to 0.81%,
43,848 to 66,113 insureds with a prescription). In 2021, 37.1% (28,057 prescriptions) of the medications were prescribed by
psychiatrists, followed by 36.1% (n=27,323) prescribed by general practitioners and 1% (n=748) by neurologists. Only sodium
oxybate, which is highly specific for narcolepsy treatment, was most frequently prescribed by neurologists (27.8%, 37 prescriptions).
Comorbid psychiatric disorders were common in patients receiving stimulants. Patients hospitalized in a psychiatric institution
were 5.3 times (odds ratio 5.3, 95% CI 4.63‐6.08, P<.001) more likely to have a stimulant prescription than those without
hospitalization. There were no significant associations between stimulant prescription and the total length of inpatient stay (odds
ratio 1, 95% CI 1‐1, P=.13).

Conclusions: The prescription of stimulant medication in Switzerland increased slightly but continuously over years, but at
lower rates compared to the estimated prevalence of central hypersomnolence disorders and attention-deficit/hyperactivity
disorders/attention deficit disorders. Most stimulants are prescribed by psychiatrists, closely followed by general practitioners.
The increased odds for hospitalization to psychiatric institutions for stimulant receivers reflects the severity of disease and the
higher psychiatric comorbidities in these patients.

(JMIR Public Health Surveill 2025;11:e53957)   doi:10.2196/53957

KEYWORDS

prescription trends; claims data; cross-sectional data; narcolepsy; prescribers; prescribing practices; medical care; stimulants;
stimulant medication
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Introduction

Stimulants such as methylphenidate, lisdexamfetamine, and
modafinil are highly potent pharmacologic treatment options
for hypersomnolence disorders, including narcolepsy or
attention-deficit/hyperactivity disorders/attention deficit
disorders (ADHDs/ADDs).

ADHDs/ADDs are some of the most common diagnosed
psychiatric disorders worldwide with a prevalence of 5.3%
worldwide in the years of 1978 to 2010 among people aged 18
years or younger [1]. Prevalence can be different due to varying
diagnostic methods per country. In Switzerland, a prevalence
of 5.2% was found in children aged 7 to 17 years and in adult
men a prevalence of 4% [2,3].

Prescriptions of stimulant drugs have been increasing at various
rates over the past decades, with methylphenidate showing an
8.2 fold increase from 1996 to 2013 [4,5]. In the United States,
amphetamine and methylphenidate increased from 5.6% to 6.1%
in adults aged 20 years or older between 2014 and 2019 [4,5].
In New Zealand, 1.06% of adolescents received stimulants in
2016, an increase of 41.3% from 0.75% in 2011 [6]. Denmark
observed a trend in stimulant prescriptions rising from 0.31 per
1000 person-years in 1996 to 7.29 per 1000 person-years in
2010 [7]. In Switzerland, data on stimulant prescription rates
is scarce. A Swiss study from 2015 found a lifetime prevalence
of stimulants and other substances enhancing cognitive abilities
of about 1.4% in employees and students [8]. No sufficient data
have, however, been collected in a nationwide study.

Stimulant medication is used for diseases often manifesting
during childhood or adolescence and in many cases long-term
pharmacological treatment throughout adulthood is needed.
Prescription of stimulant agents in this age group is therefore
of special interest to balance the need of medication and
potential risk by over prescription or under prescription.
Prescription of stimulants in young age groups increased from
0.02% to 0.26% over time in Asia, Australia, Europe, and North
America in children and 0.003% to 1.48% in adults [9]. Among
Swiss school children between 2002 and 2005, methylphenidate
prescription increased from 0.74% to 1.02% for children aged
5 to 14 years [10].

This rapid prescription increase may indicate over prescription
or even misuse. Misuse of stimulants is common, with up to
17% prevalence in US college students according to a
meta-analysis. Misuse can lead to a range of negative
consequences such as decreased appetite, insomnia, and
increases in heart rate and blood pressure with increased
long-term cardiovascular risk and possibly lead to increased
hospitalization rates [11-13].

Properly identifying current stimulant prescription rates and
discovering the prescription patterns or circumstances of their
prescription (prescriber, package size, and comorbidities) may
help to further identify alarming prescription increases and
potential misuse in Switzerland, and the possible causes.

We therefore had 2 objectives: first, we aim to describe the rate
of stimulant prescriptions in Switzerland from 2014 to 2021,
focusing on both minors and adults. We hypothesize that the

rate of stimulant prescriptions in Switzerland, similar to
international trends, has increased over the last decade, with the
highest prescription rates being recorded in 2021.

Second, we aimed at analyzing the characteristics of individuals
who received stimulant prescriptions in 2021. This analysis will
include factors such as comorbidities, age, and prescription
details such as package size and health care providers most
frequently issuing these prescriptions. Our hypotheses are that
recipients likely mirror the characteristics of ADHDs/ADDs
and central hypersomnolence disorders, most are minors with
few comorbidities, and the likelihood of receiving a prescription
decreases with age. Specialists, particularly psychiatrists and
neurologists, are expected to be the primary prescribers.

Lastly, this study aims to investigate the link between stimulant
prescriptions and hospitalization rates in 2021, using
hospitalization as a potential indicator of adverse health
outcomes. Given the expected increase in stimulant prescriptions
until 2021, the hypothesis is that individuals prescribed
stimulants may have a higher risk of hospitalization, particularly
if prescription rates are on the rise.

Methods

Study Design
This study is a longitudinal and cross-sectional analysis of the
Helsana health care insurance data of around 1.5 million people
in Switzerland insured over the period of 2014 to 2021. Helsana
belongs to a group of the biggest insurance companies in
Switzerland and insures 14% of the Swiss population, with
insureds in 26/26 cantons of Switzerland. Data describes general
information on the insured persons and all their invoices for
health services directed to the insurance. These invoices are
representative of all health care costs of the insureds, except for
the costs that were not sent as invoices to the insurance and paid
by the insureds themselves (ie, over the counter drug costs and
dental costs). We decided to provide more detailed descriptive
statistics for data in 2021, since it was the most recent data
available to us and presumably with the highest rate of stimulant
prescription.

Identification of Drugs
We identified the drug invoices through their Anatomical
Therapeutic Chemical code, which classifies chemical
substances based on their therapeutical properties. The
identification was performed for the following drugs:
methylphenidate (N06BA04), lisdexamfetamine (N06BA12),
modafinil (N06BA07), and sodium oxybate (N07XX04) which
is a specific medication for narcolepsy treatment and used to
estimate the treatment prevalence of narcolepsy patients in the
dataset. Pitolisant (N07XX11) was identified too as a stimulant
with specific use for narcolepsy but was excluded from further
analysis, as it was only authorized for use in 2020 but had
neglectable low prescription rates. We also identified the
Swissmedic code of the medications, which is specific not only
for the chemical substance but also the producer of the
medication and package size. These drugs are only accessible
through prescription by a medical professional and reimbursed
by the insurance company. Overlapping prescriptions of the 4
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drugs was defined as 1 prescription of one of the 4 drugs
invoiced with at least one of the other drugs once or multiple
times during the year of 2021.

Variables
The dataset consisted of all insureds aged ≥6 years with
information on their age, sex, region of language, and region
of residence. We categorized 5 age groups (6‐17 y, 18‐35
y, 36‐65 y, 66‐75 y, and 76+ y). We divided the insureds`
residential regions into “rural,” “intermediate,” and “urban”
subgroups according to the Swiss federal office for statistics.

The insureds had various health care plans including standard
care and managed care models (eg family physician model).
These health insurance plans were identified and categorized
into standard care and managed care (ie, the combination of
telemedical care and general practitioner [GP] care).

Chronic health condition status was identified by substance
prescriptions related to chronic diseases. This was carried out
according to approaches developed in previous research on the
dataset [14]. We classified 22 different chronic conditions and
categorized them into psychiatric, cardiologic, rheumatologic,
respiratory comorbidities, or all other.

All invoices for hospitalization (ie, hospitals of all sizes
providing acute care and psychiatric clinics) and the length of
stay were included in our analysis.

Based on the medical prescriber who issued the invoices, several
prescriber categories were defined: GP, psychiatrist, neurologist,
other specialists (combining all other prescribers, such as
nonspecific group practices, cardiologists, pulmonologists,
rheumatologists, etc). Only health care personnel in Switzerland
are allowed to prescribe medication. We further grouped them
into “only prescriber” of the medication when a describer
prescribed all medication exclusively for single individuals,
“>50% prescriber” meaning more than 50% of the prescriptions
for single individuals were invoiced by the prescriber, and “rest”
with all other prescription proportions.

Within the prescriber categories (inpatient psychiatry, inpatient
acute, and rehabilitation, nursing) we differentiated between
inpatient (during a hospital stay) and outpatient invoices.

Statistical Analysis
For our first objective we provide descriptive statistics for
prescription trends among different age groups across the years
2014 and 2021 by identifying individuals in the dataset with at
least one prescription of the predefined drugs. To obtain
representative data for Swiss population we extrapolated these
data by current residency numbers and populations statistics of
the Federal Statistical Office.

For our second objective we restricted the descriptive statistics
to the year 2021 and provide detailed information on age, sex,
region of residence, health insurance status, comorbidities,
prescribers, and package size. Logistic regression models were
performed to evaluate the association of at least one stimulant
prescription versus no prescription (ie, the dependent variable
is prescription yes or no), number of hospitalization, and length
of stay, adjusted for age, sex, region of residence, health

insurance status, and number of chronic diseases for the year
2021.

All data management, graphic generation, and analysis was
performed with the statistics program R (version 4.2.1; R
Foundation).

Data Availability
The authors were permitted access to the data by collaboration
with the insurance companies research team. The datasets
generated and analyzed during this study are available from the
corresponding author on reasonable request. AI was not used
in any way in data generation, analysis, and presentation of
results.

Ethical Considerations
According to ethical and legal regulations in Switzerland no
ethical approval or patient consent was needed for this study,
as all data complied with privacy regulations and personal data
protection, data was anonymized when presented to the research
team. The Swiss Human Research Act (REQ-2017‐00280)
did not apply to this project. The exploratory statistical analyses
of the feasibility test complied with the Swiss Federal Law on
data protection. All data were anonymized and deidentified
prior to the performed analysis to protect the privacy of patients,
physicians, and hospitals. According to the national ethical and
legal regulation, an ethical approval was not needed because
the data were pre-existing and deidentified. Since data was
anonymized, no consent of patients was required.

Results

Trend of Stimulant Prescription Per Year
As baseline we refer to the prescription period in 2014. Between
baseline and 2021, on average 14% of Swiss people were at any
time insured with the Helsana Group.

In the year 2014, 0.55% (42,848 insureds) of insured people of
any age received at least 1 stimulant agent (or stimulant
prescription). This number increased up to 0.8% (66,113
insureds) in the year of 2021. The largest growing percentage
of stimulus prescriptions were in the youngest age group with
an increase of prescription of 0.6 percentage points (17,972,
1.8% to 24,982, 2.4%) between 2014 and 2021 (Table 1).

Between 2014 and 2021, 32,2418 packages of methylphenidate
were the most prescribed stimulant, followed by 46,074
packages of lisdexamfetamine, 8797 packages of modafinil,
and 3115 packages of sodium oxybate. We found a prescription
increase of all identified medications in younger and middle
age groups over the years of 2014 to 2021, extrapolated by the
Swiss population. The increase in prescription was steady in
age groups aged 36‐65 years, whereas in other age groups
prescription stagnated from 2018 to 2020, with a steep increase
from 2020 to 2021.

Methylphenidate prescription increased overall in all age groups
with a steady increase in insureds aged 36‐65 years. All other
age groups experienced a steep increase after 2020. Only
insureds aged 66‐75 years and 76+ years ever experienced a
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smaller prescription rate than at baseline in 2014, with a drop
to 89% (664/746) in 2017 (Figure 1).

Lisdexamfetamine prescription was low at baseline and
increased steadily in all age groups with great increase from 0
prescriptions at baseline to 39 in insureds aged 60‐65 years.
Smaller increase in prescription was seen in age groups aged
66‐75 years and 76+ years (Figure 1).

Prescription rates of modafinil—only prescribed to
few—increased the most in the youngest age group (6‐17 y).
The prescribing trend in this age group strongly fluctuated.
From its highest peak in 2019 rates decreased from around

1100% (66/6) to slightly less than 300% (15/6) prescription
compared to the baseline in 2014. In 2021, modafinil was most
frequently prescribed in age groups aged 6‐17 years and 76+
years. All other age groups had only a moderate increase in
modafinil prescriptions over the years 2014 to 2021.

Sodium oxybate overall increased the most in insureds aged
18‐35 years and 6‐17 years from 100% to 175% in 2021.
Prescription rates for sodium oxybate only decreased overall in
insureds aged 66‐75 years. Age groups aged 36‐65 years
and 76+ experienced a similar prescription trend over the years
with overall increase but declining prescription rates after 2020.

Table . Proportions of Swiss insureds with at least 1 stimulant agent or other narcolepsy treatment prescription within age groups for each year between
2014 and 2021.

P value (chi-
square test
for trend in
proportions)

2021, n (%)2020, n (%)2019, n (%)2018, n (%)2017, n (%)2016, n (%)2015, n (%)2014, n (%)Age (years)

<.00124,982 (2.4)21,714 (2.1)21,296 (2.1)20,209 (2)18,711 (1.9)17,702 (1.8)17,624 (1.8)17,972 (1.8)6‐17

<.00121,599
(1.10)

17,998
(0.92)

17,969
(0.92)

17,874
(0.91)

16,755
(0.85)

15,159
(0.77)

14,103
(0.72)

13,145
(0.68)

18‐35

<.00118,251
(0.50)

16,394
(0.45)

15,277
(0.43)

14,537
(0.41)

13,584
(0.38)

12,355
(0.35)

11,661
(0.34)

10,708
(0.31)

36‐65

.10908 (0.1)776 (0.1)763 (0.1)777 (0.1)664 (0.1)793 (0.1)731 (0.1)746 (0.1)66‐75

.05373 (0.10)333 (0)285 (0)274 (0)216 (0)271 (0)263 (0)277 (0)76+

<.00166,113
(0.81)

57,216
(0.70)

55,590
(0.69)

53,671
(0.67)

49,931
(0.63)

46,280
(0.59)

44,382
(0.57)

42,848
(0.55)

All age
groups

Figure 1. Trends of stimulant prescription from 2014 to 2021 per age group and active ingredient (indexed, base year=2014).
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Factors Associated With Prescription in 2021

Characteristics of Stimulant Users
Most stimulant receivers in the year of 2021 were male
representing 61% (42,803/70,396) of our population. Only
modafinil was more often prescribed to women than to men
with 55% (970/1776) female receivers. The highest proportion
of prescriptions was provided to people living in urban areas
with a proportion of 67% (46,968/70,396) of all stimulants
compared to intermediate and rural area residents. Managed
care was the preferred health care plan for patients receiving
stimulants with 72% (50,513/70,396) receiving. A total of 45%
(798/1776) of all modafinil receivers had 3+ chronic illnesses,
55% (775/1399) of those had psychiatric comorbidities, followed

by cardiological and rheumatological diseases. A total of 42%
(49/121) of sodium oxybate users had no comorbidities. Most
common chronic illness in sodium oxybate users was psychiatric
(43/72, 60%) or cardiologic (31/72, 43%). Additionally, half
of the methylphenidate users had comorbidities (28,619/57,128,
50%, 28,509 had no chronic illness identified) with
psychological (14,396/28,619, 50%) and other chronic
conditions (7034/28,619, 25%) as the most common identified
chronic diseases. Similar results were found for
lisdexamfetamine users, that is, 43% (4908/11,371) users had
no comorbidities and psychological (3556/6463, 55%) and other
(1989/6463, 31%) comorbidities were the most common chronic
diseases (Table 2).
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Table . Characteristics of Swiss insureds receiving any stimulant prescription in the year 2021.

Lisdexamfetamine
(n=11,371)

Methylphenidate (n=57,128)Sodium oxybate (n=121)Modafinil (n=1776)Characteristic

Sex, n (%)

6896 (60.7)35,038 (61.3)63 (52.1)806 (45.4)Male

4475 (39.4)22,090 (38.7)58 (48)970 (54.6)Female

Age (years)

26 (16-4)22 (14-4)38 (29-5)45 (33-6)Median (IQR)

28 (14)27 (16)40 (18)46 (16)Mean (SD)

Age (years, in groups), n
(%)

3355 (29.5)22,948 (40.2)10 (8.3)16 (0.9)6‐17

4401 (38.7)18,002 (31.5)47 (38.8)568 (32)18‐35

3565 (31.4)15,157 (26.5)48 (39.7)976 (55)36‐65

38 (0.3)742 (1.3)12 (9.9)139 (7.8)66‐75

12 (0.1)279 (0.5)4 (3.3)77 (4.3)76+

Region of residence, n (%)

7632 (67.1)38,196 (66.9)80 (66.1)1060 (59.7)Urban

2422 (21.3)11,554 (20.2)29 (24)449 (25.3)Intermediate

1317 (11.6)7378 (12.9)12 (9.9)267 (15)Rural

Health insurance status, n
(%)

8189 (72)41,178 (72.1)82 (67.8)1064 (59.9)Managed care

3182 (28)15,950 (27.9)39 (32.2)712 (40.1)Standard care

Comorbidities [14], n (%)

4908 (43.2)28,509 (49.9)49 (40.5)377 (21.2)0

2601 (22.9)12,617 (22.1)27 (22.3)340 (19.1)1

1619 (14.2)6678 (11.7)25 (21.7)261 (14.7)2

2243 (19.7)9324 (16.3)20 (16.5)798 (44.9)3+

psyd: 3556 (31.3)psyd: 14,396 (25.2)psyd: 43 (36)psyd:a 775 (43.6)Most frequent, n (%)

ther: 1989 (17.5)ther:c 7034 (12.3)card: 31 (26)card:b 592 (33.3)2nd most frequent, n (%)

resp:e 1435 (12.6)rheu: 6588 (11.5)rheu: 17 (14)rheu:d 430 (24.2)3rd most frequent, n (%)

a psyd: psychiatric.
bcard: cardiological.
cther: other.
drheu: rheumatological.
eresp: respiratory.

Package Size
All medication was predominantly prescribed more than once
within a year, with ≥5 packages prescribed in 40.4% (715/1768)

of all modafinil prescriptions, 95.8% (115/120) of all sodium
oxybate prescriptions, 47.5% (27,124/57,093) of all
methylphenidate prescriptions, and 59.1% (6727/11,392) of all
lisdexamfetamine prescriptions (Table 3).
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Table . Number of Swiss insureds and their stimulant prescriptions by number of packages and by prescriber (profession of the physician) in the year
2021.

At least 1 lisdex-
amfetamin use

At least 1
methylphenidate
use

At least 1 sodi-
um oxybate use

At least 1
modafinil use

At least 1 stimu-
lant agent (total)

11,39257,093120176866,113Total patients (N)

Number of packages, n (%)

1715 (15.1)9984 (17.5)0 (0)536 (30.3)12,235 (17.4)1

1099 (9.6)7968 (14)5 (4.2)228 (12.9)9301 (13.2)2

1022 (9)6300 (11)0 (0)113 (6.4)7435 (10.6)3

829 (7.3)5716 (10)0 (0)176 (10)6721 (9.6)4

6727 (59.1)27,124 (47.5)115 (95.8)715 (40.4)34,681 (49.3)≥5

Package sizes, median (IQR)a

30 (30-30)30 (30-100)—30 (30-90)—b1

30 (30-30)50 (30-100)—90 (60-90)—2

30 (30-30)50 (30-83)—90 (67.5‐90)—3

30 (30-30)50 (35-72)—90 (90-90)—4

30 (30-30)45 (30-60)—90 (90-90)—≥5

Prescriber of the issued prescriptions, n (%)

3529 (31)24,127 (42.3)10 (8.3)639 (36.1)27,323 (41.3)General practitioner (GP)

1762 (49.9)19,521 (80.9)10 (100)476 (74.5)22,578 (82.6)Only

717 (20.3)1802 (7.5)0 (0)63 (9.9)1911 (7)>50

1050 (29.8)2804 (11.6)0 (0)100 (15.6)2834 (10.4)Rest

6222 (54.6)23,553 (41.3)5 (4.2)336 (19)28,057 (42.4)Psychiatrist

3204 (51.5)18,167 (77.1)0 (0)220 (65.5)23,267 (82.9)Only

1308 (21)2260 (9.6)5 (100)31 (9.2)2247 (8)>50

1710 (27.5)3126 (13.3)0 (0)85 (25.3)2543 (9.1)Rest

63 (0.6)545 (1)37 (30.8)181 (10.2)748 (1.1)Neurologist

26 (41.3)384 (70.5)11 (29.7)97 (53.6)558 (74.6)Only

25 (39.7)48 (8.8)20 (54.1)31 (17.1)99 (13.2)>50

12 (19)113 (20.7)6 (16.2)53 (29.3)91 (12.2)Rest

1300 (11.4)6680 (11.7)15 (12.5)286 (16.2)7962 (12)Other specialists

437 (33.6)3782 (56.6)10 (66.7)176 (61.5)4599 (57.8)Only

234 (18)801 (12)5 (33.3)28 (9.8)955 (12)>50

629 (48.4)2097 (31.4)0 (0)82 (28.7)2408 (30.2)Rest

1234 (10.8)5027 (8.8)6 (5)70 (4)6000 (9.1)Inpatient psychiatry

362 (29.3)2857 (56.8)0 (0)27 (38.6)3429 (57.2)Only

214 (17.3)756 (15)0 (0)11 (15.7)898 (15)>50

658 (53.3)1414 (28.1)6 (100)32 (45.7)1673 (27.9)Rest

1110 (9.7)4251 (7.4)60 (50)496 (28.1)5549 (8.4)Inpatient acute, rehabilitation,
and nursing

415 (37.4)2376 (55.9)11 (18.3)284 (57.3)3312 (59.7)Only

136 (12.3)699 (16.4)32 (53.3)47 (9.5)756 (13.6)>50

559 (50.4)1176 (27.7)17 (28.3)165 (33.3)1481 (26.7)Rest

aMedian (IQR) package size (number of units) per number of prescribed packages. Not shown for sodium oxybate, since this substance is a liquid.
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bNot applicable.

Prescribers
In 2021, psychiatrists were the most frequent prescribers with
42.4% (28,057/66,172) of all the prescribed medications.
Lisdexamfetamine (6222/11,396, 54.6%), followed by
methylphenidate with 41.3% (23,553/57,038) were mainly
prescribed by them. By contrast modafinil and sodium oxybate
were rarely prescribed by psychiatrists as 19% and 4.2%
(336/1769 and 5/120), respectively. If chosen as a prescriber,
psychiatrists are often the only source of prescription for 82.9%
(23,267/28,057) insured individuals of all medication of 2021.

The second most frequent prescribers were GPs, with a similar
high proportion of 41.3% (27,323/66,172) of all drug
prescriptions. More specifically 42.3% (24,127/57,038)
methylphenidate was prescribed by GPs followed by modafinil
(639/1769, 36.1%), lisdexamfetamine (3529/11,396, 31%), and
smaller proportions for sodium oxybate (10/120, 8.3%). GPs
were most often the exclusive prescribers of the medications
(22,578/27,323, 82.6%). Only 10.4% (2834/27,323) of
prescriptions by GPs shared the prescribing job with other
medical specialists.

Neurologists were rarely prescribers of stimulants or narcolepsy
treatments, as only 1.1% (748/66,172) of all prescriptions were
invoiced by them. Only sodium oxybate was the most frequent
(37/120, 30.8%) medication prescribed by neurologists. If
chosen as the prescriber, they are often the only source (558/748,
74.6%) from which individuals received the prescriptions in
2021 (Table 3).

Concerning invoices handed in by hospitals or psychiatric clinics
or rehabilitation facilities, they only made up a small part of
overall stimulant invoices. An exception is sodium oxybate, of
which 45.1% (60/133) of invoices are issued by an acute clinic,
rehabilitation clinic, or nursing home (Table 3).

Association of Stimulant Use and Outcomes
We found an association with patients receiving a stimulant or
narcolepsy treatment prescription and increased hospitalizations
in a psychiatric facility (odds ratio [OR] 5.30, 95% CI
4.63‐6.08, P<.001). In contrast, there was a negative
association between stimulant prescription and hospitalization
in an acute medical care facility (OR 0.77, 95% CI 0.73‐0.82,
P<.001). There were no significant associations between
stimulant prescription and the total length of inpatient stay (OR
1, 95% CI 1‐1, P=.13; Table 4).

Table . Regression model of predicting the outcomes of hospitalization and length of stay in Swiss insureds, who received stimulant prescription in
the year 2021.

P valueOdds ratio (95% CI)Characteristic

Sex

——a (—)Male

<.0010.89 (0.86‐0.92)Female

Age (years, in groups)

<.0011.17 (1.13-1.21)6-17

—— (—)18‐35

<.0010.62 (0.60‐0.64)36‐65

<.0010.31 (0.27‐0.34)66‐75

<.0010.24 (0.20‐0.28)76+

Region of residence

—— (—)Urban

<.0011.09 (1.05‐1.13)Intermediate

.20.97 (0.94‐1.02)Rural

Health insurance status

—— (—)Standard

<.0010.69 (0.67‐0.71)Managed care

<.0011.56 (1.54‐1.59)Number of comorbidities

.131 (1‐1)Total inpatient length of stay

<.0010.77 (0.73‐0.82)Hospitalization acute (yes or no)

<.0015.3 (4.63‐6.08)Hospitalization psychiatry (yes or no)

aNot applicable.
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When only focusing on methylphenidate or lisdexamfetamine
compared to a balanced sample of nonstimulant users, we found
a positive association between their prescription and
hospitalization in a psychiatric facility (OR 6.85, 95% CI
5.89‐7.99, P<.001). No significant association was found

between the prescription rate and the total inpatient length of
stay (OR 1, 95% CI 1‐1, P=.1). Hospitalization in an acute
medical care facility was less likely (OR 0.76, 95% CI
0.71‐0.8, P<.001) to prescribe methylphenidate or
lisdexamfetamine (Table 5).

Table . Regression models of predicting the outcomes of hospitalization and length of stay in Swiss insureds who received stimulant prescriptions in
the year 2021. Prescriptions of methylphenidate or lisdexamfetamine are shown in the left columns, prescriptions of modafinil or sodium oxybate are
shown in the right columns.

Modafinil- or sodium oxybate-users versus
nonusers

Methylphenidate- or lisdexamfetamine-users
versus nonusers

Characteristic

P valueORa (95% CI)P valueORa (95% CI)

Sex

—— (—)—— (—)Male

.020.84 (0.72‐0.97)<.0010.9 (0.87‐0.93)Female

Age (years, in groups)

.51.17 (0.73-1.88)<.0011.17 (1.13-1.21)6-17

—— (—)—— (—)18‐35

<.0010.57 (0.48‐0.68)<.0010.63 (0.6‐0.65)36‐65

<.0010.25 (0.19‐0.34)<.0010.31 (0.28‐0.36)66‐75

<.0010.15 (0.09‐0.23)<.0010.26 (0.21‐0.31)76+

Region of residence

—— (—)—— (—)Urban

.70.96 (0.8‐1.15)<.0011.11 (1.07‐1.15)Intermediate

.31.11 (0.89‐1.38).0190.95 (0.91‐0.99)Rural

Health insurance status

—— (—)—— (—)Standard

<.0010.58 (0.5‐0.68)<.0010.69 (0.67‐0.71)Managed care

<.0011.62 (1.54‐1.71)<.0011.55 (1.53‐1.57)Number of comorbidities

.81 (1-1).101 (1-1)Total inpatient length of stay

.101.23 (0.96‐1.56)<.0010.76 (0.71‐0.8)Hospitalization acute (yes or no)

.022.15 (1.17‐4.23)<.0016.85 (5.89‐7.99)Hospitalization psychiatry (yes or no)

aOdds ratio
bNot applicable.

When only focusing on modafinil or sodium oxybate compared
to a balanced sample of nonstimulant users, we found a positive
association between their prescription and hospitalization in a
psychiatric facility (OR of 2.15, 95% CI 1.17-4.23, P=.02). We
found no significant association between total inpatient length
of stay (OR 1, 95% CI 1‐1, P=.80) and hospitalization in an
acute medical care facility (OR 1.23, 95% CI 0.96‐1.56, P=.10;
Table 5).

Discussion

Summary
We found an increasing trend of stimulant and narcoleptic drug
prescriptions in Switzerland from 0.6% to 0.8% over the years
2014 to 2021. Most stimulants are prescribed continuously with
more than 5 packages in 1 year per insured to underaged

individuals with no comorbidities. Psychiatrists and GPs are
often the prescribers of stimulants, much more frequently than
neurologists.

Context in Research
Compared with data on global stimulant prescription rates, our
results are notably lower, showing a smaller increase in
prescription rates than in the United States (5.6%‐6.1%), New
Zealand (0.75%‐1.06%), and Denmark (0.03%‐0.73%) [5-7].
Given the ADHDs/ADDs prevalence rates of 4% in adult men
and 5.3% in children in Switzerland [2,3], compared to a
worldwide prevalence of between 5% and 11.4% [1,15,16], it
is reasonable to interpret the lower Swiss prescription rates as
either an indication of underprescription or as lower stimulant
misuse rates in Switzerland [15]. Even when taking all
stimulants together, current prescription rates do not reach the
prevalence rate of ADHDs/ADDs in Switzerland. The fact that

JMIR Public Health Surveill 2025 | vol. 11 | e53957 | p.449https://publichealth.jmir.org/2025/1/e53957
(page number not for citation purposes)

Scharf et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


ADHDs/ADDs are also treated nonpharmacologically is another
argument for assuming that our result of low prescription
prevalence is lower than the disease prevalence. Unfortunately,
there are no data that quantifies the extent of drug or
nonpharmacological treatment for ADHDs/ADDs and thus
could help define the normal gap between prescription rate and
disease prevalence. Our distribution of prescription rates
corresponds to the disease distribution in different age groups,
with prescriptions and prevalence of ADHDs/ADDs being
higher in the younger age groups [17]. The distribution of
prescriptions by gender reflects the current disease prevalence
of ADHDs/ADDs, as we found a slightly lower proportion of
females than males, in line with another summary by Thapar
and Cooper [17]

Stimulants were predominantly prescribed in urban areas. A
higher population compared to rural areas, a higher density of
prescribing physicians, and a higher number of hospitals
specialized in diagnosis and treatment of these diseases in urban
settings may account for this predominant prescription pattern.
Vice versa underprescription in rural areas could be due to
reduced access to adequate health care services.

Methylphenidate was by far the most prescribed stimulant agent,
followed by lisdexamfetamine, a new stimulant showing
promising results for treatment of ADHDs/ADDs [18]. The
prescription characteristics were very similar between the two
stimulants, with lisdexamfetamine more often prescribed to
older adults than methylphenidate. This shows that
lisdexamfetamine is possibly used as a second medication after
methylphenidate was prescribed in the young and did not give
continuous results while the patients aged.

Prescriptions were most frequently issued by psychiatrists. Since
methylphenidate and lisdexamfetamine are standard treatment
for the psychiatric diseases ADHDs and ADDs, this prescription
pattern makes sense from a health provider perspective and is
confirmed by other findings about prescribers of stimulants
[19].

Prescription characteristics of sodium oxybate should reflect
its specificity for narcolepsy because it is not indicated for any
other disease. Here we find most of the prescriptions in middle
aged groups and fewer in children and teenagers, with a nearly
even distribution between women and men. This grouping does
not match with the expected narcolepsy features of young
patients with a possible second peak in the late forties [20]. The
lack of prescription in young patients is best explained by a
missed or severely delayed diagnosis of narcolepsy, which is
in line with the recently published delayed diagnosis for
Switzerland and other European countries [21,22]. Surprisingly,

neurologists who diagnose and treat narcolepsy, are rarely the
patients’ prescription source, even for highly specific and not
easy to handle medication, such as sodium oxybate. Multiple
reasons may account for this prescription practice, among them
is the lower barrier for receiving an appointment with GPs
before prescriptions expires, compared to neurologists.

We found no significant change in the odds of at least one
stimulant prescription in patients hospitalized in an acute
hospital but a significant increase in the odds of patients
hospitalized in a psychiatric facility. This reflects the fact that
ADHDs/ADDs are often overlapping or comorbid with other
psychiatric diseases which can lead to hospitalization, such as
addiction, disruptive disorders, anxiety disorders, or bipolar
disorders [23-26], and by the severity of disease.

We assume that our data is representative for Switzerland, since
we analyzed claims data extrapolated to the entire population
from one of the biggest insurance companies in Switzerland,
with a nearly equal distribution across the country. As stimulant
agents are only accessed through prescription, we were able to
register all invoices for the medication in question in real world;
therefore, our data minimize sampling bias and recall bias that
frequently influence the accuracy and reliability of retrospective
studies.

Limitations
This study is an analysis of health insurance claims data, which
does not contain any information on the clinical reason of why
a medication was indicated. We therefore could not distinguish
between prescriptions according to current treatment guidelines
and prescriptions of pharmacological treatment for diseases
without proper diagnosis.

We identified prescribers by Zahlsteller register (registered
number for medical personel allowed to bill insurance
companies) number and medication prescription pattern, which
may lead in some cases to misclassification, as some physicians
share Zahlsteller register numbers in group practices and GPs
go sometimes through additional training as psychiatrists or
neurologists.

Conclusion
The prescription of stimulants and sodium oxybate in
Switzerland increased slightly but continuously over the past
years, but at lower rates compared to the estimated prevalence
of central hypersomnolence disorders and ADHDs/ADDs. Most
stimulants are prescribed by psychiatrists, closely followed by
GPs. The increased odds for hospitalization to psychiatric
institutions for stimulant receivers reflects the severity of disease
and the higher psychiatric comorbidities in these patients.
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Abstract

Background: The World Health Organization (WHO) has made significant efforts to promote age-friendly community initiatives
(AFCI) to address the challenges of population aging. Previous studies have discussed the construction of age-friendly communities
(AFC) in urban cities, evaluating AFCs often rooted in the WHO’s Checklist and focused on a single group, namely older adults,
overlooking the role of other age groups in community development.

Objective: This study aims to evaluate AFCs from multidimensional aspects, particularly the positive living experiences of
older adults, summarize the deficiencies in both hardware and software aspects in the process of constructing AFCs in China,
and provide some recommendations to promote AFCIs worldwide.

Methods: Using a multistage sampling strategy, 470 community residents from urban and suburban areas participated in this
study. A self-designed questionnaire was designed to use a standardized method to evaluate older adults’ living experiences across
five dimensions, including the degree of age-friendliness in the community, social support, sense of gain, sense of happiness, and
sense of security. Respondents rated each dimension on a 10-point scale. This study defined community residents into 3 groups:
residents younger than 45 years(Group 1: youth), those aged 45-59 years (Group 2: middle-aged), and those aged ≥60 years
(Group 3: old-age).

Results: In this study, 382 (81.3%) community residents were unaware of the relevant concepts of AFCs. Most participants
highlighted the importance of community support and health services, followed by respect and social inclusion, and outdoor
spaces and buildings. The findings showed that the highest-rated dimension was the sense of security. The mean scores for the
degree of the sense of security in urban and suburban areas were 7.88 (SD 1.776) and 7.73 (SD 1.853), respectively. For Group
2, the mean scores were 7.60 (SD 2.070) and 8.03 (SD 1.662), while Group 3 had mean scores of 7.34 (SD 2.004) and 7.91 (SD
1.940). The lowest-rated dimension was social support; the mean scores for Group 1 for the degree of social support in urban and
suburban areas were 7.63 (SD 1.835) and 7.48 (SD 1.918), respectively. For Group 2, the mean scores were 6.94 (SD 2.087) and
7.36 (SD 2.228), while those for Group 3 were 6.37 (SD 2.299) and 6.84 (SD 2.062). Further, there were significant differences
in the scores of residents among different age groups in urban areas regarding age-friendliness (P<.001), social support, (P<.001),
and sense of gain (P=.01).

Conclusions: China is in the early stages of developing AFCs. We further highlight the importance of continued research on
the collaboration and participation among multiple stakeholders. These outcomes have a direct and positive impact on the
well‐being of older adults.

(JMIR Public Health Surveill 2025;11:e66248)   doi:10.2196/66248

KEYWORDS

age-friendly; positive living experience; active aging; healthy aging; community residents; older adults; age-friendly communities;
multiple stakeholders; evaluating age-friendliness; urban and suburban areas
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Introduction

The History and Imperative of Implementing
Age-Friendly Communities
Population aging is poised to become one of the most significant
problems in the 21st century, impeding the development of
many countries globally. Data from World Populations
Prospects [1] predicated that the number of persons aged ≥65
years in countries and areas with populations that have already
peaked is projected to reach 409 million by 2027, surpassing
the number of children under 18. The number of persons aged
≥80 years is increasing at an even faster rate and is likely to
triple, from 85 million in 2024 to approximately 267 million
by 2100. With the increasing trend of population aging, health
issues in older adults have become a major concern for scholars
and policymakers worldwide. As people age, many experience
a myriad of changes impacting their health and functional ability
to manage independent living in their homes and communities
[2]. Meanwhile, age-related changes such as physiological and
cognitive decline may lead to negative health outcomes such
as frailty, mobility limitations, and disability. Moreover, many
social and physical environmental factors also affect the health
status and quality of life of older adults [3,4]. Therefore, finding
accessible and affordable measures to help older adults live
longer and healthier will be crucial.

To address the challenges of population aging and achieve the
goal of healthy aging, the World Health Organization(WHO)
has made significant efforts to promote age-friendly community
initiatives (AFCI). The concept of age-friendly communities
(AFCs) originated from the Ecology Theory of Aging in 1973
[5,6], which indicated that aging was a dynamic process at both
the individual and community levels, revealing that a positive
surrounding environment can promote well-being among older
adults. In 2000, the American Association of Retired Persons
first defined AFCs as communities with affordable housing,
adequate infrastructure and services, and diverse options of
transportation. Based on the report A Guide: Global
Age-Friendly Cities [7], the AFCs incorporated three aspects
and eight key domains. Three aspects included service support,
space environment, social and humanistic environment [8], and
the eight key domains consisted of outdoor spaces and buildings,
transportation, housing, social participation, respect and social
inclusion, civic participation and employment, communication
and information, and community and health services [9,10]. In
the current conceptualization of AFCs, the importance of social
environment and physical environment are placed equally as
the determinants of health and older adults are considered to be
effective social resources involved in community construction
[11]. The AFCs are designed to account for the wide diversity
among older people and promote their autonomy, inclusion,
and contributions in all areas of community life [12].

Meanwhile, the implementation of aging-in-place policies
highlights the imperative for AFCIs [13]. Supporting older
adults to continue living safely and comfortably within their
communities is a shared vision of many governments and
international organizations. Due to their continuous efforts, the
WHO Global Network for AFCIs currently includes 1705 cities

and communities across 60 countries, covering over 330 million
people worldwide. However, the lack of measurability of the
actual age-friendliness of AFCs has been a major weakness in
moving AFCIs forward. As age-friendliness is a complex,
dynamic, multidimensional, and highly context-dependent
concept, it does not easily lend itself to standardization of
measurement [14-16].

Evaluating the Age-Friendliness of Communities
While constructing AFCs, it is crucial to evaluate the
age-friendliness of communities [17]. The previous studies have
mainly focused on measuring the age-friendliness of a city or
community in which older adults live, based on the WHO’s
Checklist [18]. Jo-Ying Huang et al [19] developed indicators
of age-friendliness for communities in Taiwan province that
conform to international standards by referring to the WHO’s
Checklist and Taiwan’s existing indicators. Yu, Wong, and Woo
[20] examined the relationships between perceptions of
neighborhood environment, sense of community, and self-rated
health by relying on the WHO Checklist. Wood et al [21]
conducted a systematic scoping review of 23 articles using
citizen science or participatory approaches. An inductive and
deductive thematic analysis was performed to identify local
urban barriers and facilitators and map them against the WHO’s
Checklist. Kim et al [22] used data from the American
Association of Retired Persons AFC surveys to evaluate the
reliability and concurrent validity of AFC assessment tools.
They found that higher levels of perceived availability of
community and health services were associated with worse
health outcomes.

Additionally, the Age Friendly Cities and Communities
Questionnaire (AFCCQ) is designed by Dikken for measuring
age-friendliness. Compared with WHO’s Checklist, the Age
Friendly Cities and Communities Questionnaire only has 23
items, covers eight domains of the WHO’s AFC model, and has
an additional ninth domain of financial situation [23]. In addition
to the above-mentioned measurement tools of age-friendliness,
sets of priority indicators, frameworks, and conceptual surveys
are proposed by other studies. Jiravanichkul et al [24] identified
minimum standard indicators and explored the development of
a well-being environment and AFC assessment criteria by using
the analytic hierarchy process. Ide et al [17] developed a
community-level AFC indicator based on the WHO AFC
guidelines by incorporating dementia-friendly elements and
tested its validity and reliability.

Beijing as a Case Example
Beijing is the capital of China, and a municipality directly
governed by the Central Government. It is famous as China’s
political, cultural, international communication, and science
and technology innovation center. Beijing currently has entered
a moderately aging society. By the end of 2023, the permanent
resident population aged 60 years and above was 4.948 million,
accounting for 22.6% of the total permanent resident population.
The resident population aged 65 years and above was 3.469
million, accounting for 15.9% of the total resident population
[25]. To enhance older adults’ sense of gain, happiness, and
security in communities, the National Health Commission
(National Office for the Elderly, 2020) launched an initiative
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to construct AFCs across the country. By the end of 2023, a
total of 93 communities in Beijing had been named “ National
Model AFCs,” which were at the forefront of AFC development
nationwide.

Focus of the Current Study
Although many scholars have attempted to evaluate the
age-friendliness of communities in various ways, there is limited
research emphasizing the positive aspects of health, such as the
sense of gain, happiness, and security that older adults
experience in their communities. Additionally, most studies
have focused on the construction of AFCs in urban cities
[26,27], and evaluating the age-friendliness of communities
was only based on assessments from older adults [22,28], which
overlooked the perspectives of other community residents.
Therefore, the current evaluation of constructing AFCs may
lack objectivity and accuracy.

This study aims to explore the cognition of AFCs among the
different aged communities’ residents in Beijing, evaluate AFCs
from multidimensional aspects, especially the positive living
experience of older adults, summarize the deficiencies in
hardware and software infrastructure in the process of
constructing AFCs in Beijing, and provide a reference for
promoting AFCIs across the world.

Methods

Study Design
This is a cross-sectional study, designed to understand the
awareness and perception of AFCs among different aged
community residents, explore deficiencies in the process of
constructing AFCs, and propose recommendations for
improvement.

Study Setting and Sample
Considering the level of economic development and construction
status of AFCs among 16 districts in Beijing, a cross-sectional
quantitative survey was conducted on community residents
between urban and suburban areas. This study adopted a
multistage sampling strategy [29,30]. In the first stage, Xicheng
District, Fengtai District, Daxing District, and Huairou District
were selected based on the functional orientation of the 16
districts in Beijing and the current situation of constructing
AFCs. To implement urban strategic positioning, promoting
sustainable development, and considering the practical needs
of the historical pattern of the ancient capital, Beijing issued
the Beijing Urban Master Plan in 2017. According to the Beijing
Urban Master Plan, there are six central urban areas (including
Dongcheng District, Xicheng District, Chaoyang District,
Haidian District, Fengtai District, and Shijingshan District),
five new towns in plain areas (including Shunyi District, Daxing
District, Yizhuang District, Fangshan District, and Changping
District), and six ecological conservation areas (including
Mentougou District, Pinggu District, Huairou District, Miyun
District, and Yanqing District). For this study, plain new towns
and ecological conservation areas were unified as suburban
areas, while the central urban areas were unified as urban areas.
Among the 16 districts, Xicheng District, Fengtai District,
Daxing District, and Huairou Districts ranked second, third,

fifth, and eighth, respectively. In the second stage, 3‐5
communities were randomly picked from each district,
amounting to 15 communities in the list. In the last stage, trained
investigators visited each sampling community to randomly
invite community residents to participate in our investigation.
Potential participants were recruited via the invitation of the
investigators, and we sought to balance the sample based on
population characteristics such as gender, age, education, and
region. To better understand the construction of AFCs, our goal
was to recruit residents who lived in the communities and who
could freely and voluntarily express their insights.

Measures
A self-designed questionnaire was developed to use a
standardized method for assessing the residents’ living
experience and their community’s age-friendliness in Beijing.
It was designed in consultation with a group of AFC experts
[31].

To explore the cognition of community residents regarding the
concept of AFCs, the questionnaire included questions such as
whether they had heard of or learned about AFCs. Based on our
literature review and WHO guidelines, we asked residents to
choose the most important domain among the eight domains
(outdoor spaces and buildings, transportation, housing, social
participation, respect and social inclusion, civic participation
and employment, communication and information, and
community and health services) in the process of constructing
AFCs.

The positive living experience of older adults that was obtained
within their community was measured across five dimensions:
(1) the degree of age-friendliness in the community, (2) the
level of social support for older adults, (3) the sense of gain in
community, (4) the sense of happiness in the community, and
(5) the sense of security in the community. Respondents rated
each dimension on a 10-point scale (0‐1: does not exist, 2‐3:
poor, 4‐5: fair, 6‐7: good, 8‐9: very good, 10: excellent).

To understand the shortcomings in the current process of
constructing AFCs, the deficiencies were categorized into
hardware and software aspects. Hardware aspects included
increasing the green spaces and beautiful buildings, building
more nursing institutions and medical institutions for older
adults, building more leisure and entertainment places, installing
more age-friendly facilities for older adults, and expanding
traffic roads, among others. Software aspects consisted of
conducting more abundant recreational activities, creating an
age-friendly atmosphere, providing personalized elderly care
services and community and neighborhood support, providing
community volunteer services, and more personalized medical
services. Participants were asked to choose the items that
required urgent improvement in their communities.

Data Analysis
Based on the latest WHO age definition criteria [32], this study
defined community residents into three age groups: (1) Group
1 as youth (younger than 45 years) (2) Group 2 as middle-aged
adults (45-59 years), and (3) Group 3 as old-aged adults (above
60 years).
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All the gleaned data were recorded into EpiData software
(version 3.1; EpiData Association) and analyzed by SPSS
software (version 21.0; IBM Corp). The mean and standard
deviation were used to describe continuous data, while the
categorical data were presented by composition ratio, frequency
distributions, and parity arrangement. Frequency and rank
analyses were used to summarize the quantitative data of
community residents including demographic characteristics
such as gender, age, region, and education level. The rank-sum
test was used to analyze the most important domains of AFCs
and deficiencies in the construction of the AFCs. One-way
ANOVA was used to explore the five dimensions of the
community living experiences of older adults.

Ethical Considerations
The study was approved by the Medical Ethics Committee of
Capital Medical University, Beijing, China (Reference number
Z2023SY048). All participants provided informed consent for
the collection, handling, and storage of their personal and health

data. All procedures were performed in accordance with relevant
guidelines and regulations. All participants joined the study
voluntarily, and no compensation was provided to them. All
data were kept confidential, deidentified, and anonymous.

Results

A total of 477 residents voluntarily agreed to participate in our
survey. We collected 470 valid questionnaires were collected,
resulting in a validity rate of 98.53%. Table 1 presents the
demographic characteristics of community residents. Among
the 470 community residents in our survey, the majority were
female (n=339, 72.1%). Approximately 44.5% (n=209) of the
participants were younger than 44 years, and the average age
of the 470 community residents was 46.74 (SD 18.63) years. A
total of 259 (55.1%) community residents were from urban
areas. Additionally, 113 participants (24%) had lived in their
current community for more than 30 years and 178 (37.9%)
participants had obtained a bachelor’s degree.

Table . Demographic characteristics of community residents.

Surveys (N=470), n (%)Items

Gender

131 (27.9）Male

339 (72.1）Female

Age (years）

209 (44.5）≤44

132 (28.1）45-59

129 (27.4）≥60

Regions

259 (55.1）Urban areas

211 (44.9）Suburban areas

Length of residence (years）

157 (33.4）≤10

200 (42.6）11-30

53 (11.3）31-50

42 (8.9）51-70

18 (3.8）≥71

Education

129 (27.4）Junior high school or below

99 (21.1）High school or Junior college

178 (37.9）Bachelor’s degree

64 (13.6）Master’s degree or above

Table 2 shows community residents’cognition of AFCs. Almost
81.3% of the community residents were not aware of the concept

of AFCs; only 88 (18.7%) community residents had heard of
AFCs.
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Table . Community residents’ cognition of the Age-Friendly Communities.

ResultsItems

Community residents’ cognition of the concept of the Age-Friendly
Communities (N=470), Surveys, n (%)

88 (18.7)Know

382 (81.3)Not know

The most important domain of the Age-Friendly Communities from the

perspective of community residents, total pointsa (rank)

453 (3)Outdoor spaces and buildings

260 (6)Transportation

293 (5)Housing

364 (4)Social participation

559 (2)Respect and social inclusion

84 (8)Job opportunities and civic participation

135 (7)Communication and information

666 (1)Community support and health services

aNote: total points: number of people selected for the first important domain ×3 + number of people selected for the second important domain ×2
+number of people selected for the third important domain ×1.

With regard to the eight important domains of creating an AFC,
community support and health services were the most important
domains from the perspective of residents when they lived in
the community, followed by respect and social inclusion, and
outdoor spaces and buildings. Job opportunities and civic
participation were considered relatively less important for
residents when they lived in the community.

Table 3 displays an evaluation of the living experiences of older
adults, categorized by different aged community residents.
Among the five dimensions of older adults’ living experience,
the scores of the sense of security in the community were
relatively high, whereas the scores for the degree of social

support for older adults were relatively low. There were
significant differences in the scores of residents between
different age groups in urban areas in terms of age-friendliness
(P<.001), social support (P<.001), and sense of gain (P=.01),
whereas no significant differences were found in terms of
happiness and security. In the evaluation of age-friendliness,
there were significant differences between young and
middle-aged residents, and between young residents and elderly
residents. In the evaluation of the degree of social support, there
were significant differences between young residents and
middle-aged residents, and between young residents and elderly
residents. Additionally, the sense of gain differed significantly
between young residents and elderly residents.
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Table . Evaluation of living experience of older adults from the perspectives of different aged community residents.

P valueF test (df)Scoresa , mean (SD）Regions, items, and groups

Urban areas

<.0019.687（2, 256）The degree of age-friendliness

7.82 (1.807)aGroup 1（age <45 years)

7.34 (1.689)aGroup 2 (age 45-60 years)

6.58 (2.208)bGroup 3 （age ≥60 years)

<.0018.914（2, 256）The degree of social support

7.63 (1.835)aGroup 1（age <45 years)

6.94 (2.087)bGroup 2 (age 45-60 years)

6.37 (2.299)bGroup 3 (age ≥60 years)

.014.445（2, 256）The sense of gain in community

7.58 (1.693)aGroup 1 (age <45 years)

7.10 (1.995)abGroup 2 (age 45-60 years)

6.79 (1.880)bGroup 3 (age ≥60 years)

.072.741（2, 256）The sense of happiness in communi-
ty

7.72 (1.777)Group 1 (age <45 years)

7.27 (1.933)Group 2 (age 45-60 years)

7.09 (2.079)Group 3 (age ≥60 years)

.171.792（2, 256）The sense of security in community

7.88 (1.776)Group 1 (age <45 years)

7.60 (2.070)Group 2 (age 45-60 years)

7.34 (2.004)Group 3 (age ≥60 years)

Suburban areas

.281.290（2, 208）The degree of age-friendliness

7.61 (1.914)Group 1 (age <45 years)

7.44 (2.232)Group 2 (age 45-60 years)

7.05 (1.910)Group 3 (age ≥60 years)

.181.732（2, 208）The degree of social support

7.48 (1.918)Group 1 (age <45 years)

7.36 (2.228)Group 2 (age 45-60 years)

6.84 (2.062)Group 3 (age ≥60 years)

.870.138（2, 208）The sense of gain in community

7.29 (1.923)Group 1 (age <45 years)

7.41 (2.045)Group 2 (age 45-60 years)

7.21 (2.145)Group 3 (age ≥60 years)

.600.519( 2, 208）The sense of happiness in communi-
ty

7.53 (1.719)Group 1 (age <45 years)

7.51 (2.081)Group 2 (age 45-60 years)

7.82 (1.724)Group 3 (age ≥60 years)

.570.561（2, 208）The sense of security in community
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P valueF test (df)Scoresa , mean (SD）Regions, items, and groups

7.73 (1.853)Group 1 (age <45 years)

8.03 (1.662)Group 2 (age 45-60 years)

7.91 (1.940)Group 3 (age ≥60 years)

aDifferent letters within the same row indicate statistically significant differences between groups based on the Student-Newman-Keuls (SNK) multiple
comparisons (P<.05). Groups sharing the same letter do not differ significantly.

Table 4 presents the shortcomings in the current process of
constructing AFCs. Regarding the aspects of community
hardware facilities, most residents expressed the need for
building more nursing institutions for older adults, followed by
building additional medical institutions and installing more
suitable age-friendly facilities. Expanding traffic roads was an

aspect that concerned fewer people. Regarding the community
software facilities, creating an age-friendly atmosphere was
most commonly reported by many community residents,
followed by providing personalized elderly care services, more
personalized medical services, and more recreational activities.

Table . The shortcomings in the current process of constructing age-friendly communities.

RankFrequencyItems

The aspects of community hardware facilities that should be improved

5217Increase the green area and beautiful buildings

1319Build more nursing institutions for older adults

2257Build more medical institutions for older adults

4221Build more leisure and entertainment places

3252Install more suitable facilities for older adults

678Expand traffic roads

711Others

The aspects of community software facilities that should be improved

4207Hold more abundant recreational activities

1323Create an age-friendly atmosphere

2317Provide personalized elderly care services

6117Provide community and neighborhood support

5170Provide community volunteer services

3241Provide more intimate medical services

713Others

Discussion

Principal Findings
This study is the first to comprehensively evaluate AFCs from
multidimensional aspects in China. It particularly examines the
positive living experiences that residents derive from their
communities, compares the cognition and perception of AFCs
among different aged community residents in urban and
suburban areas, and explores the deficiencies in the process of
constructing AFCs from both hardware and software
perspectives. The community residents’ suggestions for
improvement for constructing AFCs reflect the needs and
interests of older adults and other age groups, providing a
direction for constructing AFCs in the future.

Increasing Age-Friendly Awareness and Sense of
Belonging Among Community Residents
China has only recently begun promoting AFCIs; compared to
other developed countries, there remains significant progress
to be made. Consequently, the public is not aware of the
concepts of AFCs, which is consistent with our findings as only
88 (18.7%) residents were aware of AFCs. Recognizing the
age-friendliness of communities is the premise to engage
residents in the construction of AFCs. Relevant studies show
that perceived age-friendliness of the community is positively
associated with a sense of belonging to the community [33,34].
However, a gap exists between family belonging and community
belonging. Given the changes in China’s economic and social
structures, the sense of community belonging has been weakened
[35], which may have led to a lack of initiative and
consciousness among residents in the process of creating AFCs.
Therefore, it is vital to improve the consciousness of
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age-friendliness and strengthen the sense of belonging among
community residents in the process of constructing AFCs.

Establishing an Age-Friendly Atmosphere and
Improving Communities’ Software Facilities
Previous studies have shown that constructing AFCs mainly
focuses on eight domains, based on the WHO guideline [14,36];
however, little is known about which domains are considered
most important for community residents. In our study, most
participants highlighted the importance of community support
and health services; they wish to build more medical institutions
and provide more personalized medical services in their
communities, which reflects the high demand for medical
services by community residents in Beijing. However, a major
challenge faced by both high-income and low-income countries
today is inequitable access to health care resources [37-39]. For
example, in suburban or medically underprivileged communities,
residents may often be unable to access desired health care
services. Telemedicine in China has been improving the
dissemination of high-quality health care resources from urban
cities to remote suburban areas, providing services such as
teleconsultations and specialist diagnoses [37]. Meanwhile,
respect and social inclusion are also key components for
promoting AFCIs. Many community residents identified that
creating an age-friendly atmosphere was the most important
step in the process of AFCs to improve the aspects of community
software facilities, which is consistent with other studies. Lui
et al [13] noted that a supportive environment characterized by
positive relations, engagement, and inclusion is a core
prerequisite for aging well. Rémillard et al [40] have explored

eleven case studies of AFCs worldwide and reported that the
need to shift perception, change mindsets, and promote a more
positive view of aging were identified as key priorities. Respect
and promoting social participation of older adults is also seen
as a way to challenge ageism. In addition, the range of
recreational activities and social support for community residents
within their communities should be increased. Some studies
found a positive association between employment, social
participation, and healthy aging [41]. These observations could
be due to the potential of these activities to enhance individuals’
social status, promote psychological well-being, and foster a
sense of dignity.

Improving the Living Environment and Strengthening
Communities’ Hardware Facilities
Our results indicate that many community residents wish to
improve the physical infrastructure of their communities;
outdoor spaces and buildings were the third most important
domain of AFCs. This finding is in line with the reality of
communities’ infrastructure in China. Most older communities
in Beijing lack elevators, which causes major inconvenience
for older adults when going out. In addition, there is limited
public space for residents to participate in activities and exercise.
A common phenomenon in many old communities is that public
spaces meant for residents’ activities are occupied by parked
cars. As shown in Figure 1, limited public space, scarcity of
age-appropriate fitness equipment, and the absence of elevators
are key physical environment factors that may hinder older
adults from participating in community activities.
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Figure 1. Overview of hardware facilities in a surveyed community in the Daxing District, showing limited public space, scarcity of age-appropriate
fitness equipment, and no elevators.

Actively Participating in Community Activities to
Enhance Community Residents’ Happiness
In the process of constructing AFCs, the notion of healthy aging
should be considered the final goal. Older adults in good health
can continue to be vital societal resources, experience greater
job satisfaction and independence in their lives, and engage
more actively as community residents. This study aimed to
evaluate the positive living experiences that older adults
obtained in their communities. Our findings show that among
the five dimensions assessed, the sense of security scored the
highest, while social support scored the lowest, particularly
among urban older adults. Social support is a well-recognized
social determinant of health, and it is obvious that obtaining
social support from others is crucial throughout life, including
old age [42]. Most older adults consistently prefer aging in
place, which requires a high level of social support in the process
of constructing AFCs [11]. Therefore, improving the degree of
social support for older adults should be a key focus while
constructing AFCs in the future. Further, there were significant
differences in the evaluation of older adults’ living experiences
among different aged community residents in urban areas.
Young residents rated the degree of social support,
age-friendliness, sense of gain, and happiness significantly
higher than older adults’ self-evaluations. This disparity may
stem from younger residents having greater physical capacity

and healthier habits, which enables them to afford expenses
related to transportation, health care, and retirement [41].
Consequently, they have more energy and capacity to actively
engage in paid work, social participation, and environmental
preservation, thereby fostering their sense of happiness and
sense of gain. Besides, elderly residents in suburban areas have
the highest scores for the sense of happiness, which suggests
that older adults in suburban communities experience higher
levels of happiness compared to their urban elderly residents.
These findings may be attributed to both the physical
environment (eg, accessible public facilities) and the social
environment (eg, active engagement in volunteer activities),
providing sufficient support to older adults in suburban areas
[41]. Suburban seniors typically lived in the rural society for a
long time. At the heart of rural society lies a deep-rooted
connection to the land. Life in these communities is often
dictated by the cycles of nature, with agricultural activities and
environmental stewardship forming the backbone of their
livelihoods. Therefore, compared with urban elderly residents,
suburban seniors may engage in agricultural activities within
their capacity, establish trust-based relationships with neighbors,
and be more likely to participate in communities’ activities.
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Participation of Multiple Stakeholders in the Promotion
of Constructing AFCs
The task of constructing AFCs is complex, dynamic, and
multistage, which involves multiple stakeholders’ cooperation.

To address the challenges of an aging population and promote
AFCIs, collaboration is essential between government
departments, residential committees, community health centers,
community elderly care service stations, social organizations,
media, and community residents (Figure 2).

Figure 2. Constructing age-friendly communities as a central goal involves collaboration and participation from multiple stakeholders, including
government departments, residential committees, community health centers, community elderly care service stations, social organizations, media, and
community residents. Effective cooperation among these stakeholders is necessary to expand the reach of constructing age-friendly communities across
all eight domains.

Government departments should focus on constructing AFCs,
by formulating and improving relevant laws and regulations on
AFCs, designing scientific and accurate tools for evaluating
AFCs, and establishing long-term supervision and feedback
mechanisms. Residential committees should first design
medium- and long-term plans for promoting AFCIs based on
three overarching areas [43]: (1) physical infrastructure (eg,
outdoor spaces and buildings, transportation, housing); (2) social
opportunities (eg, civic participation, social participation,

respect, and social inclusion); and (3) supportive services (eg,
communication and information, community and health
services). Residential committees should conduct a
comprehensive assessment of their respective communities
based on AFC policies and tools developed by the government,
and identify deficiencies within communities. Our findings
show that community residents have urgent needs for old-age
care and medical services. Therefore, promoting continuous
and integrated community care that combines medical and
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old-age care is necessary. Additionally, residential committees
should explore smart community care services with the help of
information technology, treating the community as the basic
unit. Besides, it is important to build a smart service platform
that connects “Internet+community home care”, with community
health centers and elderly care service stations, that can establish
a connection between the elderly needs and community service
resources. Finally, residential committees should create an
atmosphere of age-friendliness within the communities, build
more spaces where different aged residents can interact together,
and encourage more older adults to participate in the
construction of AFCs. Social organizations should adopt
age-friendly practices or provide more activities catering to the
needs of older adults. Social media should strengthen public
awareness of AFCs, ensuring more residents understand the
concept of AFCs and their benefits and actively participate in
the construction of AFCs. Community residents should also
actively cooperate with the work of the communities, improve
their cognition of AFCs, and make suggestions for the
construction of AFCs.

Limitations
The findings generated from this study should be interpreted
considering several limitations. First, our survey included
healthy and cognitively intact older adults, while those who
were suffering from disabilities or dementia were excluded.
However, understanding the living experience of this excluded
group would be vital to help construct AFCs. Second, the
representativeness of our study was limited, since we surveyed
only a sample from 4 out of 16 districts in Beijing. Future studies
should consider conducting similar studies in smaller cities

across China and including more related subjects. Finally, our
study followed a voluntary participation principle when
conducting the questionnaire survey. Female respondents
showed more willingness to participate in the survey, resulting
in the gender ratio of female respondents (over 70%).
Additionally, many surveyed residents never left their living
communities, and they did not have a deep understanding of
other communities. Future work should further explore the
influence of gender, education level, and length of residence on
community residents’ perceptions of AFCs.

Conclusions
China is in the early stages of becoming an age-friendly society.
Findings from this study show that community residents in
Beijing have a low level of cognition of AFCs, and face many
barriers from the perspective of hardware facilities and software
facilities. Therefore, it is imperative to take measures to (1)
increase age-friendly awareness and sense of belonging among
community residents; (2) establish an age-friendly atmosphere
and improve communities’ software facilities; (3) improve the
living environment and strengthen communities’ hardware
facilities; (4) increase the active participation of older persons
in the community to enhance their happiness; and (5) and
promote AFCIs through joint efforts of multiple stakeholders,
including government departments, residential committees,
community health centers, community elderly care service
stations, social organizations, media, and community residents.
Our study provides suggestions for tangible central government
policy and practice initiatives and resource allocation. These
outcomes have a direct and positive impact on the well‐being
of older adults.
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Abstract

Background: Increased aging and accelerated urbanization have led to the migration of older adults within China. Migrant
older adults (MOAs) may experience physical and psychological discomfort in influx cities, and they are a vulnerable group that
has emerged in the course of fast urbanization. Previous studies have confirmed the association between oral health and loneliness
as well as the relationship between social support and loneliness; however, no research has been done to clarify the underlying
mechanisms and the migrant-local difference between oral health, social support, and loneliness.

Objective: This study aimed to test the association between oral health, social support, and loneliness among Chinese older
adults, as well as the migrant-local difference on the above relationship.

Methods: Multistage cluster random sampling was used to enroll a total of 1205 participants, including 613 MOAs and 592
local older adults (LOAs). Loneliness was assessed by the 6-item short-form UCLA Loneliness Scale; oral health was measured
via the Chinese version Geriatric Oral Health Assessment Index (GOHAI); social support was evaluated by the Social Support

Rating Scale (SSRS). Descriptive analysis, χ2 tests, and t tests were conducted. Multigroup structural equation modeling (SEM)
was employed to clarify the migrant-local difference on the association between oral health, social support, and loneliness among
MOAs and LOAs.

Results: The mean score of loneliness was 8.58 (SD 3.032) for MOAs and 8.00 (SD 2.790) for LOAs. Oral health and social
support were found to be negatively related to loneliness among MOAs and LOAs; the standardized direct effects for MOAs
were −0.168 and −0.444 (P<.001), and they were −0.243 and −0.392 (P<.001) for LOAs, respectively. Oral health generated a
direct positive effect on social support, and the direct effect was 0.186 for MOAs (P<.001) and 0.247 for LOAs (P<.001).

Conclusions: Loneliness was fairly low among older adults in Weifang, China, while MOAs showed higher loneliness than
LOAs. Oral health had both direct and indirect negative effects on loneliness among MOAs and LOAs, with no significant path
differences between MOAs and LOAs. Social support was found to be negatively associated with loneliness for both MOA and
LOA, while the association was stronger among MOAs than LOAs. Oral health exerted a significantly positive effect on social
support for both MOAs and LOAs, while no significant difference existed between them. Measures should be taken by the
government, society, and families to increase social support, improve oral health, and further reduce loneliness among MOAs
and LOAs.

(JMIR Public Health Surveill 2025;11:e66061)   doi:10.2196/66061
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Introduction

China has one of the fastest growing aging populations in the
world [1]. According to the data of China’s Seventh National
Census, the number of people aged 60 years or above was
264.02 million, accounting for 18.70% (the number of people
aged 65 years or above was 190.64 million, accounting for
13.50%). Compared with 2010, the proportion of people aged
60 years or above increased by 5.44% [2]. As the population
ages, concern regarding older adults’ health status has also
increased.

In the past few decades, China has experienced a rapid increase
in economic level and an acceleration of urbanization, which
also caused an economic gap across different cities and may
further lead to population migration. Due to the traditional
Chinese culture, which highlights the family union, more and
more older adults move to live with their adult children. Existing
studies refer to the older adults who leave their hometown to
migrate with their children as migrant older adults (MOAs) [3].
Previous studies found that MOAs had difficulties in developing
social networks and social integration, which would further
affect their mental health [4,5], life satisfaction [6], and quality
of life [7]. Based on “adaptive theory” [8] and “social support
buffering model” [9], MOAs face increased adaptation stress
and social isolation, which may lead to higher reliance on social
support networks to cope with the challenges posed by
migration. Thus, it is also important to pay more attention to
the health status of MOAs, in addition to that of local older
adults (LOAs).

Loneliness is defined by Weiss [10] as a subjective feeling
formed when individuals perceive that they lack satisfying
interpersonal relationships and there is a gap between their
desire to connect and the actual situation of connection.
Donovan et al [11] found that 17.6% of US older adults felt
lonely much of the time during the preceding week. Guo et al’s
[12] nationwide study found that 24.3% of older people reported
they were lonely in China. Another study found that nearly
one-fourth of Chinese older adult participants felt lonely [13].
In terms of MOAs, one longitudinal study showed that migrants
from non–English-speaking countries reported higher levels of
loneliness, as compared with the native-born, non-Indigenous
Australians [14]. Some studies indicated that loneliness was
associated with some negative health outcomes [15,16], such
as poor physical health [17] and poor mental health [18,19].
Moreover, another national study in China clarified that a high
degree of loneliness could further reduce the life satisfaction of
older adults [20]. A cohort study from northern and southern
Europe showed that loneliness was associated with a decreased
quality of life among older adults [21]. Therefore, it is important
to pay more attention to older adults’ loneliness and find
possible ways to reduce their loneliness.

Oral health has been defined by the World Health Organization
(WHO) as a state of being free from chronic mouth and facial
pain, oral and throat cancer, oral infection and sores, periodontal
(gum) disease, tooth decay, tooth loss, and other diseases and
disorders that limit an individual’s capacity in biting, chewing,
smiling, speaking, and psychosocial well-being [22]. The Fourth

Chinese Oral Health Epidemiological Survey Report
demonstrated that the prevalence of dental caries in older adults’
permanent teeth was fairly high, implying serious oral health
conditions [23]. Oral health, as a part of general health, is an
important determinant of loneliness. One study examined the
relationship between oral health and mental health issues and
found that oral health was negatively associated with depression
[24]. However, few studies have examined the association
between oral health and loneliness. A study among English
older adults demonstrated that oral health–related quality of life
was identified as an independent risk factor for loneliness both
cross-sectionally and longitudinally, and older adults with oral
impacts had a significantly higher risk of being lonely than their
counterparts without any oral impacts [25]. A previous study
also found that the fewer number of teeth, the more likely both
Japanese and British older adults were to report social isolation
or loneliness [26]. Studies also clarified that the degenerative
changes of oral function could lead to eating difficulties and
imbalanced nutritional intake, which in turn affects physical
and mental health and may increase the loneliness of older adults
[27,28]. Thus, it is important to test the empirical association
between oral health and loneliness among older adults.

Social support refers to the material and moral help provided
by various parties in society, including family, relatives, friends,
colleagues, organizations, and trade unions [29]. A meta-analysis
has pointed out that increased social support would be supportive
of successful aging among older adults [30]. Existing research
also found that social support could not only provide the
necessary resources (such as financial help and emotional help)
for older adults to cope with challenges, but also had a huge
positive impact on their physical and mental health [30,31].
Conversely, previous studies clarified that a lack of social
support would cause adverse outcomes, such as limitations on
activities of daily living [32] and poor quality of life [33]. The
association between social support and loneliness has been
widely explored. A previous study pointed out that social
support was negatively associated with loneliness among older
adults [34]. Chung and Kim [35] found that social support was
critical in lowering loneliness in middle-aged and older adults.
Studies from different countries indicated that the changes in
older people’s social networks and social support resulted in a
significant onset of loneliness during the COVID-19 pandemic
[36,37].

A previous study indicated that social support was related to
older adults’ oral health [38]. A nationwide study in Britain
demonstrated social support was associated with the oral health
status and oral health behavior of older people [39]. A study
conducted in Germany clarified that impaired oral health–related
quality of life was positively correlated with lower social support
among older seniors [40]. A study had shown that oral condition
was closely related to facial appearance, which can affect social
image and confidence and negatively affect relationships [41].
A cross-national comparative study found that oral health was
strongly associated with social isolation, with poorer oral health
accelerating social isolation and thus reducing individuals’
perceived social support [26]. Therefore, oral health has a critical
impact on social support in older adults, and it is essential to
study the effects of both in MOAs and LOAs.
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Based on the above literature review, no study was found that
determined the association between oral health, social support,
and loneliness, and no study has ever compared the difference
between MOAs and LOAs regarding the above relationship.
Thus, this study aimed to (1) clarify the association between
oral health, social support, and loneliness and (2) test whether
a statistically significant difference exists for the above
relationship.

Methods

Sample Collection
The data were collected in Weifang City, Shandong Province,
China in August 2021. The gross domestic product of Weifang
City was 701.06 billion Chinese yuan in 2021 (US $96.9 billion
at 2025 conversion rate) [42]. Weifang governed 10 districts
and 2 counties (59 subdistricts and 59 towns) until July 2020
[43]. The total population of Weifang City was 9.3 million by
the end of 2020 according to the Seventh National Census. In
2020, nearly 2.38 million of its whole population constituted
migrants from other counties, cities, or provinces, with a variety
of sociodemographic and cultural backgrounds [44]. Thus, two
groups of older adults were recruited in this study. For MOAs,
the inclusion criteria were: (1) aged ≥60 years; (2) their Hukou
is not in the present place (Hukou is one of China’s oldest tools
for population control; it is essentially a household registration
permit, similar to an internal passport, which defines where
people are registered, not where they currently reside [45]); and
(3) an ability and willingness to communicate with surveyors.
For LOAs, the inclusion criteria were (1) and (3) from the
previous list.

Multistage cluster random sampling was conducted to select
the samples of MOAs and LOAs. In the first stage, 4 of 12
districts were selected as the primary sampling units (PSUs),
considering the economic development and geographic location.
In the second stage, 1 subdistrict was selected from each district
(PSU), and a total of 4 subdistricts were taken as the secondary
sampling units (SSUs). In the last stage, 4 communities were
chosen from the SSUs as the tertiary sampling units (TSUs);
that is, 1 community was selected from each of the subdistricts
chosen previously. All the MOAs as well as the LOAs who met
the above criteria constituted the total study sample. Initially,
616 MOAs and 592 LOAs were selected for interviews.
However, 3 MOAs were excluded for answering the
questionnaire incorrectly or incompletely. Ultimately, 613
MOAs and 592 LOAs were included in the database. The
detailed sample selection process is shown in Multimedia
Appendix 1.

Measurement

Sociodemographic Characteristics
The section on sociodemographic characteristic traits included
the following: gender (man, woman); age group (60‐64,
65‐69, 70‐74, 75‐79, ≥80 years); Hukou (rural, urban);
marital status (married, single); education level (illiterate,
primary school, junior high school, high school and above);
pension (Yes, No).

Oral Health
The Chinese version of the Geriatric Oral Assessment Index
(GOHAI) was used to measure participants’ oral health status.
This tool is primarily used to assess the self-reported oral health
of older adults and is widely used in China [46]. The Chinese
version of the GOHAI is divided into 12 items and 3
subdimensions designed to assess different aspects of oral
health: (1) physical functioning (four items), (2) psychosocial
functioning (five items), and (3) pain or discomfort (three items).
GOHAI scores could be divided into the following 3 categories:
(1) 50 and below are defined as low oral health, (2) 51‐56 as
fair-to-moderate oral health, and (3) 57‐60 as high oral health.
In the previous study, the GOHAI scores also had good
reliability and validity [47]. In this study, the Cronbach α
coefficient was 0.853, indicating that the scale had good
reliability.

Social Support
The Social Support Rating Scale (SSRS) was used to measure
the social support of MOAs and LOAs, including 10 types of
support: friends, residents, neighbors, colleagues, family
members, financial, comfort, conversation, help, and activities
[48]. The social support scale has 10 items, including 3
dimensions of objective support (3 items), subjective support
(4 items), and utilization of social support (3 items). The range
of the total score of the scale is 12‐66. A higher total social
support score means the subject received more social support.
The SSRS has been proven to have good reliability and validity
in practice and has been widely used in China [49,50]. The
Cronbach α coefficient was 0.822, implying this scale had good
reliability.

Loneliness
The 6-item version of the UCLA Loneliness Scale (ULS-6) was
used to assess the loneliness of participants, which excluded 2
reverse-scored items from the 8-item UCLA Loneliness Scale.
The scale measures loneliness caused by the discrepancy
between the level of desired social engagement and that which
is actually experienced. The options are on a Likert scale:
l=never, 2=rarely, 3=sometimes, and 4=always, with a total
score ranging from 6‐24. Previous studies have demonstrated
good reliability and validity in a Chinese population [51,52].
In this study, the Cronbach α coefficient of the ULS-6 was 0.82,
indicating the scale had good reliability.

Statistical Analysis
This study used SPSS (version 24.0; IBM Corp) and AMOS
(version 24.0; IBM Corp) to perform the data analysis.

The samples’ sociodemographic characteristics in this study
were characterized by using descriptive statistics, including
frequency (%) and mean (SD). The difference between
sociodemographic characteristics of MOAs and LOAs was

determined using the χ2 test, while the t test was used to explore
the difference in oral health (3 dimensions), life satisfaction (5
items), and loneliness (6 questions) of MOAs and LOAs. P
values less than .05 were considered statistically significant.
The above analyses were performed using SPSS (version 24.0;
IBM Corp).
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A hypothesized structural equation model was set to analyze
the relationship between oral health, social support, and
loneliness among MOAs and LOAs in Shandong Province. The
maximum likelihood estimation method was used to evaluate
the hypothesized model’s fit. The structural equation modeling
(SEM) process model consisted of 2 categories of variables:
latent variables and observed variables. The latent variables
were oral health, life satisfaction, and loneliness. The 3 observed
variables of oral health included physical functioning,
psychosocial functioning, and pain and discomfort. The 3
observed variables of social support were objective support,
subjective support, and utilization of social support. The 6
observed variables of loneliness were the 6 items of the ULS-6.
All SEM analyses were performed using AMOS (version 24.0;
IBM Corp).

The following model fitness indexes were used to judge the fit

of the hypothesized model: CMIN (Chi-square value, χ2),

degrees of freedom (df), P value of the χ2 test, root mean square
error of approximation (RMSEA), the goodness-of-fit index
(GFI), the adjusted goodness-of-fit index (AGFI), and the
comparative fit index (CFI). In this study, the models would be
regarded to be well-fitted when P>.05, GFI>0.90, AGFI>0.90,
and RMSEA<0.05 [53]. P value is easily influenced by sample
size under many conditions, so it was only demonstrated in this
study and not used as a criterion for judgment [54].

In the multigroup analysis, various parameters are restricted to
find the most suitable path model. Five models were displayed
in this study, namely M1 (MOA model), M2 (LOA model), M3
(unconstrained model), M4 (measurement weights model), and
M5 (structural weights model). M1 and M2 were models fitted
based on the sample data of two groups, and M3-M5 were
obtained by adding conditions gradually restricted from the
initial unconstrained model [55]. The multigroup model
invariance was determined before the discussion of the MOA
and LOA difference in the structural model of SEM. The change

in CFI (∆CFI) and the change in RMSEA (∆RMSEA) were
used to assess the measurement invariance between
unconstrained and constrained multigroup analyses [55]. ∆CFI
is independent of both model complexity and sample size, as
well as the overall fit measurements. ∆CFI<0.010 indicates that
we obtained measurement invariance across groups [56]. For
the ∆RMSEA, with more than 300 samples, ∆RMSEA less than
0.015 implies that measurement invariance has been successfully
established [57]. After the multigroup model invariance test
was passed, we determined whether there were path differences
between the different groups based on the model outputs, and
paths with an absolute value of the critical ratio greater than
1.96 indicate a significant difference in the coefficients between
the two groups (P<.05) [58].

Ethical Considerations
The research program was reviewed and approved by the ethical
committee of Shandong University (number 20180225). For
the original data collected, all participants had given informed
consent to our study and were well aware of their right to
withdraw from the study at any time. Our data have been
completely anonymized and there is no information to identify
the participants.

Results

Sample Characteristics
Table 1 shows the demographic characteristics of the
participants, with a total of 1205 older adults included in the
data analysis, of which 613 were MOAs and 592 were LOAs.
Overall, 885 (73.4%) of the total sample were women while
320 (26.6%) were men; more than half (64.7%) of participants
belonged to the 60‐69 year old group; nearly half of older
adults had a rural Hukou; 971 of 1205 participants (80.6%) were
married; approximately four-fifths of older adults (n=975,
80.6%) were educated; and 785 (65.1%) older adults have a
pension.
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Table . Characteristics of participants and disparity between MOAsa and LOAsb.

P valueChi-square (df)LOA (n=592), n
(%)

MOA (n=613), n
(%)

Total (n=1205), n
(%)

Variables

.790.083 (1)Gender

155 (26.1)165 (26.9)320 (26.6)Men

437 (73.8)448 (73.1)885 (73.4)Women

<.001139.631 (4)Age group (years)

165 (27.9)271 (44.2)436 (36.2)60‐64

129 (21.8)215 (35.1)344 (28.5)65‐69

99 (16.7)76 (12.4)175 (14.5)70‐74

78 (13.2)27 (4.4)105 (8.7)75‐79

121 (20.4)24 (3.9)145 (12)≥80

<.001507.268 (1)Hukou

124 (20.9)525 (85.6)649 (53.9)Rural

468 (79.1)88 (14.4)556 (46.1)Urban

<.00143.045 (1)Marital status

432 (73)539 (87.9)971 (80.6)Married

160 (27)74 (12.1)234 (19.4)Single

<.00141.675 (3)Education level

69 (11.7)161 (26.2)230 (19.1)Illiterate

218 (36.8)185 (30.2)403 (33.4)Primary school

180 (30.4)158 (25.8)338 (28)Junior high school

125 (21.1)109 (17.8)234 (19.4)High school and
above

<.001106.504 (1)Pension

471 (79.6)314 (51.2)785 (65.1)Yes

121 (20.4)299 (48.8)420 (34.9)No

aMOAs: migrant older adults.
bLOAs: local older adults.

The disparity between MOAs and LOAs was statically
significant for age (P<.001), Hukou (P<.001), marital status
(P<.001), education level (P<.001), and pension (P<.001).
Specifically, nearly four-fifths of MOA participants (486/613,
79.3%) were aged 60‐69 years, while less than 50% (294/592,
48.9%) of LOAs were in that age group. In total, 525 (85.6%)
of MOAs were rural Hukou while 468 (79.1%) of LOAs were
urban Hukou; in addition, there were more than twice as many
single LOAs than single MOAs (n=160, 27% vs n=74, 12.1%);
over one-fourth of MOAs (n=161, 26.2%) were illiterate, while
approximately one-tenth of LOAs (n=69, 11.7%) were illiterate.
Finally, 471 (79.6%) LOAs had a pension while only 121
(51.2%) MOAs had one.

Oral Health, Social Support, and Loneliness of the
Participants
Table 2 illustrates the general characteristics of participants’
oral health, life satisfaction, and loneliness, and the difference
between MOAs and LOAs for the above variables. The total
scores of GOHAI, SSRS, and ULS-6 for MOAs were 54.95
(SD 6.469), 38.89 (SD 6.629), 8.58 (SD 3.032), and 54.40 (SD
7.024), 39.51 (SD 6.856), and 8.00 (SD 2.790) for LOAs.
Statistical differences between MOAs and LOAs were found
in total ULS-6 score (t1203=3.442, P=.001), SSRS score
(objective support: t1203=4.545, P<.001; subjective support:
t1203=−3.608, P<.001), and GOHAI score (psychosocial
function: t1203=2.028, P=.04). It is noted that there were no
statistically significant differences in Q4 (t1203=1.760, P=.08)
and Q6 (t1203=1.265, P=.21) of the total score of loneliness
between MOAs and LOAs.
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Table . General characteristics of the loneliness, social support, and oral health of MOAa and LOAb participants.

P valuet test (df=1203)LOA (n=592), mean
(SD)

MOA (n=613), mean
(SD)

Total (n=1205), mean
(SD)

Variables

Loneliness (ULS-6 c

)

.0013.4428.00 (2.790)8.58 (3.032)8.29 (2.929)Total

<.0013.7041.36 (0.714)1.53 (0.789)1.45 (0.757)Often feel a lack of
friends

.022.3261.37 (0.713)1.47 (0.728)1.42 (0.722)Feel no one can be
trusted

.0082.6721.28 (0.547)1.37 (0.622)1.32 (0.587)Often feel left out

.081.7601.30 (0.636)1.37 (0.670)1.34 (0.654)Feel separated from
others

.0013.3651.25 (0.518)1.36 (0.636)1.31 (0.583)Often feel shy

.211.2651.43 (0.707)1.49 (0.720)1.46 (0.714)Surrounded but no one
cares

Social support (SSRS d )

.11−1.61239.51 (6.856)38.89 (6.629)39.20 (6.746)Total

<.0014.5457.95 (2.297)8.47 (1.636)8.22 (2.005)Objective support

<.001−3.60824.43 (4.404)23.47 (4.789)23.94 (4.627)Subjective support

.15−1.4327.14 (2.435)6.94 (2.257)7.04 (2.347)Utilization of support

Oral health (GOHAI e )

.161.40854.40 (7.024)54.95 (6.469)54.68 (6.750)Total

.042.02816.93 (3.683)17.35 (3.442)17.14 (3.567)Physical function

.410.83223.99 (2.369)24.10 (2.061)24.05 (2.217)Psychological function

.840.19613.48 (2.211)13.50 (3.115)13.49 (2.162)Pain and discomfort

aMOA: migrant older adults.
bLOA: local older adults.
cULS-6: 6-item short-form UCLA Loneliness Scale.
dSSRS: Social Support Rating Scale.
eGOHAI: Geriatric Oral Health Assessment Index.

Structural Equation Model

Measurement Invariance Across Migration Status
Table 3 shows 5 selected models, which revealed related fit
statistics of the measurement invariance across migration status
and the fitness indexes. The fitness indexes of MOAs and LOAs
should be compared to check whether the variable “migration
state” was suitable for the group comparison.

In this study, χ2, df, P value, GFI, AGFI, CFI, and RMSEA
were the fitness indexes. As shown in Table 3, the fitness
indexes of the MOAs were GFI=0.969, AGFI=0.952,
CFI=0.971, and RMSEA=0.045 (M1), while for the LOAs, they
were GFI=0.964, AGFI=0.944, CFI=0.940, and RMSEA=0.051
(M2). All fitness indexes showed values over 0.90 and very
slight differences between the MOA and LOA groups, implying
that we could further compare the differences between the MOA
and LOA groups with the other models. Although the RMSEA
value of M2 was more than 0.05, these variables were mainly

used to calculate the change of RMSEA, not to assess the
model’s fitness. Then, the ∆CFI and ∆RMSEA between M3
(unconstrained model), M4 (measurement weights model), and
M5 (structural weights model) were used to evaluate the
measurement invariance. The M3 did not restrict any coefficient
in the model, the M4 assumed the indicator loadings for the
corresponding construct of each group are equal, and the M5
constrained the indicator loadings of the corresponding construct
and the structural coefficients between the groups.

As seen in Table 3, the ∆CFI between M4 and M3 was 0.002;
between M5 and M4, it was 0. All of the ∆CFI values were less
than 0.010, indicating that measurement invariance was
established between the models of M1, M2, M3, M4, and M5
between the MOA and LOA groups. The ∆RMSEA between
M4 and M3 was 0.001, and it was 0 between M5 and M4. All
of the ∆RMSEA values were less than 0.015, also indicating
that measurement invariance was established between the
models of M1, M2, M3, M4, and M5 across the MOA and LOA
groups.
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Table . Multigroup model invariance. The variables in 5 models were oral health, social support, and loneliness among MOAsa and LOAsb (n=1205).

∆RMSEAh∆CFIgRMSEAfCFIeAGFIdGFIcChi-
square/df

P valueChi-square
(df)

Model

——j0.0450.9710.9520.9692.243<.001112.152 (50)M1i

——0.0510.9400.9440.9642.553<.001127.660 (50)M2k

——0.0340.9670.9480.9672.398<.001239.812
(100)

M3l

0.0010.0020.0330.9650.9500.9652.682<.001255.289
(109)

M4m

0.0000.0000.0330.9650.9500.9642.309<.001258.639
(112)

M5n

aMOAs: migrant older adults.
bLOAs: local older adults.
cGFI: goodness of fit index.
dAGFI: adjusted goodness of fit index.
eCFI: comparative fitness index.
fRMSEA: root mean square error of approximation.
g∆CFI: change of CFI.
h∆RMSEA: change of RMSEA.
iM1: MOA model.
jNot applicable.
kM2: LOA model.
lM3: unconstrained model.
mM4: measurement weights model.
nM5: structural weights model.

Model Fitness Indexes
Figures 1 and 2 show the proposed models for MOAs and LOAs,
respectively, which contained 3 variables: oral health, social
support, and loneliness. Table 3 demonstrates the model fitness
indexes for variable models (M1=MOA, M2=LOA). The MOA

and LOA groups both had the same estimated value for model
fitness: GFI=0.967, AGFI=0.948, CFI=0.967, and
RMSEA=0.034. All fitness indexes implied that the theoretical
model perfectly matched the empirical data for both the MOA
and LOA groups.

Figure 1. Structural equation modeling analysis of the association between oral health, social support, and loneliness of MOAs (n=613). AGFI: adjusted
goodness of fit index; CFI: comparative fitness index; CMIN: chi-square value; e: residual variables; GFI: goodness of fit index; MOA: migrant older
adults; RMSEA: root mean square error of approximation. All parameter estimates were statistically significant (P<.05).
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Figure 2. Structural equation modeling analysis of the association between oral health, social support, and loneliness of LOAs (n=592). AGFI: adjusted
goodness of fit index; CFI: comparative fitness index; CMIN: chi-square value; e: residual variables; GFI: goodness of fit index; LOA: local older adult;
RMSEA: root mean square error of approximation. All parameter estimates were statistically significant (P<.05).

Relationship Between Oral Health, Social Support,
and Loneliness Assessed by SEM

Association Between Oral Health and Loneliness of
Participants
The association between oral health, social support, and
loneliness was shown in Figures 1 and 2 and Table 4. A negative
and direct association was observed between oral health and
loneliness among the MOAs (standardized direct effect=−0.168)

and LOAs (standardized direct effect=−0.243). Moreover, oral
health could exert a negative effect on loneliness indirectly via
social support (standardized indirect effect=−0.083 for MOAs;
standardized indirect effect=−0.097 for LOAs). It is noted that
oral health was negatively associated with loneliness, which
meant that MOAs and LOAs with higher oral health would
generally have lower loneliness. A statistically significant
relationship between oral health and loneliness was found in
both the MOA and LOA groups.

Table . Standardized effects between oral health, social support, and loneliness among MOAsa and LOAsb.

Difference (criti-
cal ratio)

Total effectIndirect effectDirect effectPath

LOAMOALOAMOALOAMOA

−0.538−0.340c−0.251c−0.097c−0.083c−0.243c−0.168cOral health →
Loneliness

1.1450.247c0.186c——d0.247c0.186cOral health →
Social support

2.741e−0.392c−0.444c——−0.392c−0.444cSocial support
→ Loneliness

aMOAs: migrant older adults.
bLOAs: local older adults.
cP<.001.
dNot applicable.
eP<.01.

Association Between Social Support and Loneliness of
Participants
As for the relationship between social support and loneliness,
a negative and direct effect was demonstrated among both
MOAs (standardized direct effect=−0.444) and LOAs
(standardized direct effect=−0.392), which meant less social
support among both MOAs and LOAs would generally indicate
higher loneliness. Concerning the group difference, a

significantly negative correlation was slightly stronger in the
MOA group than in the LOA group (critical ratio=2.741, P<.01).

Association Between Oral Health and Social Support of
Participants
Oral health had a positive and direct effect on social support
for both MOAs and LOAs (standardized direct effect=0.186 for
MOAs; standardized direct effect=0.247 for LOAs), indicating
that the higher the oral health of MOAs and LOAs, the higher
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their social support. It was found that a statistically significant
relationship existed between oral health and social support
among MOAs and LOAs.

Discussion

Principal Findings
This study examined the severity of loneliness as well as the
association between social support, oral health, and loneliness
among older adults in Weifang. The results further showed a
statistical difference in loneliness between MOAs and LOAs;
the empirical associations between oral health, social support,
and loneliness (including the local-migrant difference) were
also clarified.

Loneliness Among MOAs and LOAs
The mean score of loneliness among MOAs (8.58) and LOAs
(8.00) was lower than in a previous study conducted among
rural empty-nest older adults in China (16.19) [51], indicating
a lower level of loneliness among the MOAs and LOAs in this
study. Moreover, this study found loneliness in MOAs was
higher than in LOAs, which was similar to a study that showed
that immigrant groups were lonelier than older adults born in
Canada [59]. This may be due to the fact that, because of MOAs’
migration, they need more time to adapt to their new
environment while LOA have been in a familiar environment
for a long time.

Association Between Oral Health and Loneliness
A negative association between oral health and loneliness was
found among both MOAs and LOAs, which was similar to one
existing study, which reported that older people who had a poor
oral health status had higher odds of experiencing loneliness
[60]. Ma and Chen [27] found that masticatory function,
swallowing function, tooth loss, tooth function, and toothache
were the influencing factors of loneliness among Chinese older
people in the community. Another cross-sectional study in
Indonesia showed similar findings, where older adults who had
a poor oral status had a higher chance of feeling lonely [61].
Some studies pointed out that poor oral health increases
psychological stress in communication among older adults,
consequently limiting social interaction with others and causing
loneliness [62,63]. However, the results showed that the effect
of oral health on loneliness was not statistically different
between MOAs and LOAs. This may be due to the fact that the
relationship between oral health and loneliness is generalizable
across older populations [25]. Another possible reason is that
when facing oral health problems, both MOAs and LOAs will
adopt different coping styles to decrease their loneliness. Some
studies suggested that people with higher socioeconomic status
and health literacy tend to proactively utilize medical resources
to mitigate the negative impacts of oral problems [64]. In
contrast, MOAs had poorer oral health services in their
hometowns [65] and have experienced and adapted to more oral
problems, which were more common and socially acceptable
in their lives [66]. These further result in fewer psychological
changes and lower loneliness even though oral problems
occurred in the inflow cities.

Association Between Social Support and Loneliness
A negative relationship between social support and loneliness
was found among both MOAs and LOAs, indicating that older
adults with higher social support could reduce their loneliness.
This was consistent with a previous nationwide cohort study,
which also showed that social support decreased the odds of
loneliness incidence among older adults in China [67]. The
effect of social support on loneliness could be explained through
the interaction theory, which views loneliness as a response to
a lack of satisfying social networks and attachment partners
[68]. Moreover, this study showed that the negative association
between social support and loneliness was stronger among the
MOAs than the LOAs. The economic development gap between
urban and rural areas led to higher medical and education
services in urban areas, which further resulted in population
mobility mainly from rural to urban areas in China [69,70]. As
for the MOAs, their migration may lead to a decline in the
quantity and quality of social connections [71], which may
further result in higher levels of loneliness among them than in
the LOAs.

Association Between Oral Health and Social Support
The SEM results illustrated that oral health and social support
were positively correlated, implying the better the oral health
status, the higher the social support. This was consistent with
previous findings, which suggested the experience of oral pain
was associated with physical discomfort [72] and social barriers
[73]. In addition, people with poor oral health may face
additional mental health challenges due to problems such as
halitosis, creating social anxiety and exacerbating barriers to
interaction [74]. The results also noted that no significant
difference was found between LOAs and MOAs when
examining the impact of oral health on loneliness. This meant
that the gradual loss of teeth and changes in facial morphology
in older adults as they age, whether migrating or not, could lead
to similar social limitations and increased psychological stress,
which can affect their social participation and social support.

Implications
In order to reduce older adults’ loneliness, the following
measures should be taken. First, this study found that MOAs
had higher loneliness than LOAs. Hence, strengthening social
integration and promoting equality may be beneficial for
reducing the loneliness of MOAs. Second, the results indicated
that loneliness was negatively correlated with oral health; thus,
it is important to aid older adults in maintaining their oral health.
The government could speed up the process of including oral
health services in health insurance reimbursements for older
patients and enhance oral health education for them. Third, the
findings showed that high social support would also reduce the
loneliness of older adults. In particular, for MOAs, their social
networks will be affected and they may face challenges such as
language barriers and cultural differences after migration,
making it more urgent for them to implement effective measures
to alleviate their loneliness. Therefore, there is a need to enhance
social support through the efforts of family members,
communities, and the government. For instance, the government
could implement policies to support young people whose
families include older adults since older adults may receive
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financial and emotional support from their children. It is
necessary to promote the equalization of social security and
welfare benefits for older adults who migrate with their families
and further enhance their belonging in the inflow city.

Limitations
Some limitations existed in this study and should be addressed
in future research. First, this study used cross-sectional data,
therefore causal relationships could not be made and a
longitudinal design is needed for follow-up research. Second,
oral health status was assessed by a self-report scale with a lack
of clinical evidence. In the future, clinical oral health
examinations could be used to evaluate the oral health of older
adults. Third, in addition to social support, there may be other
variables that exert an indirect effect on loneliness among older

adults and the variables used in this study may also be influenced
by other confounding factors; therefore, more research is needed
to verify their association.

Conclusion
Loneliness levels were fairly low among older adults in
Weifang, China, while MOAs showed higher loneliness than
LOAs. Oral health had both direct and indirect negative effects
on loneliness among MOAs and LOAs, with no significant path
differences between MOAs and LOAs. Social support was found
to be negatively associated with loneliness for both MOAs and
LOAs, while the association was stronger among MOAs than
LOAs. Oral health exerted a significantly positive effect on
social support for both MOAs and LOAs, while no significant
difference existed between LOAs and MOAs.
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Abstract

Background: The increasing incidence of precocious puberty is a major health challenge for Chinese children, while related
risk factors remain less well explored. Exposure to ambient fine particulate matter (PM2.5) is a leading environmental hazard in
China. Although certain components of PM2.5 have been reported to be endocrine disruptors for sex hormones, population-based
evidence is still lacking on the association between PM2.5 exposure and precocious puberty in China.

Objective: Based on a cross-sectional survey covering 30 cities in 2017 to 2019, this study was designed to explore the association
between long-term exposure to PM2.5 and its 5 major components with precocious puberty in China and to check the potential
modifying effects of family-related and personal factors.
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Methods: We included 34,105 children aged 6 to 9 years. We collected the 5-year average concentrations of PM2.5 and its 5
major components (sulfate, nitrate, ammonium, organic matter, and black carbon) in the area (at a spatial resolution of 0.1° ×
0.1°) where each school was located. We used mixed effect logistic regression to estimate the effect sizes of the total mass of
PM2.5 and each of its components on precocious puberty, and we examined the modifying effects of family-related and personal
factors using an additional interactive term. A weighted quantile sum (WQS) regression model was applied to identify the weights
of each component in explaining the effect size of the total mass of PM2.5.

Results: We found that the odds ratio (OR) for precocious puberty per IQR increase in the concentration of total PM2.5 mass
was 1.27 (95% CI 0.92-1.75) for the whole population, 2.12 (95% CI 1.27-3.55) for girls, and 0.90 (95% CI 0.62-1.30) for boys.
Similarly, the effect sizes of the 5 major components were all substantial for girls but minimal for boys. Results of the WQS
analysis showed that organic matter could explain the highest proportion of the effect of PM2.5, with the weight of its contribution
being 0.71. Modification effects of family income and dietary habits were only observed in certain population subgroups.

Conclusions: Long-term exposure to total PM2.5 mass was significantly associated with precocious puberty in girls, with organic
matter identified as the major effect contributor. The results add evidence on the detrimental effects of PM2.5 on children’s
development and growth.

(JMIR Public Health Surveill 2025;11:e62861)   doi:10.2196/62861

KEYWORDS

fine particulate matter; PM2.5; PM2.5 components; air pollution; precocious puberty; children; long-term exposure

Introduction

Precocious puberty is an endocrine and metabolic disorder that
may promote the development of pathophysiological or
psychosocial outcomes in childhood and later life, including
stunted growth, obesity, hypertension, type 2 diabetes, ischemic
heart disease, stroke, and breast cancer [1]. Over the past
decades, there has been a notable increase in the incidence of
precocious puberty across countries. For instance, in Denmark,
the annual incidence of precocious puberty among girls younger
than 8 years rose from 2.6 to 14.6 cases per 10,000 individuals
between 1998 and 2017 [2]. Similar increasing trends have also
been observed in a few other countries, such as South Korea,
where the incidence among girls younger than 9 years rose 4.7
times between 2008 and 2014 [3], and Spain, where the
incidence among girls younger than 8 years increased 16.7 times
between 1997 and 2006 [4]. Among these countries, China
stands out because the incidence is increasing even more rapidly
and there is a larger population base [5]. This raises the urgent
necessity of clarifying risk factors to facilitate efficient health
promotion strategies. Certain factors or preexisting health
conditions are speculated to explain the rising incidence of
precocious puberty, including genetic predisposition, obesity,
environmental exposures, and socioeconomic conditions [1,6-8].
However, specific risk factors involved in the pathogenesis of
precocious puberty and their potential interactions still remain
unclear and underexplored.

Air pollution is the second leading cause of global disease
burden, and exposure to fine particulate matter (PM2.5) could
underlie most cases of air pollution–related disease, considering
the complex toxicity of its components and the fact that over
90% of the world’s population lives in highly polluted locations
[9]. Some PM2.5 components, such as phthalate, bisphenol
analogs, and polycyclic aromatic hydrocarbons (PAHs), have
been recognized as endocrine-disrupting chemicals (EDCs),
affecting the normal production and signaling of sex hormones
[10-12]. Some previous studies explored the association between

long-term exposure to PM2.5 and the risk of precocious puberty
or related symptoms in children, but the conclusions remained
inconsistent [7,13-15]. Explanations may be related to differing
susceptibility across populations and the varied concentration
of the essential components of PM2.5 across countries and
regions.

Ambient PM2.5 pollution is a significant environmental hazard
in China. Although air pollution has decreased dramatically in
the past decade due to a series of new laws and advancements
in environmental protection, the annual mean PM2.5

concentration in 2023 was still 5 times higher than the
recommended threshold of the World Health Organization
(WHO) Air Quality Guidelines [9,16]. Considering the
substantial number of children and the increasingly early age
at onset of puberty, the adverse impact of PM2.5 on precocious
puberty, if it indeed exists, could stand out as a significant public
health concern in China. However, to date, limited studies have
clarified this research question.

Using data from a survey covering 30 cities of 11 provinces,
our study aims to estimate the association between long-term
exposure to PM2.5 components and precocious puberty among
school-aged children and to identify the components with the
highest effect size in China. This will be indispensable for
understanding the harmful effects of PM2.5 and for health care
promotion and environmental protection in this country.

Methods

Study Population
We analyzed data from eligible-aged children in the Prevalence
and Risk Factors for Obesity and Diabetes in Youth (PRODY)
study. A detailed profile of the PRODY data has been described
previously [17]. Briefly, PRODY is a multicenter cross-sectional
study conducted among children aged 3 to 18 years in China
from 2017 to 2019. Participants were recruited using a stratified
cluster random sampling strategy by considering their
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geographic region, urbanization level, and economic level.
Questionnaires and physical examinations were used to collect
demographic characteristics, family information, dietary and
behavioral habits, growth and development status, and other
information, such as weight, height, parental educational level
(low: high school or below; high: bachelor or higher), annual
family income (first quartile [Q1]: <50,000 yuan [1 yuan=US
$0.14]; Q2: 50,000‐100,000 yuan; Q3: 100,000‐200,000
yuan; Q4: >200,000 yuan), physical activity time (Q1:<90
min/week; Q2: 90‐150 min/week; Q3:>150 min/week),
frequency of consumption of dairy products, meat, fried foods,
soy products, and junk foods (Q1:<1 times/month; Q2: 1‐2
times/month; Q3: 3‐4 times/month; Q4:>4 times/month),
whole grains (Q1:<1 times/week; Q2: 1‐2 times/week; Q3:
3‐4 times/week; Q4:>4 times/week), and the consumption of
sugary drinks, sweet fruit, and acidic fruit (yes or no). BMI (in

kg/m2) was calculated according to the growth reference of the
WHO [18] and then categorized into 2 groups: low (normal
weight or below) and high (overweight or obese).

This study initially included 213,907 participants across 11
provinces, autonomous regions, or municipalities in China
(Xinjiang Uyghur Autonomous Region, Henan, Hubei,
Guangdong, Guangxi Zhuang Autonomous Region, Zhejiang,
Shanghai, Fujian, Jilin, Beijing, and Tianjin). Among the
participants, 44,725 were at the eligible age for studying
precocious puberty, and 38,980 of these (87.2%) accepted the
related physical examination. Inclusion and exclusion criteria
for the participants are shown in Figure 1. Briefly, based on
previous studies and the diagnostic criteria for precocious
puberty in China [5,19], we selected girls aged 6 to 7.5 years
and boys aged 6 to 9 years as the study population. Children
without complete anthropometric information or necessary
covariates were excluded. To ensure the robustness of the
analysis, schools were excluded as outliers if their prevalence
rate of precocious puberty was 1.5 times greater or less than the
IQR of the prevalence rates across all schools. The sample size
for final analysis was 34,105. Differences in the main
demographic characteristics of the study population and the
original population were not statistically significant (Table S1
in Multimedia Appendix 1).

Figure 1. Flowchart of the inclusion and exclusion of study population. PRODY: Prevalence and Risk Factors for Obesity and Diabetes in Youth.

Ethical Considerations
This study protocol was approved by the Institutional Review
Board of the Children’s Hospital of Zhejiang University School
of Medicine (approval number 2016-JRB-018). Written

informed consent to participate in this study was provided by
the participants’ legal guardians or next of kin. We intended to
use survey weights, but this possibility was denied by the data
custodian due to data confidentiality concerns. All data used in
this study were nonidentifiable.
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Outcome Measurements
The children’s breast development, testicle volume, and pubic
hair were measured by a well-trained endocrinologist. Pubertal
stages were assessed following the 5-stage scale described by
Marshall and Tanner [20]. Precocious puberty was defined as
the initiation of secondary sexual characteristics, designated as
Tanner stage 2, before the age of 7.5 years for girls and 9 years
for boys [19]. Previous studies have demonstrated that over
98% of Chinese children younger than 6 years have not initiated
pubertal development [5]. In line with previous studies, we
confined the study population to girls aged 6 to 7.5 years and
boys aged 6 to 9 years to improve modeling stability.

Exposure Measurements
Data on annual average concentrations of PM2.5 and its 5 major

components, sulfate (SO4
2−), nitrate (NO3

−), ammonium (NH4
+),

organic matter (OM), and black carbon (BC), were collected
from the Tracking Air Pollution in China database [21] at a
spatial resolution of 0.1° × 0.1° for the entire area of China for
the period 2012 to 2019. The concentration at each school
location was then calculated. Tracking Air Pollution developed
a 2-stage machine learning model to predict daily PM2.5

concentration using data from PM2.5 measurements, satellite
aerosol optical depth retrievals, online community multiscale
air quality simulations, meteorological reanalysis data, land use
information, and population distribution. Methodological details
have been described elsewhere, with the data quality also
warranted as high [22,23]. The 5-year average concentrations
of PM2.5 and its 5 major components, calculated as the average
over the 0 to 4 years preceding the children’s physical
examinations, were assigned to each school address as a
surrogate for personal exposure.

Statistical Methods

Single Exposure Model
Mixed-effects logistic regression was applied to quantify the
association between PM2.5 concentration and each of its 5
components with the binary status of precocious puberty, with
the “province” indicator entered as the random intercept.
Considering that certain dietary variables were correlated (Figure
S1 in Multimedia Appendix 1), we used a least absolute
shrinkage and selection operator regression model with the
minimum mean squared error to select important dietary
confounders related to precocious puberty (Table S2 in
Multimedia Appendix 1). The main models were adjusted for
gender, age, parental educational level, annual family income,
physical activity time, BMI, and dietary habits, including
frequency of consumption of dairy products, meat, fried food,
and whole grains, as well as the intake of sugary drinks as a
snack, fruit as a snack, sweet fruit, and acidic fruit. The results
were described as odds ratios (ORs) for precocious puberty with
the 95% CI per IQR increase in the concentration of each air
pollutant. In this study, PM2.5 and its 5 major components were
not entered into a single model at the same time to avoid
potential multicollinearity problems. The potential interaction
effects were examined individually by adding an additional
interaction term between PM2.5 and each of these variables,

including parental educational level, annual family income,
physical activity time, BMI, and dietary habits.

Joint Exposure Model
Given the high correlations and uncertain relationships among
the various components of PM2.5, we used a weighted quantile
sum (WQS) regression model to assess the joint exposure
effects. The WQS model was used to construct a cumulative
linear index by grouping PM2.5 components into quartiles, with
the corresponding weight of each component indicating its
contribution to the overall index. WQS regression assumes that
all exposures included in the index are associated with the
outcome in the same direction. Therefore, we first evaluated
the direction of the association between each pollutant and
precocious puberty through the single exposure model. As
suggested previously, the training and validation datasets were
split 40% and 60%, and the bootstrap was set to 1000 times
[24].

Sensitivity Analyses
A series of sensitivity analyses were conducted to examine the
robustness of our main findings. First, the main models were
expanded by additionally adjusting for other dietary variables
selected from the literature that failed the selection procedure.
Second, we modified the personal exposure from 0‐4 years to
1‐4 years and 0‐2 years to explore whether the results might
differ with exposure duration. Third, we further adjusted for
gaseous pollutants, such as SO2, CO2, and O3. The
quantile-based g-computation (QGC) model was used for
sensitivity analysis of the joint exposure model, as it allows for
the evaluation of combined effects of exposure in different
directions [25]. Meta regression was used to test the significance
of differences in the results of the main analyses and sensitivity
analyses.

R (version 4.3.0; R Foundation for Statistical Computing) was
used for analyses. P values <.05 were considered statistically
significant.

Results

Table 1 presents the demographic characteristics of the study
participants. A total of 34,105 children (n=23,683, 69.44% boys)
with an average age of 7.25 (SD 0.82) years were enrolled in
this study. Among them, 62.39% (21,279/34,105) had an annual
family income exceeding 100,000 yuan (US $14,327), 63.25%
(21,570/34,105) had parents with a college degree or higher,
and 26.01% (8872/34,105) were categorized as overweight or
obese. A total of 401 of the 34,105 children (1.18%) were
diagnosed with precocious puberty, of which 214 were boys
(0.9%) and 187 were girls (1.79%). The average individual

exposure over a 5-year period was 47.93 (SD 16.52) μg/m3 for
PM2.5, 2.31 (SD 0.59) μg/m³ for BC, 6.34 (SD 2.25) μg/m³ for

NH4
+, 11.74 (SD 3.75) μg/m³ for OM, 9.52 (SD 3.95) μg/m³ for

NO3
− and 8.74 (SD 2.11) μg/m³ for SO4

2−, respectively (Table
S3 in Multimedia Appendix 1). A map of PM2.5 concentration
and the study population during the study period is shown in
Figure S2 in Multimedia Appendix 1.
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Table . Basic characteristics of participants enrolled during 2017 and 2019 in 30 cities in China.

Nonprecocious puberty (n=33,704)Precocious puberty (n=401)Variables

47.93 (16.52)47.92 (16.79)PM2.5 concentration (μg/m3), mean (SD)

7.24 (0.82)7.56 (0.85)Age (years), mean (SD)

Gender, n (%)

10,235 (30.37)187 (46.63)Female

23,469 (69.63)214 (53.37)Male

Parental educational level, n (%)

12,355 (36.66)180 (44.89)High school or below

21,349 (63.34)221 (55.11)Bachelor or higher

Annual family income (yuan; 1 yuan=US $0.14), n (%)

5530 (16.41)67 (16.71)<50,000

7131 (21.16)98 (24.44)50,000‐10,0000

10,902 (32.35)120 (29.93)100,000‐200,000

10,141 (30.09)116 (28.93)>200,000

Physical activity (minutes/week) , n (%)

13,700 (40.65)154 (38.4)<90

12,634 (37.49)168 (41.9)90‐150

7370 (21.87)79 (19.7)>150

BMI, n (%)

25,022 (74.24)211 (52.62)Underweight or normal

8682 (25.76)190 (47.38)Overweight or obese

Consumed sugary drinks, n (%)

25,630 (76.04)283 (70.57)No

8074 (23.96)118 (29.43)Yes

Consumed sweet fruit, n (%)

4709 (13.97)71 (17.71)No

28,995 (86.03)330 (82.29)Yes

Consumed acidic fruit, n (%)

14,884 (44.16)197 (49.13)No

18,820 (55.84)204 (50.87)Yes

Junk food frequency (times/month), n (%)

30,226 (89.68)354 (88.28)<1

2462 (7.30)27 (6.73)1‐2

750 (2.23)15 (3.74)3‐4

266 (0.79)5 (1.25)>4

Whole grains frequency (times/week), n (%)

5196 (15.42)63 (15.71)<1

20,788 (61.68)248 (61.85)1‐2

5636 (16.72)71 (17.71)3‐4

2084 (6.18)19 (4.74)>4

0.72 (0.57)0.66 (0.54)Dairy product frequency (times/day), mean (SD)

2.73 (1.46)2.60 (1.46)Meat frequency (times/day), mean (SD)

0.14 (0.46)0.18 (0.55)Fried food frequency (times/day), mean (SD)
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Nonprecocious puberty (n=33,704)Precocious puberty (n=401)Variables

0.98 (0.89)0.93 (0.88)Soy product frequency (times/day), mean (SD)

The analysis of the single exposure model indicated that the
ORs for precocious puberty for the whole study population were
1.27 (95% CI 0.92-1.75) for total PM2.5 mass, 1.42 (95% CI

1.03‐1.97) for NH4
+, 1.57 (95% CI 1.01‐2.43) for NO3

−, and

1.38 (95% CI 1.03‐1.86) for SO4
2− per IQR increase in their

5-year average concentrations (Figure 2). A clear gender
variation in the effect size of PM2.5 exposure was observed: per
IQR increase in PM2.5 mass, the ORs were 2.12 (95% CI
1.27‐3.55) for girls and 0.90 (95% CI 0.62‐1.30) for boys
(P=.01). In addition, the effect sizes of all 5 PM2.5 components
were also only significant for girls.

Figure 2. Odds ratio for precocious puberty per IQR increase in PM2.5 mass and its 5 major components. PM2.5 :fine particulate matter; BC: black

carbon; OM: organic matter; NO3
−: nitrate; NH4

+: ammonium; SO4
2−: sulfate. Asterisks indicate the significance of differences between boys and

girls: *P<.05, **P<.01, ***P<.001.

The effect size of PM2.5 was nonsignificantly higher in groups
with certain demographic characteristics, family information,
and behavioral habits (Figure 3). For example, the OR for
precocious puberty was 2.49 (95% CI 1.34‐4.61) for girls with
a family income at the Q2 level and 1.87 (95% CI 0.99‐3.53)

for those with family income at the Q1 level. Similarly, the ORs
were 2.34 (95% CI 1.37‐3.97) and 1.83 (95% CI 1.06‐3.16)
for groups with low BMI and high BMI, respectively. Certain
modifying effects were observed in boys, such as family income
(<50,000 yuan group vs >200,000 yuan group; P=.03) and
sugary drink consumption (no vs yes; P=.03).
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Figure 3. The modification effect of individual characteristics and dietary habits on the association between PM2.5 exposure and precocious puberty.

As shown in Figure 4, the WQS index was significantly
associated with precocious puberty (OR 1.42, 95% CI

1.12‐1.80). The major contributors were OM, BC, and NO3
−,

with their weights in the overall effect size being 0.71, 0.12,
and 0.10, respectively. After stratification by gender, a
significant association was observed only in girls.

The strength of the association was stable after adjusting for
additional covariables and gaseous pollutants or changing the
exposure period in both the single-air-pollutant models and
WQS models. The association between PM2.5 components and
precocious puberty remained unchanged in the QGC model,
with OM continuing to be the major positive contributor to the
overall effect of total PM2.5 mass (Tables S4-5 in Multimedia
Appendix 1).
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Figure 4. Weights of the contributions of the 5 major components of fine particulate matter (PM2.5) to its total effect size. Mean weights for (A) the
whole study population; (B) girls; (C) boys. (D) Odds ratios for precocious puberty per IQR increase in the weighted quantile sum regression (WQS)
index. WQS models were adjusted for gender; age; maximum level of parental education; annual family income; weekly physical activity time; BMI;
consumption frequency of dairy products, meat, fried foods, and coarse food grain; intake of sugary drinks, sweet fruit, and acidic fruit; and province.

BC: black carbon; OM: organic matter; NO3
−: nitrate; NH4

+: ammonium; SO4
2−: sulfate.

Discussion

Principal Results
This study explored the association between exposure to PM2.5

and its major components with precocious puberty based on a
large survey of school-aged children in China. We observed
that PM2.5 mass was significantly associated with precocious
puberty only in girls. OM was detected as the major effective
component when the 5 major components of PM2.5 were jointly
exposed. Modification effects of certain factors at the individual
or family levels were observed (eg, family income and sugary
drink consumption), especially for boys.

Comparison With Prior Work
Recent evidence suggests that there is significant variation in
the prevalence of precocious puberty across regions and study
periods; the prevalence ranges from <0.05% to 2.53% in
Denmark, Korea, and China [15,26,27]. To our knowledge, our
PRODY study is to date the only large-scale survey on
precocious puberty in China. We found that the prevalence in

the study areas was 0.9% in boys and 1.79% in girls. Previously,
only one study (the predecessor of PRODY) investigated
precocious puberty in 5 Chinese provinces and reported a
prevalence of 0.43% [26]. The differing prevalence across
studies may be partly explained by differences in diagnostic
criteria, population characteristics, the years of investigation,
and certain limitations in sampling.

Previously, some studies have explored the effect of long-term
PM2.5 exposure on pubertal development or related sexual
hormones and obtained inconsistent results. A cohort study in
Poland revealed that children exposed to an average annual

concentration of PM2.5 exceeding 25 μg/m3 were at high risk
of menarche occurring before the age of 11 years [14]. Similarly,

Jung et al [28] found that each 1 μg/m3 increase in the 3-year
average of annual mean PM10 concentration was associated
with age acceleration at menarche by 0.031 years in 639 girls
aged 13 to 17 years in South Korea. Additionally, a recent
large-scale (n=1,205,784) nationwide retrospective cohort study
reported that 4-year exposures to PM2.5 and PM10 were
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associated with precocious puberty in girls in South Korea [15].
By contrast, in Hong Kong’s cohort of children born in 1997,
Huang et al [7] found a nonsignificant association between
childhood PM10 exposure and precocious puberty. A German
study reported a weak association between PM2.5 exposure and
decreased estradiol level in girls in Munich [13].

There may be several explanations for the inconsistent findings
across studies. For example, in comparison to the Hong Kong
study, which used the age of 11 years as the diagnostic threshold
for pubertal stage, our study applied a younger diagnostic age
(<7.5 years for girls and <9 years for boys), following the latest
official recommendation in mainland China. This lower
threshold may more effectively capture the early onset of
pubertal development in children and the related effect size of
PM2.5. In addition, the inconsistent results of these studies may
also be attributed to the differences in study area, population
characteristics, outcome definitions, and other potential
confounders like socioeconomic status, as well as exposure
period and levels. This study provides supporting evidence for
the adverse effect of childhood PM2.5 exposure on precocious
puberty among a nationwide sample in China.

The potential mechanisms underpinning the adverse effect of
PM2.5 on precocious puberty have been rarely discussed. One
suggested hypothesis is the endocrine disruption caused by
PM2.5. Certain EDCs, such as phthalates, bisphenol analogs,
and PAHs, have been detected as PM2.5 components in several
major Chinese cities [29-31]. These chemicals may target the
estrogen receptor or kisspeptin in the hypothalamic nuclei and
exhibit estrogenic or antiandrogenic activity, thereby promoting
hypothalamic maturation and consequently causing precocious
puberty [8,32-34]. In addition, some heavy metals found in
PM2.5, especially lead and cadmium, have also been proven to
disrupt estrogen levels in female individuals and influence
pubertal development [35,36].

The health effects of PM2.5 depend on its chemical components.
An increasing number of epidemiological studies have paid
attention to the association between PM2.5 chemical components
and a range of health outcomes, such as pregnancy disorders,
lung function, mortality, and body weight [37-40]. To the best
of our knowledge, our study is the first to report associations
of PM2.5 components with precocious puberty. We found that
OM is the most important component of PM2.5 associated with
precocious puberty in China. OM is produced by the incomplete
combustion of solid fuels, which have higher toxicity than
noncombustion aerosols [41]. In China, OM is the primary
component of PM2.5 in several major cities [42], posing a
significant health risk to the population. Although the differential
impact of components of PM2.5 on precocious puberty has not
yet been adequately examined, some underlying mechanisms
may explain the observed effects. As previously mentioned, the
chemical components in PM2.5 that exert endocrine-disrupting
effects are predominantly OM, such as PAHs. In addition, OM
has the potential to induce mutagenic, inflammatory, and lipid
metabolic disturbances in vivo [43-45]. However, without data
at the cellular and molecular levels, it is beyond the scope of

this study to speculate further about the potential pathways
mediating the impact of OM on pubertal development.

Previous studies have suggested that the effects of PM2.5 on
children’s pubertal development may differ by gender [13,15].
Consistent with this, our study observed a more significant
association between PM2.5 and precocious puberty in girls than
in boys. It has been speculated that gender differences are due
to the varying effects of PM exposure on different hormone
levels in vivo [46], as well as the fact that prepubertal girls are
particularly sensitive to low levels of exogenous estrogens [47].
In addition, gender differences may be related to the criteria for
measuring secondary sexual characteristics, which depend on
physical examinations of breast development and pubic hair in
girls and testicle volume and pubic hair in boys, rather than on
sex hormones and gonad B-ultrasounds.

Significant modifying effects of family income and sugary drink
consumption were observed. Previously, several studies explored
potential modifiers of the adverse effect of long-term PM2.5

exposure, although few have focused on pubertal development.
For example, a large cohort study in Canada found that the
impact of PM2.5 on mortality was greater for low-income earners
than for high-income earners [48]. A study in the United States
indicated that the cardiovascular risks associated with PM2.5

exposure were higher among low-income groups compared to
high-income groups [49]. The inequalities in PM2.5 exposure
between high-income populations and low-income populations
may partly explain the modifying effect of family income.

Pubertal timing is sensitive to nutritional regulation; for
example, girls with the highest levels of dietary isoflavone intake
may experience early onset of breast development [50]. Some
animal studies have found that fructose diet–fed rats had lower
plasma testosterone levels, which can lead to a high sensitivity
of the pituitary-gonadal axis in Leydig cells [51]. It can be
speculated that dietary factors may potentially involve pathways
that overlap with PM2.5 and promote or hinder the effects of
PM2.5 on precocious puberty. However, there is still a lack of
evidence to explain why significant modifying effects of family
income and sugary drink consumption were observed more
prominently in boys than in girls. Due to the absence of detailed
information, further exploration is not feasible. Future studies
may be able to elucidate the underlying mechanisms.

Strengths and Limitations
This study has several strengths that can be mentioned. First,
our findings came from a survey covering 30 cities in 11
provinces, improving the generalizability when compared to
studies with a smaller geographical scale, such as a single city.
Second, the PRODY survey incorporated measurements of
breast development and testicle volume conducted by medical
professionals, resulting in a more accurate diagnosis of
precocious puberty compared to studies using self-reported or
parent-reported data. Third, we analyzed the effects of joint
exposure to PM2.5 components on precocious puberty using
WQS regression, which can identify major contributors and
therefore provide targeted recommendations for air
quality–related health improvement.
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We acknowledge some limitations of our analysis. In this study,
air pollutant concentrations at the school level may not fully
reflect all sources of air pollution, such as indoor air pollution
within households, potentially leading to exposure
misclassification. Because of the large sample size in this study
and the limitations imposed by survey costs, we were unable
to measure children’s air pollution exposure at a finer scale.
Future studies are strongly encouraged to consider a more
holistic approach by incorporating direct measurements of
indoor air quality, possibly using portable air monitoring
devices. Due to ethical considerations, only children willing to
undergo physical examinations were included in the study,
which might have introduced a certain sampling bias. Without
access to data on appropriate survey weights, we were unable
to evaluate the accurate generalization of our findings to the
whole target population of the country, which warrants further
exploration when data are available in the future. Due to the

cross-sectional study design, the inference of causality was
limited. Furthermore, owing to constraints in data availability,
our study did not account for the adverse effects of some other
toxic components (ie, heavy metals) or confounding variables
such as parental history of precocious puberty, sleep patterns,
and psychological status. We suggest that future research should
include these additional variables to better understand their
potential impacts on the results.

Conclusion
Our study suggests that OM may be a major contributor to the
association between long-term exposure to PM2.5 and precocious
puberty. Our findings further endorse the call for reducing fossil
fuel emissions, concurrently advocating the development of
specific and effective strategies to protect children’s
developmental health.
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Abstract

Background: Residual blood donor samples are commonly used in SARS-CoV-2 seroepidemiological studies; however their
use may introduce bias due to the healthy donor effect, wherein blood donors are generally healthier than the general population.
This potential bias is critical for accurately interpreting seroepidemiological data, as blood donors might not fully represent
broader population-level infection rates. Objective: This study aims to assess the potential bias in SARS-CoV-2 seroprevalence
estimates derived from blood donor samples in Japan by examining the association between blood donation history and COVID-19
diagnosis. By quantifying the healthy donor effect, we seek to refine the interpretation of SARS-CoV-2 seroepidemiological
studies using residual blood donor samples. Methods: We conducted a web-based survey from December 14 to 28, 2023,
recruiting 10,781 Japanese residents aged 16‐69, stratified by demographic factors to match national representation. Participants
provided information on demographics, socioeconomic status, COVID-19 vaccination history, comorbidities, and blood donation
experience. A logistic regression model adjusting for confounders such as age, sex, education, occupation, comorbidities, and
vaccination status, was used to estimate the odds of COVID-19 diagnosis among blood donors compared to nondonors. Results:
Of the 10,781 participants, 3583 (33.2%) reported a history of COVID-19 diagnosis, and 5015 (46.5%) indicated they had donated
blood at least once in their lifetime, and 1128 (10.5%) donated within the last year. Blood donors had mean of 13.5 (SD 43.6)
donations and were older, with a mean age of 46.4 (SD 13.9) years, compared to 38.5 (SD 14.1) years for nondonors. Among
blood donors, 39.9% had comorbidities (95% CI 38.5‐41.2) compared to 27.9% (95% CI 26.7‐29.0) of nondonors. Blood
donors had 1.62 (95% CI: 1.48‐1.78) times higher odds of COVID-19 diagnosis compared to nondonors. The higher diagnosis
rate among blood donors likely reflects increased social interactions and health-seeking behaviors, a phenomenon we refer to as
the inverse healthy donor effect. This suggests that blood donor samples could overestimate SARS-CoV-2 seroprevalence when
generalized to the broader Japanese population. Conclusions: Higher COVID-19 diagnosis rates among blood donors may reflect
increased community involvement and health-seeking behaviors, suggesting an inverse healthy donor effect. This pattern indicates
that in terms of SARS-CoV-2 infection, blood donors might not represent the healthiest segment of the population. Consequently,
seroprevalence studies using blood donor samples could overestimate SARS-CoV-2 infection rates in the general Japanese
population. For more accurate public health surveillance, the development of statistical methods to adjust for this bias is
recommended.

(JMIR Public Health Surveill 2025;11:e60467)   doi:10.2196/60467

KEYWORDS

SARS-CoV-2; COVID-19; seroprevalence; blood donor; selection bias; healthy donor effect; coronavirus; pandemic; Japan;
cross-sectional study; residual blood; epidemiology; blood donation; web-based; logistic regression; social economic; comorbidity;
COVID-19 vaccination; public health

Introduction

The COVID-19 pandemic, triggered by the rapid dissemination
of SARS-CoV-2, has highlighted the critical need for robust
epidemiological surveillance to decipher the virus’s transmission

dynamics and shape effective public health strategies. As the
pandemic intensified, the exponential increase in cases coupled
with the presence of mild and asymptomatic infections strained
traditional case-based surveillance systems. These systems
primarily capture symptomatic cases seeking healthcare, leaving
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a substantial proportion of the infected population—particularly
those with mild or asymptomatic infections—undetected. This
complication led to the adoption of seroprevalence studies,
which estimate the extent of infection by measuring the presence
of nucleocapsid or spike antibodies in populations to provide a
broader estimation of infection spread, inclusive of undiagnosed
cases.

While seroprevalence studies are invaluable for assessing
SARS-CoV-2 exposure at the population level, they are subject
to inherent biases [1,2]. For example, antibody levels can wane
over time, and variations in assay sensitivity or specificity may
underestimate or overestimate the seroprevalence. When residual
blood samples from blood donors are used, an additional
potential bias known as the healthy donor effect is introduced
[3]. This effect arises because blood donors are typically
healthier than the general population [4-7], potentially resulting
in an underestimation of true seroprevalence. Although blood
donor–based SARS-CoV-2 seroepidemiological studies have
been widely conducted across various countries [8-11], these
studies have not fully accounted for the extent of this effect.
Recognizing and addressing such bias is critical to improving
the reliability of seroprevalence estimates and their use in public
health planning.

Despite recognition of the healthy donor effect, its quantitative
impact on SARS-CoV-2 seroprevalence estimates remains
largely unexplored, introducing uncertainty in interpreting
findings derived from blood donor samples [12]. Our study
addresses this gap by focusing on the quantification of the
healthy donor effect within Japan’s blood donor population,
with the goal of improving the interpretation of SARS-CoV-2
seroprevalence estimates and providing a more accurate
assessment of the population’s exposure to SARS-CoV-2.

Methods

Study Participants and Questionnaire
The study surveyed Japanese residents aged 16‐69 years—the
age group eligible for blood donation in Japan—from all 47
prefectures who could respond in Japanese. The sample size
was set at 10,829, based on an approximately 6.1% national
blood donation rate reported in a 2022 Japanese Red Cross
survey [13], with a 5% alpha error and 80% power. To ensure
national representation, a quota-controlled sampling approach
was applied, stratified by age, sex, and region, with quotas
informed by the 2020 national census. Participants were
recruited from Cross Marketing Inc.’s (Japan) panel of 5 million
active and diverse members as of March 2024, who volunteered
and were incentivized with point-based rewards redeemable for
goods and services from affiliated businesses upon completion
of the questionnaire. Panel members were accepted on a
first-come-first-served basis until quotas for each age and
prefecture category were met, ensuring coverage across all 47
prefectures, including both urban and rural populations. The
survey was conducted from November 14 to 28, 2023, in
alignment with a national seroepidemiological survey among
blood donors in Japan. To ensure data completeness, respondents
were requested to answer all questions.

The online questionnaire was developed based on a
comprehensive literature review on blood donation and
epidemiological surveys. For questions related to blood
donation, we referenced validated items from governmental
surveys [14]. The survey items were divided into three modules:
(1) sociodemographic characteristics such as sex, age at the
survey, residential prefecture, occupation, education level, and
household income; (2) blood donation–related characteristics
such as blood donation experience (yes or no) and the total
number of blood donations; and (3) COVID-19-related and
clinical questions such as the number and timing of prior
COVID-19 infections, the number of COVID-19 vaccinations,
and medical history. The definitions for COVID-19 vaccination,
blood donation, and comorbidity are provided in Multimedia
Appendix 1. A binary variable was created from medical history
records to identify comorbidities that rendered participants
ineligible for blood donation and medically unable to receive
the COVID-19 vaccine (see Multimedia Appendix 2). These
comorbidities included current treatment for periodontal disease
or dental caries, a diagnosis of high blood pressure, diabetes,
asthma, or chronic obstructive pulmonary disease, and a history
of angina, myocardial infarction, stroke, or cancer.

Statistical Analysis
First, sociodemographic data were tabulated separately for
participants with and without blood donation experience to
provide basic information on the study population. Continuous
variables were analyzed using Mann-Whitney U test and
categorical variables were analyzed using Fisher exact test. To
estimate the association between COVID-19 infection and blood
donation experience, a logistic regression model was used and
the associated odds ratio was estimated. Based on a directed
acyclic graph, these confounders were adjusted: age groups
(16-29, 30-39, 40-49, 50-59, 60-69 years), sex, residential
region, education level, occupation, number of blood donations,
number of vaccinations, and comorbidities (Multimedia
Appendix 3). As behavioral changes induced by vaccination
are expected to differ by age group, an interaction term between
age groups, and the number of vaccinations was also adjusted
in the model. Further, to explore the model robustness, we
conducted subgroup analyses using Firth logistic regression to
account for potential bias due to small sample sizes or sparse
data. Model performance was evaluated by calculating
c-statistics, performing the Hosmer-Lemeshow test, and
assessing multicollinearity using the adjusted generalized

variance inflation factor (GVIF), where GVIF 1/(2 xdf), with df
representing the degrees of freedom. All data analyses were
conducted using R software (version 4.3.2; R Foundation for
Statistical Computing).

Ethical Considerations
This study was reviewed and approved by the Institutional
Review Board at the National Institute of Infectious Diseases
(authorization no. 1579). Informed consent was obtained from
all participants within the web survey, with only those providing
consent allowed to proceed. All data used in the analysis were
fully anonymized by Cross Marketing Inc. before being provided
to the researchers. Participants received point-based rewards as
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compensation for survey completion, in line with institutional
review board–approved ethical guidelines.

Results

The main characteristics of the study participants are presented
in Multimedia Appendix 4. A total of 10,781 participants were
enrolled in Japan during the study period from December 14 to
28, 2023. Of these, 3583 (33.2%) had a history of COVID-19
diagnosis, and 5015 (46.5%) reported having donated blood at
least once in their lifetime. Furthermore, 1128 (10.5%) had
donated blood within the past year (Multimedia Appendix 5).
Blood donors (defined as those with a history of blood donation)
reported mean 13.5 (SD 43.6) donations. . Multimedia Appendix
6 shows the detailed distribution of blood donation frequency
in our web survey. The mean age of blood donors was 46.4 (SD
13.9) years, whereas nondonors were younger, with a mean age
of 38.5 (SD 14.1) years. Among blood donors, 39.9% (95%CI
38.5‐41.2) had comorbidities, compared to 27.9% (95% CI
26.7‐29.0) of nonblood donors (see Multimedia Appendix 7).

Figure 1A depicts the proportion of blood donors categorized
by age group and geographic region in Japan. The corresponding
geographic regions are illustrated in Figure 1B. In general,
individuals who have been diagnosed with COVID-19 had a
higher prevalence of prior blood donation compared to those
without a history of diagnosis. The estimated results of the
logistic regression model shown in Table 1. After excluding
individuals with comorbidities that render them ineligible to
donate blood or receive the COVID-19 vaccine, and after
adjusting for potential confounders, we found that the odds of
infection among blood donors were 1.62 times greater (95%CI
1.48‐1.78) than nondonors. Overall, the positive odds ratio
was similar across most subgroup analysis with different
stratifications, with most results being statistically significant
(see Multimedia Appendix 8 ). Model validation resulted in a

c-statistic of 0.66, a Hosmer-Lemeshow test value of χ²=6.78
(P=.56), and adjusted GVIF values below 5, with a mean of
1.34.

Figure 1. Proportion of blood donors and COVID-19 diagnosis status among Japanese residents aged 16‐69 years, based on a web-based survey
conducted across all 47 prefectures in Japan from December 14 to 28, 2023. (A) Overall proportion of participants with blood donation experience. (B)
Map showing geographic regions represented in the study. (C) Proportion of blood donors among individuals diagnosed with COVID-19. (D) Proportion
of blood donors among uninfected (undiagnosed) individuals.
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Table . Logistic regression results examining the association between COVID-19 diagnosis (outcome) and blood donor experience (main variable of
interest) among Japanese residents. Odds ratios with 95% CI and P values are provided. Additional variables, including demographic, socioeconomic,
and health-related factors, were included as adjustment variables based on a directed acyclic graph (DAG) to control for potential confounding. Vaccination
status, household income, and blood donor frequency were included as continuous variables.

P value(95% CI)Odds Ratio (OR)Variables

Age group (years)

––b1.0016‐29 (Ref)a

.37(0.67‐1.14)0.8830‐39

<.001(0.48‐0.74)0.5940‐49

<.001(0.46‐0.77)0.5950‐59

<.001(0.40‐0.77)0.5560‐69

.04(1.01-1.10)1.05Vaccination status

Sex

––1.00Female (Ref)a

.05(0.82‐0.99)0.90Male

Region

.14(0.97‐1.32)1.13Hokkaido

.73(0.82‐1.14)0.97Tohoku

––1.00Kanto-Koshin (Ref)a

.27(0.94‐1.31)1.11Hokuriku-Tokai

.004(1.09‐1.50)1.28Kansai

.47(0.91‐1.26)1.07Chugoku-Shikoku

<.001(1.19‐1.62)1.39Kyushu

Highest level of education

.85(0.92‐1.11)1.01Middle school / High school

––1.00Junior. college / Vocational school
/ University (Ref)

.004(0.58‐0.89)0.72Graduate school (Master / PhD)

Occupation

<.001(1.44‐2.06)1.72Commerce

<.001(1.46‐2.09)1.75Construction / Manufacturing /
Transportation

<.001(1.96‐2.92)2.39Education / Student

.01(1.10‐2.06)1.51Food / Beverage / Accommodation

<.001(1.49‐2.37)1.88Homemaker

<.001(1.52‐2.44)1.92Information / Communication

<.001(2.05‐3.13)2.53Medical / Social welfare

.01(1.15‐2.65)1.75Primary industries

<.001(1.77‐2.80)2.22Public servant

.01(1.10‐1.75)1.38Other

––1.00    Unemployed (Ref)

<.001(1.04‐1.07)1.06Household Income

Blood donor experience

––1.00    No (Ref)a

<.001(1.48‐1.78)1.62    Yes
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P value(95% CI)Odds Ratio (OR)Variables

.85(1.00‐1.00)1.00Blood donor frequency

Comorbidity

––1.00No (Ref)a

<.001(1.28‐1.53)1.40Yes

Age group (years) * Vaccination Status

––1.00Age group 16‐29 * Vaccination

status (Ref)a

.12(0.86‐1.01)0.93Age group 30‐39 * Vaccination
status

.16(0.89‐1.02)0.95Age group 40‐49 * Vaccination
status

<.001(0.81‐0.94)0.87Age group 50‐59 * Vaccination
status

<.001(0.79‐0.93)0.86Age group 60‐69 * Vaccination
status

aRef: Reference variable.
b–: Not available.

Discussion

Our study showed a significant association between blood
donation experience and COVID-19 diagnosis. However, the
diagnosis rates did not increase with the frequency of donations,
suggesting that the act of donating blood itself did not contribute
to the transmission risk. Instead the higher incidence of
COVID-19 among donors may be attributed to increased social
interactions and greater health awareness, which could be
characterized as an ‘inverse’ healthy donor effect [15]. Donors’
community involvement could raise exposure risks, while their
health vigilance could lead to more frequent SARS-CoV-2
testing, leading to higher COVID-19 diagnosis. Further studies
are needed to understand the potential underlying mechanism
behind this association.

We found that using blood donor samples could potentially bias
seroprevalence estimates in Japan. The observed positive
association suggests that these samples may overestimate the
actual rates compared to the general population. Previous efforts
to adjust for demographic variances, such as age, gender, and
prefecture, have not completely resolved the bias inherent in
using blood donor samples [11]. This highlights the need to
measure the healthy donor effect for accurate SARS-CoV-2
seroprevalence interpretations and emphasizes the challenge of
correctly determining incidence from donor data, underscoring
the need for improved research methodologies. Development
of a statistical method to adjust for this bias of blood donor
samples in estimating the seroprevalence of the general
population of Japan using blood donor samples remains an
ongoing focus of our research group.

There are a few limitations to note. First, the identification of
COVID-19 cases was based on clinical diagnoses rather than
antibody-confirmed infection rates, suggesting that the study
may reflect differences in health-seeking behavior rather than
actual SARS-CoV-2 infection rates. Second, although we
applied quota sampling based on demographic distributions
from the national census to improve representation, the sample
population may not fully represent the general population in
Japan, as the study was conducted via a web-based survey. This
approach may introduce potential selection bias, particularly
excluding individuals without internet access or those less
comfortable with technology. Third, the study relied on
self-reported data, which may introduce recall bias or social
desirability bias. Fourth, we may not have fully adjusted for
residual confounding from variables that were not included in
the survey. Fifth, the cross-sectional design has inherent
limitations, including difficulty determining temporal
relationships and tracking changes over time. Finally, our
findings may be specific to the Japanese context and might not
necessarily apply to other countries due to differences in
demographics, healthcare systems, and social behavior. Further
evaluation is needed to assess the external validity across
different countries or regions.

In conclusion, our study has identified a potential bias in
SARS-CoV-2 seroprevalence studies that use residual samples
from blood donors. Quantifying the direction and magnitude of
this bias is essential for accurately interpreting seroprevalence
surveys, especially when these surveys are used to guide
infectious disease surveillance.
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Abstract

Background: Nonsuicidal self-injury (NSSI) is a major public health problem leading to psychological problems in adolescents
and young adults, similar to disorders such as depression and anxiety.

Objective: The aims of this study were to investigate (1) the interaction between BMI and socioenvironmental factors (including
chronotype and mental health) that contribute to NSSI, and (2) whether self-esteem plays a mediating role in this association.

Methods: From May to June 2022, the multistage cluster sampling method was used to sample college students in four grades,
including freshmen and seniors. The baseline participants were followed up 6 months later, excluding those who did not qualify,
and the participants included 1772 college students. Socioenvironmental factors (chronotype/mental health), self-esteem, and
NSSI were measured using a questionnaire. Multivariate linear regression models and chi-square analysis were used to evaluate
the linear relationship between BMI, socioenvironmental factors, and self-esteem and the NSSI status. We use a process approach
(mediation-moderation analysis) to explore the complex relationships between these variables.

Results: The mean age of the participants was 20.53 (SD 1.65) years at baseline. A significant association was revealed,
suggesting that a high BMI (β=.056, 95% CI 0.008‐0.086, P=.018) was associated with a higher NSSI. There was also an
interaction among BMI, socioenvironmental factors, and NSSI. Socioenvironmental factors played both moderating and mediating
roles in the relationship between BMI and NSSI, whereas self-esteem only played a mediating role.

Conclusions: Paying attention to factors such as overweight and obesity is important for early BMI control to identify other
potential risk factors for NSSI and to evaluate how self-esteem can be improved considering multiple perspectives to improve
the effect of BMI on NSSI in adolescents.

(JMIR Public Health Surveill 2025;11:e52928)   doi:10.2196/52928
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Introduction

Nonsuicidal self-injury (NSSI) refers to physical harm, not the
intention to commit suicide, and is not a socially recognized
behavior [1]. NSSI, while being distinct from suicidal behavior,
is a strong predictor of suicide and is also a significant mental
health problem among adolescents worldwide [2]. NSSI is
gradually increasing in the world; it seriously damages people’s

physical and mental health and is a psychopathological behavior,
which has aroused people’s attention and concern. The DSM-5
identifies NSSI as a separate behavioral category and lists it as
“an entry for further research” [3]. Adolescence and college
years are important periods of psychological development and
changes in life. In a meta-study, the reporting rate of NSSI was
22.5% (95% CI 17.2%‐28.9%) among adolescents [2]. The
prevalence of NSSI ranged from 3.2% to 44.8% among
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nonclinical populations [4]. For clinical populations, the
incidence of NSSI in the past 12 months ranged from 5% to
16.4% [4]. The harm of NSSI goes far beyond that, and after
the emergence of NSSI in adolescence, it has maintained a
certain “trajectory” into adulthood, including a continuous
increase or fluctuation between the increase and decrease of
NSSI, as well as an increase in psychobehavioral problems that
largely affect people’s lives [5,6]. A systematic review and
Bayesian meta-analysis concluded that in the entire
developmental stage of adolescents, the NSSI frequency (but
not the frequency of occurrence) in younger adolescents
increased, that in middle adolescents remained stable, and that
in older adolescents decreased [3]. On proceeding into the
aftermath of the COVID-19 outbreak and trying to recover from
its consequences, preventing NSSI and suicidal behaviors has
continued to be a priority. In general, the current NSSI epidemic
in China is serious [7], and it has become a major public health
problem that severely endangers adolescents’ physical and
mental health. Being an ongoing social health problem, NSSI
is a major concern for mental health and it deserves our
attention.

With such a high incidence rate of NSSI that has not been
effectively controlled thus far, it is important to explore the
potential factors of and prevention measures for NSSI, including
what factors affect NSSI, how they interact with each other,
and what needs to be done to protect those with high NSSI
frequency. The specific factors that affect NSSI are as follows:
(1) individual psychological factors, including self-abasement,
impulsivity, early traumatic experience, self-esteem, and other
characteristics; (2) external environmental factors, including
negative life events (events that individuals feel unpleasant);
(3) neurobiological factors, including the influence of the
metabolism of substances such as 5-hydroxytryptamine,
glutamate, and dopamine, which may also be related to genetics;
(4) family factors, including family environment, family
atmosphere, and family economic conditions; and (5) school
factors, including school environment, teacher-student
relationship, and classmate relationship, which may also have
an impact on children and adolescents’ NSSI. The occurrence
of NSSI behavior in adolescents is not the result of a single
factor, but the result of the interaction of multiple factors. In
addition, obesity has attracted considerable attention as a cause
of many diseases, including physical diseases as well as
psychological and behavioral problems [8]. Changes in BMI
are correlated with suicide [9], and there is a significant
association with suicide attempts in underweight and perceived
overweight groups [10]. There is an association between
psychological problems and NSSI [10,11]. A previous study
demonstrated that while posttraumatic stress disorder leads to
suicidal ideation, BMI plays a significant moderating role,
indicating that the association between posttraumatic stress
disorder and suicidal ideation is the strongest in individuals
with high BMI values [11]. Another study has reported a
correlation between obesity and NSSI and verified the
correlation between BMI and major depressive disorder [12],
but no precise research has explored the correlation between
BMI and NSSI. NSSI is quite different from suicidal behavior
in many aspects such as motivation, lethality, and manifestation;
however, it remains a crucial risk factor for suicidal ideation

and suicide attempts. This finding also suggests that
psychological problems play an essential role in determining
how BMI leads to NSSI.

Although some studies identified BMI as a risk factor for
self-injury or suicide, other studies have not found positive
results, which means that not everyone with an increased BMI
necessarily shows NSSI behavior [13], as other factors may also
be at play. To identify other possible psychological mechanisms
that support this relationship, it is necessary to understand
complex associations and mechanisms beyond the current one.
In addition to the association between BMI and NSSI, it is
significant to understand the mediators and moderators of BMI
and NSSI for public health prevention and clinical practice.
Research on borderline personality disorder has revealed that
sleep deprivation, disrupted sleep, and prolonged sleep duration
are associated with suicidal behavior or NSSI [14]. Sleep
occupies a very important position in the circadian rhythm,
especially the lack of sleep; the circadian rhythm refers to the
24-hour physiological and behavioral rhythm of individuals,
which is divided into endogenous rhythm and exogenous
rhythm. When the endogenous rhythm and exogenous rhythm
are “mismatched,” circadian rhythms can be disrupted, which
can lead to sleep disturbances [15]. Chronotype is a
self-description of an individual’s circadian preference,
reflecting the differences in their daily activity pattern and
sleep-wake cycle; it can be generally divided into three types:
morning, intermediate, and evening [16]. Moreover, the evening
type has been reported to be strongly associated with suicidal
behavior [17].

These studies provide evidence that NSSI moderates the
relationship between BMI and socioenvironmental factors. A
higher BMI has been associated with a lower risk of suicide in
a large prospective study [18]; however, the mechanisms
underlying this link require elucidation. Some studies have
verified the correlation between self-esteem and NSSI [17,19].
However, little is known about how self-esteem moderates the
relationship between BMI and NSSI. Socioenvironmental factors
underlying these associations also remain unclear. Moreover,
only limited research has been conducted on the relationship
between BMI and socioenvironmental factors, and the outcome
of NSSI during adolescence. A systematic review and
meta-analysis reported that treatment of childhood obesity
resulted in increased self-esteem after intervention [19]. The
results of studies evaluating the self-esteem and NSSI suggest
that although low self-esteem and self-injury are associated with
both clinical and nonclinical populations, there are many factors
influencing this relationship [20]. Therefore, based on a previous
study [19], we hypothesize that there was an association among
SE, BMI, and NSSI.

From a management and prevention perspective, these
modifiable risk factors are crucial, and how they interact with
each other requires further exploration. This study aimed to
investigate the influencing factors and possible mechanisms of
NSSI in college students and to observe the influence of some
possible factors on BMI that could result in NSSI. Therefore,
this study aimed to (1) examine the correlation among BMI,
socioenvironmental factors, self-esteem, and NSSI and (2)
determine whether socioenvironmental factors and self-esteem
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would play direct and indirect roles in the relationships between
BMI and NSSI among Chinese college students.

Methods

Study Design and Study Setting for Recruitment
This was a longitudinal study, and the research methods have
been described in previous studies [21,22]. The study setting
for recruitment was as follows: we first selected a university in
a city in the Anhui Province, and then selected college students
in four consecutive grades according to the cluster sampling

method. A total of 3600 college students were initially recruited
using an anonymous electronic questionnaire survey about their
health at baseline. The cluster sampling method was used for
the schools surveyed, and most of the students from each grade
were included in the study. The survey was conducted from
May to June 2022. Some participants were excluded from the
study owing to unwillingness to answer the questionnaire,
absence from class, high levels of missing data (questionnaires
with missing values greater than 5% were eliminated), or false
responses [23-25] at baseline. The baseline group was followed
up with a questionnaire after 6 months. Finally, a total of 1772
participants were included in the follow-up survey (Figure 1).
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Figure 1. A flowchart for the enrollment and follow-up of participants.

Inclusion Criteria
Participants were included if (1) informed consent from them
and their guardians were obtained, (2) they were college students
aged 15‐26 years, (3) they had no history of mental illness,
and (4) they were attending the chosen school.

Exclusion Criteria
Participants were excluded if (1) their informed consent was
not obtained, (2) they were junior and high school students, (3)
they failed to submit the questionnaire, or (4) they had
congenital or acquired immunodeficiency.
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Exposure

Chronotype
The morningness-eveningness questionnaire is used to measure
college students’sleep habits. According to the previous analysis
results, personal sleep habits is classified into three types:
morning, intermediate, and evening [26]. The suggested
demarcations were further categorized as follows: sleeping from
4 AM to 7 AM is definitely eveningness, sleeping from 8 AM
to 11 AM is medium eveningness, sleeping from 12 PM to 5
PM is intermediate type, sleeping from 6 PM to 9 PM is medium
morningness, and sleeping from 10 PM to 12 AM is definitely
morningness.

Self-Esteem
The self-esteem scale was first developed by Ronsenberg to
evaluate an individual’s overall feelings of self-worth and
self-acceptance [27]. It was later translated and revised into
Chinese by Ji Fuyi and Yu Xin [28]. There were 10 items on
the scale: 5 items on self-denial and 5 items on self-affirmation.
A 4-point Likert scale was used, ranging from 1 indicating “very
inconsistent” to 4 indicating “very consistent.” The 5 self-denial
items were scored inversely. The higher the score, the higher
the self-esteem.

Outcome

NSSI
One of the most important question in the questionnaire was
“Have you intentionally hurt yourself in the past 12 months,
but not for suicide?” The questionnaire also listed several NSSI
methods: hit yourself with a fist or palm, pulled your hair, hit
a hard object with your head or fist, pinched or scratched
yourself, bit yourself, cut yourself, and stabbed yourself. Those
who had an NSSI were asked about their NSSI frequency. The
participants owning up to 5 or more methods were considered
to be prone to NSSI [29].

Statistics Analysis
Conventional means and SDs were used for continuous
variables. Univariate ANOVA was used to describe the
association between independent and outcome variables.
Frequency and percentage tests were used for categorical
variables, and chi-square tests were used to explore the
association between independent and outcome variables. The
PROCESS method was used to conduct a mediation-moderation
analysis to explore the relationships among BMI, chronotype,
self-esteem, and NSSI [30]. The bootstrap method was used to
resample 1000 samples, and the 95% CI was calculated. All
data were analyzed using SPSS software (Windows version
23.0; IBM Corp).

Ethical Considerations
The current study is designed and reported according to the
STROBE (Strengthening the Reporting of Observational Studies
in Epidemiology) checklist. The design and data collection
procedures were approved by the Ethics Committee of the First
Affiliated Hospital of Anhui Medical University (review number
PJ 2024-06-06). Written informed consent was obtained from
the parents or guardians of all the students.

Results

General Demographic Characteristics
Table 1 presents the general distribution of the NSSI variables
examined in this study considering the demographic
characteristics, while Figure 2 is a directed acyclic graph
showing the covariates. Among the 1772 participants included
in the questionnaire analysis, 908 (51.1%) were male students;
the mean age was 20.53 (SD 1.65) years at baseline; and 853
(48.1%) dwelled in rural areas, 548 (30.9%) in towns, and 371
(20.9%) in urban areas. The prevalence of NSSI was 5.6%
(N=1772).
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Table . The distribution of the nonsuicidal self-injury (NSSI) variables considering demographic characteristics.

P valuet test/chi-square (df)Presence of NSSI, n
(%)

Absence of NSSI, n
(%)

Total, n (%)Variables

.540.46 (1)Sex

54 (54.5)854 (51.0)908 (51.1)    Male

45 (45.5)819 (49.0)864 (48.9)    Female

.760.53 (2)Residential areas

44 (44.4)744 (44.5)788 (44.5)    Rural

25 (25.3)376 (22.5)401 (22.6)    Town

30 (30.3)553 (33.1)583 (32.9)    Urban

.660.29 (1)Only child

30 (30.3)551 (32.9)581 (32.8)    Yes

69 (69.7)1122 (67.1)1191 (67.2)    No

.812.31 (5)Father’s education

51 (3.0)4 (4.0)55 (3.1)    Not known

146 (8.7)7 (7.1)153 (8.6)    Below primary

194 (11.6)11 (11.1)205 (11.6)    Primary

629 (37.6)32 (32.3)661 (37.3)    Junior high

355 (21.2)24 (24.2)379 (21.4)    High school or tech-
nical secondary school

298 (17.8)21 (21.2)319 (18.0)    Junior college or
above

.683.14 (5)Mother’s education

4 (4.0)63 (3.8)67 (3.8)    Not known

22 (22.2)323 (19.3)345 (19.5)    Below primary

17 (17.2)299 (17.9)316 (17.8)    Primary

31 (31.3)504 (30.1)535 (30.2)    Junior high

11 (11.1)290 (17.3)301 (17.0)    High school or tech-
nical secondary school

14 (14.1)194 (11.6)208 (11.7)    Junior college or
above

.533.15 (4)Family economic condi-
tions

3 (3.0)90 (5.4)93 (5.2)    Bad

26 (26.3)402 (24.0)428 (24.2)    Worse

67 (67.7)1075 (64.3)1142 (64.4)    Medium

3 (3.0)97 (5.8)100 (5.6)    Better

0 (0)9 (0.5)9 (0.5)    Good

.184.92 (3)Number of friends

4 (4.0)32 (1.9)36 (2.0)    0

39 (39.4)548 (32.8)587 (33.1)    1‐2

44 (44.4)810 (48.4)854 (48.2)    3‐5

12 (12.1)283 (16.9)295 (16.6)    6 or more
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Figure 2. A directed acyclic graph showing the covariates. NSSI: nonsuicidal self-injury.

Association Between Independent Variables and
Adolescent Psychological and Behavioral Problems
Table 2 presents the correlation between independent variables
and depression symptoms through multilevel linear regression
analyses. There was a significant relationship between different

BMI and NSSI (β=.056); after controlling for covariates, these
relationships were also significant. Furthermore, there was a
significant relationship between self-esteem and NSSI
(β=−.077); after controlling for covariates, this relationship was
also significant. There was no significant correlation between
chronotype and NSSI.

Table . Multilevel linear regression between independent variables and nonsuicidal self-injury (NSSI).

NSSI

95% CIF test (df)P valuet test (df)βR 2

BMI

0.008 to 0.0865.566 (1).022.359 (1).0560.003Model 1a

0.005 to 0.0851.551 (9).032.191 (9).0540.008Model 2b

Chronotype

−0.033 to 0.0940.88 (1).990.938 (1).0220.00Model 1

−0.03 to 0.0991.139 (9).291.055 (9).0250.006Model 2

Self-esteem

−0.136 to −0.03310.461 (1)<.001−3.234 (1)−.0770.006Model 1

−0.130 to −0.0251.951 (9).004−2.896 (9)−.0780.01Model 2

aModel 1: crude model.
bModel 2: controlled for parent educational level, gender, economic level, whether only child, number of friends, residential area, and age.

Impact of the Mediation Analysis Among BMI,
Chronotype, and Self-Esteem on Adolescent NSSI
Mediation-moderation analyses were performed for BMI,
self-esteem, chronotype, and NSSI scores. The results are listed

in Tables 3 and 4. Among NSSI, findings have suggested the
following: a positive association between BMI exposure and
NSSI, chronotype was associated with NSSI, and chronotype
played a moderating role in the increased risk of NSSI induced
by BMI mediated by self-esteem.
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Table . Testing the mediation-moderation effects of BMIa and chronotype on the nonsuicidal self-injury (NSSI)b among college students.

NSSISelf-esteemVariables

P valuet test (df)ßP valuet test (df)ß

.012.5466 (5).2262.54−0.4799 (3).0775BMI

.0032.9399 (5).8102.630.6206 (3)−.0387Chronotype

.04−2.1149 (5)−.0127.93−0.0869 (3)−.0005BMI* chronotypec

.181.3426 (5).1613N/AN/AN/AeSelf-esteemd

.04−2.0839 (5)−.0167N/AN/AN/ASelf-esteem*
chronotype

N/AN/A.0140N/AN/A0.0065R 2

N/AN/A5.0212N/AN/A3.8342F test (df)

aBMI: independent variables.
bNSSI: dependent variables.
cchronotype: moderated variables.
dSelf-esteem: mediate variables.
eN/A: not applicable.

Table . Bootstrap method showing the conditional direct and indirect effects between self-esteem, chronotype, and nonsuicidal self-injury (NSSI).

Nonsuicidal self-injury

Lower limit to upper limitSelf-esteemEffect of chronotype

0.0288 to 0.13470.02700.0818Direct effect

0.0020 to 0.07990.01990.0409Predictor

−0.0556 to 0.05580.0240.0001Moderator

−0.0011 to 0.00530.001311.3542Indirect effect

0.0006 to 0.0080.003814.5643Predictor

−0.0002 to 0.01790.00417.7744Mediator

Impact of Mediation Analysis Among BMI, Mental
Health, and Self-Esteem on Adolescent NSSI
Mediation-moderation analyses were performed for BMI,
self-esteem, mental health, and NSSI. The results are presented
in Tables 5 and 6. In NSSI, results have suggested a positive

association between BMI exposure and NSSI, where depression
was associated with NSSI, and chronotype played a moderating
role in the increased risk of NSSI induced by BMI and mediated
by self-esteem (Tables 5 and 7). Similar results were obtained
for stress and NSSI (Tables 6 and 8).
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Table . Testing the mediation-moderation effects of BMIa and anxiety on the nonsuicidal self-injury (NSSI)b among college students.

NSSISelf-esteemVariables

P valuet test (df)ßP valuet test (df)ß

.02−2.2641 (5)−.2475.91−0.1054 (3)−.0099BMI

.820.222 (5).0233.01−2.5744 (3)−.1302Anxiety

.0072.6944 (5).0070.77−0.2931 (3)−.0007BMI* anxietyc

.211.2468 (5).0233N/AN/AN/AeSelf-esteemd

.07−1.8281 (5)−.0051N/AN/AN/ASelf-esteem* anxi-
ety

N/AN/A.0180N/AN/A.1014R 2

N/AN/A6.4595N/AN/A66.5210F test (df)

aIndependent variables: BMI.
bDependent variables: NSSI.
cModerated variables: depression.
dMediate variables: self-esteem.
eN/A: not applicable.

Table . Bootstrap method showing the conditional direct and indirect effects between self-esteem, anxiety, and nonsuicidal self-injury (NSSI).

Nonsuicidal self-injury

Lower limit to upper limitSelf-esteemEffect of anxiety

−0.0914 to 0.04300.0343−0.0242Direct effect

−0.0177 to 0.06550.02120.02390Predictor

0.0252 to 0.11860.02380.0719Moderator

−0.0026 to 0.00510.00180.0001Indirect effect

−0.0006 to 0.00630.00170.0016Predictor

0.0001 to 0.01210.00280.0044Mediator

Table . Bootstrap method showing the conditional direct and indirect effects self-esteem, depression, and nonsuicidal self-injury (NSSI).

Nonsuicidal self-injury

Lower limit to upper limitSelf-esteemEffect of depression

−0.0911 to 0.03640.0325−0.0273Direct effect

−0.0066 to 0.07220.02010.0328Predictor

0.0393 to 0.14650.02730.0929Moderator

−0.0016 to 0.00810.00200.0005Indirect effect

0.00 to 0.00780.00170.0022Predictor

−0.000 to 0.01480.00350.0044Mediator
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Table . Testing the mediation-moderation effects of BMIa and depression on the nonsuicidal self-injury (NSSI)b among college students.

NSSISelf-esteemVariables

P valuet test (df)ßP valuet test (df)ß

.07−1.8212−.1616.470.7267.0549BMI

.99−0.0106−.0008.02−2.3582−.0766Depressionc

.022.3457.0040.25−1.1464−.0016BMI* depression

.610.5076.0516N/AN/AN/AeSelf-esteemd

.21−1.2582−.0026N/AN/AN/ASelf-esteem* de-
pression

N/AN/A.0130N/AN/A.1236R 2

N/AN/A4.6602N/AN/A83.1489F test (df)

aIndependent variables: BMI.
bDependent variables: NSSI.
cModerated variables: depression.
dMediate variables: self-esteem.
eN/A: not applicable.

Discussion

Principal Findings
In our study, the prevalence of NSSI in a sample of college
students was 5.6%. Here, we examined the combination of
chronotype and mental health as well as the interaction effect
among BMI, self-esteem, and NSSI. BMI was positively
correlated with the development of NSSI during adolescence,
that is, the higher the BMI, the higher was the incidence of
NSSI. Consistent with our hypothesis, our study provided
evidence that self-esteem mediates the relationship between
BMI and NSSI; this relationship was also moderated by
chronotype. The relationship among BMI, self-esteem, and
NSSI is complex and may involve a moderating effect of
chronotype. Therefore, this study developed and evaluated a
mediation-moderation model to elucidate the role of multilevel
factors, including BMI, self-esteem, and chronotype, in relation
to NSSI [31].

Comparison With Other Studies
With the change in social living environment, adolescents are
facing increasing pressure and challenges, and adolescent NSSI
has become a problem that cannot be ignored. NSSI is a
common mental health problem among adolescents [32]. In a
college student–related survey, approximately 1 in 5 (20.4%)
students reported lifelong NSSI, and the frequency of persistent
NSSI was estimated at 56.4%, with 15.6% of students reporting
high-frequency repeat patterns (≥5 times per year) [33]. This
high prevalence is worth considering, and NSSI is not only
associated with suicidal behavior but is also a specific risk factor
for suicide. In addition to the burden on individuals and families,
including NSSI and self-harm with suicidal intent, the increased
incidence of NSSI requires significant health care and economic
costs and can lead to death in severe cases, further emphasizing
the need to study why people should be concerned about NSSI
[34]. Therefore, it is necessary to pay attention to the factors
that affect NSSI; some factors have been explored [35-38], such

as adverse life events, stressful life events, negative coping
styles, problematic internet use, sleep disorders, traumatic
experiences, problematic parent-child relationships, and mental
health issues. In the same way that obesity causes physical
diseases (eg, cardiovascular disease and diabetes), obesity has
a significant triggering effect on the number of times of suicide
attempts [39]. However, a population-based telephone survey
of US adults conducted by the Centers for Disease Control and
Prevention found that traditional suicide risk factors do not
show any correlation with BMI; therefore, there is unlikely to
be any relationship between BMI and a lower risk of suicide
[18]. That said, in some cases, it is not entirely the case that a
higher BMI is associated with a greater number of risk factors.
Further research into the relationship between BMI and suicide
may lead to new modifiable risk factors that can result in or
prevent this key cause of death [18]. This also encourages us
to look beyond the known causes of suicidal behavior, as there
are other factors at play in psychological research.

In the aforementioned research, individual factors are very
important, and self-esteem is an important individual factor
[20]. Such studies might shed light on how obesity interacts
with chronotype factors and can affect self-esteem in people
with NSSI [40]. Regarding the association between obesity and
suicide-related variables, 3 out of 5 studies investigating these
suicide attempts showed a positive association between these
attempts and obesity, and this relationship may be related to the
reduction in self-worth and self-esteem caused by obesity-related
stigma, suggesting that self-esteem plays a key role in
BMI-induced suicide attempts [20, 41]; the results suggest that
although low self-esteem and NSSI are correlated in both clinical
and nonclinical populations, many factors influencing this
relationship still exist [20], which needs to be confirmed by
further research. According to the developmental
psychopathological model, individuals’negative understanding
and evaluation of themselves will lead to the emergence of
NSSI, so low self-esteem is an important variable that triggers
NSSI. Therefore, another study demonstrated the mediating
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role of self-esteem in the relationship between BMI and
depression or suicidality, as well as the moderating role of sex
in the mediated pathways [20], which also provides an effective
theoretical basis for our research. It is noteworthy that
self-esteem is a crucial factor given its significance in depression
and NSSI. This study, thus, converges with the existing literature
and extends it. Moreover, we noticed that chronotype patterns
could moderate these relationships, and sleep deprivation itself
could influence an increase in psychobehavioral problems [42].
Another review concluded that people with bipolar disorder are
characterized by extreme mood swings, high rates of suicide,
sleep problems, and dysfunction in psychological characteristics,
such as self-esteem (a feeling ranked below depression and
above mania), which further provides a theoretical basis for
understanding the relationship between sleep, self-esteem, and
metabolism [43]. The current findings highlight the importance
of assessing self-esteem in mediating BMI and NSSI, perhaps
targeting self-esteem to mitigate self-esteem–related mental
health problems (eg, NSSI and suicide). We also considered
the effect of the moderator mental health on BMI and NSSI.
The stigma associated with being overweight has increased in
recent decades, which may have exacerbated the harmful effects
of being overweight on mental health [44], thereby further
elevating the occurrence of NSSI.

Another study explored the relationship between adolescents’
BMI and mental health issues, including social phobia,
depression, suicidal tendencies, and low self-esteem, and the
mediating role of sex in participation in bullying [45]. Therefore,
this provides a theoretical basis for our study that BMI is closely
related to self-esteem, mental health, and suicidal behavior, and
the correlation among the variables is also affected by other
variables. According to the US Health and Retirement Study,
baseline BMI, BMI transition, and BMI trajectory play
significant moderating roles in the positive association between
adverse childhood experience with new-onset all-cause dementia
and Alzheimer disease [46]. The possible mechanisms include
increased insulin and glucagon levels in the plasma and
cerebrospinal fluid [47]. Additionally, our findings highlight
the need for a multidisciplinary, collaborative, and integrated
approach to optimize patient care. Different mechanisms have
been identified, including gut-brain mechanisms, inflammatory
responses (changes in the neutrophil-lymphocyte ratio,
monocyte-lymphocyte ratio, and platelet-lymphocyte ratio),
and changes in cytokine levels (interferon-γ, interleukin-1β,
interleukin-6, interleukin-8, monocyte chemoattractant protein-1,
tumor necrosis factor-α, and transforming growth factor-β1)
[48].

Clinical Practices
Overweight and obese adolescents often experience prejudice
due to the surrounding environment, which causes them to have
low self-esteem, depression, and other negative emotions;

engage in bad behaviors; cause self-injury; and harbor suicidal
thoughts. As sociality is an essential attribute of adolescents,
overweight and obese adolescents should communicate with
others and obtain support, thereby effectively reducing the
occurrence of NSSI. By further exploring the two variables of
chronotype and self-esteem, this study aimed to explore the
sociological pathway of BMI leading to NSSI.

Strengths and Limitations
The strengths of this study are its longitudinal design and large
number of participants. The purpose of mediating is to
strengthen the quasi-causal inference about the mechanism by
which independent variables influence outcomes, whereas the
purpose of moderating is to examine variables that influence
the strength and direction of the predictor-outcome relationship.
The use of moderated mediation could help identify the
interdependence between the BMI and chronotypes. We also
explored the role of the processes between early BMI and NSSI
later in life.

However, this study has some limitations. First, although this
was a follow-up study, only one follow-up survey was
conducted, and changes in BMI were not evaluated during this
process. These data are self-reported survey data, which can
inevitably produce potential recall bias; therefore, we will further
correct for the bias caused by recall bias in the future. Second,
the study examined results in only one city; it is not clear how
representative this sample is. Therefore, follow-up surveys are
needed with samples from different regions and cultures across
the country. Third, although this study mainly focuses on the
relationship between BMI and NSSI under the influence of
different factors, biological indicators will be included for
further discussion in the future. Finally, we must consider critical
attitudes toward the potential mechanism. As only some
variables were evaluated in this study, additional variables with
psychosocial factors should be considered in the future [48].

Conclusion
In this study, there was a combination effect of BMI,
self-esteem, and NSSI, as well as an interaction effect among
BMI, self-esteem, and NSSI. NSSI prevention programs should
focus on evidence-based approaches relevant to public health
and address them in conjunction with relevant influencing
factors, including a wide range of interventions such as self-help
programs, education, policy change, and legislation. Stronger
inferences about the role of BMI in the etiology of adolescent
NSSI can be made by exploring sex and ameliorating
unfavorable mental health in prospective cohort studies. Future
studies should expand upon our small subset of measured
variables to paint a broader picture of adolescent NSSI in
response to early-life social, psychological, and environmental
stimuli.
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Abstract

Background: Self-efficacy in mpox (formerly known as monkeypox) prevention plays a pivotal role in promoting preventive
behaviors by fostering a sense of control and motivation, especially among men who have sex with men (MSM), the population
most affected by mpox in many countries.

Objective: This study aims to assess the mpox prevention self-efficacy among MSM in China and identify factors influencing
it, using a validated mpox prevention self-efficacy scale.

Methods: From October 2023 to March 2024, a nationwide cross-sectional study was conducted among MSM (aged ≥18 years)
across 6 geographic regions in China using a snowball sampling method. The recruited participants (effective response
rate=2403/2481, 96.9%) were asked to complete an anonymous questionnaire designed based on prior knowledge of mpox and
social cognitive theory. The mpox prevention self-efficacy scale was evaluated for construct validity using exploratory factor
analysis and confirmatory factor analysis, and its reliability was assessed using the Cronbach α coefficient. Univariate and
multivariable logistic regression analyses were used to examine the factors associated with mpox prevention self-efficacy among
MSM.

Results: A total of 2403 MSM participants were included, with a mean age of 29 (IQR 19‐39) years. Of these, 1228 (51.1%)
were aged 25‐34 years, 1888 (78.6%) held a college degree or higher, and 2035 (84.7%) were unmarried. The median mpox
prevention self-efficacy score was 23 (IQR 18‐28). Exploratory factor analysis retained 6 items of the mpox prevention
self-efficacy scale. Confirmatory factor analysis confirmed a strong model fit (χ² =32.1, n=1225; P<.001; comparative fit
index=0.991; root mean square error of approximation=0.067; standardized root mean square residual=0.02; goodness-of-fit
index=0.992; normed fit index=0.990; incremental fit index=0.991; Tucker-Lewis index=0.974), with all indices within acceptable
ranges. The scale demonstrated good internal consistency, with a Cronbach α of 0.859. The positive factors associated with mpox
prevention self-efficacy were mpox-related knowledge (OR 1.107, 95% CI 1.070‐1.146), perceived risk awareness (OR 1.338,
95% CI 1.132‐1.583), and mpox risk perception (OR 1.154, 95% CI 1.066‐1.250), while the negative factor was age, with
individuals aged 25 years and older exhibiting lower self-efficacy in mpox prevention (25‐34 years: OR 0.789, 95% CI
0.642‐0.970; 35‐44 years: OR 0.572, 95% CI 0.444‐0.736; 45 years and older: OR 0.569, 95% CI 0.394‐0.823).

Conclusions: These findings highlight the critical role of targeted interventions to enhance mpox prevention self-efficacy,
particularly through increasing knowledge, perceived risk awareness, and risk perception. Such interventions are especially
important for middle-aged and older MSM, who may experience a decline in self-efficacy. Strengthening self-efficacy in these
areas is essential for promoting sustained preventive behaviors, improving mental well-being, and contributing to more effective
mpox prevention and control within the MSM community.

(JMIR Public Health Surveill 2025;11:e68400)   doi:10.2196/68400
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Introduction

Mpox (formerly known as monkeypox) is a viral illness caused
by the Monkeypox virus, typically characterized by a skin rash
or mucosal lesions lasting 2‐4 weeks. Other symptoms include
headache, fever, back pain, muscle aches, fatigue, and swollen
lymph nodes [1]. The World Health Organization declared the
mpox outbreak a Public Health Emergency of International
Concern twice: in July 2022 and again in August 2024 [2,3].
As of June 30, 2024, there were 99,176 confirmed cases and
208 deaths reported across 116 countries, including 2460 cases
in China [4]. The outbreak predominantly affects men who have
sex with men (MSM), who account for 85.8% of cases with
known sexual behavior data [4,5]. China, with the world’s
largest MSM population—estimated at 8.3 million, nearly 1.8
times the size of the United States’ MSM population—faces
unique public health challenges in controlling mpox transmission
[6]. In response, the National Disease Control Bureau of China,
in collaboration with the National Health Commission,
implemented a prevention and control strategy for mpox [7].
This includes educating high-risk populations, promoting
self-protection among MSM, and encouraging timely medical
consultations. Although the outbreak in China has been
effectively controlled since September 2023, the high mobility
and risk behaviors of the MSM population require continued
vigilance and proactive measures [8].

According to social cognitive theory, self-efficacy, defined as
the belief in one’s ability to perform actions necessary to achieve
desired outcomes [9], is a key factor in initiating and maintaining
health-related behaviors [10]. Self-efficacy has been found to
mediate the relationship between HIV self-testing provision
and testing frequency among MSM [11], while it also directly
influences the uptake of pre-exposure prophylaxis in this
population [12], suggesting that enhancing self-efficacy may
serve as an effective strategy to improve preventive health
behaviors in at-risk populations. In the context of mpox
prevention, self-efficacy is particularly critical for MSM, as it
influences their confidence in adopting preventive measures,
such as consistent condom use, vaccination, testing, and seeking
timely medical care [13-16]. High self-efficacy has been
associated with greater motivation to engage in mpox prevention
behaviors and better adherence to preventive strategies, even
among MSM who may continue to engage in high-risk behaviors
despite awareness of mpox [17,18]. Given these findings,
understanding mpox prevention self-efficacy in MSM is
essential for informing targeted interventions and enhancing
prevention strategies by identifying priority groups and potential
barriers to mpox prevention and control.

A significant challenge in studying self-efficacy in mpox
prevention is the lack of standardized measurement tools.
Previous studies have primarily relied on single-item measures
to assess the association between self-efficacy and mpox
vaccination intentions [16,19] or used generalized instruments
such as the General Self-Efficacy Scale or isolated questions
[19,20]. Although these tools provide a general assessment,

they fail to capture the nuanced dimensions of self-efficacy
specific to mpox prevention. This limitation is particularly
pronounced in the MSM population, where tailored assessments
are essential to address unique behavioral and psychosocial
factors. The lack of specificity and comprehensiveness in these
existing measures not only undermines the validity of research
findings, but also hampers the development of targeted
interventions. Therefore, there is a clear need for tools
specifically tailored to mpox prevention, integrating established
scales with the unique characteristics of mpox.

Existing research indicates that the self-efficacy of MSM in
preventing mpox may be influenced by multiple factors at
various levels, including sociodemographic characteristics (eg,
age, education level) [21], behavioral factors (eg, engagement
in unsafe sexual practices) [22], and disease-related factors (eg,
disease-related knowledge, risk perception) [23]. Research
indicates that disease-related knowledge forms the basis for
accurate health beliefs and enhances confidence in adopting
safe sexual behaviors. A positive correlation has been observed
between the level of disease-related knowledge and self-efficacy
[24,25]. Additionally, mpox perceived risk awareness refers to
individuals’ recognition of the potential harm or likelihood of
mpox in their surroundings [26,27], while risk perception
pertains to the subjective judgment of one’s personal
susceptibility to mpox [28]. Evidence suggests that risk
perception is a key trigger for both preventive awareness and
action [29]. Along with disease-specific knowledge and
awareness of environmental health risks, risk perception
significantly influences mpox prevention awareness and
behaviors [30]. However, the relationship between mpox
perceived risk awareness, mpox risk perception, and
self-efficacy, particularly among MSM, remains an
underexplored area.

Given the critical role of self-efficacy in sustaining preventive
motivation and goal-directed behavior among MSM, it is
essential to assess it within the context of mpox prevention.
While existing research on mpox prevention in MSM has
primarily focused on vaccination willingness and testing
behavior [15,31-33], there is a notable gap in understanding the
self-efficacy of MSM in mpox prevention and the factors that
influence it. Identifying these factors can help guide the
development of targeted interventions. This study aims to
evaluate mpox prevention self-efficacy among MSM in China,
examining the impacts of sociodemographic characteristics,
mpox-related knowledge, perceived risk awareness, and risk
perception. By identifying these factors, the study seeks to
provide a theoretical basis for designing more effective mpox
prevention strategies tailored to this vulnerable population,
while simultaneously contributing to improved behavioral
outcomes and mental well-being within the MSM community.
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Methods

Study Design
From October 2023 to March 2024, a nationwide cross-sectional
study was conducted among MSM (age ≥18 years) across 6
geographic regions in China. Survey sites were located in the
Northwest (Xinjiang Uyghur Autonomous Region), Northeast
(Liaoning Province), Central (Shaanxi Province), Southwest
(Yunnan Province), Southeast (Guangdong Province), and
Eastern coastal region (Shanghai Municipality). Details of the
program have been described previously [34].

Participant Recruitment and Data Collection
Eligibility criteria for participants included: (1) born male; (2)
aged ≥18 years old; (3) have ever engaged in sex with men
within the last six months; (4) primarily reside in one of the
selected locations during the same period; and (5) agree to
participate in the survey. Simultaneously, participants were
excluded if they: (1) completed the questionnaire within 300
seconds; (2) failed the quality control questions (eg, Is
Guangzhou, Shanghai, Beijing, or Shenzhen the capital city in
China?); and (3) had an IP address indicating a location outside
the target regions.

Participants were recruited from 6 cities in China with the
assistance of local governmental centers for disease control and
non-governmental organizations (NGOs), using a snowball
sampling method. The NGOs routinely engaged with the MSM
population in the region and were well-acquainted with local
disease prevention and control initiatives. Initially, NGO staff,
serving as primary investigators in each region, underwent
training on recruitment procedures. They were tasked with
recruiting 5‐10 “seed” participants (MSM individuals with
good outreach potential) who met the inclusion criteria from
each region. These seed participants were then asked to recruit
additional participants from their social networks until the target
sample size was achieved. Data collection was conducted
entirely anonymously through an online survey. Participants
accessed the electronic questionnaire via QR code scanning at
designated survey locations. NGO staff assisted participants in
completing the online survey, providing technical support and
non-directive guidance as necessary, in accordance with the
study protocol outlined previously [34].

After thorough verification, a total of 2481 questionnaires were
collected, of which 2403 were deemed valid, yielding an
effective response rate of 96.9%. The collected data underwent
thorough cleaning and processing, including checks for missing
data, outliers, and logical inconsistencies, with necessary
adjustments and corrections made accordingly.

Ethical Considerations
The study was approved by Shanghai University of Medicine
and Health Sciences (approval number
2023-MSMMPOX-22‐310222197604080237) on October 8,
2023. All participants signed electronic informed consent forms.
Data collection was conducted anonymously using an electronic
questionnaire administered through a secure, privacy-compliant
platform (Wenjuanxing) via QR code scanning. To encourage
participation, each individual who completed the survey and

passed quality checks received Chinese yuan (CNY) 80 (about
US $10.96). To ensure confidentiality, deidentified data were
used for subsequent analysis.

Variables

Sociodemographic Characteristics
A range of sociodemographic characteristics (including age,
education level, marital status, and monthly income) and disease
diagnoses (including hypertension, diabetes, and hyperlipidemia)
were assessed via self-report.

Mpox Prevention Self-Efficacy
Based on Bandura’s self-efficacy theory and established scales
[19], such as the HIV Prevention Self-Efficacy Scale [35] and
the Self-Efficacy for HIV Prevention Behaviors Scale [36], we
developed a 6-item mpox prevention self-efficacy scale tailored
to the characteristics of MSM and mpox prevention. The scale
aimed to assess individuals’ confidence in their ability to
effectively prevent mpox. Each item was rated on a 5-point
Likert scale, ranging from “1 strongly disagree” to “5 strongly
agree,” as described in Table S1 in Multimedia Appendix 1.
The composite variable was calculated by summing the scores
of these items (range: 6‐30, Cronbach α=0.859), with a higher
score indicating higher mpox prevention self-efficacy. A total
score was categorized into 2 groups based on the median
(median=23, skewness=−0.94): no/low self-efficacy (<23) and
self-efficacy (≥23). When the independent variables are
uncorrelated and exhibit a skewed distribution, the median is
considered an effective tool for segmentation, which is the case
for the variables in our study [37,38].

Mpox-Related Knowledge
Mpox-related knowledge included 12 yes/no questions designed
to evaluate participants’ understanding of mpox, covering
various aspects such as pathogenesis (eg, “Mpox is a viral
infectious disease”), epidemiological characteristics (eg, “Mpox
can be transmitted through mucous membranes and broken
skin”), clinical manifestations (eg, “The only symptom of mpox
is a rash”), and preventive measures (eg, “Smallpox vaccination
can be used to prevent mpox”). The overall score was calculated
by counting the number of correct answers, with each correct
response scoring 1 point. Higher scores indicated greater
knowledge of mpox, with a possible range of 0‐12 (Cronbach
α=0.80).

Mpox Perceived Risk Awareness
Perceived risk awareness, primarily utilized in public
environmental health research, refers to the level of participants’
attentiveness to potential risks in their environment [26,27]. We
developed a composite variable for mpox perceived risk
awareness based on 4 statements [28], each rated on a 5-point
Likert scale (from “1=strongly agree” to “5=strongly disagree”).
A composite scale score was calculated by summing the item
scores, with higher scores indicating greater awareness of risks
associated with mpox (range: 0‐20; Cronbach α=0.906). A
total score was categorized into 2 groups based on the median:
low perceived risk awareness (<17.00) and high perceived risk
awareness (≥17.00).
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Mpox Risk Perception
Risk perception refers to how people perceive the likelihood of
experiencing harm or loss due to a disease and represents a
subjective judgment of disease susceptibility [28]. It is a core
construct in many health behavior theories, such as the
Protection Motivation Theory and the Health Belief Model [39].
In the Health Belief Model, risk perception encompasses
perceived susceptibility (belief in the likelihood of contracting
a disease) and perceived severity (the perceived seriousness of
the disease) [40]. In this study, considering the substantial
variability in the clinical manifestations of mpox among
individuals, mpox risk perception specifically focuses on
participants’ beliefs regarding the likelihood of contracting
mpox. The statement “I believe I am someone who is likely to
contract mpox” was used to assess personal mpox risk
perception on a 5-point Likert scale, ranging from “strongly
disagree” to “strongly agree” [28].

Statistical Analysis
First, descriptive statistics were used to characterize the
distribution of the variables. Continuous variables, which were
non-normally distributed, were presented as medians and IQRs,
while categorical variables were described using frequencies
and percentages. Second, the content validity of the
questionnaire was evaluated using the critical ratio method and
Spearman correlation coefficient (N=2403). The total scores of
the mpox prevention self-efficacy scale were ranked from low
to high, with the bottom 27% classified as the low-score group
and the top 27% as the high-score group. The discrimination of
each item was tested using an independent samples t test
between these 2 groups. Additionally, the total sample was
randomly split into 2 subsets using a random number method:
one subset (n=1178) was used for exploratory factor analysis
(EFA), and the other (n=1225) for confirmatory factor analysis
(CFA), to cross-validate the scale. For EFA, the feasibility of
factor analysis was assessed using the Kaiser-Meyer-Olkin test
and Bartlett test of sphericity. For CFA, model fit was assessed

using several fit indices: the chi-square goodness-of-fit (χ²/df),
goodness-of-fit index (GFI), root mean square error of
approximation (RMSEA), standardized root mean square
residual (SRMR), normed fit index (NFI), comparative fit index
(CFI), Tucker-Lewis index (TLI), and incremental fit index
(IFI). The average variance extracted and composite reliability
were also computed to assess the scale’s convergent and
discriminant validity. Third, univariate logistic regression was
employed to examine the crude associations between the
outcome variable and the variables of interest (ie, mpox-related
and demographic variables). Fourth, a multivariable logistic
regression analysis was performed to identify factors associated
with mpox prevention self-efficacy, using the Enter method.
Odds ratios (OR) and 95% CIs were estimated. Variance
inflation factors were calculated to ensure the independence of
each variable in the model, as described in Table S2 in
Multimedia Appendix 2. The Hosmer-Lemeshow test indicated
a good model fit (χ²8=6.047, P=.642). Descriptive, univariate,
and multivariable analyses were conducted using SPSS software
(version 22.0; IBM Corp). The reliability and validity of the
questionnaire were assessed using AMOS software (version
28.0; IBM Corp). Forest plots were generated using GraphPad
Prism software (version 9.5; GraphPad Software Inc).

Results

Demographic Characteristics
The median age of participants was 29 (IQR 19‐39) years old.
In the 30-point self-efficacy score, the median mpox prevention
self-efficacy score was 23 (IQR 18‐28). The majority held a
college degree or higher (n=1888, 78.6%), were unmarried
(n=2035, 84.7%), and did not have diabetes (n=2334, 97.1%),
hypertension (n=2248, 93.6%), or hyperlipidemia (n=2181,
90.8%). Among the participants, those with a college education
or higher (1017/1888, 53.9%) and those who were divorced or
widowed (62/113, 54.9%) demonstrated higher levels of mpox
prevention self-efficacy (Table 1).
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Table . Background characteristics for all included MSMa in 6 Chinese cities according to mpox prevention self-efficacy (N=2403), from a survey
conducted from October 2023 to March 2024.

P valueSelf-efficacyNo/low self-efficacyOverallCharacteristic

Age (years)

<.00128 (19‐37)30 (19‐41)29 (19‐39)    Median (IQR)

<.001339 (26.5)225 (20)564 (23.5)    18‐24, n (%)

665 (52)563 (50.1)1228 (51.1)    25‐34, n (%)

210 (16.4)249 (22.2)459 (19.1)    35‐44, n (%)

66 (5.2)86 (7.7)152 (6.3)≥45, n (%)

Education level, n (%)

.1672 (45.9)85 (54.1)157 (6.5)    Junior high school and
below

191 (53.4)167 (46.7)358 (14.9)    Senior high school

1017 (53.9)871 (46.1)1888 (78.6)    College or above

Marital status, n (%)

.111098 (54)937 (46)2035 (84.7)    Unmarried

120 (47.1)135 (52.9)255 (10.6)    Married

62 (54.9)51 (45.1)113 (7.4)    Divorced or widowed

Income (CNYb), n (%)

.01248 (49.4)254 (50.6)502 (20.9)    ≤3000 (US $414)

448 (52.6)403 (47.4)851 (35.4)    3001‐6000 (US $414-
$828)

462 (57.6)340 (42.4)802 (33.4)    6001‐12,000 (US $828-
$1656)

122 (49.2)126 (50.8)248 (10.3)    >12,000 (US $1656)

Hypertension, n (%)

.801199 (53.3)1049 (46.7)2248 (93.6)    No

81 (52.3)74 (47.7)155 (6.5)    Yes

Diabetes, n (%)

.241248 (53.5)1086 (46.5)2334 (97.1)    No

32 (46.4)37 (53.6)69 (2.9)    Yes

Hyperlipemia, n (%)

<.0011190 (54.6)991 (45.4)2181 (90.8)    No

90 (40.5)132 (59.5)222 (9.2)    Yes

<.0019 (6‐12)8 (5-11)8 (5-11)Mpox-related knowledge,
median (IQR)

Perceive risk awareness, n (%)

<.001564 (48.1)609 (51.9)1173 (48.8)    Low

716 (58.2)514 (41.8)1230 (52.2)    High

<.0014 (3-5)3 (2-4)3 (2-4)Mpox risk perception, medi-
an (IQR)

aMSM: men who have sex with men.
bCNY: Chinese yuan. An exchange rate of CNY 1=US $0.14 has been applied.
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Reliability and Validity Assessment of the Mpox
Prevention Self-Efficacy Scale

Content Validity of the Scale
The results of the independent samples t test revealed
statistically significant differences between the high-score group
(top 27%) and the low-score group (bottom 27%) across all
items (P<.001), as described in Table S1 in Multimedia
Appendix 1. The critical ratio was 65.957, indicating that the
scale possesses strong discriminatory power. Furthermore,
Pearson correlation analysis demonstrated that the correlation

coefficients between the total questionnaire score and the scores
of the 6 items ranged from 0.746 to 0.817 (P<.001), suggesting
that each item is highly representative of the overall construct.

Construct Validity of the Scale
The Kaiser-Meyer-Olkin measure of sampling adequacy was
0.817, and the Bartlett test yielded a χ²15 value of 3442.5
(P<.001), indicating that the data were suitable for factor
analysis. EFA of the baseline data extracted a single factor with
an eigenvalue greater than 1.00, accounting for 60.02% of the
total variance. The factor loadings for each item on the common
factor ranged from 0.630 to 0.799 (Table 2).

Table . Factor loadings of the mpox prevention self-efficacy scale for men who have sex with men (n=1225).

AVEbCRaP valueSEStandardized factor
loadings

Path

0.4780.8450.630C1_1<--Self_efficacy

<.0010.0430.640C1_2<--Self_efficacy

<.0010.0700.645C1_3<--Self_efficacy

<.0010.0580.664C1_4<--Self_efficacy

<.0010.0560.752C1_5<--Self_efficacy

<.0010.0550.799C1_6<--Self_efficacy

aCR: composite reliability.
bAVE: average variance extracted.

We then conducted a CFA on the baseline data to evaluate the
global model fit of the factor structure suggested by the EFA,
as described in Figure S1 in Multimedia Appendix 3. The overall
model fit was good (χ²5=32.1, n=1225; P<.001; CFI=0.991;

RMSEA=0.067; SRMR=0.02; GFI=0.992; NFI=0.990;
IFI=0.991; TLI =0.974). All indices were within acceptable
ranges, indicating that the model was well-aligned with the data
(Table 3).

Table . Model fit index of the mpox prevention self-efficacy scale for men who have sex with men (n=1225).

IFIhTLIgNFIfCFIeGFIdSRMRcRMSEAbChi-square

(df)a
Model fitting
index

>0.900>0.900>0.900>0.900>0.900<0.050<0.080<3.000Reference val-
ue

0.9910.9740.9900.9910.9920.01840.0676.416Model value

aChi-square (df): χ2 goodness-of-fit.
bRMSEA: root mean square error of approximation.
cSRMR: standardized root mean square residual.
dGFI: goodness-of-fit index.
eCFI: comparative fit index.
fNFI: normed fit index.
gTLI: Tucker-Lewis index.
hIFI: incremental fit index.

Reliability Analysis of the Scale
The Cronbach α coefficient for the mpox prevention
self-efficacy scale was 0.859, indicating good internal
consistency (Cronbach α>0.80).

Factors Associated With Mpox Prevention
Self-Efficacy

Univariate Logistic Regression Analysis
Univariate analysis revealed that higher levels of mpox-related
knowledge, greater perceived risk awareness, and increased
mpox risk perception were significantly associated with higher
mpox prevention self-efficacy. Conversely, older MSM
demonstrated lower self-efficacy in mpox prevention. All these
differences were statistically significant (Table 4).
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Table . Univariate logistic regression analysis of mpox prevention self-efficacy among men who have sex with men in 6 Chinese cities (N＝2403),
from a survey conducted from October 2023 to March 2024.

P value95% CIOdds ratioCharacteristic

Age group, years (reference: 18‐24)

.020.640‐0.9600.784    25‐34

<.0010.436‐0.7180.560    35‐44

<.0010.355‐0.7320.509≥45

Education level (reference: junior high school and below)

.120.927‐1.9671.350    Senior high school

.050.994‐1.9111.378    College or above

Marital status (reference: unmarried)

.040.584‐0.9850.759    Married

.850.709‐1.5181.037    Divorced or widowed

Income, CNYa (reference: ≤3000 [US $414])

.250.913‐1.4201.139    3001‐6000 (US $414-$828)

.0041.112‐1.7411.392    6001‐12,000 (US $828-$1656)

.960.732‐1.3440.992    >12,000 (US $1656)

Disease-related factor

<.0011.088‐1.1631.124    Mpox-related knowledge

.0011.132‐1.5831.338    Perceived risk awareness (high
versus low)

<.0011.070‐1.2521.157    Mpox risk perception

aCNY: Chinese yuan. The exchange rate used is 1 CNY =0.14USD.

Multivariable Logistic Regression Analysis
Variables with statistically significant differences from the
univariate analysis were included in the multivariable logistic
regression model (Figure 1). In this analysis (Y: mpox
prevention self-efficacy, 0=no/low self-efficacy,
1=self-efficacy), the positive factors associated with mpox
prevention self-efficacy were mpox-related knowledge (OR

1.107, 95% CI 1.070‐1.146), perceived risk awareness (OR
1.338, 95% CI 1.132‐1.583), and mpox risk perception (OR
1.154, 95% CI 1.066‐1.250). Individuals over the age of 25
years may exhibit lower self-efficacy in mpox prevention
(25‐34 years: OR 0.789, 95% CI 0.642‐0.970; 35‐44 years:
OR 0.572, 95% CI 0.444‐0.736; 45 years and older: OR 0.569,
95% CI 0.394‐0.823).
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Figure 1. Multivariable logistic regression analysis of mpox prevention self-efficacy among MSM in 6 Chinese cities (N=2403), from a survey conducted
from October 2023 to March 2024. The categories “18‐24 years old” and “low perceived risk awareness” were used as references in the model. MSM:
men who have sex with men.

Discussion

Principal Findings
This study represents one of the earliest investigations into mpox
prevention self-efficacy and its influencing factors among MSM.
Given that the mpox outbreak was once again declared a Public
Health Emergency of International Concern in 2024, concerns
about the potential spread of the virus—particularly within the
MSM community—have intensified. This highlights the critical
need for effective preventive strategies tailored to this high-risk
group. Considering the crucial role of self-efficacy in health
behaviors and disease prevention, our findings offer valuable
public health insights for managing mpox outbreaks and
enhancing the psychological and behavioral well-being of the
MSM population.

Comparison With Prior Work
The study found that the median mpox prevention self-efficacy
score was 23 (IQR 18‐28), with a negatively skewed
distribution of self-efficacy scores. This suggests that most
participants demonstrated relatively high self-efficacy scores
in preventing mpox, though a small proportion reported lower
self-efficacy levels. These results indicate that, while the MSM
community generally exhibits strong preparedness for mpox
prevention, targeted interventions may be necessary for
individuals with lower self-efficacy. Establishing and reinforcing
high levels of mpox prevention self-efficacy is essential, as it
plays a critical role in identifying at-risk populations and
implementing targeted interventions [41,42]. Strengthening
self-efficacy, particularly among those with lower initial scores,
can improve both individual and community-level responses to
prevention efforts, thereby contributing to more effective mpox
control strategies. Therefore, public health programs should
prioritize efforts to improve self-efficacy, focusing on education
and risk awareness to increase confidence in preventive actions.

The study found that MSM with an education level of junior
high school or below exhibited lower levels of self-efficacy.

These findings are consistent with the demographic
characteristics observed in previous studies of MSM with mpox
[43,44]. Higher education levels may be associated with
increased awareness of self-protection measures, which may
contribute to higher self-efficacy and a reduction in risky
behaviors [45]. This underscores the potential effectiveness of
educational interventions aimed at enhancing self-efficacy,
particularly for individuals with lower education levels.

An interesting finding of this study is that the proportion of
married MSM exhibiting high self-efficacy in mpox prevention
was lower compared to their unmarried, divorced, or widowed
counterparts, despite the lack of statistical significance (P>.05).
This trend may be explained by the fact that unmarried,
divorced, or widowed MSM tend to receive less familial support,
which may drive them to be more proactive in seeking
preventive and self-protective measures to avoid infection [46].
Previous studies have also shown that divorced or widowed
MSM tend to have higher levels of mpox-related knowledge
compared to married individuals [47], possibly because the
latter may be less inclined to seek out information or
self-protective behaviors related to mpox [48]. This observation
warrants further exploration, as it may suggest that marital status
could still influence self-efficacy in mpox prevention, albeit not
significantly in this study.

Accurate measurement of self-efficacy is fundamental for
developing effective mpox prevention strategies [49]. In this
study, the mpox prevention self-efficacy scale was validated
and demonstrated strong reliability, validity, and practical utility.
Although the General Self-Efficacy Scale, originally developed
by Schwarzer and Jerusalem [50], is widely used due to its
excellent internal consistency and test-retest reliability, it lacks
the specificity required for assessing self-efficacy in the MSM
population and in the context of mpox prevention, limiting its
applicability in this context. Previous research on mpox
predominantly has largely relied on isolated questions to assess
self-efficacy, without employing a comprehensive or systematic
scale tailored to the MSM community [51]. To fill this gap, this
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study designed and evaluated the mpox prevention self-efficacy
scale specifically tailored for MSM. The scale offers a more
precise tool for assessing self-efficacy and its related factors
among MSM, providing valuable insights for future research
and interventions aimed at improving mpox prevention
strategies.

Univariate analysis revealed a significant negative association
between age and mpox prevention self-efficacy, a relationship
that remained significant in the multivariable regression model.
These findings indicate that older MSM may exhibit lower
levels of self-efficacy in mpox prevention compared to their
younger counterparts (aged 18‐24 years). This association
may be partially attributed to older MSM having reduced access
to mpox-related information. Age has been identified as a key
determinant of mpox-related knowledge [52], with older
individuals potentially having less exposure to relevant health
information, which may contribute to lower awareness,
confidence, and self-efficacy in preventing mpox. In contrast,
younger MSM, being more familiar with using the internet, are
more likely to access mpox-related information. Furthermore,
previous studies have shown that older MSM are less willing
to change their sexual behavior compared to their younger
counterparts [37]. Specifically, older MSM are more likely to
maintain risky sexual behaviors even after becoming aware of
the health risks associated with mpox, highlighting the need for
tailored interventions aimed at this population to enhance their
self-efficacy in preventing mpox. Therefore, age-specific
communication strategies should be considered in mpox
prevention efforts, particularly targeting middle-aged and older
MSM through effective media channels. Given that MSM
extensively use the internet for socializing, seeking sexual
partners, and accessing sexual health information [53,54],
eHealth technologies have emerged as promising tools for
delivering prevention interventions to this population [55].
Research has shown that enhanced behavioral interventions,
such as tailored strategies, can lead to reductions in unprotected
sex, while advanced eHealth technologies, including social
media platforms, are associated with increased health screening
in the MSM community [56]. Therefore, eHealth-based
interventions, incorporating targeted communication strategies
and educational tools, can be effectively implemented on widely
used social platforms or websites to enhance mpox prevention
self-efficacy, particularly in populations with lower levels of
self-efficacy. Tailored interventions focusing on improving
self-efficacy among older and less educated MSM may be
particularly beneficial, as these groups tend to exhibit lower
self-efficacy, which may increase their susceptibility to
infection. These findings underscore the importance of
demographic factors in informing targeted mpox prevention
strategies, especially in guiding surveillance and health
education practices.

This study found that mpox-related knowledge, perceived risk
awareness, and risk perception were positively correlated with
self-efficacy in mpox prevention. Previous research has
demonstrated that attitudes towards a disease are closely linked
to disease-related knowledge, suggesting that lower levels of
knowledge among MSM are associated with more negative
attitudes and decreased intentions to engage in mpox prevention

behaviors [57]. Mpox perceived risk awareness reflects beliefs
about the potential harm or likelihood of mpox in their
surroundings, while risk perception represents a subjective
judgment of personal susceptibility to the disease. According
to social cognitive theory, individuals who recognize the severity
of a negative health condition, believe that it can be avoided,
maintain a positive attitude toward recommended actions, and
have confidence in their ability to successfully execute these
actions are more likely to engage in health-related behaviors
[22,58]. Therefore, mpox prevention efforts among MSM should
include further public health education and training to enhance
perceived risk awareness, provide targeted risk communication,
and ensure the privacy and confidentiality of services, which
are crucial for effective mpox prevention within this population.

This research has several strengths. First, as one of the earliest
studies in China examining mpox prevention self-efficacy
among MSM, the findings carry significant public health
implications for the prevention and control of mpox outbreaks
in the country, while also enhancing the psychological and
behavioral well-being of the MSM community. Furthermore,
the study’s multicenter design contributes to the generalizability
of the results, as it incorporates a diverse sample from various
regions across China.

Limitations
Despite the valuable insights provided by the study, several
limitations must be acknowledged. First, participant recruitment
was facilitated by government centers for disease control
departments and NGOs using a snowball sampling method,
which was used to improve the efficiency of identifying and
recruiting members of the hidden MSM population [59].
Although this approach is effective for accessing hard-to-reach
groups, it inherently introduces selection bias, as the sample
composition is influenced by the characteristics of initial recruits
(seeds) and the subsequent limited recruitment chains.
Consequently, this may restrict the generalizability of our
findings. Second, the sensitive nature of some inquiries,
combined with self-reported data, may lead to information bias.
Third, the cross-sectional design restricts the ability to infer
causality, highlighting the need for future longitudinal studies
to further explore the temporal relationships between
mpox-related knowledge, perceived risk awareness, risk
perception, and self-efficacy. Such prospective research could
also evaluate the impact of targeted interventions aimed at
enhancing self-efficacy in mpox prevention among MSM.

Conclusion
This study examined the mpox prevention self-efficacy of MSM
and its influencing factors, based on the design and evaluation
of the mpox prevention self-efficacy scale. The findings
demonstrated significant associations between mpox prevention
self-efficacy and sociodemographic characteristics, as well as
mpox-related factors. These results underscore the importance
of targeted interventions to enhance mpox prevention
self-efficacy, particularly through efforts to increase
mpox-related knowledge, perceived risk awareness, and risk
perception. Special attention should be given to middle-aged
and older MSM, who may experience a decline in self-efficacy.
Future research should adopt longitudinal designs to better
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understand the temporal relationships between self-efficacy and
related factors, thereby providing more robust evidence to guide
the development of effective mpox prevention strategies.

Ultimately, these efforts are crucial for improving mpox
prevention outcomes and promoting the overall health of the
MSM community.
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Abstract

Background: Achieving high vaccine coverage among clinicians is crucial to curb the spread of influenza. Traditional Chinese
medicine (TCM), rooted in cultural symbols and concepts without direct parallels in modern Western medicine, may influence
perspectives on vaccination. Therefore, understanding the preferences of TCM clinicians towards influenza vaccines is of great
importance.

Objective: To understand preferences for features of influenza vaccination programs and identify the optimal influenza vaccination
program among clinicians practicing TCM and Western medicine.

Methods: We conducted a discrete choice experiment with a national sample of 3085 Chinese clinicians from various hospital
levels (n=1013 practicing TCM) from January to May 2022. Simulations from choice models using the experimental data generated
the coefficients of preference and predicted the uptake rate of different influenza vaccination programs. Clinicians were grouped
by vaccine preference classification through a latent class analysis.

Results: All included attributes significantly influenced clinicians’ preferences for choosing an influenza vaccination program.
An approximate hypothetical 60% increase of vaccine uptake could be obtained when the attitude of the workplace changed from
“no notice” to “encouraging of vaccination”; there was an approximate hypothetical 35% increase of vaccine uptake when
vaccination campaign strategies changed from “individual appointment” to “vaccination in a workplace setting.” In the entire
sample, about 30% (946/3085) of clinicians preferred free vaccinations, while 26.5% (819/3085) comprehensively considered
all attributes, except vaccination campaign strategies, when making a decision about choosing an influenza vaccination program.
Clinicians who practiced TCM, worked in tertiary hospital, or had at least a postgraduate degree exhibited a lower preference for
free vaccinations. Clinicians who practiced Western medicine, worked in primary hospital, or had at most a bachelor’s degree
had a higher preference for vaccinations in workplace settings.

Conclusions: Offering a range of influenza vaccination programs targeting the preferred attributes of different clinician groups
could potentially encourage more clinicians, including those practicing TCM, to participate in influenza vaccination programs.

(JMIR Public Health Surveill 2025;11:e63314)   doi:10.2196/63314

KEYWORDS

influenza vaccination program; traditional Chinese medicine; clinicians; vaccine; health care worker; hospital-acquired;
effectiveness; antiviral; cross-sectional study

Introduction

Annual seasonal influenza epidemics result in 290,000-650,000
deaths worldwide and over 88,000 preventable deaths in China
annually [1,2]. During influenza seasons, health care workers

(HCWs) are at a high risk of infection, leading to economic loss
for the institutions they work for and potentially causing staff
shortages [3]. HCWs may be asked or pressured to work despite
having an influenza infection, contributing to clinic- or
hospital-acquired influenza transmission [4]. Previous studies
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have indicated that clinicians play a crucial role in influencing
vulnerable groups. Clinicians who were vaccinated were more
likely to recommend vaccinations to their patients, highlighting
the critical role of this group in improving vaccine uptake [5].
Influenza vaccination is the most cost-effective measure to
protect high-risk groups against severe influenza-associated
diseases and deaths, and the World Health Organization
recommends the influenza vaccination in particular for specific
target groups, including HCWs [6].

However, despite efforts to promote influenza vaccination
among HCWs, uptake rates remain unsatisfactory in China. In
the 2019-2020 season, only 61% of Chinese clinicians, who
were recruited at a platform for respiratory medical
professionals, received vaccines, which was lower than the
87.9% in Finland [7,8]. In the 2021-2022 season, the coverage
was even higher in the United States, which had 91.3%
clinicians who received vaccines [9]. Barriers to influenza
vaccine uptake among HCWs in China include out-of-pocket
costs and insufficient workplace regulations [7]. For example,
workplaces did not require or encourage clinicians to get
vaccinated before the flu season. Most importantly, previous
studies have primarily treated Chinese clinicians as practitioners
of modern medicine, overlooking the significant presence of
clinicians practicing traditional Chinese medicine (TCM) in
China [7,10].

Modern Western medicine, originating in Europe, dominates
medical practices globally, including in China, and relies on
biomedical science, genetics, and advanced medical technologies
to diagnose, treat, and prevent illness [11]. In contrast, TCM,
rooted in ancient China, follows a distinct philosophy with
unique principles, like Yin-Yang and the Five Elements, and
employs practices such as acupuncture and herbal remedies
[12]. The theoretical and diagnostic foundation of TCM is
difficult to interpret through the framework of Western medicine
anatomy and physiology; it is based on the philosophy, logic,
and beliefs of a distinct civilization, offering a view of health
and disease that differs from modern scientific thinking [13].
Ancient texts such as Huangdi Nei Jing and Shanghan Lun
remain core guides for TCM students today [14]. TCM was
categorized as a kind of complementary and alternative medicine
by the World Health Organization and has been adopted by over
100 countries [15]. In 2020, the United States had over 30,000
licensed acupuncturists, while Germany and Australia also had
thriving TCM practitioner communities, with more than 3000
and 4000 practitioners, respectively [12]. In 2020, there were
682,770 registered TCM clinicians, accounting for 16.7% of
all clinicians, in mainland China, who provided medical services
for over 1 billion outpatients and 35 million hospitalizations
[16]. Considering the massive medical work undertaken by
TCM clinicians, it is important to understand their influenza
vaccination preferences.

We conducted a nationwide survey using a discrete choice
experiment (DCE) among both TCM and Western medicine
clinicians from January to May 2022 in China, to capture their
stated preferences regarding influenza vaccination programs.

This study’s objectives were: (1) to investigate how different
characteristics of influenza vaccination programs influenced
clinicians’ vaccination decisions, including TCM and Western
medicine clinicians; (2) to estimate the expected influenza
vaccine coverage and identify the optimal influenza vaccination
program among TCM and Western medicine clinicians; and (3)
to identify different subgroups that share certain outward
preferences using latent class analysis (LCA).

Methods

Participants
Clinicians (both TCM and Western medicine) holding a current
practicing license in a hospital or community health service
center, as of the date of survey administration, were included
as potential participants. Data were collected through stratified
cluster sampling between January 10 and May 10, 2022. In
China, the coastal region (Eastern) and inland region (Central
and Western) were stratified according to geographical location
and socioeconomic development. Three tertiary hospitals, 3
secondary hospitals, and 18 primary hospitals were selected as
survey spots in both the Eastern region and the Central and
Western regions. The names and locations of these tertiary and
secondary hospitals are listed in Table S1 in Multimedia
Appendix 1. The primary hospitals were selected with the help
of local health bureaus. They selected these hospitals through
internal networks, and the name of each primary hospital was
unknown to the researchers. We confirmed the location of
primary hospital clinicians using their internet protocol address
when they accessed the online questionnaire. The geographic
distribution of all participants is presented in Figure S1 in
Multimedia Appendix 1. Each hospital established a messaging
group through WeChat (a free messaging and calling app) that
included all the clinicians who worked in the hospital. Hospital
administrative staff and local health bureaus delivered the online
questionnaire link to these WeChat groups. We provided a brief
statement for every participant before they answered the
questionnaire to introduce the objective of our survey and to
obtain informed consent. All participants were anonymized.
Each WeChat account was allowed to submit only 1 online
questionnaire. In China, real-name registration is required to
apply for a phone number, and each phone number can be linked
to only 1 WeChat account. Thus, we can reasonably assume
that each individual could complete only 1 questionnaire.
Participants who completed the questionnaire and correctly
answered 2 quality control questions (a simple math problem
and a pros-and-cons question where 1 choice is better than the
other) were rewarded with a modest monetary incentive. Before
the questionnaire was programmed, it was pilot tested by experts
as well as 30 clinicians, who were contacted through our
personal network, and adapted based on the feedback received.
After sampling, we adjusted the Western medicine clinician
sample using the propensity score matching method to ensure
comparability between TCM clinicians and Western medicine
clinicians (Figure 1).
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Figure 1. Sample flow chart. TCM: traditional Chinese medicine; WM: Western medicine.

Demographic Variables
We used a 2-part questionnaire with demographic questions
and DCE options. The demographic variables assessed are listed
in Textbox 1.
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Textbox 1. Demographic variables assessed.

• Age in years, divided into groups (≤29, 30–39, 40–49, or ≥50 years)

• Sex (male or female)

• Educational level (junior college degree or lower, bachelor’s degree, postgraduate degree, or doctorate)

• Medical license type (traditional Chinese medicine, Western medicine, or traditional Chinese medicine integrated with Western medicine)

• Annual personal income (CNY <¥100,000, ¥100,000-¥200,000, or >¥200,000; US <$13,649.18, $13,649.18-$27,298.35, or >$27,298.35,
respectively)

• Length of time practicing medicine, in years (≤3 , 4-9, 10-19, 20-29, or ≥30 years)

• Professional (job) title (resident, fellow, or attending)

• Hospital level (primary, secondary, or tertiary)

Discrete Choice Experiment
A DCE is a technique used widely in the health care sector that
elicits people’s preferences by prompting them to make specific
choices [17]. In this study, participants were asked to select a
series of preferable vaccination programs. Each program was
defined by a set of attributes, such as cost of the vaccine and
risk of mild adverse events, and the variation in each attribute
was referred to as a level. By making a series of choices between
a vaccination program with one set of attribute levels and
another with alternative attribute levels, participants implicitly
revealed the degree to which each attribute is more important
to them and the value they place on each attribute level.

This DCE was designed according to health-based principles,
ranging from technicalities, such as design efficiency, to
participant-centered considerations, such as checking if
experimental tasks were as clear as possible to participants. In
our survey, individuals made 8 choices, and for each choice

they needed to choose a preferred influenza vaccination program
between 2 alternative influenza vaccination programs. The
influenza vaccination programs were described by attributes
and levels representing different characteristics of vaccination
programs.

Attributes and Levels
Five attributes described the characteristics of vaccination
programs in the choice tasks, summarized in Table 1. We
selected attributes and levels including: variable cost of vaccine
(CNY ¥0; CNY ¥50 [approximately US $7]; or CNY ¥100
[approximately US $14]), variable vaccine effectiveness against
infection (20%, 50%, or 80%), variable risk of mild adverse
events such as redness, swelling, or pain at the injection site
(1%, 3%, or 5%), different vaccination campaign strategies
(individual appointment or vaccination in a workplace setting),
and different workplace attitudes (no notice or encouragement
of vaccination).

Table . Attributes and levels of discrete choice experiment.

LevelsAttribute

1. Cost of vaccine • CNY ¥0
• CNY ¥50 (approximately $7 USD)
• CNY ¥100 (approximately $15 USD)

2. Vaccine effectiveness against infection • Prevent 20% infection
• Prevent 50% infection
• Prevent 80% infection

3. Risk of mild adverse events (such as redness, swelling, or pain at the
injection site)

• 1% risk
• 3% risk
• 5% risk

4. Vaccination campaign strategies • Individual appointment
• Vaccination in a workplace setting

5. Workplace attitudes • No notice
• Encouragement of vaccination

We selected attributes and levels related to influenza vaccination
based on several sources of evidence: a rapid review of existing
research [18-21], one-on-one interviews with 4 TCM clinicians
and 4 Western medicine clinicians, and a consultation with
subject matter experts. An orthogonal experimental design was
used to reduce these choice tasks down to 8 choice tasks with

16 hypothetical vaccination programs. Levels were randomly
assigned with equal probabilities and repeatedly recombined,
with all combinations being plausible and realistic. Priors were
obtained from a pilot study of 30 clinicians. Each clinician
answered 8 choice tasks, reporting no understanding problem
and respondent fatigue. The full choice tasks, as presented to
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respondents, are shown in Table S2 in Multimedia Appendix
1.

Statistical Analyses
The rule of thumb, as proposed by Johnson and Orme [22],
suggests that the sample size required for the main effects of a
DCE analysis depends on the number of choice tasks (t), the
number of alternatives for each choice task (a), and the largest
number of levels for any of the attributes (c), according to the
following equation [23]:

N>1000c/(t×a)

For our study, there were 8 choice tasks; each choice task had
2 alternatives, and the largest number of levels was 3 for any
of the attributes. Our sample, which exceeded the minimum
sample size calculated, of approximately at least 376 clinicians
(or 188 of both TCM and Western medicine clinicians), was
sufficient for the purposes of our study.

Sex, age groups, and hospital levels were identified as
confounders in propensity score matching, and the propensity
score of the Western medicine sample and TCM sample was
calculated. We then used a nearest-neighbor matching algorithm
to match 3 Western medicine clinicians with 1 TCM clinician
based on the propensity score. Descriptive statistics were used
to summarize characteristics of TCM and Western medicine
clinicians. For categorical variables, frequencies were reported,
and Pearson χ² tests were used to test for differences between
the 2 groups. For continuous variables, mean and standard
deviation were reported after Shapiro-Wilk tests indicated that
the continuous variables were normally distributed. We used t
tests to compare differences across the 2 groups.

To estimate the relative impact of influenza vaccine attributes
in the DCE, we conducted a mixed logit regression model
(MLM) to compute preference weight. An MLM is based on
the assumption that random error has a normal distribution,
taking heterogeneity as well as correlation between the choice
task completed by each participant into account. We validated
the linear continuous effects of chosen attributes, and the
variables of cost, vaccine efficacy, and risk of mild adverse
events were considered as continuous, while the vaccination
campaign strategies and workplace attitudes were considered
as categorized in the analysis. The MLM allowed for the
calculation of compensatory effects across any 2 attributes. For
example, a 5% decrease of risk of mild adverse events can
compensate the negative impact of a 10% reduction of vaccine
effectiveness. The willingness to pay (WTP) refers to the
compensatory effect between cost and any other attribute. We
calculated the expected vaccine coverage for the base case and
the change of coverage when the level of one attribute was
changed.

Subsequently, we conducted an LCA to classify individuals
based on their preference characteristics; an individual was
assigned to the class with the highest posterior probability. For
example, the LCA presented that 31.1% (644/2072) of Western
medicine clinicians preferred free vaccinations over any other

attribute. Our choice in the number of subgroups was based on
model fit and interpretability of results. We compared classes
across demographic characteristics among the estimated classes

using χ2 tests. The preference subgroups were named based on
the most preferred attribute levels in each class.

All analyses were based on 2-sided P values, with P<.05
indicating statistical significance. Stata (Version 16.0, Stata
Corp LLC) was used for analysis.

Ethical Considerations
The Zhejiang Chinese Medical University Ethics Committee
reviewed and approved this protocol (no. 20221021‐1). Prior
to participation, all study participants were required to sign an
informed consent form, thereby confirming their voluntary
engagement in the survey process. The study data were
anonymized. All participants who completed the questionnaire
and successfully submitted it received a reward of CNY ¥20
(US $2.7), distributed via WeChat.

Results

Demographics
A total of 3644 clinicians from 6 tertiary hospitals, 6 secondary
hospitals, and 36 primary hospitals were invited to participate
in this survey. Among them, 559 (15.3%) were ultimately
excluded for failing the basic math tests (n=124, 3.4%) or the
pros-and-cons test (n=341, 9.4%) or in the post-hoc during
propensity score matching (n=94, 2.6%). Finally, 3085 subjects,
consisting of 1013 (32.8%) TCM clinicians and 2072 (67.2%)
Western medicine clinicians, were included in the analysis
(Figure 1).

The sample matching adjustment achieved the expected
distributions of gender, age groups, and hospital level (Figures
S2-S4 in Multimedia Appendix 1). Educational attainment
showcased a significant discrepancy, with a notable proportion
of Western medicine clinicians holding a bachelor’s degree
(1106/2072, 53.4%) compared to TCM clinicians (409/1013,
40.4%). Conversely, a higher percentage of TCM clinicians had
attained a master’s degree (274/1013, 27%) or a doctorate
(110/1013, 10.9%) compared to their Western medicine
counterparts. In terms of annual personal income, a higher
percentage of TCM clinicians reported incomes of CNY
¥100,000‐¥200,000 (US$13,649.18-$27,298.35) (345/1013,
34.1%) compared to Western medicine clinicians (570/2072,
27.5%). Conversely, a higher proportion of Western medicine
clinicians reported incomes above CNY ¥200,000 (US
$27,298.35) (413/2072, 19.9%) compared to TCM clinicians
(133/1013, 13.2%). In terms of professional title, 50.4%
(511/1013) of TCM clinicians held the title of resident compared
to Western medicine clinicians (916/2072, 44.2%). Conversely,
a higher proportion of Western medicine clinicians held the title
of fellow (827/2072, 39.9%) compared to TCM clinicians
(346/1013, 34.2%). For the length of time practicing medicine,
there was no significant difference between TCM and Western
medicine clinicians (P=.44). (Table 2).
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Table . Demographic data of clinicians practicing traditional Chinese medicine (TCM) and Western medicine (WM) between January and May 2022
in China.

P valueWM clinicians (n=2072), n (%)TCM clinicians (n=1013), n (%)

.31Sex

899 (43.4)420 (41.5)    Male

1173 (56.6)593 (58.5)    Female

.63Age group (year)

618 (29.8)319 (31.5)    0-29

893 (43.1)431 (42.5)    30-39

407 (19.6)183 (18.1)    40-49

154 (7.5)80 (7.9)≥50

.55Hospital level

637 (30.7)295 (29.1)    Primary

498 (24)240 (23.7)    Secondary

937 (45.2)478 (47.2)    Tertiary

<.001Educational level

584 (28.2)220 (21.7)    Junior college degree or lower

1106 (53.4)409 (40.4)    Bachelor’s degree

289 (13.9)274 (27)    Master’s degree

93 (4.5)110 (10.9)    Doctorate

<.001Annual personal income (CNYa)

1089 (52.6)535 (52.8)    0-100,000

570 (27.5)345 (34.1)    100,000-200,000

413 (19.9)133 (13.2)>200,000

.44Length of time practicing medicine
(year)

543 (26.2)287 (28.3)    0-3

677 (32.7)331 (32.7)    4–9

540 (26.1)242 (23.9)    10–19

232 (11.2)106 (10.5)    20–29

80 (3.9)47 (4.6)≥30

.003Professional title

916 (44.2)511 (50.4)    Resident

827 (39.9)346 (34.2)    Fellow

329 (15.9)156 (15.4)    Attending

aCNY: Chinese yuan. CNY ¥1=US $0.14.

Preference Weight and Compensatory Effects
(Including WTP)
All attributes and levels included were significantly associated
with clinicians’preferences for influenza vaccination programs.
Both TCM and Western medicine clinicians’ preferences for
influenza vaccination programs increased with higher vaccine
effectiveness, with the vaccination campaign strategies changing
from “individual appointment” to “vaccination in a workplace
setting,” or with the workplace attitude changing from “no
notice” to “encouraging of vaccination.” Nevertheless, the

increase in the risk of mild adverse events and cost could
undermine the utility of vaccination towards these 2 groups.
The WTPs of TCM clinicians were calculated and showed that
each 1% increase in risk of mild adverse events could be
compensated by a CNY ¥6.97 (US $1.37) decrease of cost.
Similarly, changing the mode of administration from “individual
appointment” to “vaccination in a workplace setting” could
compensate for the negative effect of a CNY ¥78.84 (US $15.44)
increase of cost. Compensatory effects can be calculated
between any attributes; for example, a hypothetical 5% increase
in risk of mild adverse events could be compensated by a
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simultaneous hypothetical 13.7% increase in vaccine
effectiveness. WTP and the compensatory effect of Western
medicine clinicians were calculated in the same way. The
preference weights and WTP of attributes and levels of the 2
groups are shown in Table S3 in Multimedia Appendix 1.

Comparison of Preference Weights Among TCM and
Western Medicine Clinicians
Significant differences were noted for the coefficients of the
risk of mild adverse events and vaccine effectiveness between
clinicians practicing TCM and Western medicine. TCM

clinicians (odds ratio [OR] 0.14, 95% CI 0.10‐0.17) expressed
a stronger preference for an influenza vaccination program per
1% decrease of mild adverse events risk than Western medicine
clinicians (OR 0.07, 95% CI 0.04‐0.09; P<.001). Similarly,
TCM clinicians (OR 0.50, 95% CI 0.47‐0.53) expressed a
stronger preference for an influenza vaccination program per
10% increase of vaccine effectiveness than Western medicine
clinicians (OR 0.43, 95% CI 0.41‐0.45; P<.001). Other
attributes (cost, vaccination campaign strategies, and workplace
attitudes) did not present significant differences between the 2
groups (Figure 2).

Figure 2. Comparison of preferences in clinicians practicing TCM and WM between January and May 2022 in China. TCM: traditional Chinese
medicine; WM: Western medicine.

Expected Influenza Vaccine Coverage Under Various
Influenza Vaccination Programs
We set the base case as having a cost of CNY ¥100 (US $13.64),
5% risk of mild adverse events, 20% effectiveness, vaccination
by individual arrangement, and no notice from the workplace.
The expected coverage of the base case to TCM clinicians was
4.75% and to Western medicine clinicians was 6.99%. Expected
coverage increased by approximately 30% with a reduction in
risk of mild adverse events from 5% to 1%; greater coverage
increases could be achieved by either enhancing effectiveness

from 20% to 80% or reducing costs from CNY ¥100 to CNY
¥0. An approximate hypothetical 60% increase could be obtained
when the attitude of the workplace changed from “no notice”
to “encouraging of vaccination,” and there was an approximate
hypothetical 35% increase when vaccination campaign strategies
changed from “individual appointment” to “vaccination in a
workplace setting.” The changing of expected coverage due to
improvements in the influenza vaccination program is depicted
in Figure 3 (additional details available in Table S4 in
Multimedia Appendix 1).

Figure 3. Changes in expected coverage rate, as attributes in influenza vaccination programs improve, between January and May 2022 in China. We
set the base case as having a cost of CNY ¥100 (US $13.64), 5% risk of mild adverse events, 20% effectiveness, vaccination by individual arrangement,
and no notice from the workplace. TCM: traditional Chinese medicine; WM: Western medicine; CNY: Chinese yuan.
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Preference of Different Subgroups
Table 3 details the demographic composition variations across
various subgroups, while the fitting and categorization process
of these subgroups is recorded in Table S5 in Multimedia
Appendix 1. In the entire sample, about 30% (946/3085) of
clinicians preferred free vaccinations, while approximately 26%
(819/3085) comprehensively considered all attributes except
for vaccination campaign strategies. Notable trends were
observed within 2 specific subgroups: clinicians preferring free
vaccinations and those preferring vaccinations in a workplace
setting. Among clinicians with different medical licenses, TCM
practitioners exhibited a lower preference for free vaccinations
(302/1013, 29.8%) compared to Western medicine clinicians
(644/2072, 31.1%) and a higher preference for workplace
vaccinations (186/1013, 18.4%) compared to Western medicine
clinicians (351/2072, 17%) (P=.03). Differences were also noted
across sex, with female clinicians indicating a lower preference
for free vaccinations (533/1766, 30.2%) compared to male
clinicians (414/1319, 31.3%) and a higher preference for

workplace vaccinations (317/1766, 18%) compared to male
clinicians (219/1319, 16.6%) (P=.04). Educational level revealed
a U-shaped relationship, where the highest preference for free
vaccinations was among those with junior college degrees or
lower (270/804, 33.6%); however, this preference decreased
significantly among those with postgraduate degrees (158/563,
28%; P<.001). Conversely, there was an inverted U-shaped
relationship between educational level and preference for
vaccinations in a workplace setting. A strong monotonic
relationship was present between hospital level and clinicians’
preference for free vaccinations, with 32.5% (303/932) of
primary hospital workers preferring free vaccinations compared
to 29.4% (416/1415) of those in tertiary hospitals (P<.001). On
the other hand, clinicians in tertiary hospitals (262/1415, 18.5%)
significantly preferred vaccinations in a workplace setting
compared to those in primary (145/932, 15.6%) or secondary
hospitals (131/738, 17.7%) (P<.001). No significant differences
were found based on age group, annual personal income, length
of time practicing medicine, or professional title.
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Table . Demographic characteristics by influenza vaccination preference from a latent class analysis between January and May 2022 in China.

P valuePrefer vaccinations
in a workplace set-
ting, n (%)

Consider all at-
tributes except vac-
cination campaign
strategies, n (%)

Prefer higher vac-
cine effectiveness,
n (%)

Prefer free vaccina-
tions, n (%)

Prefer encourage-
ment of vaccina-
tions in a work-
place setting, n (%)

Demographics and
categories

.03Medical practicing
license

186 (18.4)267 (26.4)113.46 (11.2)302 (29.8)144 (14.2)    TCMa (n=1013)

351 (17)552 (26.7)223.78 (10.8)644 (31.1)300 (14.5)    WMb (n=2072)

.54Age group (year)

164 (17.5)242 (25.8)102 (11)292 (31.2)137 (14.6)    0-29 (n=937)

226 (17.1)357 (27)144.32 (10.9)408 (30.8)188 (14.2)    30-39 (n=1324)

109 (18.4)158 (26.7)64.31 (10.9)173 (29.3)87 (14.7)    40-49 (n=590)

39 (16.8)63 (27)24.57 (10.5)73 (31.2)34 (14.5)    ≥50 (n=234)

.04Sex

219 (16.6)351 (26.6)142.45 (10.8)414 (31.3)193 (14.6)    Male (n=1319)

317 (18)470 (26.6)193 (11)533 (30.2)253 (14.3)    Female (n=1766)

<.001Educational level

119 (14.8)211 (26.3)85.22 (10.6)270 (33.6)118 (14.7)    Junior college
degree or lower
(n=804)

270 (17.8)402 (26.6)166 (11)459 (30.3)218 (14.4)    Bachelor’s de-
gree (n=1515)

110 (19.6)151 (26.9)63.62 (11.3)158 (28)80 (14.2)    Postgraduate de-
gree (n=563)

39 (19.2)54 (26.7)21.92 (10.8)59 (29.3)28 (14)    Doctorate
(n=203)

.63Annual personal in-

come (CNYc)

277 (17)431 (26.5)175.39 (10.8)505 (31.1)235 (14.5)    0-100,000
(n=1624)

163 (17.8)243 (26.6)99.74 (10.9)278 (30.4)131 (14.3)    100,000-200,000
(n=915)

99 (18.2)145 (26.6)60.61 (11.1)163 (29.9)78 (14.2)    >200,000
(n=546)

.79Length of time
practicing
medicine, in years

135 (16.4)221 (26.6)91.3 (11)262 (31.6)120 (14.5)    0-3 (n=830)

182 (18.1)265 (26.3)107.86 (10.7)305 (30.3)147 (14.6)    4–9 (n=1008)

139. (17.8)210 (26.8)86 (11.1)236 (30.2)111 (14.2)    10–19 (n=782)

58 (17.1)91 (27)37.52 (11.1)103 (30.5)49 (14.4)    20–29 (n=338)

22 (17.7)34 (26.9)13.21 (10.4)39 (30.7)18 (14.3)    ≥30 (n=127)

.28Professional (job)
title

240 (16.8)378 (26.5)154.12 (10.8)448 (31.4)207 (14.5)    Residents
(n=1427)

209 (17.8)314 (26.8)129.03 (11)354 (30.2)167 (14.2)    Fellows
(n=1173)
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P valuePrefer vaccinations
in a workplace set-
ting, n (%)

Consider all at-
tributes except vac-
cination campaign
strategies, n (%)

Prefer higher vac-
cine effectiveness,
n (%)

Prefer free vaccina-
tions, n (%)

Prefer encourage-
ment of vaccina-
tions in a work-
place setting, n (%)

Demographics and
categories

89 (18.3)128 (26.3)53.84 (11.1)144 (29.7)71 (14.6)    Attending
(n=485)

<.001Hospital level

145 (15.6)251 (26.9)99.72 (10.7)303 (32.5)133 (14.3)    Primary (n=932)

131 (17.7)193 (26.2)80.44 (10.9)227 (30.7)107 (14.5)    Secondary
(n=738)

262 (18.5)376 (26.6)157.07 (11.1)416 (29.4)204 (14.4)    Tertiary
(n=1415)

aTCM: traditional Chinese medicine.
bWM: Western medicine.
cCNY: Chinese yuan. CNY ¥1=US $0.14.

Discussion

Principal Findings
We found that (1) TCM clinicians were more sensitive to
changes to the risk of mild adverse events and vaccine
effectiveness than Western medicine clinicians; (2) decreasing
the price of influenza vaccinations, offering convenient
vaccinations in workplace settings, and issuing notifications
encouraging clinicians to get vaccinated could increase influenza
vaccination coverage of both groups; and (3) compared to
Western medicine clinicians, a larger proportion of TCM
clinicians preferred vaccinations in workplace settings over any
other attribute.

The findings indicate a higher probability of vaccines being
received when paired with increased vaccine effectiveness and
decreased likelihood of vaccine-related adverse events, which
aligns with prior research conducted through questionnaire
surveys [24]. In our survey, TCM clinicians placed significantly
higher preference weights on the risk of mild adverse events
and vaccine effectiveness, indicating that fluctuations in the
safety and effectiveness of influenza vaccines could have a
greater impact on them. A qualitative study shows that patients
find vaccination information transmitted by complementary and
alternative medicine providers to be more understandable,
useful, and trustworthy [25]. A TCM clinician who receives
and shares information regarding defective vaccine incidents
could cause a chain reaction in the broad population. A
systematic review indicated that the provision of free
vaccinations, easy access to vaccinations, and modification
through educational activities and reminders can effectively
increase the influenza vaccine uptake [26]. In the simulation
scenario, decreasing the price of the influenza vaccination from
CNY ¥100 (US $13.64) to being free resulted in a significant
increase in projected coverage. Offering free vaccinations to
clinicians can provide additional benefits, such as mitigating
absenteeism during the influenza season and preventing
hospital-acquired influenza infections. We also found that other
workplace-based interventions, such as providing vaccination
opportunities at the workplace and promoting vaccination
initiatives more broadly, demonstrated a favorable effect on the

projected uptake of influenza vaccine. Given the feasibility and
efficacy of these measures, we propose that health care facilities
should (1) provide free annual influenza vaccinations, (2) furnish
accessible vaccination services for employees, and (3) issue
notifications encouraging clinicians to avail themselves of
vaccination opportunities. In our LCA, the majority of clinicians
prioritized free vaccinations, followed by a substantial group
who took into account all attributes except vaccination campaign
strategies when deciding whether to accept an influenza
vaccination program. The results of our survey suggest that a
higher proportion of TCM clinicians favored workplace-based
vaccinations over any other attribute, whereas a greater number
of Western medicine clinicians preferred free vaccinations over
any other attribute. This finding can lend support to the creation
of a vaccination policy that is more flexible and adaptable. Sex,
educational level, and hospital level were all associated with
latent classification. Among these considerations, the most
significant distinction emerged between clinicians who preferred
free vaccinations most and those who preferred vaccinations in
a workplace setting most. This differentiation suggests that the
other 3 categories (favoring workplace encouragement of
vaccinations, prioritizing higher vaccine effectiveness, and
considering attributes except vaccination campaign strategies)
were evenly distributed across all demographics in our study.
As a result, measures like releasing notices in health care
workplaces to encourage clinicians to get vaccinated may
achieve similar effects across all groups of Chinese clinicians.
A previous study showed that women’s perceptions of inflation
(consumer prices increasing) were higher than men’s, but fewer
female clinicians preferred free vaccinations over vaccinations
in a workplace setting, compared to male clinicians in our study
[27]. A policy offering free vaccinations may hold greater appeal
for clinicians with lower levels of education (bachelor’s degree
or below) or those employed in primary health care institutions.
Conversely, providing vaccinations in a workplace setting was
found to be more favorable among clinicians with higher levels
of education (postgraduate degree or doctorate) or those working
in tertiary hospitals. In China, clinicians employed in tertiary
hospitals serve as the cornerstone of the nation’s health care
provision, handling extensive medical responsibilities that may
make it challenging for them to get vaccinated during their
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private leisure time. Consequently, providing convenient
vaccination services for clinicians should be prioritized as a
primary measure for these tertiary hospitals.

Limitations
Our study is subject to several limitations. First, our sample of
clinicians did not perfectly mirror the sociodemographic
characteristics of the entire nation. Additionally, there may be
biases between individuals who completed the survey and those
who did not. Second, as a cross-sectional study, potential recall
bias is inevitable. Moreover, DCEs are susceptible to
hypothetical bias, meaning that responses in surveys may not
perfectly align with real-life behaviors [28]. This discrepancy
could limit the accuracy of measured preferences. To mitigate
this, we designed the experiment based on real-world influenza

vaccination programs and ensured that the details and definitions
of each attribute were comprehensible to participants.

Conclusions
In summary, while changes in mild adverse event rates and
vaccine effectiveness had a greater impact on TCM clinicians,
other attributes, such as workplace-provided free vaccinations,
issuing notifications to encourage vaccinations, and providing
accessible vaccination services, are practical methods to increase
the uptake of influenza vaccination programs among both
groups. Policymakers can utilize these insights to formulate
flexible intervention measures that facilitate greater accessibility
of influenza vaccination programs for clinicians, especially
TCM clinicians, worldwide.
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Abstract

Background: Prevalences of mental disorders are increasing worldwide. However, many people with mental health problems
do not receive adequate treatment. An important factor preventing individuals from seeking professional help is negative attitudes
toward psychotherapeutic treatment. Although a positive shift in attitudes has been observed in recent years, there is still substantial
stigma surrounding psychotherapeutic treatment. First studies have linked higher health literacy with more positive attitudes
toward psychotherapy, but more research is needed in this area.

Objective: This study aimed to examine how general and mental health literacy are associated with attitudes toward
psychotherapeutic treatment in Germany. Additionally, associations between sociodemographic factors, experience with
psychotherapy, and attitudes toward psychotherapy were explored.

Methods: A random sample was drawn from a panel representative of the German-speaking population with internet access in
Germany and invited to participate in the study via email. Overall, 2000 individuals aged ≥16 years completed the web-based
survey with standardized questionnaires in September and October 2022. Attitudes toward psychotherapy and both general and
mental health literacy were assessed using the Questionnaire on Attitudes Towards Psychotherapeutic Treatment (QAPT) with
2 subscales (“positive attitudes” and “non-acceptance of society”), the European Health Literacy Survey instrument (HLS-EU-Q16)
and the Mental Health Literacy Tool for the Workplace (MHL-W-G). Associations between the questionnaire scales were assessed
with Pearson correlations. Additionally, basic sociodemographic information and information on personal and family experiences
with psychotherapy were collected. Pearson correlations (age), ANOVAs (level of education and subjective social status), and t
tests (experience with psychotherapy, gender, and migration background) were used to analyze how these relate to attitudes
toward psychotherapy.

Results: More favorable attitudes toward psychotherapy and lower perceived societal nonacceptance were found in those with
higher general (r=0.14, P<.001; r=−0.32, P<.001, respectively) and mental health literacy (r=0.18, P<.001; r=−0.23, P<.001,
respectively). Participants with treatment experience for mental health problems (t1260.12=−10.40, P<.001, Cohen d=−0.49;
t1050.95=3.06, P=.002, Cohen d=0.16) and who have relatives with treatment experience (t1912.06=−5.66, P<.001, Cohen d=−0.26;
t1926=4.77, P<.001, Cohen d=0.22) reported more positive attitudes and higher perceived societal acceptance than those without
treatment experience. In terms of sociodemographic differences, being a woman (t1992=−3.60, P<.001, Cohen d=−0.16), younger

age (r=−0.11, P<.001), higher subjective social status (F2,1991=5.25, P=.005, η2=.005), and higher levels of education (F2,1983=22.27,

P<.001, η2=.021) were associated with more positive attitudes toward psychotherapeutic treatment. Being a man (t1994=5.29,

P<.001, Cohen d=0.24), younger age (r=−0.08, P<.001), and lower subjective social status (F2,1993=7.71, P<.001, η2=.008) were
associated with higher perceived nonacceptance of psychotherapy.

Conclusions: Positive associations between attitudes toward psychotherapy and both general and mental health literacy were
delineated. Future studies should investigate whether targeted health literacy interventions directed at individuals with lower

JMIR Public Health Surveill 2025 | vol. 11 | e67078 | p.543https://publichealth.jmir.org/2025/1/e67078
(page number not for citation purposes)

Schröder et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

mailto:lars.koenig@stiftung-gesundheitswissen.de
http://www.w3.org/Style/XSL
http://www.renderx.com/


general and mental health literacy might also help to improve attitudes toward psychotherapeutic treatment and help-seeking
behavior.

(JMIR Public Health Surveill 2025;11:e67078)   doi:10.2196/67078

KEYWORDS

health literacy; mental health literacy; attitude to health; cross-sectional studies; Germany; adults; representative; psychotherapy

Introduction

In Germany, almost 30% of the population are estimated to
have a mental disorder [1] but only about 10% have received
treatment in the past year [2]. This means that about two-thirds
of those with mental health problems do not receive adequate
treatment. While the number of individuals not seeking help
for mental disorders has decreased in recent years, the majority
of individuals with mental disorders still do not seek treatment
[3]. With a global rise in the prevalence of mental disorders [4],
it becomes even more important to understand the factors that
influence whether an individual seeks help or not.

Psychotherapy is considered effective for treating many mental
disorders [5]. However, there are several reasons that prevent
individuals from seeking psychotherapy. These encompass
structural challenges such as long waiting periods and
underprovision, especially in rural areas [2,6,7], as well as
individual reasons often related to stigma against mental
disorders and psychotherapy [8,9]. Specifically, in self-reports,
about one-third of respondents report negative attitudes and
stigma toward psychotherapy, with more negative attitudes in
male individuals and in individuals with lower education [10].
Similarly, almost a third of the respondents believed that
professional care was worse than or equal to no help when faced
with serious emotional problems in a large European study [8].
In recent years, attitudes toward professional help, particularly
toward psychotherapeutic and psychiatric treatment, have
improved both on a global level and in Germany [11,12]. In
addition, perceived public stigma toward people with mental
disorders has substantially decreased in the past 30 years [13].
At the same time, the individual wish for social distance toward
people with depression slightly decreased but increased toward
people with schizophrenia [11,14]. Furthermore, in many
non-Western countries, there are still substantial negative
attitudes toward individuals with mental illnesses [15,16].
Critically, it has been shown that negative attitudes toward help
seeking and stigmatizing attitudes toward people with mental
illness predict help-seeking behavior [7,17-20]. In summary,
this means that although some progress has been made in recent
years, there is still considerable stigma associated with both
mental illness and its treatment, which needs to be addressed
to increase the number of individuals who receive treatment in
addition to reducing structural barriers.

Health literacy refers to “people’s knowledge, motivation and
competencies to access, understand, appraise, and apply health
information in order to make judgments and take decisions in
everyday life concerning health care, disease prevention and
health promotion to maintain or improve quality of life during
the life course” [21]. Low health literacy has been associated
with several negative health-related outcomes, including higher

rates of hospitalization, lower medical treatment adherence,
decreased quality of life, fewer health-promoting behaviors,
and higher mortality [22-27]. Mental health literacy was
developed from general health literacy and applies the concept
to mental health. It is defined as “understanding how to obtain
and maintain positive mental health; understanding mental
disorders and their treatments; decreasing stigma related to
mental disorders; and, enhancing help-seeking efficacy” [28].
High mental health literacy has a number of positive correlates
such as mental well-being, physical activity, life satisfaction,
healthy eating habits, and self-efficacy [29-31].

First studies have linked increased health literacy with lower
stigma and more positive attitudes toward mental disorders and
psychotherapy [12,19,30,32-34]. For example, Svensson and
Hansson [32] have shown that a higher degree of mental health
literacy is related to less stigma and a lower wish for social
distance toward individuals with depression and to a lesser
extent also toward individuals with schizophrenia. However,
this pattern of results was not found in all studies. In a Swiss
community sample of young adults, no direct association
between mental health literacy and the wish for social distance
was delineated. Instead, it was shown that increased mental
health literacy may also lead to more stigma by enhancing
stereotypes of individuals with mental disorders (eg, perceived
dangerousness) due to higher endorsement of biogenetic causal
explanation of mental disorders [35]. It has been demonstrated
in diverse cultural contexts that specific interventions may
enhance both general and mental health literacy [36-41].
Moreover, it has been shown in longitudinal studies that more
positive treatment attitudes can predict more frequent mental
health service use in the future [19,20]. Along with significantly
reducing structural barriers, indirectly improving attitudes
toward psychotherapeutic treatment via increased health literacy
may therefore be an important starting point to ensure that more
people with mental health problems receive professional help.

Although some studies have started to investigate the
relationship between general and mental health literacy and
attitudes toward psychotherapeutic treatments, there are still
substantial gaps in the literature as well as some limitations of
previous studies that need to be addressed in order to get a better
understanding of how to increase the number of individuals
seeking psychotherapeutic treatment. First, in past investigations,
mental health literacy was often assessed via unlabeled vignettes
[32,35] describing the symptoms of a specific disorder (eg,
depression or schizophrenia), and high mental health literacy
was assigned to those individuals who correctly identified these
vignettes. While this covers a small aspect of the broad
definition of mental health literacy, that is, the recognition of
mental disorders, other important aspects, such as promoting
positive mental health, are not included [28]. This limitation in
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previous methodological approaches is why we decided to use
an instrument with a broader scope to assess mental health
literacy in the present investigation [42,43]. Second, the
literature on general health literacy and how it relates to
treatment attitudes is relatively sparse and there is a need to
replicate and extend previous findings [34]. Third, there is some
evidence to suggest that there are substantial interindividual
differences in attitudes toward psychotherapy in the community
[19,34]. However, the specific determinants of these differences
need to be explored more in depth to identify potentially
vulnerable segments of the population that could particularly
benefit from interventions. For example, it has been shown that
gender, age, level of education, and social status play an
important role in accessing psychiatric and psychotherapeutic
services and might therefore also be related to attitudes [2,10].
In addition, having a migration background or being part of an
ethnic minority has been associated with access to mental health
care [44-48]. Finally, negative attitudes might be improved by
hearing about the positive experiences of others or making these
experiences themselves [19,49-51], which is why we decided
to include 2 questions on personal and family experience with
psychotherapy.

To address these previous limitations and gaps in the literature,
in this study, we aimed to explore the relationship between
attitudes toward psychotherapy and both general and mental
health literacy with comprehensive questionnaires and in a large
sample. Furthermore, we aimed at exploring how additional
factors including basic sociodemographic factors and experience
with psychotherapy relate to attitudes toward psychotherapy in
order to inform the future development of target group-specific
interventions with the aim of reducing individual barriers to
seeking professional help.

Methods

Ethical Considerations
The ethics committee of the Berlin Medical Association had no
ethical or professional objections to the study protocol (reference
Eth-39/22). Participants gave informed consent to take part in
the study. They were not directly compensated for their
participation by the independent nonprofit foundation Stiftung
Gesundheitswissen. Data collection was conducted by the
market research institute forsa (forsa Gesellschaft für
Sozialforschung und statistische Analysen mBH), which was
commissioned and financially compensated for this work by
the nonprofit foundation Stiftung Gesundheitswissen.
Importantly, Stiftung Gesundheitswissen did not have any
influence on the data collected and the direction of the results.
Forsa provided only anonymized data to the Stiftung
Gesundheitswissen.

Data Acquisition
Data collection was conducted by forsa using the forsa.omninet
panel. Forsa.omninet is a representative panel for the
German-speaking population with internet access aged 14 years
and older in Germany and currently has around 100,000
participants. Panelists are recruited exclusively offline, that is,
by telephone within the framework of forsa.omniTel, a telephone
omnibus survey of forsa, in which randomly selected individuals

aged 14 years and older are interviewed daily. The composition
of the panel is continuously monitored on the basis of key
characteristics (eg, region, age, and gender) and recruitment is
adjusted accordingly. In addition, approximately 1000 new
individuals are recruited monthly. There is no possibility to
apply for participation in the panel so the selection of the
participants is solely controlled by a random sampling
procedure. Inclusion criteria for this investigation were the age
of 16 years or older; sufficient German knowledge; and being
able to use a computer, laptop, or mobile device for the survey.
The only exclusion criterion was not fulfilling the inclusion
criteria. With the aim of collecting data from at least 2000
individuals, 3927 panelists aged 16 years and older were
randomly drawn from the panel and invited to take part in the
survey by email. Exactly 2000 participants completed the study,
equaling a response rate of 50.9% (2000/3927). The invitation
email contained brief information on the overall topic of the
survey as well as the incentive. If necessary, the selected
panelists were reminded about their participation in 2 further
emails. Recruitment and data collection took place in September
and October 2022 with a standardized questionnaire presented
in the form of computer-assisted web interviews. The total
questionnaire consisted of 155 items, of which not all are
relevant to this investigation. For economic reasons, data
collection for different research objectives was combined.
Results are published in separate and independent publications
[31,52].

To minimize the effects of nonresponse and potential bias due
to systematically missing data from certain population segments,
survey weights were calculated by forsa using an iterative
proportional fitting approach with the following weight variables
and combinations: (1) gender × age (16-29 years, 30-45 years,
46-64 years, or ≥65 years) × region (West Germany and Berlin,
or East Germany) and (2) federal state. This procedure resulted
in a single weighting factor for each individual applied before
further statistical analyses. The weighting was informed by the
population update of the German Federal Statistical Office (as
of December 31, 2020).

Measures

Attitudes Toward Psychotherapy
Attitudes toward psychotherapy were assessed with the German
version of the Questionnaire on Attitudes Towards
Psychotherapeutic Treatment (QAPT) in its revised 2-factorial
form [44,53,54]. The questionnaire consists of 11 items
answered on a 4-point Likert scale ranging from “do not agree”
to “agree.” The items address how the respondents perceive
psychotherapeutic treatments. The 2 subscales are “positive
attitudes” (6 items) and “non-acceptance of society” (5 items).
The positive attitude scale reflects the individuals’beliefs about
the positive effects of psychotherapeutic treatment and the
competence of psychotherapists, whereas the nonacceptance
scale reflects the fear of stigma and social isolation from others.
The second scale is originally labeled “acceptance of society”
(“Akzeptanz der Gesellschaft” in German [54]). However, as
the items of this scale are negatively coded, that is, higher values
indicate lower acceptance, we decided to label the scale
“nonacceptance of society” for easier interpretability. For each
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scale, a mean value is calculated across all items. The mean
value reaches from 1 to 4 with higher values indicating more
positive attitudes and higher nonacceptance (eg, lower
acceptance), respectively.

Health Literacy
General health literacy was assessed with the German translation
of the short version of the European Health Literacy Survey
instrument (HLS-EU-Q16 [55-57]). This 16-item questionnaire
addresses the subjective difficulty in accessing, understanding,
appraising, and applying information in the fields of health care,
disease prevention, and health promotion. Respondents are
asked to answer each item on a 4-point Likert scale with the
options “very easy,” “fairly easy,” “fairly difficult,” and “very
difficult.” An overall sum score is calculated for the
dichotomized items (eg, 1=“fairly easy” and “very easy,”
0=“fairly difficult” and “very difficult”). The sum score ranges
from 0 to 16, with higher values indicating higher health literacy.
Groups of individuals with varying degrees of health literacy
were determined using this sum score: inadequate health literacy
(scores 0-8), problematic health literacy (scores 9-12), and
adequate health literacy (scores 13-16).

Mental Health Literacy
Mental health literacy was assessed with the German version
of the Mental Health Literacy Tool for the Workplace
(MHL-W-G [42,43]). Instructions were slightly adapted so that
they also apply to people who are not currently working.
Specifically, participants were instructed to imagine they worked
if this was not the case. The instrument presents 4 case vignettes,
in each of which current symptoms and the circumstances of
one individual are described. The vignettes differ in the nature
of the mental health issue, its impact on workplace performance,
and the gender of the individual. Importantly, the nature of the
mental health issue is not explicitly labeled. For each vignette,
the same 4 questions are answered covering important aspects
of mental health literacy, namely the ability to recognize specific
mental disorders, knowledge and beliefs about risk factors and
prevention, knowledge and attitudes to facilitate help seeking,
and knowledge and beliefs about mental health interventions.
After reading each of the vignettes, participants are asked to
rate their knowledge about what might be happening, how they
could prevent the situation from worsening, what to say or do
in the situation, and which resources and services might be
helpful. Answers are given on a 5-point Likert scale ranging
from “very low” to “very high”. A sum score is calculated by
adding up the ratings of each of the 4 questions in each of the
4 vignettes (ranging from a minimum of 16 to a maximum of
80 points), with higher scores reflecting higher levels of
self-reported mental health literacy. So far, no generally
accepted cut-off scores have been developed to compare groups
of individuals with varying levels of mental health literacy using
this questionnaire, which is why we do not present stratified
data here.

Experience with Psychotherapy
In addition, the participants were presented with 2 simple
yes-or-no-questions to assess whether they have ever received
any treatments for mental disorders themselves and whether

any of their close family members have ever received treatment
for mental disorders.

Sociodemographic Information
Participants provided basic sociodemographic information
including gender (men, women) and age.

In addition, participants were asked to provide their highest
level of formal education. Participants were then categorized
into 3 groups: low, middle, and high level of education. The
low level of education is equivalent to no formal education or
basic secondary school (ohne Haupt-/Volksschulabschluss,
Haupt-/Volksschulabschluss); the middle level of education is
equivalent to intermediate secondary school (Mittlere Reife,
Realschulabschluss, Fachschulreife, Abschluss der
Polytechnischen Oberschule, Fachhochschulreife, Abschluss
einer Fachoberschule); and the high level of education is
equivalent to most advanced secondary school, for example,
grammar schools to obtain a general or specialized university
entrance qualification or a university degree (Abitur, allgemeine
oder fachgebundene Hochschulreife, Fach-/Hochschulstudium).

Subjective social status was assessed with the German version
of the MacArthur scale [58,59], in which the participants rank
themselves relative to other members of society. They are
presented with a metaphor, in which a ladder represents the
social structure of society with the highest ladder rung
representing the individuals in society with the highest status
and the bottom rung presenting the individuals in society with
the lowest status. The respondents are asked to identify the rung
on which they place themselves. Three categories of subjective
social status were determined according to the respondents’
answers, that is, low subjective social status (scores 1-4), middle
subjective social status (scores 5-7), and high subjective social
status (scores 8-10).

Migration status was assessed with a simple yes-or-no-question.
The participants were asked to indicate if they have a migration
background. They were instructed to answer with yes if they or
one of their parents were not born in Germany.

Statistical Analysis
Statistical analyses were performed with the software SPSS
(version 29.0.2.0; IBM). All analyses reported in the main
manuscript were conducted with the weighted dataset (details
on weighting can be found in the “data acquisition” paragraph).
Results for the unweighted dataset can be found in the
Multimedia Appendix 1. Cronbach α was calculated to
determine the internal consistency of the attitudes and
nonacceptance subscales of the QAPT as well as the
HLS-EU-Q16 and MHL-W-G total scores. The resulting
reliability coefficients were interpreted using the following rule
of thumb: >.90 excellent, >.80 good, >.70 acceptable, >.60
questionable, >.50 poor, and <.50 unacceptable [60]. For all
inferential analyses, a threshold of α=.05 was used as the
significance level and 2-sided P values are reported.
Associations between the 2 attitudes toward psychotherapy
scales and both mental and general health literacy were assessed
with Pearson correlations, including 95% CI. Likewise, for the
associations between the 2 attitudes toward psychotherapy scales
and the metric sociodemographic measure of age, Pearson
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correlations were calculated. For each of the dichotomous
sociodemographic measures and the 2 experiences with
treatment for mental disorder questions (ie, gender, migration
status, personal experience, and the experience of a close family
member) separate 2-tailed t tests were performed for the 2
attitudes toward psychotherapy scales. Effect sizes for the t tests
are reported as Cohen d, with the values of Cohen d=0.20,
Cohen d=0.50, and Cohen d = 0.80 corresponding to small,
medium, and large effects, respectively [61]. If the Levene test
for equality of variances indicated that variances were not
homogeneous, degrees of freedom were adjusted accordingly.
For each categorial sociodemographic measure with more than
2-factor levels (ie, level of education and subjective social
status), separate one-way ANOVAs were conducted. These
included the sociodemographic measures as predictors and the
attitudes toward psychotherapy scales as the dependent

variables. Effect sizes for the ANOVAs are reported as η2, with

the values η2=.01, η2=.06, and η2=.14 corresponding to small,
medium, and large effects, respectively [62]. Significant main
effects in the ANOVAs were followed up with
Bonferroni-corrected pairwise t tests. Uncorrected P values and

corrected α-thresholds are reported for these post hoc t tests.
Participants could opt out of any question, resulting in a missing
value for that item. Individuals with missing data for one item
were excluded from all analyses including this item, for
example, a scale or mean sum score was not calculated for an
individual if a specific item relevant to that scale or mean sum
score was missing, but it was calculated for other scales of the
same questionnaire that do not contain that item if all other
items were complete.

Results

Sample Characteristics and Descriptive Statistics
A sample of 2000 individuals was recruited. The sample
characteristics can be found in Table 1 (cumulative percentages
may not add up to precisely 100% and sample sizes may vary
due to weighting and rounding). Descriptive statistics for the
QAPT, HLS-EU-Q16, and MHL-W-G questionnaires across
the entire sample are in Table 2. Detailed descriptive statistics
for the QAPT attitudes and nonacceptance subscales are in
Tables 3 and 4, respectively, and detailed descriptive statistics
for each QAPT item can be found in Multimedia Appendix 1.
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Table 1. Characteristics of the weighted and unweighted sample.

Weighted sample (n=2000), n (%)Unweighted sample (n=2000), n (%)Variable

Gender

980 (49.0)957 (47.9)Men

1020 (51.0)1043 (52.1)Women

Age group (years)

355 (17.8)461 (23.1)16-29

475 (23.7)433 (21.6)30-45

655 (32.7)599 (29.9)46-64

515 (25.8)507 (25.4)>65

Level of education

349 (17.5)349 (17.4)Low

861 (43.0)847 (42.4)Middle

782 (39.1)792 (39.6)High

8 (0.4)12 (0.6)Missing

Social status

315 (15.7)312 (15.6)Low

1389 (69.4)1397 (69.8)Middle

296 (14.8)291 (14.5)High

Migration background

1876 (93.8)1871 (93.5)No

124 (6.2)129 (6.5)Yes

Own experience with psychotherapy

1379 (68.9)1376 (68.8)No

596 (29.8)603 (30.1)Yes

25 (1.2)21 (1.1)Missing

Family experience with psychotherapy

1053 (52.6)1062 (53.1)No

879 (43.9)870 (43.5)Yes

68 (3.4)68 (3.4)Missing

General health literacy categories

190 (9.5)192 (9.6)Inadequate

545 (27.3)540 (27.0)Problematic

1252 (62.6)1255 (62.7)Adequate

13 (0.6)13 (0.7)Missing
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Table 2. Descriptive statistics of the QAPTa, HLS-EU-Q16b, and MHL-W-Gc questionnaires.

Score, median (range)Score, 95% CI of the meanScore, mean (SD)Sample, nVariable

QAPT

3.33 (1-4)3.26-3.313.28 (0.54)1994Positive attitudes toward psychotherapy

2.00 (1-4)2.03-2.082.06 (0.61)1996Nonacceptance of society

14.00 (0-16)12.79-13.0512.92 (3.03)1987HLS-EU-Q16

52.00 (16-80)51.55-52.5152.03 (11.02)1994MHL-W-G

aQAPT: Questionnaire on Attitudes Towards Psychotherapeutic Treatment.
bHLS-EU-Q16: European Health Literacy Survey instrument.
cMHL-W-G: Mental Health Literacy Tool for the Workplace (German version).

Table 3. Descriptive statistics for the QAPTa attitudes subscale across the sociodemographic groups.

Score, medianScore, 95% CI of the meanScore, mean (SD)Variable

Gender

3.333.20-3.273.24 (0.55)Men

3.333.29-3.363.33 (0.52)Women

Level of education

3.173.14-3.253.20 (0.56)Low

3.173.19-3.273.23 (0.54)Middle

3.503.25-3.423.38 (0.50)High

Social status

3.173.16-3.283.22 (0.55)Low

3.333.25-3.313.28 (0.52)Middle

3.503.30-3.433.35 (0.57)High

Migration background

3.333.25-3.313.29 (0.54)No

3.333.15-3.343.25 (0.53)Yes

Own experience with psychotherapy

3.173.18-3.233.21 (0.54)No

3.503.42-3.503.46 (0.48)Yes

Family experience with psychotherapy

3.173.19-3.253.22 (0.56)No

3.333.32-3.393.36 (0.50)Yes

aQAPT: Questionnaire on Attitudes Towards Psychotherapeutic Treatment.
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Table 4. Descriptive statistics for the QAPTa nonacceptance subscale across the sociodemographic groups.

Score, medianScore, 95% CI of the meanScore, mean (SD)Variable

Gender

2.202.09-2.172.13 (0.60)Men

2.001.95-2.021.99 (0.61)Women

Level of education

2.001.99-2.122.05 (0.61)Low

2.002.01-2.092.05 (0.60)Middle

2.002.02-2.102.06 (0.61)High

Social status

2.202.09-2.222.16 (0.59)Low

2.002.02-2.092.05 (0.60)Middle

1.801.89-2.041.96 (0.63)High

Migration background

2.002.03-2.082.06 (0.60)No

2.001.96-2.192.07 (0.64)Yes

Own experience with psychotherapy

2.002.05-2.112.08 (0.59)No

2.001.94-2.041.99 (0.64)Yes

Family experience with psychotherapy

2.202.08-2.152.12 (0.60)No

2.001.94-2.021.98 (0.61)Yes

aQAPT: Questionnaire on Attitudes Towards Psychotherapeutic Treatment.

Reliability Analyses
The reliability analyses revealed an internal consistency of
α=.83 (good) for the attitudes subscale and α=.74 (acceptable)
for the nonacceptance subscale of the QAPT. The internal
consistency was α=.80 (good) for the HLS-EU-Q16 and α=.92
(excellent) for the MHL-W-G.

Attitudes Toward Psychotherapy and General and
Mental Health Literacy
The attitudes subscale of the QAPT correlated negatively with
the nonacceptance subscale questionnaire (r=−0.17, 95% CI
−0.21 to −0.13; P<.001). General health literacy correlated
positively with the attitudes subscale (r=0.14, 95% CI 0.10-0.18;
P<.001) and negatively with the nonacceptance subscale
(r=−0.32, 95% CI −0.36 to −0.28; P<.001). Mental health
literacy correlated positively with the attitudes subscale (r=0.18,
95% CI 0.13-0.22; P<.001) and negatively with the
nonacceptance subscale (r=−0.23, 95% CI −0.27 to −0.19;
P<.001).

Attitudes Toward Psychotherapy and Experience with
Psychotherapy
Participants who have received treatment for a mental disorder
reported significantly more positive attitudes toward
psychotherapy than participants without treatment experience
(t1260.12=−10.40, P<.001, Cohen d=−0.49). Likewise, participants

who have received treatment for a mental disorder reported
significantly less nonacceptance regarding psychotherapy than
participants without treatment experience (t1050.95=3.06, P=.002,
Cohen d=0.16).

Similarly, participants who have a close family member who
received treatment for a mental disorder reported significantly
more positive attitudes toward psychotherapy than participants
without family treatment experience (t1912.06=−5.66, P<.001,
Cohen d=−0.26). Likewise, participants who have a close family
member who received treatment for a mental disorder reported
significantly less nonacceptance regarding psychotherapy than
participants without family treatment experience (t1926=4.77,
P<.001, Cohen d=0.22).

Attitudes Toward Psychotherapy and
Sociodemographic Measures
Age correlated negatively with the attitudes subscale (r=−0.11,
95% CI −0.16 to −0.07, P<.001) and negatively with the
nonacceptance subscale (r=−0.08, 95% CI −0.12 to −0.03,
P<.001).

There were significant gender differences for both subscales.
Women reported higher positive attitudes toward psychotherapy
than men (t1992=−3.60, P<.001, Cohen d=−0.16). Women also
reported lower nonacceptance than men (t1994=5.29, P<.001,
Cohen d=0.24).
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Subjective social status had a significant effect on both the

attitude subscale (F2,1991=5.25, P=.005, η2=.005) and the

nonacceptance subscale (F2,1993=7.71, P<.001, η2=.008). Post
hoc Bonferroni-corrected t tests for the attitudes subscale
(Bonferroni-corrected α=.017) revealed significant differences
between the low and high subjective social status groups
(t607=−3.08, P=.002, Cohen d=−0.25). Differences between the
middle and high (t1678=−2.34, P=.02, Cohen d=−0.15) and the
low and middle subjective social status groups (t1698=−1.82,
P=.07, Cohen d=−0.11) were not significant after Bonferroni
correction. Descriptively, positive attitudes were lowest in
individuals with low subjective social status, followed by middle
and high subjective social status. Post hoc Bonferroni-corrected
t tests for the nonacceptance subscale (Bonferroni-corrected
α=.017) revealed significant differences between the low and
middle (t1699=2.72, P=.007, Cohen d=0.17) and low and high
subjective social status groups (t608=3.88, P<.001, Cohen
d=0.32). The difference between the middle and high subjective
social status groups was not significant after Bonferroni
correction (t1679=2.32, P=.02, Cohen d=0.15). Descriptively,
nonacceptance was highest in individuals with low subjective
social status, followed by middle and high subjective social
status.

Level of education had a significant effect on the attitudes

subscale (F2,1983=22.27, P<.001, η2=.021). Post hoc
Bonferroni-corrected t tests for the attitudes subscale
(Bonferroni-corrected α=.017) revealed significant differences
between the low and high educational levels (t1126=−5.52,
P<.001, Cohen d=−0.36) and the middle and high educational
levels (t1635.23=−5.82, P<.001, Cohen d=−0.29), but not between
the low and middle educational levels (t1204=−1.01, P=.32,
Cohen d=−0.06). Descriptively, positive attitudes were highest
in individuals with high educational levels, followed by middle
and low educational levels.

There was no significant effect of level of education on the

nonacceptance subscale (F2,1984=0.02, P=.99, η2<.001).
Descriptively, participants with low, middle, and high levels of
education reached similar scores.

There were no significant differences for the attitude subscale
between individuals with and without a migration background
(t1992=0.73, P=.46, Cohen d=0.07). Likewise, there were no
significant differences for the nonacceptance subscale between
individuals with and without a migration background
(t1994=−0.29, P=.77, Cohen d=−0.03).

Results of the inferential analyses for the unweighted dataset
can be found in the Multimedia Appendix 1. Importantly,
weighting had no effect on the inferential conclusions except
for one analysis. The post hoc t test for the difference between
the low and high subjective social status groups did not reach
significance in the unweighted dataset after the Bonferroni
correction.

Discussion

Overview
This study investigated the associations between attitudes toward
psychotherapeutic treatment and both general and mental health
literacy in a large and representative sample of the general
population in Germany. In addition, attitudes toward
psychotherapeutic treatment were analyzed concerning
interindividual differences in terms of experience with mental
health treatment and sociodemographic factors.

Principal Findings
Overall, participants expressed largely positive attitudes toward
psychotherapeutic treatment and reported relatively low
perceived nonacceptance. However, significant interindividual
differences were observed and are discussed below.

Importantly, while our results demonstrate several statistically
significant results, the practical significance of these findings
has to be considered before interpretation. All effect sizes

(Cohen d and η2) reported here fall into the small to medium
range [61,62]. In addition, some of the CI of the means overlap.
This means that the practical impact of our findings in real-world
settings may be limited. Nonetheless, these findings point to
potentially vulnerable sociodemographic groups in need of
specific interventions to promote positive attitudes toward
psychotherapy. The small effect sizes observed here suggest
that while tailored interventions for specific groups may be
more effective due to a better fit between the specific needs of
a sociodemographic group and the intervention, there is also a
potential overall benefit of broader general-population
interventions [63,64].

The questionnaire scales used in this study reached acceptable
to excellent internal consistency coefficients speaking for a high
degree of interrelatedness of the scale items and their overall
reliability which is an important prerequisite for the validity of
the results [60]. Furthermore, weighting did not have a marked
effect on the conclusions drawn from the statistical findings
which highlights the generalizability of the findings.

General and Mental Health Literacy
Both higher general and higher mental health literacy were
associated with more positive attitudes and lower nonacceptance
of psychotherapeutic treatment. For mental health literacy, this
finding aligns well with previous research [12,32,33,35]. Of
note, these previous studies mostly used the simple identification
of vignettes as a measure of mental health literacy. Here, we
used a much broader instrument for mental health literacy more
closely mirroring the definition of mental health literacy by also
covering aspects of support, prevention, and use of resources
[28,53]. For the first time, we show here that by including these
broader aspects of mental health literacy positive associations
with positive attitudes and negative associations with
nonacceptance can be obtained, significantly extending previous
observations in studies using vignette identification as a proxy
for mental health literacy. Another novel contribution of our
investigation is that we replicated initial findings of the
associations between the QAPT and MHL-W-G scales

JMIR Public Health Surveill 2025 | vol. 11 | e67078 | p.551https://publichealth.jmir.org/2025/1/e67078
(page number not for citation purposes)

Schröder et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


previously observed only in a small sample of working
individuals in a substantially larger general population sample
with similar effect sizes [43]. Notably, here, we also add to the
literature by showing a positive association between general
health literacy and the attitudes measure, which to our
knowledge was previously only reported in one study [34].
Here, we replicate these initial findings in a larger sample and
generalize them to another measure of general health literacy,
namely the widely used HLS-EU-Q16. This suggests that
individuals with higher levels of both general and mental health
literacy are more likely to exhibit positive attitudes toward
psychotherapy and perceive societal acceptance to be higher.
Consequently, they might also be more likely to seek treatment
when faced with mental problems [19]. Crucially, however, it
has to be noted that our cross-sectional study design does not
allow to infer causal associations between the investigated
constructs (also refer to limitations below; [65]). Therefore, we
cannot unequivocally conclude whether inadequate or
problematic health literacy is indeed the antecedent and origin
of less positive attitudes toward psychotherapy. We recommend
future studies with appropriate study designs to test for causal
effects, for example, randomized controlled trials. In addition,
other potentially confounding variables should be carefully
assessed and controlled for.

The present findings should also be interpreted in the context
of mental health stigma in general. Although some progress in
reducing stigma has been made in the past years substantial
stigma against people with mental health problems remains
[13,14]. Crucially, individuals with more stigmatizing attitudes
show less active help-seeking behavior [17]. The promotion of
health literacy with targeted interventions along with
far-reaching antistigma campaigns could therefore also lead to
higher rates of individuals seeking treatment [66]. Importantly,
antistigma interventions may be more effective when focusing
on psychosocial instead of biogenetic causes for mental
disorders [35]. In addition to these interventions focusing on
individual barriers, structural barriers to psychotherapeutic
treatment (although not the focus of the present research) should
not be disregarded and must be addressed as well. For example,
waiting periods should be significantly reduced and provision
should be increased, especially in rural areas [2,6,7].

Experience with Psychotherapy
Attitudes were more positive, and nonacceptance was lower in
participants who have received treatment for mental disorders
in the past or those who have a close relative with treatment
experience. This is consistent with previous research [8,35]. It
is noteworthy, that the treatment experience of a close family
member may already improve the treatment attitudes of their
relatives although with lower effect sizes than personal
experience. Speaking openly about mental health treatment
experiences and thus providing information about treatments
might therefore be a valuable path to lowering psychotherapy
stigma [49]. However, as no causal conclusions can be drawn
from our study design, it is possible that positive treatment
attitudes are not the result of personal or family treatment
experience but that those with a priori more positive treatment
attitudes are more likely to seek treatment.

Sociodemographic Factors
Women exhibited significantly more positive attitudes and
reported lower perceived societal nonacceptance (ie, higher
acceptance) of psychotherapeutic treatment compared to men.
This finding aligns with previous research [10,67] and may be
attributed to masculinity ideals and self-stigma, preventing men
from seeking help for mental health problems [68,69].

Regarding age, more positive attitudes toward psychotherapeutic
treatment were found in younger individuals, consistent with
some [8] but not all previous investigations [10,70]. However,
surprisingly, younger individuals also displayed higher levels
of nonacceptance compared to older individuals, suggesting a
discrepancy between perceived societal acceptance and
individual attitudes. This pattern of results might be interpreted
as higher awareness of the persisting mental health stigma in
the community in younger individuals, although a generational
shift toward less stigma is slowly taking place [14]. Notably,
in our data, correlations with age were relatively small for both
subscales. Integrating our results with previous literature, an
overall heterogeneous picture emerges [8,10,70]: age seems to
have no or a very small effect on attitudes toward psychotherapy
and how it is perceived to be accepted by society. Future
interventions to improve help-seeking for mental problems
should therefore address all age groups.

Attitudes toward psychotherapy were also related to the
subjective social status of the participants. Specifically, positive
attitudes increased, and nonacceptance decreased with higher
subjective social status, although the post hoc test between the
high and low social status groups for the attitudes subscale
narrowly missed significance in the unweighted dataset (refer
to Multimedia Appendix 1). Social status has been identified
as a major determinant of help-seeking behavior in the past
[71,72]. However, more research is needed to determine the
role of social status in attitudes toward psychotherapy. Critically,
social status also plays a role in access to psychotherapy.
Individuals with lower social status are less likely to be offered
treatment than individuals with higher social status suggesting
that structural barriers are also higher for these individuals than
those with higher social status [73]. Potential financial barriers
to access to psychotherapeutic treatment should also be
considered but do not apply to the majority of our participants
as the German public health insurance that insures about 90%
of the population covers psychotherapeutic treatment for many
diagnoses [74-76]. Treatment attitudes and treatment seeking
should be carefully addressed in help-seeking interventions for
individuals with lower social status and treatment should be
provided equally to individuals of all social status groups. As
general and mental health literacy were found to be low in
individuals with lower subjective social status, these groups
might particularly benefit from interventions [31,77]. There is
first evidence to suggest that individuals with low social status
might particularly benefit from culturally appropriate and
tailored interventions that are based on scientific theories and
incorporate different modalities, for example, using print
materials and offering direct contact with the interventionists
[63,64,78].

JMIR Public Health Surveill 2025 | vol. 11 | e67078 | p.552https://publichealth.jmir.org/2025/1/e67078
(page number not for citation purposes)

Schröder et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Higher educational levels were associated with more positive
attitudes toward psychotherapy. However, there was no
association between education and perceived acceptance of
psychotherapy. In the literature, there is heterogeneous evidence
concerning the role of education in attitudes toward mental
health help-seeking [8,10,53]. Therefore, more research in this
area is recommended to determine the role of education in
help-seeking attitudes. Our results carefully suggest that
programs directed at individuals with lower levels of education
could be particularly beneficial.

Migration background was not related to neither positive
attitudes nor perceived nonacceptance in our sample. This result
is surprising given previous evidence of more negative attitudes
toward psychotherapeutic treatment, and simultaneous higher
endorsement of pharmacotherapy, in people with a migration
background [44-46]. However, as we only included individuals
with sufficient knowledge of the German language, it cannot
be ruled out that our sample of individuals with a migration
background was not representative of all individuals with a
migration background in Germany (refer to Limitations section).
Future studies could try to overcome this problem by providing
translated questionnaires to reach a broader segment of the
population with a migration background. In addition, substantial
cultural differences have been delineated in the past, which is
why we recommend investigating more thoroughly how the
cultural backgrounds of the individuals with migration
backgrounds are associated with their endorsement of
psychotherapeutic treatment [44,79,80], but our data does not
allow more fine-grained analyses. Notably, however,
interventions to increase the use of mental health care may be
more effective when tailored to the specific needs of minority
groups and different cultures [47,63,64,78].

Overall, the findings presented here imply that more
interventions to improve attitudes toward psychotherapy might
be necessary and might be achieved by explicitly targeting both
general and health literacy in vulnerable segments of the
community. Our findings suggest that male individuals, those
with higher age, lower social status, and lower levels of
education might particularly benefit from interventions to
promote positive attitudes toward psychotherapy. Of note, while
a large number of interventions have already been developed
and evaluated in the past, systematic reviews of the literature
show substantial heterogeneity in the efficacy of these
interventions and call for more high-quality evaluations [36-39].
In particular, more effort needs to be put into interventions in
different cultures and across ethnic minority groups [40,41,80].
Notably, there are first promising results, for example
concerning digital mental health interventions that are both
cost-effective and easy to implement [39]. Web-based
interventions appear to be generally efficacious when they
include certain active components such as interactivity,
target-group specificity, evidence-based content, and a
sequential modular concept [81], for example as part of an
e-learning platform [82,83]. While potential improvements in
health literacy may not directly translate to increased
help-seeking behavior, further research is needed to explore this
connection [81].

Limitations
The findings presented here have to be interpreted in the light
of some limitations. First, both attitudes and health literacy were
assessed via self-reports. Future studies could focus on more
applied measures rather than self-reports for a broader scope
and higher ecological validity. Second, 6.2% of the participants
in the weighted sample reported having a migration background.
This is substantially lower than recent census data from
Germany [84], suggesting that our sample may not be
representative in terms of the proportion of individuals with a
migration background. Third, giving our participants the option
to opt-out from specific items might have resulted in
systematically missing data which could have affected the
generalizability of the results. However, the number of
individuals using that option was relatively low, with the highest
number (3.4%) for the item asking about family experience with
psychotherapy which we speculate might have been the result
of lack of knowledge. Importantly, the proportions of missing
values were smaller for the main questionnaires used here (eg,
0.3% and 0.2% for the QAPT scales, refer to Table 2). As these
proportions are substantially lower than the recommended
threshold of 5%, no imputation analyses for missing values
were conducted and all analyses were conducted with all
available data [85]. Fourth, we relied on data collected on the
web which might have resulted in lower data quality [86,87].
However, with this interview mode, a substantially larger sample
size could be achieved, simultaneously reducing error variance.
In addition, by working with the forsa.omninet panel a few
issues common to web-based surveys could be mitigated. For
example, participants were randomly selected and could not
apply to take part in the study, people who rarely use the internet
were also represented due to the panel recruitment via telephone,
and multiple registrations of the same individuals were
prevented. However, the sample is only representative of the
population with internet access as data collection took place
exclusively on the internet, which is why results may not be
generalizable to individuals without internet access. Finally, as
noted above, the present investigation used a cross-sectional
study design. Consequently, the results cannot be interpreted
in terms of causal relationships [65], which is why further
research is needed with more sophisticated study designs
including longitudinal and experimental studies that control for
potentially confounding factors.

Summary and Conclusion
In this study, positive attitudes toward psychotherapy and
perceived societal acceptance of psychotherapeutic treatment
were investigated in a large general population sample in
Germany. Our results highlight a positive association between
these factors and both general and mental health literacy.
Individuals who have been treated for mental problems or who
have relatives with treatment experience reported more favorable
attitudes and higher perceived acceptance of society than those
without treatment experience. In terms of sociodemographic
differences, it was shown that being a woman, younger age,
higher social status, and higher levels of education were
associated with more positive attitudes toward psychotherapeutic
treatment. Being a woman, older age, and higher subjective
social status were associated with higher perceived societal
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acceptance of psychotherapy. Since previous studies suggest
that target group-specific interventions have the potential to
improve health literacy, future studies should focus on
establishing whether tailored interventions designed to increase

general or mental health literacy and aimed at individuals with
deficits in this area may improve attitudes toward seeking help
for mental problems.
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Abstract

Background: Although understanding long-term trends in adolescent screen time and the influence of family structure is
essential, there is a lack of research addressing these issues comprehensively.

Objective: This study aimed to conduct comprehensive investigations into adolescent screen time before and during the
COVID-19 pandemic, with a particular focus on family structures.

Methods: This study used nationwide, large-scale data from the Korea Youth Risk Behavior Web-Based Survey from South
Korea. We aimed to indicate the changes in adolescent screen time over 15 years from 2008 to 2022. Weighted linear regression
was used to analyze annual trends in screen time before and during the pandemic, and stratified analyses were conducted to
examine associated risk factors across different family structures.

JMIR Public Health Surveill 2025 | vol. 11 | e57962 | p.559https://publichealth.jmir.org/2025/1/e57962
(page number not for citation purposes)

Kim et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

mailto:yonkkang@gmail.com
http://www.w3.org/Style/XSL
http://www.renderx.com/


Results: This study used data from a total of 836,972 individuals (n=403,456, 48.2% women), with an age range of 12-18 years.
The analysis revealed an overall increase in screen time prepandemic (β=8.06, 95% CI 7.74-8.39), with a notable increase observed
at the onset of the pandemic (β=162.06, 95% CI 159.49-164.64). Among diverse family structures, the orphanage group showed
the most substantial increase in screen time during the pandemic (βdiff=221.90, 95% CI 159.62-284.17). Risk factors associated
with screen time during the pandemic varied by family structure. Notably, the nuclear family group presented distinct screen
time–related risk factors, including grade, region of residence, physical activity frequency, sadness and despair, and the highest
education level of parents.

Conclusions: There has been a notable increase in average screen time among adolescents since the onset of the pandemic,
with the orphanage group exhibiting a pronounced trend. The risk factors associated with screen time during the pandemic varied
for each family structure. Findings from this study suggest that the implementation of individualized measures tailored to each
family structure should be adopted to effectively address the increased issue of adolescent screen time since the pandemic.

(JMIR Public Health Surveill 2025;11:e57962)   doi:10.2196/57962

KEYWORDS

adolescents; family type; pandemic; screen time; South Korea; sedentary activity; risk factor; mobile phone

Introduction

There was a declaration of COVID-19 as a global pandemic by
the World Health Organization in March 2020 [1]. With the
proclamation, countries worldwide have advocated for indoor
living, remote work, and web-based learning to prevent the
spread of COVID-19. For example, the National Health Service
in England advised individuals to remain at home and participate
in remote work unless necessary, while the Chinese government
implemented restrictions on public transport and postponed the
reopening of schools following the vacation period [2]. Globally,
universities and educational institutions were closed, prompting
a rapid digital transition in the education system [3,4]. The
increase in indoor time since the pandemic has likely induced
a concurrent increase in screen time [5,6]. Throughout the
pandemic, social distancing and economic hardships restricted
daily activities and social interactions, negatively impacting
individuals’ mental health worldwide [7,8]. Among preschool
children, psychological resilience has been identified as a factor
that amplifies the positive outcomes associated with the use of
digital technologies [9]. The need for discussing how the
utilization of digital technologies evolves in response to mental
health changes brought about by the pandemic is increasingly
evident. In such circumstances, specific focus is placed on the
increased screen time of adolescents, due to the association with
adolescent depression and mental health [10,11]. Global
guidelines, such as Canada’s 24-Hour Movement Guidelines
for Children and Youth, recommend limiting recreational screen
time to 2 hours or less per day, highlighting the potential risks
of excessive screen use [12]. With the onset of the COVID-19
pandemic, there is growing global attention to screen time
among adolescents.

In South Korea, concerns about excessive screen time among
adolescents predate the pandemic. The “Shutdown Law,”
implemented in 2011, restricted web-based gaming for those
younger than 16 years old during late-night hours to prevent
gaming addiction but was abolished in 2021 [13]. A recent study
highlighted a significant increase in screen time among Korean
adolescents, with teenagers spending an average of 303.66
minutes daily during the pandemic, a substantial rise from
133.24 minutes in the prepandemic period [14]. The screen time

of adolescents appears to be influenced by their family structure,
likely due to variations in parental monitoring, restrictions on
screen use, and the promotion of outdoor activities [15].
However, studies on this topic are limited by small sample sizes,
a narrow focus on specific family structures, and a lack of
consideration for the significant changes brought about by the
COVID-19 pandemic [15,16]. This underscores the need for a
comprehensive analysis of long-term trends in adolescent screen
time, particularly about diverse family structures, both before
and during the pandemic.

Therefore, this study investigated the 15-year trends in
adolescent screen time and potential risk factors based on family
structures, using a nationwide dataset of Korean adolescents
surveyed between 2008 and 2022. The primary aim of this study
was to assess the changes in adolescent screen time trends and
associated risk factors in each family structure since the onset
of the pandemic.

Methods

Study Design and Population
This study used the Korea Youth Risk Behavior Web-Based
Survey (KYRBS). KYRBS is a large-scale, nationwide survey
covering health-related behaviors of Korean adolescents [17].
The KYRBS is designed to collect data from middle and high
school students (grades 7 to 12) aged 12 to 18 years enrolled in
public and private schools throughout South Korea. To achieve
national representativeness, the survey uses a stratified,
multistage cluster sampling approach [18]. Schools are chosen
as the primary sampling units based on regional and school-type
stratifications, followed by a random selection of classes within
these schools [18]. This methodology ensures a balanced
representation of students from both urban and rural areas.
Administered annually by the Korea Disease Control and
Prevention Agency, the survey has consistently maintained an
average response rate of 95.7% over the past 15 years. Students
voluntarily completed a web-based anonymous questionnaire
following a standardized protocol in a computer lab in each
school [19].

To ensure the data’s representativeness, sampling weights were
determined and applied. The weighting process considers the
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probability of selection at each stage of sampling (schools and
classes), adjusts for nonresponse, and incorporates
poststratification adjustments to align with the overall student
population distributions by grade, sex, and school type for each
survey year. To avoid overrepresentation, extreme weights were
capped using interquartile range techniques. These adjustments
ensure that the results reliably represent the health behaviors of
the adolescent population across South Korea. In this study, an
initial cohort of 992,702 respondents completed the
questionnaires from 2008 to 2022. Following the exclusion of
participants with missing data, the final dataset comprised
836,972 samples (84.3% of the initial raw data). The exclusion
of missing data was conducted systematically to maintain dataset
robustness and minimize bias.

Ethical Considerations
The study protocol was approved by the Institutional Review
Board of the Korea Disease Control and Prevention Agency
(2014-06EXP-02-P-A), and all participants provided written
informed consent. Additionally, the study complied with the
Population Health Promotion Act 19 (117058) as mandated by
the Korean government. This study was conducted following
the principles of the Declaration of Helsinki.

Endpoints
We aimed to investigate trends in screen time and explore
associated risk factors, with a focus on the diverse family
structures of adolescents. The COVID-19 pandemic period was
defined as 2020-2022, starting with the first observed COVID-19
case in South Korea on January 20, 2020, and aligning with
widespread public health measures [20,21]. The prepandemic
years were grouped into 6-year intervals, each spanning two
consecutive years, as follows: 2008-2009, 2010-2011,
2012-2013, 2014-2015, 2016-2017, and 2018-2019. This
classification allows for a clear comparison of trends before and
during the pandemic.

Screen time was defined as the average daily time spent on the
internet or using smartphones for noneducational purposes.
Participants were asked: “What was your average daily internet
or smartphone use on weekdays in the past 30 days?” and “What
was your average daily internet or smartphone use on weekends
in the past 30 days?” The overall average screen time was
calculated by combining weekday and weekend use, weighted
to reflect their relative proportions within a week [19].

Family structures were categorized into 4 groups: nuclear family,
living with relatives, living alone, and orphanage. A nuclear
family was defined as adolescents living with one or both
parents, regardless of biological relationships. The “living with
relatives” category included adolescents residing with extended
family members, such as grandparents or uncles or aunts,
excluding parents. “Living alone” referred to those managing
households independently without the presence of any family
members. The “orphanage” category encompassed adolescents
living in child welfare facilities. These classifications are based
on established definitions in prior studies on family dynamics
and adolescent health [22].

Covariate Definitions
A total of 11 covariates were included in the analytical models:
sex, BMI group (underweight, normal, overweight, and obese),
grade (7th to 9th [middle-school] and 10th to 12th
[high-school]), region of residence (urban and rural) [23,24],
smoking status, alcoholic consumption, school performance
(low, middle-low, middle, middle-high, and high), sexual
experience, physical activity frequency (lower activity, moderate
activity, and higher activity), sadness and despair, and highest
education level of parents (high school or lower and college or
higher). BMI was calculated using self-reported height and
weight data. Conforming to the 2017 Korean National Growth
Charts, BMI was categorized into the following four groups:
underweight (<5%), normal (5% to 84 %), overweight (85% to
94%), and obese (≥95%) [19]. School performance was
categorized into the following five groups according to the
self-reports of students: low (<20%), middle-low (20% to 39%),
middle (40% to 59%), middle-high (60% to 79%), and high
(≥80%). Physical activity frequency was classified into the
following three groups based on the engagement in vigorous
aerobic and resistance training more than three days per week:
lower activity (neither activity is done for more than three days
per week), moderate activity (either one activity), and higher
activity (both activities). The definitions of variables were
extracted from peer-reviewed literature [19].

Statistical Analysis
We used a weighted linear regression model to compute β
coefficient and β difference (βdiff) along with a 95% CI [25].
This strategy was selected for trend analysis and associated
factor analysis. In the analysis of screen time trends, the β
coefficient expressed the annual trend of screen time among
adolescents in prepandemic or pandemic. βdiff was used to
indicate the trend difference between the divided year groups
based on the onset of the pandemic. In the analysis of screen
time-associated factors, the β coefficient represents the
correlation between screen time and each biological, social, and
familial factor. βdiff was also used to reveal the difference in
correlation between the year groups divided by the onset of the
pandemic. In addition, the associations between screen time
and each variable were recalculated after adjusting for potential
influencing factors, including age, sex, BMI group, grade, region
of residence, smoking status, alcoholic consumption, school
performance, sexual experience, physical activity frequency,
sadness and despair, and highest education level of parents.
Statistical significance, as applied in all the above analyses, was
determined by a 2-sided P value less than .05. Statistical analysis
in this study was conducted using SAS software (version 9.4;
SAS Institute Inc).

Results

This study was conducted using KYRBS spanning from 2008
to 2022. A total of 836,972 individuals (n=403,456, 48.20%
women) with an average age of 15.01 (SD 1.75) years were
finally selected for the analysis following the missing data
handling. Baseline characteristics of the raw data are indicated
in Table 1.
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Table 1. General characteristics of participants in KYRBSa, 2008-2022 (n=836,972).

PandemicPrepandemicTotal

2020-20222018-20192016-20172014-20152012-20132010-20112008-2009

159,410
(19.05)

101,771
(12.16)

115,169
(13.76)

109,654
(13.1)

111,432
(13.31)

121,079
(14.47)

118,457
(14.15)

836,972 (100)Overall, n (%)

15.10 (1.74)15.00 (1.78)15.00 (1.74)14.95 (1.75)14.90 (1.76)15.08 (1.75)15.03 (1.75)15.01 (1.75)Age (years), mean (SD)

Sex, n (%)

81,688 (51.24)51,467
(50.57)

58,685
(50.96)

56,442
(51.47)

58,694
(52.67)

63,168
(52.17)

63,372
(53.5)

433,516 (51.8)Men

77,722 (48.76)50,304
(49.43)

56,484
(49.04)

53,212
(48.53)

52,738
(47.33)

57,911
(47.83)

55,085
(46.5)

403,456 (48.2)Women

BMI groupb, n (%)

12,535 (7.86)6850 (6.73)7972 (6.92)8390 (7.65)8649 (7.76)10,485
(8.66)

10,586
(8.94)

65,467 (7.82)Underweight

107,264
(67.29)

71,846
(70.6)

82,875
(71.96)

81,264
(74.11)

83,935
(75.32)

91,583
(75.64)

89,246
(75.34)

608,013
(72.64)

Normal

15,420 (9.67)9315 (9.15)10,046
(8.72)

8849 (8.07)8496 (7.62)8428 (6.96)8068 (6.81)68,622 (8.2)Overweight

20,087 (12.6)10,875
(10.69)

10,878
(9.45)

7783 (7.1)7146 (6.41)6708 (5.54)6281 (5.3)69,758 (8.33)Obese

Grade, n (%)

28,812 (18.07)16,875
(16.58)

18,718
(16.25)

17,531
(15.99)

18,516
(16.62)

20,046
(16.56)

19,698
(16.63)

140,196
(16.75)

7th

28,826 (18.08)17,324
(17.02)

18,990
(16.49)

18,982
(17.31)

19,272
(17.29)

21,030
(17.37)

20,953
(17.69)

145,377
(17.37)

8th

28,302 (17.75)17,771
(17.46)

19,492
(16.92)

19,702
(17.97)

19,804
(17.77)

21,644
(17.88)

21,475
(18.13)

148,190
(17.71)

9th

25,396 (15.93)15,835
(15.56)

19,018
(16.51)

17,055
(15.55)

17,531
(15.73)

19,190
(15.85)

18,780
(15.85)

132,805
(15.87)

10th

25,143 (15.77)16,415
(16.13)

19,633
(17.05)

17,843
(16.27)

17,996
(16.15)

19,731
(16.3)

19,028
(16.06)

135,789
(16.22)

11th

22,931 (14.38)17,551
(17.25)

19,318
(16.77)

18,541
(16.91)

18,313
(16.43)

19,438
(16.05)

18,523
(15.64)

134,615
(16.08)

12th

Region of residence, n (%)

104,222
(65.38)

67,554
(66.38)

76,221
(66.18)

72,549
(66.16)

74,454
(66.82)

75,778
(62.59)

71,150
(60.06)

541,928
(64.75)

Urban

55,188 (34.62)34,217
(33.62)

38,948
(33.82)

37,105
(33.84)

36,978
(33.18)

45,301
(37.41)

47,307
(39.94)

295,044
(35.25)

Rural

Smoking status, n (%)

157,849
(99.02)

99,929
(98.19)

113,177
(98.27)

105,948
(96.62)

108,595
(97.45)

111,177
(91.82)

102,201
(86.28)

798,876
(95.45)

No

1561 (0.98)1842 (1.81)1992 (1.73)3706 (3.38)2837 (2.55)9902 (8.18)16,256
(13.72)

38,096 (4.55)Yes

Alcoholic consumption, n (%)

141,274
(88.62)

86,087
(84.59)

97,895 (85)91,744
(83.67)

91,157
(81.81)

94,937
(78.41)

90,006
(75.98)

693,100
(82.81)

No

18,136 (11.38)15,684
(15.41)

17,274 (15)17,910
(16.33)

20,275
(18.2)

26,142
(21.59)

28,451
(24.02)

143,872
(17.19)

Yes

School performancec, n (%)

15,648 (9.82)10,056
(9.88)

11,507
(9.99)

12,301
(11.22)

14,929
(13.4)

15,551
(12.84)

15,897
(13.42)

95,889 (11.46)Low
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PandemicPrepandemicTotal

2020-20222018-20192016-20172014-20152012-20132010-20112008-2009

35,685 (22.39)22,255
(21.87)

25,751
(22.36)

25,943
(23.66)

28,149
(25.26)

31,193
(25.76)

30,782
(25.99)

199,758
(23.87)

Middle-low

48,366 (30.34)29,891
(29.37)

32,783
(28.47)

30,137
(27.48)

29,912
(26.84)

32,365
(26.73)

31,917
(26.94)

235,371
(28.12)

Middle

39,391 (24.71)25,768
(25.32)

29,369
(25.5)

27,243
(24.84)

26,227
(23.54)

28,639
(23.65)

26,665
(22.51)

203,302
(24.29)

Middle-high

20,320 (12.75)13,801
(13.56)

15,759
(13.68)

14,030
(12.79)

12,215
(10.96)

13,331
(11.01)

13,196
(11.14)

102,652
(12.26)

High

Sexual experience, n (%)

151,177
(94.84)

96,079
(94.41)

109,715
(95.26)

104,074
(94.91)

98,844
(88.7)

97,202
(80.28)

93,933
(79.3)

751,024
(89.73)

No

8233 (5.16)5692 (5.59)5454 (4.74)5580 (5.09)12,588
(11.3)

23,877
(19.72)

24,524
(20.7)

85,948 (10.27)Yes

Physical activity frequencyd, n (%)

106,781
(66.99)

59,804
(58.76)

64,707
(56.18)

61,683
(56.25)

65,536
(58.81)

72,357
(59.76)

71,137
(60.05)

502,005
(59.98)

Lower activity

25,978 (16.3)25,261
(24.82)

31,667
(27.5)

30,540
(27.85)

30,804
(27.64)

32,204
(26.6)

31,427
(26.53)

207,881
(24.84)

Moderate activity

26,651 (16.72)16,706
(16.42)

18,795
(16.32)

17,431
(15.9)

15,092
(13.54)

16,518
(13.64)

15,893
(13.42)

127,086
(15.18)

Higher activity

Sadness and despair, n (%)

116,536 (73.1)73,455
(72.18)

86,103
(74.76)

81,804
(74.6)

76,928
(69.04)

77,976
(64.4)

72,615
(61.3)

585,417
(69.94)

No

42,874 (26.9)28,316
(27.82)

29,066
(25.24)

27,850
(25.4)

34,504
(30.96)

43,103
(35.6)

45,842
(38.7)

251,555
(30.06)

Yes

Highest educational level of parents, n (%)

81,305 (51)52,916 (52)67,515
(58.62)

60,585
(55.25)

55,905
(50.17)

56,851
(46.95)

49,612
(41.88)

424,689
(50.74)

High school or low-
er

78,105 (49)48,855 (48)47,654
(41.38)

49,069
(44.75)

55,527
(49.83)

64,228
(53.05)

68,845
(58.12)

412,283
(49.26)

College or higher

Family structure, n (%)

66,601 (41.78)40,550
(39.84)

52,794
(45.84)

52,840
(48.19)

50,829
(45.61)

64,799
(53.52)

67,622
(57.09)

396,035
(47.32)

Nuclear family

1640 (1.03)1269 (1.25)1729 (1.50)1843 (1.68)2328 (2.09)2862 (2.36)3160 (2.67)14,831 (1.77)Living with relatives

2375 (1.49)1322 (1.3)772 (0.67)611 (0.56)535 (0.48)629 (0.52)645 (0.54)6889 (0.82)Living alone

462 (0.29)327 (0.32)379 (0.33)417 (0.38)372 (0.33)431 (0.36)398 (0.34)2786 (0.33)Orphanage

aKYRBS: Korea Youth Risk Behavior Web-Based Survey.
bBMI was divided into four groups according to the 2017 Korean National Growth Charts: underweight (<5%), normal (5% to 84%), overweight (85%
to 94%), and obese (≥95%).
cSchool performance was divided into five groups: low (<20%), middle-low (20% to 39%), middle (40% to 59%), middle-high (60% to 79%), and high
(≥80%).
dPhysical activity frequency was divided into three groups based on the engagement in vigorous aerobic and resistance training more than three days
per week: lower activity (neither activity is done for more than three days per week), moderate activity (either one activity), and higher activity (both
activities).

The average weekly screen time and the trend change before
and during the pandemic for each demographic over 15 years
are exhibited in Multimedia Appendix 1 and Tables S1-S4 in
Multimedia Appendix 2. Particularly, the trend in average screen
time for each family structure is illustrated in Figure 1. Screen
time showed a consistent increase from 2008 to 2022. Starting

at 119.80 minutes per day (m/d; 95% CI 118.63-120.98) in
2008-2009, it temporarily decreased to 99.64 m/d (95% CI
98.45-100.83) in 2012-2013, then increased to 165.68 m/d (95%
CI 163.27-168.08) in 2016-2017, and finally reached 306.80
m/d (95% CI 304.30-309.30) in 2020-2022, reflecting a sharp
increase during the pandemic.
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Figure 1. Trends in weighted screen time among adolescents in South Korea by family type, 2008-2022.

The pandemic had a significant impact on screen time, as
detailed in Tables S1-S4 in Multimedia Appendix 2. The
analysis showed a modest increase in screen time during the
prepandemic period (β=8.06, 95% CI 7.74-8.39) and a
substantial rise during the pandemic (β=162.06, 95% CI
159.49-164.64), with a significant difference in growth rate
(βdiff=149.43, 95% CI 132.79-166.07). Among family structures,
students in orphanages exhibited the largest increase
(βdiff=221.90, 95% CI 159.62-284.17).

Table 2 highlights associations between screen time and
biological, social, and familial factors. Women (βdiff=74.91,
95% CI 71.52-78.30) and higher BMI (βdiff=2.11, 95% CI

0.80-3.42) were identified as significant biological
vulnerabilities. Among social factors, smoking (βdiff=79.09,
95% CI 63.13-95.06), alcohol consumption (βdiff=54.37, 95%
CI 50.40-58.35), and sexual experience (βdiff=46.73, 95% CI
40.78-52.68) had the strongest associations with increased screen
time. Academic achievement (βdiff=28.05, 95% CI
27.04-29.06]), rural residence (βdiff=–11.61, 95% CI –15.49 to
–7.73), sadness and despair (βdiff 10.71, 95% CI 8.34-13.07),
higher physical activity (βdiff=5.35, 95% CI 3.95-6.75), and
higher grade (βdiff=3.99, 95% CI 1.52-6.46) showed varying
impacts (Figures 2 and 3).
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Table 2. Factors associated with weighted average screen time among adolescents before and during the COVID-19 pandemic in KYRBSa.

Adjusted modelbUnadjusted modelFactors

βdiff (95% CI)Pandemic screen
time, β (95% CI)

Prepandemic screen
time, β (95% CI)

βdiff (95% CI)Pandemic screen
time, β (95% CI)

Prepandemic screen
time, β (95% CI)

Biological factors

Sex

1.00 (refer-
ence)

1.00 (reference)1.00 (reference)1.00 (reference)1.00 (reference)1.00 (reference)Men

74.91 (71.52

to 78.30)c
65.79 (62.63 to

68.95)c
–9.12 (–10.33 to

–7.90)c
66.69 (63.01 to

70.38)c
61.18 (57.75 to

64.62)c
–5.51 (–6.82 to

–4.19)c
Women

BMI groupd

1.00 (refer-
ence)

1.00 (reference)1.00 (reference)1.00 (reference)1.00 (reference)1.00 (reference)Under-
weight

2.11 (0.80 to

3.42)c
5.62 (4.40 to 6.85)c3.51 (3.04 to 3.98)c–2.52 (–3.90 to

–1.13)c
2.61 (1.31 to 3.91)c5.13 (4.65 to 5.61)cObese

Social factors

Grade

1.00 (refer-
ence)

1.00 (reference)1.00 (reference)1.00 (reference)1.00 (reference)1.00 (reference)7th

3.99 (1.52 to

6.46)c
–1.66 (–4.04 to 0.72)–5.65 (–6.31 to

–4.98)c
9.52 (8.24 to

10.81)c
9.43 (8.18 to 10.68)c–0.09 (–0.40 to 0.22)12th

Region of residence

1.00 (refer-
ence)

1.00 (reference)1.00 (reference)1.00 (reference)1.00 (reference)1.00 (reference)Rural

–11.61
(–15.49 to

–7.73)c

–10.53 (–14.22 to

–6.84)c
1.08 (–0.13 to 2.29)–15.41 (–20.41 to

–10.41)c
–16.20 (–21.03 to

–11.38)c
–0.79 (–2.09 to 0.51)Urban

Smoking status

1.00 (refer-
ence)

1.00 (reference)1.00 (reference)1.00 (reference)1.00 (reference)1.00 (reference)No

79.09 (63.13

to 95.06)c
85.55 (69.70 to

101.41)c
6.46 (4.55 to 8.38)c165.39 (148.99 to

181.79)c
174.49 (158.20 to

190.79)c
9.10 (7.27 to 10.93)cYes

Alcoholic consumption

1.00 (refer-
ence)

1.00 (reference)1.00 (reference)1.00 (reference)1.00 (reference)1.00 (reference)No

54.37 (50.40

to 58.35)c
68.26 (64.42 to

72.10)c
13.89 (12.85 to

14.93)c
81.01 (76.60 to

85.42)c
95.80 (91.51 to

100.08)c
14.79 (13.75 to

15.83)c
Yes

School performancee

1.00 (refer-
ence)

1.00 (reference)1.00 (reference)1.00 (reference)1.00 (reference)1.00 (reference)Low

28.05 (27.04

to 29.06)c
37.34 (36.38 to

38.30)c
9.29 (8.97 to 9.60)c33.18 (32.14 to

34.23)c
43.33 (42.33 to

44.33)c
10.15 (9.84 to 10.46)cHigh

Sexual experience

1.00 (refer-
ence)

1.00 (reference)1.00 (reference)1.00 (reference)1.00 (reference)1.00 (reference)No

46.73 (40.78

to 52.68)c
47.65 (41.83 to

53.47)c
0.92 (–0.30 to 2.14)88.84 (82.40 to

95.28)c
88.53 (82.21 to

94.86)c
–0.31 (–1.55 to 0.94)Yes

Physical activity frequencyf
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Adjusted modelbUnadjusted modelFactors

βdiff (95% CI)Pandemic screen
time, β (95% CI)

Prepandemic screen
time, β (95% CI)

βdiff (95% CI)Pandemic screen
time, β (95% CI)

Prepandemic screen
time, β (95% CI)

1.00 (refer-
ence)

1.00 (reference)1.00 (reference)1.00 (reference)1.00 (reference)1.00 (reference)Lower ac-
tivity

5.35 (3.95 to

6.75)c
–2.02 (–3.34 to

–0.71)c
–7.37 (–7.84 to

–6.91)c
–7.74 (–9.30 to

–6.17)c
–11.69 (–13.17 to

–10.22)c
–3.96 (–4.47 to

–3.44)c
Higher ac-
tivity

Sadness and despair

1.00 (refer-
ence)

1.00 (reference)1.00 (reference)1.00 (reference)1.00 (reference)1.00 (reference)No

10.71 (8.34 to

13.07)c
18.55 (16.29 to

20.80)c
7.84 (7.11 to 8.57)c37.10 (34.58 to

39.62)c
44.01 (41.61 to

46.42)c
6.91 (6.17 to 7.66)cYes

Familial factor

Highest education level of parents

1.00 (refer-
ence)

1.00 (reference)1.00 (reference)1.00 (reference)1.00 (reference)1.00 (reference)High
school or
lower

–15.10
(–17.36 to

–12.83)c

–26.31 (–28.45 to

–24.17)c
–11.22 (–11.97 to

–10.46)c
–27.43 (–29.81 to

–25.06)c
–41.55 (–43.79 to

–39.30)c
–14.11 (–14.88 to

–13.34)c
College or
higher

aKYRBS: Korea Youth Risk Behavior Web-Based Survey.
bAdjustment for age, sex, BMI group, grade, region of residence, smoking status, alcoholic consumption, school performance, sexual experience,
physical activity frequency, sadness and despair, and highest education level of parents.
cIndicate a significant difference (P<.05).
dBMI was divided into four groups according to the 2017 Korean National Growth Charts: underweight (<5%), normal (5% to 84%), overweight (85%
to 94%), and obese (≥95%). BMI was calculated as weight in kilograms divided by height in meters squared.
eSchool performance was divided into five groups: low (<20%), middle-low (20% to 39%), middle (40% to 59%), middle-high (60% to 79%), and high
(≥80%).
fPhysical activity frequency was divided into three groups based on the engagement in vigorous aerobic and resistance training more than three days
per week: lower activity (neither activity is done for more than three days per week), moderate activity (either one activity), and higher activity (both
activities).

Figure 2. β differences of biological and familial factors in weighted average screen time among adolescents before and during the COVID-19 pandemic
in KYRBS. KYRBS: Korea Youth Risk Behavior Web-Based Survey.
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Figure 3. β differences of social factors in weighted average screen time among adolescents before and during the COVID-19 pandemic in KYRBS.
KYRBS: Korea Youth Risk Behavior Web-Based Survey.

Adjusted models presented in Tables S5-S8 in Multimedia
Appendix 2 explored associations across family structures.
Before the pandemic, men in nuclear families (β=–10.50, 95%
CI –11.92 to –9.08) and those living with relatives (β=–15.14,
95% CI –21.58 to –8.71) had lower screen time. In contrast,
women living alone (β=14.80, 95% CI 3.57-26.03) showed
higher screen time. During the pandemic, screen time
significantly increased for women across all family structures:

nuclear families (βdiff=74.14, 95% CI 70.21-78.07), living with
relatives (βdiff 117.79, 95% CI 91.28-144.30), living alone (βdiff

40.80, 95% CI 9.77-71.83), and in orphanages (βdiff 105.50,
95% CI 25.74-185.26; Figure 3).
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Discussion

Key Findings
This study stands out as the initial comprehensive long-term
trend analysis of adolescent screen time and associated factors
across various family structures, encompassing the COVID-19
era (Figure 4). There was an overall increase in screen time
from 2008 to 2022. Specifically, throughout the pandemic
spanning from 2020 to 2022, there was a substantial increase
in adolescent screen time compared to the prepandemic. Among
various family structures, students within the orphanage group

exhibited the most significant increase in screen time since the
pandemic onset. All examined factors exhibited statistically
significant alterations in their association with adolescent screen
time during the pandemic. Particularly, stratified by family
structure, it was consistently observed that women had more
vulnerability to increased screen time during the pandemic
regardless of family structure. Meanwhile, the nuclear family
group showed distinctive screen time-associated factors,
including grade, region of residence, physical activity frequency,
sadness and despair, and highest education level of parents,
which were not present in the other family groups.

Figure 4. Graphical conclusion.

Comparison With Previous Studies
Earlier investigations have predominantly focused on the
changes in adolescent screen time trends during the COVID-19
pandemic. Studies conducted in countries such as Canada
(n=29,027), Germany (n=1711), the United States (n=5412),
China (n=1680), and South Korea (n=913,191) consistently
reported significant increases in screen time following the onset
of the pandemic [14,26-28]. Many of these studies also
examined factors influencing screen time, including depression
and mental health [10,11]. However, most were limited by
relatively small sample sizes, restricted age ranges of
participants, or insufficient analysis of trends across specific
demographic subgroups, such as those defined by family
structure [26-29].

Additionally, while existing studies from Norway (n=4509) and
France (n=3720) have explored the association between
adolescent screen time and family structure, they often lack
diversity in the types of family structures considered and fail
to account for the profound shifts introduced by the pandemic
[15,16]. These limitations highlight the importance of
considering a wider range of family structures and the influence
of contextual factors like the pandemic when analyzing screen
time trends [27,28].

In contrast, this study addresses these gaps by analyzing a
significantly larger sample size (n=836,972) collected over 15
years, allowing for a more robust examination of long-term
trends. Furthermore, the stratification of adolescents by diverse
family structures—nuclear families, living with relatives, living
alone, and orphanages—enables a unique comparative analysis
of disparities in screen time trends across these groups. This
approach not only provides a more comprehensive understanding
of the changes in adolescent screen time but also sheds light on
the distinct risk factors associated with different family
structures during the pandemic.

Plausible Mechanism
The overall elevation in average screen time of adolescents
spanning from 2008 to 2022 could be elucidated by the rise in
smartphone penetration among adolescents. The prevalence of
smartphones among adolescents in South Korea increased by
15.3%, rising from 79.3% in 2015 to 94.6% in 2022 [30]. This
upward trend would have played a role in the elevation of screen
time among Korean adolescents over the 15 years. Particularly,
a substantial increase in screen time with the onset of the
pandemic is likely due to the increased duration of indoor
activities. During the pandemic, there was an increase in time
spent indoors at home and a decrease in outdoor activities,
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including walking, cycling, and commuting [31]. Students were
restricted from the absence of the school community covering
a range of cultural, sports, social, and emotional experiences.
Instead, there was an increase in internet use time for video
watching and gaming with the onset of the pandemic, suggesting
an influence on the rapid rise in screen time [32].
Fundamentally, the rise in screen time could be attributed to
the shift in the pandemic lifestyles of students: decreased
outdoor activities and various web-based engagements.

Across all family structures, a marked increase in screen time
was evident following the pandemic. However, there was a
specific increase in screen time among students belonging to
the orphanage group. This suggests a potential influence of the
presence of parents or relatives on screen time during the
pandemic. The Royal College of Paediatrics and Child Health
emphasized the significance of the roles of guardians in
managing adolescent screen time. They recommended careful
parental consideration when introducing technology to
adolescents and setting individualized regulations for their
screen time [16]. This detailed assistance, initially inadequate
for the orphanage group, became further deficient during the
pandemic due to the obstruction of support from teachers in
schools. It is likely to have contributed to the substantial screen
time adjustment failure observed in the orphanage group.

We analyzed the association between various biological, social,
and familial factors and screen time according to the family
structure. Among the diverse family structures, the nuclear
family group exhibited several unique screen time-associated
factors from the onset of the pandemic that were not observed
in other family structures. In particular, the region of residence
indicated that students residing in urban regions were less
susceptible to increased screen time during the pandemic
compared to their counterparts in rural regions. This finding is
likely linked to parental abilities associated with the region of
residence. Parents have been identified as having heightened
concerns related to screen-related risks, such as cyberbullying
and exposure to inappropriate or harmful content [33]. The
perceived difference in screen time between regions is likely
because parents residing in urban regions exhibited higher levels
of parenting compared to those living in rural regions [34].
Particularly, the increase in indoor time during the pandemic
induced an increase in the time spent with parents, indicating
an intensified influence of parenting on adolescents. Therefore,
it may be that students residing in urban regions were less
vulnerable to increased screen time during the pandemic than
students residing in rural regions.

Clinical and Policy Implications
This study offers a reminder of the recent rapid increase in
screen time among adolescents. Considering the rise in screen
time since the pandemic, it is imperative for clinical
professionals and policymakers to promptly propose relevant
regulation solutions. As a noticeable increase in screen time has
been observed among adolescents belonging to the orphanage
group following the pandemic, officials should implement more
intensive management strategies for this particular group.
Heightened management is also required for women adolescents,
who exhibited vulnerability to increased screen time across all

family structures during the pandemic. We additionally suggest
the development of a customized screen time management
strategy tailored to the specific family structures of each
adolescent. Providing individualized solutions targeting the risk
factors associated with each family structure can contribute to
a more effective reduction in screen time. Specifically, focusing
on the distinct risk factors (grade, region of residence, physical
activity frequency, sadness and despair, and highest education
level of parents) within the nuclear family group could prompt
targeted management strategies for this particular cohort. Given
the physical and mental health and socioemotional well-being
concerns associated with excessive screen time [10,35,36],
appropriate efforts from clinical, social, and political
professionals are needed to normalize the rapidly increased
screen time among adolescents since the pandemic. To address
this, it is essential to expand international health expenditure
for pandemic response and preparedness [37]. Thus, securing
long-term and sustainable funding is crucial to address the rise
in adolescents’ digital device use and the associated mental
health challenges [38].

In particular, investments in digital education programs,
enhanced mental health services, and community support
networks are vital to mitigate the physical and mental health
impacts of increased screen time among adolescents during the
pandemic. Additionally, policy and educational initiatives should
focus on leveraging the already identified positive aspects of
increased screen time during restricted social interactions, such
as its potential for information exchange, education, and
communication [39]. Pandemic response funds should be
prioritized to address these issues and support adolescents in
growing up in a healthy digital environment. Appropriate
allocation of funds and policy support will play a critical role
in addressing the challenges of increased adolescent screen time
and alleviating health disparities exacerbated by the pandemic.

Limitations
This study has several limitations. First, variations in survey
questions from 2008 to 2022 affected data comparability.
Specifically, while smartphone use time was the focus in 2017
and from 2020 to 2022, other years emphasized internet use
time, excluding total screen time such as television viewing.
Nevertheless, to the best of our knowledge, this is the first study
to analyze long-term data spanning 15 years, providing
comprehensive insights into prepandemic and pandemic-era
trends in adolescent screen time. Second, the self-response
methodology in KYRBS may not fully reflect the characteristics
of the actual population. However, KYRBS has been historically
acknowledged as a credible dataset [40,41], and the
weight-based analysis conducted with over 800,000 survey
respondents further enhances the representativeness and validity
of the screen time trends observed in this study. Third, this study
is limited to Korean adolescents, restricting its representation
of global trends. Despite this, the focus on a specific
demographic allowed us to examine the nuanced relationships
between screen time and family structures in the Korean context,
providing insights relevant to similar societies. Finally, the
cross-sectional design prevents establishing causal relationships
between screen time and associated factors, highlighting the
need for longitudinal and comprehensive studies. However, the

JMIR Public Health Surveill 2025 | vol. 11 | e57962 | p.569https://publichealth.jmir.org/2025/1/e57962
(page number not for citation purposes)

Kim et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


study emphasizes the need for longitudinal research and offers
a foundational understanding of screen time trends and
influencing factors across diverse family structures.

Conclusions
This study examined adolescent screen time trends from 2008
to 2022 across various family structures, revealing a consistent
increase over time, with the steepest rise observed during the
COVID-19 pandemic. Screen time patterns varied significantly
by family structure, with orphaned adolescents experiencing
the most pronounced increase, while other groups, such as those

in nuclear families, also showed distinct trends influenced by
factors like parental education and region of residence. These
findings underscore the importance of tailored interventions,
including family-type–specific workshops, institutional
programs, and digital literacy resources, to address the diverse
needs of adolescents. Reducing regional disparities and
promoting alternative activities are also critical for mitigating
the negative impacts of excessive screen time. Future research
on broader structural and cultural influences on digital
engagement is necessary to develop comprehensive and
sustainable strategies for managing adolescent screen time.
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Abstract

Background: The long-term economic impact of frailty measured at the beginning of elderhood is unknown.

Objective: The objective of our study was to examine the association between an individual’s frailty index at 66 years of age
and their health care costs and utilization over 10 years.

Methods: This retrospective cohort study included 215,887 Koreans who participated in the National Screening Program for
Transitional Ages at 66 years of age between 2007‐2009. Frailty was categorized using a 39-item deficit accumulation frailty
index: robust (<0.15), prefrail (0.15‐0.24), and frail (≥0.25). The primary outcome was total health care cost, while the secondary
outcomes were inpatient and outpatient health care costs, inpatient days, and number of outpatient visits. Generalized estimating
equations with a gamma distribution and identity link function were used to investigate the association between the frailty index
and health care costs and utilization until December 31, 2019.

Results: The study population included 53.3% (n=115,113) women, 32.9% (n=71,082) with prefrailty, and 9.7% (n=21,010)
with frailty. The frailty level at 66 years of age was associated with higher cumulative total costs (robust to frail: $19,815 to
$28.281; P<.001), inpatient costs (US $11,189 to US $16,627; P<.001), and outpatient costs (US $8,625 to US $11,654; P<.001)
over the next 10 years. In the robust group, a one-year increase in age was associated with increased total health care costs (mean
change per beneficiary per year: US $206.2; SE: $1.2; P<.001), inpatient costs (US $126.8; SE: $1.0; P<.001), and outpatient
costs (US $74.4; SE: $0.4; P<.001). In the frail group, the increase in total health care costs was greater compared to the robust
group (difference in mean cost per beneficiary per year: US $120.9; SE: $5.3; P<.001), inpatient costs (US $102.8; SE: $5.22;
P<.001), and outpatient costs (US $15.6; SE: $1.5; P<.001). Similar results were observed for health care utilization (P<.001).
Among the robust group, a one-year increase in age was associated with increased inpatient days (mean change per beneficiary
per year: 0.9 d; P<.001) and outpatient visits (2.1 visits; P<.001). In the frail group, inpatient days increased annually compared
to the robust group (difference in the mean inpatient days per beneficiary per year: 1.5 d; P<.001), while outpatient visits increased
to a lesser extent (difference in the mean outpatient visits per beneficiary per year: −0.2 visits; P<.001).

Conclusions: Our study demonstrates the potential utility of assessing frailty at 66 years of age in identifying older adults who
are more likely to incur high health care costs and utilize health care services over the subsequent 10 years. The long-term high
health care costs and utilization associated with frailty and prefrailty warrants public health strategies to prevent and manage
frailty in aging populations.

(JMIR Public Health Surveill 2025;11:e50026)   doi:10.2196/50026
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Introduction

Health care systems face the challenge of managing increasing
health care costs in aging populations [1,2]. South Korea
experiences one of the fastest rates of population aging in the
world, with 40% of its population expected to be aged over 65
years by 2050 [3]. The country is already experiencing a deficit
in health insurance budget [4]. Proactive identification of
individuals who are likely to incur high health care costs and
utilization is critical for developing strategies to control health
care expenditures in the aging society.

Frailty is defined by a decline in physiological reserves across
multiple organ systems, leading to increased susceptibility to
poor health outcomes following stressors [5]. Previous studies
have found that frailty was associated with increased health care
costs and utilization [6-10]. Moreover, individuals with frailty
accounted for 43.9% of preventable health care expenditures
[11]. One of the established models for measuring frailty is the
deficit accumulation frailty model, expressed as a frailty index
(FI), which is calculated by dividing the number of deficits
present by the total number of deficits considered [12,13]. The
FI can range from 0 to 1, with higher scores indicating greater
frailty [13]. It can be derived from an existing database that
contains information on standardized health assessments.

Since 2007, all Koreans who turn 66 years old have been invited
to participate in a comprehensive health evaluation as part of
the National Screening Program for Transitional Ages at
government-approved clinics, hospitals, and public health
facilities [14]. This examination assesses lifestyle, medical
history, functional status, and laboratory tests, providing data
to quantify a deficit accumulation FI on a national level. We
have recently shown that higher FI scores at age 66 were
associated with faster development of age-related chronic
diseases over the subsequent 10 years among nearly 1 million
Koreans [15]. The availability of standardized health
assessments through the National Screening Program for
Transitional Ages provides a unique opportunity to identify the
FI across a large cohort. However, it is uncertain whether the
FI at age 66 can predict long-term health care costs and
utilization.

We conducted a nationwide cohort study of Koreans who
participated in the National Screening Program for Transitional
Ages in 2007‐2009 to examine the association between the
FI at age 66 and subsequent health care costs and utilization
over 10 years. South Korea offers a unique context for research
in frailty due to its nationwide single-payer health insurance
system, which ensures both universal coverage, and provides
detailed and standardized claims data for the entire population.
This system facilitates long-term follow-up of health care costs
and utilization, enabling population-level analyses that are rarely
feasible in other health care settings. In this study, we
hypothesized that a higher FI at age 66 would be associated

with a greater increase in health care costs and utilization over
10 years.

Methods

Data Sources
We accessed the National Screening Program for Transitional
Ages database (2007‐2009), which was linked to the Korean
National Health Insurance database (2004‐2019), through the
Korean National Health Insurance Corporation research
program. The dataset included a 35% (n=435,572) random
sample of adults who reached the age of 66 years between
2007-2009. The screening program database includes
information on lifestyle indicators, medical history, functional
status, and laboratory measurements. The Korean National
Health Insurance database includes ICD-10 diagnostic codes,
sociodemographic variables, health service claims, health care
utilization, and long-term care insurance claims [16].

Study Population
We included individuals with complete sociodemographic
information who participated in the screening program
(n=222,480) through the 435,572 enrollees of the Korean
National Health Insurance aged 66 years between 2007‐2009.
We excluded those with (1) duplicate records (n=1460), (2)
insufficient data (<80% of the necessary items) for calculating
frailty (n=5119), or (3) death within the month of examination
or the month following the examination (n=14). Our final cohort
included 215,887 enrollees (Figure S1 in Multimedia Appendix
1). This cohort included both community-dwelling older adults
and long-term care residents.

Measurement of Frailty and Other Characteristics
The detailed procedure for constructing the FI has been
described previously [15]. Briefly, we followed the standard
procedure established by Searle et al [17]. The variables were
selected as health deficits if they met the following criteria: (1)
associated with health status, (2) prevalence increased with age,
(3) did not saturate too early, and (4) covered a range of organ
systems. We calculated the FI (range: 0 to 1; higher scores
indicated greater frailty) based on 39 health-deficit items in the
following health domains: medical history (15 items), biometric
or laboratory measures (8 items), physical health (2 items),
psychological health (8 items), and disability (6 items) (the
definition of each item is provided in Table S1 in Multimedia
Appendix 1) [15]. Frailty categories were defined using the
previously used cut off points [15,18,19]: robust (<0.15), prefrail
(0.15 to <0.25), and frail (≥0.25). We also assessed the presence
of chronic conditions using ICD-10 diagnosis codes (ie, 1
inpatient or 2 outpatient diagnoses) from the previous year.
Additionally, the following characteristics were obtained from
the screening examination: sex, annual income level (quantiles),
insurance status (employee insurance, self-employed insurance,
or medical aid for low income), residential area (capital,
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metropolitan, or rural areas), and examination year (2007, 2008,
or 2009).

Outcome Measurements and Follow Up
The primary outcome was total health care costs per beneficiary
per year. These health care costs were the sum of
reimbursements from the Korean National Health Insurance
and beneficiaries’ cost-sharing for inpatient and outpatient care.
Secondary outcomes were inpatient costs, outpatient costs,
inpatient days, and the number of outpatient visits per
beneficiary per year. Follow up began on the day after the
screening examination and lasted until the following, depending
on whichever occurred earlier: date of death, 10 years from the
screening examination, or December 31, 2019. To account for
variations in inflation, we adjusted the costs to 2007 Korean
Won (KRW) using an annual conversion factor (converted into
US dollars at an exchange rate of 1 USD=1200 KRW). The
extreme cost values were truncated at the 1st and 99th
percentiles (ie, replacing values smaller than the 1st percentile
with the 1st percentile value, and values larger than the 99th
percentile with the 99th percentile).

Statistical Analysis

We used the χ2 test to compare baseline characteristics by frailty
category. The cumulative annual costs (total health care costs,
inpatient costs, and outpatient costs) were compared using
one-way ANOVA. Additionally, we compared the annual rates
of health care utilization (inpatient days and number of
outpatient visits) over 10 years, according to the frailty category.
To investigate the association between the FI at age 66 years
and health care costs and utilization over 10 years, generalized
estimating equations were applied with a gamma distribution
and the identity link function [20,21]. This was done to model
right-skewed and over-dispersed health care cost and utilization
data, accounting for repeated annual measures of costs and
utilization within each beneficiary. Subgroup analyses were
conducted by sex and by health insurance type. We tested the
homogeneity of the interaction term between time and frailty
categories across sex and health insurance type [22,23]. All
models were adjusted for sex, annual income, insurance status,
residential area, and examination years.

Yiτ=B0+B1∗Prefrailiτ+B2∗frailiτ+B3∗Timeiτ+B4∗Timeiτ∗Prefrailiτ+B5∗Timeiτ∗Frailiτ+B6∗Xi+eiτ

• YiT: Dependent variable for an individual participant i observed
for time T

• T=t–c; where time T is defined as year t minus the calendar
year in which an individual participant i underwent a medical

examination year Ci (2007, 2008, or 2009)

• Timet: Time in years [0 (67 years), 1 (68 years), 2 (69
years),…, 9 (76 years)]

• PrefrailiT: Dummy variable (1 for prefrail group, 0 otherwise)

• Xi: Independent variables

The analyses were performed using SAS Enterprise Guide
(version 7.15; SAS Institute,) and STATA (version 15; Stata
Corporation). A two-sided P-value <.05 was considered
statistically significant.

Ethical Considerations
This study was exempted from review by the Institutional
Review Board of Ajou University Health System
(AJIRB-MED-EXP-20‐127) as the data used in this study
were deidentified and secondary analysis was performed using
public data. No compensation was provided to the participants.

Results

The study population included 123,795 (57.3%) women, 71,082
individuals with prefrailty (32.9%), and 21,010 individuals with
frailty (9.7%) (Table 1). Individuals with greater frailty were
more likely to be women (robust vs frail: 44.8% vs 68.6%) and
medical aid recipients (robust vs frail: 1.8% vs 7.8%). Over the
10-years follow up, 20,189 (9.4%) individuals died. The survival
rate to age 76 years was higher in the robust group than in the
prefrail and frail groups (robust: 91.8%; pre-frail: 90.3%; frail:
85.2%) (Table S2 in Multimedia Appendix 1).

Figure 1 shows the cumulative health care costs over 10 years
by frailty category in individuals aged 66. Individuals in the
frail group incurred the highest cumulative total health care
costs (US $28,281), followed by the prefrail (US $23,793), and
robust groups (US $19,815; P<.001). Compared to the robust
group, the frail group was associated with higher cumulative
inpatient costs (US $11,189 vs US $16,627) and outpatient costs
(US $8,625 vs US $11,654) for the subsequent 10 years.
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Table . Characteristics of Korean adults who participated in the National Screening Program for Transitional Ages at 66 years of age.

P valuebFrailty categorya, n (%)Total (N=215,887), n
(%)

Characteristics

Frail (n=21,010)Prefrail (n=71,082)Robust (n=123,795)

<.001Gender

6604 (31.43)25,780 (36.27)68,390 (55.24)100,774 (46.68)    Men

14,406 (68.57)45,302 (63.73)55,405 (44.76)115,113 (53.32)    Women

<.001Annual income (US $)

4837 (23.02)14,525 (20.43)26,944 (21.77)46,306 (21.45)    Quartile 1 (lowest)

3221 (15.33)10,716 (15.08)19,065 (15.40)33,002 (15.29)    Quartile 2

5323 (25.34)18,624 (26.20)32,026 (25.87)55,973 (25.93)    Quartile 3

7629 (36.31)27,217 (38.29)45,760 (36.96)80,606 (37.34)    Quartile 4 (highest)

<.001Insurance status

6684 (31.81)22,880 (32.19)37,738 (30.48)67,302 (31.17)    Employee insurance

12,694 (60.42)45,492 (64.00)83,769 (67.67)141,955 (65.75)    Self-employed insur-
ance

1632 (7.77)2710 (3.81)2288 (1.85)6630 (3.07)    Medical aid for low
income

<.001Residential area

7812 (37.18)25,886 (36.42)44,030 (35.57)77,728 (36)    Capital area

5415 (25.77)17,487 (24.60)30,909 (24.97)53,811 (24.93)    Metropolitan area

7783 (37.04)27,709 (38.98)48,856 (39.47)84,348 (39.07)    Rural area

<.001Examination year

5735 (27.30)18,297 (25.74)29,875 (24.13)53,907 (24.97)    2007

8739 (41.59)29,050 (40.87)48,638 (39.29)86,427 (40.03)    2008

6536 (31.11)23,735 (33.39)45,282 (36.58)75,553 (35.00)    2009

aFrailty categories were defined as robust (frailty index <0.15, prefrail (0.15 to <0.25), and frail (≥0.25).
bP values were calculated using the χ2 test for categorical variables.

Figure 1. Cumulative growth in total health care costs according to frailty index at age 66 years (A) Robust; (B) Prefrail; (C) Frail categories. The
X-axis represents age (years) and the Y-axis represents cumulative total health care costs (US $). The pink area represents inpatient costs and blue area
represents outpatient costs.

Over a period of 10 years, the annual growth in total health care
costs, inpatient costs, and outpatient costs was greater in the
frail group than in the prefrail and robust groups (Figure 2).
Multivariable analyses (Table 2; Table S3 in Multimedia

Appendix 1) showed that the frail group had higher mean total
health care costs (difference: $827.2, SE: $20.0; P<.001),
inpatient costs ($432.2, SE: $16.3; P<.001), and outpatient costs
($395.0, SE: $7.9; P<.001) than the robust group at baseline.
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In the robust group, a one-year increase in age was associated
with increased total health care costs (mean change per
beneficiary per year: $206.2; SE: $1.2; P<.001), inpatient costs
($126.8; SE: $1.0; P<.001), and outpatient costs ($74.4; SE:
$0.4; P<.001). In the frail group, there were greater increases
in total health care costs each year compared to the robust group
(difference in the mean cost per beneficiary per year: $120.9;

SE: $5.3; P<.001), inpatient costs ($102.8; SE: $5.2; P<.001),
and outpatient costs ($15.6; SE: $1.5; P<.001). The prefrail
group had higher mean total health care costs, inpatient costs,
and outpatient costs than the robust group at baseline, with the
annual change per one-year increase in age falling between the
robust and frail groups (Table 2).

Figure 2. Trends in annual health care costs per beneficiary per year according to frailty index at age 66 years. The X-axis represents age (years) and
the Y-axis is annual health care costs per beneficiary per year ( US dollar). The navy diamond line represents frail individuals, the blue triangle line
represents pre-frail individuals, and the sky-blue square line represents robust individuals.

Table . Association between frailty at 66 years of age and annual health care costs and health care utilization over 10 years.a results of the generalized
estimating equations models that examined the association between frailty at 66 years of age and annual health care costs and health care utilization
over 10 years.

Number of outpatient
visits

Number of inpatient daysOutpatient costsInpatient costsTotal health care costsCharacteris-
tics

P valueβ (SE)P valueβ (SE)P valueβ (SE)P valueβ (SE)P valuecβ (SE)b

Frailty cate-

goryd

Ref.Ref.Ref.Ref.Ref.e    Robust

<.00116.7 (0)<.0011.7 (0)<.001180.6 (3.5)<.001169.4 (6.4)<.001354 (8.4)    Pre-frail

<.00136.0 (0.1)<.0015 (0)<.001395 (7.9)<.001432.2
(16.3)

<.001827.2 (20)    Frail

Year (Ref:
robust)

<.0012.1 (0)<.0010.9 (0)<.00174.4 (0.4)<.001126.8 (1)<.001206.2 (1.2)Per 1-year
increase

Year *
Frailty cate-
gory

<.0010.1 (0)<.0010.3 (0)<.00113.1 (0.7)<.00138.7 (2.1)<.00152 (2.4)    Year *
Prefrail

<.001-0.2 (0)<.0010.9 (0)<.00115.6 (1.5)<.001102.8 (5.2)<.001120.9 (5.3)    Year *
Frail

aGeneralized estimation equation models were used for the analysis. The models were adjusted for the examination year, sex, annual income, insurance
status, and residential area.
bβ (SE) represents the regression co-efficient (β) and its standard error (SE).
cP values indicate the significance level of the comparisons.
dFrailty categories were defined as robust (frailty index<0.15), pre-frail (0.15 to <0.25), and frail (≥0.25).
eRef. denotes the reference category used for comparisons.
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The examination of health care utilization over 10 years showed
that the frail group had a greater increase in inpatient days and
the outpatient visits over 10 years than the prefrail or robust
groups (Figure S2 and Figure S3 in Multimedia Appendix 1).
The frail group had a greater mean number of inpatient days (5
d; SE: 0 d; P<.001) and outpatient visits (36 visits; SE: 0.1;
P<.001) than the robust group at baseline (Table 2). In the robust
group, a one-year increase in age was associated with increases
in inpatient days (mean change per beneficiary per year: 0.9 d;
SE: 0 d; P<.001) and outpatient visits (mean change per
beneficiary per year: 2.1 visits; SE: 0 visits; P<.001). In the frail
group, the number of inpatient days increased more each year
compared to the robust group (difference in the mean inpatient
days per beneficiary per year: 0.9 d; SE: 0 d; P<.001), whereas
the number of outpatient visits increased to a lesser degree
(difference in the mean outpatient visits per beneficiary per
year: −0.2 visits; SE: 0 visits; P<.001). The prefrail group had
a greater mean number of inpatient days and outpatient visits
than the robust group at baseline, with more increases in both
inpatient days and outpatient visits annually (Table 2).

In subgroup analyses, men with frailty had a greater increase
in total health care costs than women with frailty
(P-for-interaction:<.001) (Table S4 in Multimedia Appendix
1). Frail people with low-income medical aid were more likely
to incur higher total health care costs than those with other
insurance types and frailty groups; however, the observed
difference was not significant (P-for-interaction: .74) (Table S5
in Multimedia Appendix 1).

Discussion

Principal Findings
Using a nationwide Korean cohort, we found that the frailty
level at 66 years of age was associated with higher health care
costs and health care utilization over the subsequent 10 years.
The growth in annual health care costs and health care
utilization, particularly inpatient days, was greater in individuals
with frailty than in prefrail or robust individuals. Furthermore,
prefrail individuals, who made up 32.9% of the population, had
higher health care costs and utilization than robust individuals.
Given the high prevalence of prefrailty and associated long-term
health care costs and utilization, our findings suggest the
importance of identifying frailty and prefrailty to control health
care costs and utilization in aging populations.

Our findings are consistent with previous studies demonstrating
that frailty is associated with increased use of health care
resources [24-26]. A population-based cohort study showed
that the association between frailty onset and increasing
self-reported health care costs was prominent in inpatient care
and informal nursing care [6]. A meta-analysis of 7 cohorts of
community-dwelling older adults found that health care costs
of prefrail and frail older adults were higher than robust
individuals [27]. In addition, those who were frail faced a greater
risk of hospitalization, skilled nursing facility stays [28,29],
emergency department visits [30], and institutionalization [31],
compared to robust individuals. Our study contributes to the
existing literature by examining 10-year trajectories of health
care costs and utilization in a nationally representative cohort

of Koreans aged 66 years. The choice of this time point in the
beginning of elderhood removes the effect of chronologic age
and emphasizes the importance of early identification,
prevention, and management of frailty and prefrailty. Early
identification can provide the opportunity to proactively address
the needs of these individuals to lower health care costs and
utilization in the future [32,33]. Frailty may be prevented or
delayed by interventions such as physical activity, nutrition,
and comprehensive geriatric assessment [34]. Therefore, by
linking frailty with long-term health care costs and utilization,
our findings expand the understanding of frailty’s economic
impact beyond short-term or disease-specific analyses
commonly found in the literature.

Previous research suggested that incorporating frailty into a
diagnosis-based model, such as the hierarchical condition
category method (which is used to predict Medicare health care
costs), may improve the accuracy of cost projections [35].
However, most prediction models for health care costs used in
Korea do not account for frailty [36]. Although health care cost
prediction models have been developed using the National
Screening Program for Transitional Ages database, they have
been designed for the entire population rather than specifically
for older adults [37]. Our findings suggest that frailty metrics
could enhance existing health care cost prediction models,
providing a more nuanced understanding of health care needs
in aging populations.

In our study, the associations between frailty and health care
costs and utilization were stronger in men than women. Li et al
[38] and colleagues found that frailty or worsening frailty had
a stronger association with increased hospitalization and
outpatient costs in men than in women. However, other studies
did not find an interaction between frailty and sex on
catastrophic health expenditures [39] or health care utilization
(outpatient visit, inpatient visit, and inpatient length of stay)
[40]. There are several explanations for higher health care costs
among frail men than among frail women in our study. Men are
generally more likely to develop serious health conditions that
can be costly to manage, such as coronary heart disease, cancer,
cerebrovascular disease, emphysema, cirrhosis of the liver,
kidney disease, and atherosclerosis [41]. In addition, men are
more likely to engage in risky health behaviors such as smoking
and drinking and may be less likely to seek health care services
for health issues, leading to delayed treatment [42]. These
findings suggest that taking into account the differences in health
risks and needs between frail men and frail women may help
to improve health outcomes and reduce costs in older adults.

Limitations
Our study had important limitations. First, we were unable to
assess costs and utilization of noncovered services including
the costs of outpatient prescription medications. Second,
selection bias is possible due to nonparticipation of otherwise
eligible individuals in the National Screening Program for
Transitional Ages and deaths, which may affect the longitudinal
cost trajectories. However, we previously reported no major
differences in characteristics between nonparticipants and
participants in the program [15]. Third, the association between
frailty and health care costs and utilization may be subject to
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the choice of frailty definitions. Both the deficit accumulation
FI and frailty phenotype have been associated with increased
health care costs in previous studies [8,43]. Fourth, causality
may not be inferred from our observational data. Finally, our
findings may not be generalizable to other countries with
different health care systems and financing structures.

Conclusion
Our study demonstrates the potential utility of assessing frailty
at 66 years of age to identify older adults who are more likely
to incur high health care costs and utilize health care services
in the subsequent 10 years. The long-term high health care costs
and utilization associated with frailty and prefrailty call for
public health approaches to prevent and manage frailty in aging
populations.
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Abstract

Background: The National Essential Public Health Service Package (NEPHSP) was launched in 2009 to tackle poor blood
pressure control in Chinese people with hypertension; however, it’s effect is still unclear.

Objective: In a retrospective population-based longitudinal study, we aimed to evaluate effect of the NEPHSP on blood pressure
control.

Methods: A total of 516,777 patients registered in the NEPHSP were included. The blood pressure control data were assessed
based on the Residence Health Record System dataset. We longitudinally evaluated the effects of the NEPHSP on blood pressure
control by analyzing changes in blood pressure at quarterly follow-ups. Both the degree and trend of the blood pressure changes
were analyzed. We conducted stratified analysis to explore effects of the NEPHSP on blood pressure control among subgroups
of participants with specific characteristics.

Results: The mean baseline systolic blood pressure (SBP) and diastolic blood pressure (DBP) were 147.12 (SD 19.88) mm Hg
and 85.11 (SD 11.79) mm Hg, respectively. The control rates of baseline SBP and DBP were 39.79% (205,630/516,777) and
69.21% (357,685/516,777). Compared to baseline, the mean SBP decreased in each quarter by 5.06 mm Hg (95% CI −5.11 to
−5.00; P<.001), 6.69 mm Hg (95% CI; −6.74 to −6.63; P<.001), 10.30 mm Hg (95% CI −10.34 to −10.23; P<.001), and 6.63
mm Hg (95% CI −6.68 to −6.57; P<.001). The SBP control rates increased in each quarter to 53.12% (274,493/516,777; β
coefficient=0.60, 95% CI 0.59-0.61; P<.001), 56.61% (292,537/516,777; β coefficient=0.76, 95% CI 0.75-0.77; P<.001), 63.4%
(327,648/516,777; β coefficient=1.08, 95% CI 1.07-1.09; P<.001), and 55.09% (284,711/516,777; β coefficient=0.69, 95% CI
0.68-0.70; P<.001). Compared to baseline, the mean DBP decreased in each quarter by 1.75 mm Hg (95% CI −1.79 to −1.72;
P<.001), 2.64 mm Hg (95% CI −2.68 to −2.61; P<.001), 4.20 mm Hg (95% CI −4.23 to −4.16; P<.001), and 2.64 mm Hg (95%
CI −2.68 to −2.61; P<.001). DBP control rates increased in each quarter to 78.11% (403,641/516,777; β coefficient=0.52, 95%
CI 0.51-0.53; P<.001), 80.32% (415,062/516,777; β coefficient=0.67, 95% CI 0.66-0.68; P<.001), 83.17% (429,829/516,777; β
coefficient=0.89, 95% CI 0.88-0.90; P<.001), and 79.47% (410,662/516,777; β coefficient=0.61, 95% CI 0.60-0.62; P<.001).
The older age group had a larger decrease in their mean SBP (β coefficient=0.87, 95% CI 0.85-0.90; P<.001) and a larger increase
in SBP control rates (β coefficient=0.054, 95% CI 0.051-0.058; P<.001). The participants with cardiovascular disease (CVD)
had a smaller decrease in their mean SBP (β coefficient=−0.38, 95% CI −0.41 to −0.35; P<.001) and smaller increase in SBP
control rates (β coefficient=−0.041, 95% CI −0.045 to −0.037; P<.001) compared to the blood pressure of participants without
CVD.

Conclusions: The NEPHSP was effective in improving blood pressure control of Chinese people with hypertension. Blood
pressure control of older individuals and those with CVD need to be intensified.

(JMIR Public Health Surveill 2025;11:e65783)   doi:10.2196/65783
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Introduction

The Global Burden of Disease Study reported that
cardiovascular diseases (CVDs) are the leading
noncommunicable disease contributing to the increase in
disease-adjusted life years in China [1-3]. Hypertension, the
major modifiable risk factor for CVDs, is prevalent in China
[4-12]. According to the data of a recent survey conducted
nationwide, the prevalence of hypertension was 54.7% among
Chinese adults over 18 years old, and reportedly, merely 60.1%
of Chinese adults with hypertension accepted antihypertensive
treatments [13]. The low hypertension treatment rate has led to
a suboptimal control of blood pressure among Chinese adults
with hypertension [13]. Merely 7.2% of Chinese adults with
hypertension had their blood pressures under control [13].

To tackle the poor hypertension control and growing burden of
CVDs, the Chinese government launched the National Essential
Public Health Service Package (NEPHSP) in 2009 [14]. The
NEPHSP was a set of public health services which were
available for all community-dwelling residents [14-18]. The
public health services contain 4 modules, which are screening,
monitoring, regular follow-up, and individualized interventions
for hypertension control. The 4 modules were provided by
primary health care professionals [14-18]. NEPHSP registration
has been continuously expanded since it was launched in 2009
[14,18]. A total of 109 million Chinese adults diagnosed with
hypertension registered with the NEPHSP from 2009 to 2019
[14]. The government investment increased from 15 to 84 RMB
(US $2.05 to US $11.46) per person annually [15,18]. Because
of the registration expansion and investment increase for the
NEPHSP, the proportion of Chinese adult with hypertension
who accepted antihypertensive treatment increased by 59.58%
from 2009 to 2019 [14,18].

Although the registration expansion and investment increase
for the NEPHSP improved the hypertension treatment rate, the
NEPHSP lacks quality-oriented evaluations, which leads to an
uncertainty whether the NEPHSP is effective for blood pressure
control [14-18]. Furthermore, research demonstrating the
effectiveness of the NEPHSP for blood pressure control in
Chinese adults with hypertension is lacking [14-18]. To fulfill

the research gap, this study aimed to explore effect of the
NEPHSP on blood pressures control of Chinese adult with
hypertension.

Methods

Study Design
This study was designed as longitudinal study to evaluate effect
of the NEPHSP intervention on blood pressure control. The
longitudinal study observed changes in the health status and
clinical indicators of individuals who accepted treatment in a
period of time, in order to explore the association between
treatment and disease control [19-22]. Longitudinal studies have
been commonly used in clinical research to evaluate the effects
of treatment [19-22]. In this longitudinal study, we repetitively
measured the blood pressure in participants who accepted
hypertension care services offered by the NEPHSP in each
quarter of 2023. All participants had a recorded blood pressure
measurement prior to joining the NEPHSP in 2022. With the
baseline outcomes in 2022 as the control, the degree and trend
of the blood pressure changes after receiving NEPHSP in 2023
were analyzed longitudinally.

The data in this study were extracted from the Residence Health
Record System, which is an electronic health record system
built to recording demographic and health information of people
registering with the NEPHSP [16,17]. This study used data of
the Residence Health Record System built in Jining City, which
is a national pilot city of the Chronic Disease Comprehensive
Prevention and Control programs and is located in eastern China.

Study Participants
We analyzed data from the NEPHSP participants from 1593
primary care institutions in the 9 districts in Jining City.
Eligibility criteria were (1) individuals registering with the
NEPHSP as a patient with hypertension, (2) individuals who
had baseline records of health examinations in 2022, (3)
individuals who accepted health care services offered by the
NEPHSP in 2023, and (4) individuals who had records for
quarterly follow-ups conducted in 2023. The flowchart of
participant inclusion is described in Figure 1.
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Figure 1. The flowchart of the participant inclusion. NEPHSP: National Essential Public Health Service Package.

Intervention
The NEPHSP was divided into 4 dimensions: screening, routine
follow-ups, individualized interventions, and annual health

examinations. The explicit flowchart of the NEPHSP is
described in Figure 2.
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Figure 2. Flowchart of the NEPHSP. NEPHSP: National Essential Public Health Service Package.

The screening was conducted at primary care institutions when
community residents had an appointment with primary health
care professionals. The criteria for a hypertension diagnosis
were a systolic blood pressure (SBP) over 140 mm Hg or a
diastolic blood pressure (DBP) over 90 mm Hg for 3 separate
measurements on different days. The residents were invited to
register with the NEPHSP if they were diagnosed with
hypertension.

The routine follow-up contained 5 facets: (1) assessing
emergency conditions, (2) evaluating hypertensive symptoms,
(3) measuring blood pressure, (4) evaluating healthy behaviors,
and (5) evaluating medication treatment regimens and
compliance. Assessing emergency conditions was the first part
of the routine follow-up. The participants would be referred to
secondary or tertiary care settings if there were emergency
conditions that were hard to tackle in primary care institutions.
If no emergency conditions were identified, the remaining parts
would be conducted. The regular follow-ups were provided
quarterly.

The individualized interventions contained 3 components:
medication treatment adjustment, referral channel to superior
medical institutions, and healthy behavior changes. According
to health conditions that were evaluated in the regular
follow-ups, primary care professionals would make decisions
on medication treatment adjustments for the participants. If the
health issues could not be handled in primary care settings, the
primary care professionals would transfer the patient to superior
medical institutions. The explicit processes and criteria of
medication treatment adjustment and referral were divided into
3 dimensions. First, if blood pressure was under control, there
were no adverse drug reactions, and there was not an occurrence
of comorbidities or an aggravation of comorbidities, the next

follow-up appointments were made for the participants. Second,
if blood pressures were uncontrolled or adverse drug reactions
were identified, the primary health care professionals would
adjust the antihypertensive medication regimens. The conditions
of the participants would be re-evaluated within 2 weeks. Third,
if the patients had refractory uncontrolled blood pressure,
adverse drug reactions that could not be tackled in primary care
settings, or an occurrence and aggravation of comorbidities, the
primary health care professionals would refer the participants
to secondary or tertiary care settings. The conditions of the
participants would be re-evaluated within 2 weeks.

Changes in health behavior were available for all participants,
and goal-setting was used to formulate their health behaviors.
The primary health care professionals developed shared goals
with the participants. The targets for changes in health behavior
included medication treatment compliance, dietary changes and
weight control, control of smoking and alcohol drinking, and
exercise engagement. The achievements of the health behavior
changes were evaluated at the routine follow-ups. Annual health
examinations were available for all patients. The health
examinations contained overall physical and bioclinical
examinations, as well as lifestyle and medication treatment
evaluations.

Outcome Variables
We evaluated the impact of the NEPHSP on blood pressure
control in Chinese patients with hypertension through changes
in SBP and DBP and changes in the control rates of SBP and
DBP. The control rates of SBP and DBP were the proportion
of study participants whose SBP and DBP values were in the
normal range, respectively. The normal range of SBP and DBP
in the Chinese hypertension guideline is defined as <140 mm
Hg and <90 mm Hg, respectively [23].
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We used the mean blood pressure values at baseline in 2022
and at 4 quarterly follow-up visits in 2023 to depict trends in
blood pressure for the patients before and after receiving the
NEPHSP services. The baseline values of SBP and DBP were
averaged by the blood pressure measurements of the health
examinations in 2022. The mean follow-up values of SBP and
DBP were averaged by blood pressure measurements of the
routine follow-ups. We extracted the blood pressure data from
the Residence Health Record System, which recorded the SBP
and DBP values measured in the annual health examinations
and the regular follow-ups of the NEPHSP participants.

Statistical Analysis
Baseline characteristics of the participants were statistically
described. The quantitative variables were described as mean
and SD, while categorical variables were described as counts
and percentage. The generalized estimating equation (GEE)
model was used to analyze the repetitively measured blood
pressure data that contained a continuous time variable [24].
The GEE model was capable of analyzing numerical and
categorical data that were repetitively measured [24]. Both the
trend and degree of the blood pressure changes were analyzed.
First, the variable of time was set as the continuous variable to
analyze the trend of the blood pressure changes in the GEE
models. Linear trend tests were conducted to examine whether
the changes in the blood pressure values with the continuous
time variation were linear. The linear trend test were reflected
by P for trend [25,26]. If the changes in the blood pressure
values for the continuous time variation were linear, we used
the coefficients of GEE models to reflect linear trends of blood
pressure changes. Second, we also set the variable of time as
the categorical variable to analyze the degree of blood pressure
changes in the GEE models. The baseline blood pressure values
in 2022 were chosen as the reference group. All statistical
analyses were carried out by R software version 4.0.4 (R Core
Team). The analysis was performed with 2-tailed tests at an α
level of .05.

The covariates were first selected based on evidence of previous
studies that had proven the factors that could impact blood
pressure [27-34]. Subsequently, we also conducted univariate
analyses to confirm whether the covariates had an impact on
blood pressure. The following participant characteristics were
adjusted as covariates: age, sex, BMI, waist circumference,

exercise engagement, alcohol drinking and smoking status,
fasting plasma glucose, total cholesterol, triglycerides, low
density lipoprotein, high density lipoprotein, baseline SBP and
DBP values, diagnosis of cardiovascular and renal diseases, and
duration since hypertension diagnosis. The results of univariate
analyses and corresponding information of each covariate in
the GEE models are described in Multimedia Appendix 1 and
Multimedia Appendix 2.

Sensitivity and Stratified Analyses
A series of stratified and sensitivity analyses were conducted
to identify whether the changes in blood pressure were different
by subgroup. The subgroups were predefined as an older age
group (≥65 years old) and younger age group (<65 years old),
a male group and female group, a CVD diagnosis group and no
CVD diagnosis group, and a baseline controlled SBP group and
baseline uncontrolled SBP group. We fit GEE models to assess
the changes in blood pressure separately for those subgroups.
We then tested the interactive effects between the time variables
(continuous time variable) and the subgroup indicators using
the total sample, to formally evaluate whether the changes in
blood pressure differed between the subgroups.

Ethical Considerations
The study was conducted in accordance with the Declaration
of Helsinki and approved by the Committee on Human Research
of the Jining No. 1 People’s Hospital (2023 Ethical Approval
No. KYLL-204609‐176). The need for informed consent was
waived due to the retrospective nature of this study.

Results

Baseline Characteristics
The baseline characteristics are accessible in Table 1. A total
of 516,777 participants were involved in this study. The mean
age was 68.59 (SD 9.57) years, 58.56% (n=302,109) of the
participants were female, and 66.94% (n=345,923) of the
participants were over 65 years old. The mean values for
baseline SBP and DBP were 157.12 (SD 19.88) mm Hg and
85.11 (SD 11.79) mm Hg, respectively. The mean values of
baseline SBP were above the normal criteria [19]. The control
rates of baseline SBP and DBP were 39.79% (205,630/516,777)
and 69.21% (357,685/516,777), respectively.
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Table . Baseline characteristics.

ValuesCharacteristics

68.39 (9.57)Age (years), mean (SD)

Sex, n/N (%)

214,668/516,777 (41.54)    Male

302,109/516,777 (58.56)    Female

85.11 (11.79)DBPa (mm Hg), mean (SD)

357685/516,777 (69.21)DBP control rate, n/N (%)

124409/516,777 (24.07)Cardiovascular disease diagnosis, n/N (%)

SBPb (mm Hg), mean (SD)

147.12 (19.88)    All participants

149.81 (20.37)    Older participants

141.67 (17.64)    Younger participants

149.14 (18.48)    Participants with cardiovascular disease

144.47 (20.02)    Participants without cardiovascular disease

SBP control rate, n/N (%)

205,630/516,777 (39.79)    All participants

114,649/345,923 (33.14)    Older participants

90,981/170,854 (53.25)    Younger participants

48,552/124,409 (39.02)    Participants with cardiovascular disease

157,078/392,368 (40.03)Participants without cardiovascular disease

aDBP: diastolic blood pressure.
bSBP: systolic blood pressure.

Changes in SBP Control
The changes in SBP control are described in Figure 3. The SBP
values had a linear change trend with continuous time variation
(β coefficient=−1.85, 95% CI −1.86 to −1.93; P<.001).
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Figure 3. Changes in SBP control. SBP: systolic blood pressure.

The SBP values showed a decreasing trend (Table 2, Figure 3).
Compared to baseline, SBP decreased in each quarter by 5.06

mm Hg, 6.69 mm Hg, 10.60 mm Hg, and 6.63 mm Hg (Table
3).

Table . Slopes of the blood pressure changes from baseline to the fourth follow-up.

P valueβ coefficient (95% CI)Variable

<.001−1.85 (−1.86 to −1.93)SBPa

<.0010.185 (0.183-0.187)SBP control rate

<.001−0.77 (−0.78 to −0.76)DBPb

<.0010.169 (0.166-0.171)DBP control rate

aSBP: systolic blood pressure.
bDBP: diastolic blood pressure.
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Table . Degree of change in systolic blood pressure (SBP) control.

SBP control rateSBPAppointment

P valueβ coefficient (95% CI)P valueβ coefficient (95% CI)

<.0010.18 (0.183-0.187)<.001−5.00 (−5.11 to −5.00)Follow-up 1

<.0010.60 (0.59-0.61)<.001−6.69 (−6.74 to −6.63)Follow-up 2

<.0010.76 (0.75-0.77)<.001−10.60 (−10.54 to −10.63)Follow-up 3

<.0011.08 (1.07-1.09)<.001−6.63 (−6.68 to −6.57)Follow-up 4

SBP control rates for the NEPHSP participants showed an
increasing trend (Figure 3, Table 2). Compared to baseline, SBP
control rates increased in each quarter to 53.12%
(274,493/516,777), 56.61% (292,537/516,777), 63.4%
(327,648/516,777), and 55.09% (284,711/516,777; Table 3).

Changes in DBP Control
The changes in DBP control are described in Figure 4. The DBP
values had a linear trend with continuous time variation (β
coefficient=−1.85, 95% CI −1.86 to −1.93; P<.001). The DBP
values of the NEPHSP participants showed a decreasing trend
(Table 2, Figure 4). Compared to baseline DBP, DBP decreased
in each quarter by 1.75 mm Hg, 2.64 mm Hg, 4.20 mm Hg, and
2.64 mm Hg (Table 4).
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Figure 4. Changes in DBP control. DBP: diastolic blood pressure.

Table . Degree of change in diastolic blood pressure (DBP) control.

DBP control rateDBPAppointment

P valueβ coefficient (95% CI)P valueβ coefficient (95% CI)

<.0010.62 (0.61-0.63)<.001−1.75 (−1.79 to −1.72)Follow-up 1

<.0010.67 (0.66-0.68)<.001−2.64 (−2.68 to −2.61)Follow-up 2

<.0010.89 (0.88-0.90).01−4.20 (−4.63 to −4.16)Follow-up 3

<.0010.61 (0.60-0.62)<.001−2.64 (−2.68 to −2.61)Follow-up 4

DBP control rates for the NEPHSP participants showed an
increasing trend (Table 2, Figure 4). Compared to baseline,
DBP control rates increased in each quarter to 78.11%
(403,641/516,777), 80.32% (415,062/516,777), 83.17%
(429,829/516,777), and 79.47% (410,662/516,777; Table 4).

Sensitivity and Stratified Analyses
Our sensitivity analysis stratified by the predefined subgroups
showed that a decrease in blood pressure and an increase in
blood pressure control rates were consistent across subgroups
of age, sex, and a diagnosis of baseline CVD. The parameters
of the sensitivity analysis are accessible in Multimedia Appendix
3. The changes in SBP were converse between the baseline
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controlled SBP and uncontrolled SBP groups. The baseline
controlled SBP group had an increased control of their SBP,
while the baseline uncontrolled SBP group had a decreased
control of their SBP. The SBP control rates decreased in the
baseline controlled SBP group, while the SBP control rates
increased in the baseline uncontrolled SBP group.

The changes in SBP control in the older and younger age groups
are described in Figure 5. Compared with younger age group,
the older age group showed a larger decrease in SBP and a larger
increase in SBP control rates. The SBP of the older age group
were higher than the younger age group. The SBP control rates
of the older age group were significantly lower than the younger
age group (P<.001).

Figure 5. Systolic blood pressure control of the age groups.

The changes in SBP control of the participants with and without
CVD were described in Figure 6. The participants with CVD
had a smaller decrease in SBP and smaller increase in SBP

control rates than the participants without CVD. The SBP
control rates of the participants with CVD were significantly
lower than the participants without CVD (P<.001).
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Figure 6. Systolic blood pressure control of the cardiovascular disease group.

The stratified analysis by sex demonstrated that the decrease in
SBP values and the increase in SBP control rates were greater
in the female group than in male group; however, the differences
were relatively small.

Discussion

Principal Findings
To our knowledge, this is the first study that longitudinally
explored effect of the NEPHSP on blood pressure control. The
study findings demonstrated that the NEPHSP was effective
for improving SBP and DBP control. The NEPHSP decreased
the values of SBP and DBP and increased the control rates of
SBP and DBP.

The routine follow-up that monitored blood pressure and the
individualized interventions of the NEPHSP might contribute
to the improvement of SBP and DBP control. The routine
follow-ups generated clinically crucial data that could recognize
prioritization of the participant subgroups who had poorly
controlled blood pressures [35]. Previous studies also reported
that the regular population review that enables the formulation
of customized interventions for improving blood pressure control
is an effective strategy for hypertension management [35-48].
Individualized interventions were formulated according to the
evaluations of routine follow-ups to identify appropriate
strategies to improve blood pressure control in participants with
poorly controlled blood pressure [35,36,47].

Although the NEPHSP improved the control of blood pressure,
the mean values of SBP were still slightly higher than the normal
criteria. This might be caused by therapeutic inertia [33].
Therapeutic inertia was defined as a failure of health care
professionals to initiate or intensify treatment appropriately
during visits [33,49]. Previous research demonstrated that the
failure to appropriately initiate or intensify treatment was
introduced by the perspective of health care professionals that
near-target blood pressures were acceptable and the overconcern
about adverse effects caused by treatment intensification
[47,48,50,51]. Because of the doctor-related factors leading to
therapeutic inertia, participants with near-target blood pressures
might not accept intensification of antihypertensive treatments,

which could contribute to the slightly higher values of blood
pressure [47,48,50,51]. Although therapeutic inertia is associated
with poor blood pressure control and cardiovascular events,
therapeutic inertia is common in hypertension management in
primary care settings [47,48,51]. Given this situation,
interventions for handling therapeutic inertia are important for
improving hypertension management in primary care settings
[33,47,48,51]. However, in terms of the NEPHSP, no component
for tackling therapeutic inertia were embedded. The relevant
components addressing therapeutic inertia can be considered
for inclusion in the NEPHSP [33].

The subgroup analysis showed that the older participants had
greater blood pressure improvement compared to the younger
participants. This finding might be relevant to the referral
mechanism of the NEPHSP. Compared with younger patients
with hypertension, older patients with hypertension have more
complex health conditions, such as frailty, comorbidities, and
polypharmacy [34,52-58]. These complex health conditions can
introduce challenges for blood pressure control in primary care
settings, which are positively associated with poor blood
pressure control [34,52-58]. To improve poor blood pressure
control in older patients with complex health conditions in
primary care settings, a referral mechanism to superior medical
institutions is important [34,46,47,57-59]. In terms of the
NEPHSP, the older participants with complex health conditions
and poor blood pressure control were recognized via the regular
follow-up evaluations. Based on the health condition evaluations
of the regular follow-ups, the older participants could accept
more referrals to superior medical institutions than the younger
participants. Through the referral to superior medical
institutions, the older participants could receive more intensive
antihypertensive treatments than the treatments in primary care
settings [34,46,47,57-59]. Because of the intensive
antihypertensive treatments provided in superior medical
institutions, the older participants had more blood pressure
control improvement than the younger participants
[34,46,47,57-59].

Although older participants had a greater improvement in blood
pressure control than younger participants, the SBP of the older
participants were still higher than the younger participants.
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Moreover, the SBP control rates for the older participants were
significantly lower than the younger participants. These study
findings might be associated with concerns about adverse events
caused by blood pressure–lowering pharmacotherapy
[33,34,45-58]. However, previous robust research evidence
demonstrated that decreasing the blood pressures of older adults
to normal range is safe and effective for reducing risks of
cardiovascular events [59,60]. Consequently, older people with
hypertension should have a similar attitude toward blood
pressure control as younger people with hypertension [59,60].
Given this situation, strategies to intensify blood pressure control
in older participants engaging in the NEPHSP are necessary
[59,60].

The improvement in the blood pressure control for the
participants with CVD was less than the participants without
CVD, while blood pressure control for people with hypertension
and CVD needs to be more intensive than people with
hypertension but without CVD [60]. Similar to the older
participants, the patients with hypertension with CVD also
required more referrals to superior medical institutions to
achieve optimal blood pressure control [61-66]. Compared to
patients with hypertension without CVD, the patients with CVD
demand more intensive blood pressure control to prevent
cardiovascular events, and blood pressure control in patients
with hypertension and CVD is challenging in primary care
settings [61-66]. The main challenges are potential adverse drug
effects caused by polypharmacy and emergent cardiovascular
events caused by intensive antihypertensive treatments [61-66].
Given this situation, referral to superior medical institutions is
necessary for patients with hypertension and CVD to achieve
optimal blood pressure control via intensive and safe
antihypertensive treatments [61-66].

Although the NEPHSP had the algorithm to evaluate health
conditions of the participants with comorbidities and subsequent
referral mechanism to superior medical settings, the
improvement of blood pressure control in the participants with
CVD was still less than the participants without CVD. The lesser
improvement in blood pressure control in the participants with
CVD could be caused by the health evaluations of the regular
follow-ups. The health condition evaluations might fail to
accurately assess the health conditions of the participants with
CVD, as the evaluations did not have systematic tools such as
checklists, which could lead to failure to refer the participants
who needed referral [61-66]. Furthermore, no explicit criteria
for referral of participants with CVD were predefined, which
could lead to confusion for the primary health care professionals
when making the decisions on referral [61-66]. Given that the
blood pressure control in people with hypertension and CVD
needs to be more intensive than people without CVD, strategies
for intensifying blood pressure control in the NEPHSP
participants with CVD should be considered [61-66].

The subgroup analysis showed that the participants with
controlled SBP at baseline had an increase in SBP and a decrease
in SBP control rates, which were converse to the SBP results
of all study participants. These results could be associated with
the health evaluation algorithm of the regular follow-ups of the
NEPHSP. According to the health evaluation algorithm, the
participants who had controlled blood pressures that were

evaluated in the regular follow-ups would not accept specific
interventions. Because specific interventions were not provided,
the participants with controlled SBP at baseline could have an
increase in SBP and a decrease in SBP control rates. Although
SBP of the participants was controlled at baseline, the increase
of SBP values within the normal range could also increase CVD
events [58]. Given this situation, the health evaluation algorithm
and interventions of the NEPHSP for the participants with
controlled SBP at baseline were suggested to be reformulated
[58-61].

Blood lipid and glucose control could impact hypertension
management. Previous studies reported that the
triglyceride-glucose index (TyG), which is calculated by
multiplying fasting triglyceride by fasting glucose, had a positive
relationship with blood pressure control [31,32,61,62]. The
increase of the TyG could contribute to poor blood pressures
control [31,32,61,63]. A linear dose-response relationship
between changes in the TyG and the change in blood pressure
was identified [31,32,62,63]. To achieve optimal blood pressure
control, blood lipid and glucose should be concurrently managed
in people with hypertension [31,32,62,63]. However, in terms
of the NEPHSP, no treatment targets for blood lipid and glucose
were predefined for the study participants, which might cause
ignorance toward blood lipid and glucose control. The ignorance
of blood lipid and glucose control might cause a high TyG,
which could contribute to the near-target blood pressure levels
in this study [31,32,62,63]. Given this situation, further studies
are required to confirm whether blood lipid and glucose control
impact blood pressure control of the NEPHSP participants, in
order to clarify the target for improving blood pressure control
in this population.

Limitations
This study had several limitations. Although the effects of the
NEPHSP on blood pressure control were modest, this study
could not confirm the factors impacting blood pressure control
of the NEPHSP. The group divisions for subgroup analysis were
general and not explicit. Further studies that include a gradient
group division to explore factors impacting hypertension control
of NEPHSP are needed. Randomization for group division was
not applied in the subgroup analysis, which could lead to an
uneven distribution of confounding factors. Further studies that
use randomization or matched group division are need to
confirm the factors impacting hypertension control of the
NEPHSP. This study explored baseline characteristics that could
impact hypertension control of the NEPHSP, and future studies
exploring the impact of the factor trajectories on hypertension
control are needed. In addition, this study evaluated NEPHSP
in a pilot city, and further nationwide studies are needed.

The blood pressure data in this study were the clinical records
obtained from routine blood pressure measurements that were
conducted via the Riva-Rocci and Korotkoff techniques [64-66].
The Riva-Rocci and Korotkoff techniques are still considered
a cornerstone in evaluation of blood pressure levels in clinical
trials [64-66]. However, the techniques have limitations,
including that they can provide only a limited number of blood
pressure values and can not reflect blood pressure fluctuations
over 24 hours [64-66]. As a result, potential influences of blood
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pressure fluctuations over 24 hours in our study findings were
uncertain [64-66]. Further studies that use advanced devices
such as ambulatory blood pressure monitoring to explore
impacts of 24-hour blood pressure fluctuations on effects of the
NEPHSP on blood pressure control are required. Despite the
uncertainty of impacts of 24-hour blood pressure fluctuations,
our study findings also provide preliminary evidence for the
control of blood pressure by the NEPHSP. First, our study was
conducted at population level. The large scale of the study
participants might reduce the impact of 24-hour blood pressure
fluctuations on the changes in blood pressure levels to some
degree. Second, the follow-up time was one year for this study,
which could offset the impact of blood pressure fluctuations
over 24 hours.

This study was designed as a self-controlled longitudinal study.
We compared blood pressure levels before the participants
accepted health services from the NEPHSP versus after
accepting the health services. The changes in blood pressure
levels could preliminarily reflect the effect of the NEPHSP on
blood pressure control for the participants with hypertension.
However, the data monitoring blood pressure changes were only
available for the NEPHSP participants and were inaccessible

for people with hypertension who did not register with the
NEPHSP. Because of the inaccessibility of blood pressure
monitoring data for this population, this study was unable to
compare blood pressure control between the NEPHSP
participants and people who did not register with the NEPHSP.
Given this situation, further cohort and control trials are required
to confirm advantages of the NEPHSP.

Conclusion
The NEPHSP was effective for improving blood pressure control
of Chinese people with hypertension. However, the SBP of the
study participants was near-target, which could imply therapy
inertia in the NEPHSP participants. A suggested strategy to
tackle potential therapy inertia was to intensify blood pressure
control of the NEPHSP. The effects of the NEPHSP on blood
pressure control in older participants and participants with CVD
were modest. Embedding intensive treatment modules into the
NEPHSP was suggested to improve blood pressure control of
older participants and participants with CVD. Further studies
confirming effects of the NEPHSP on blood pressure control
for people with specific characteristics, such as older age and
comorbidities, are required.
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Abstract

Background: Poor vision is a challenging public health problem among children and adolescents globally and in China. It is
well-recognized that early onset of poor vision and progressing to moderate and severe poor vision will increase the risk of
irreversible blinding complications. To achieve the national goal of poor vision control and prevention, it is essential to investigate
and understand the development of poor vision among children and adolescents in China.

Objective: This study aims to investigate the progression of poor vision among children and adolescents in Wuhan, China,
based on a prospective cohort and to provide scientific evidence for the development and implementation of effective poor vision
prevention and control programs.

Methods: Data were derived from a 4-year prospective cohort (2016‐2019) of primary and middle school students (N=108,585)
in Wuhan, China. Vision condition was measured using the standard logarithmic visual acuity charts. A group-based trajectory
model was used to identify trajectories of poor vision overall and by gender and region.

Results: The mean age of the study subjects was 11.13 (SD 3.33) years, 200,110 (53.91%) were male and the majority (354404,
95.48%) were from urban areas. The prevalence of poor vision was 58.51% in 2016, 58.95% in 2017, 53.83% in 2018, and 54.79%
in 2019. Group-based trajectory model identified 3 groups, including normal vision group (NVG) (27.4%), vision decline group
(VDG) (17.8%), and moderate poor vision group (MPVG) (54.8%). A higher proportion of girls (57.8%) were in the MPV group
compared to boys (50.5%), and the VDG showed greater changes in girls compared to boys. Furthermore, urban students (55.3%)
had a higher proportion of MPV compared to rural students (47.5%), while urban students (17.2%) had a smaller proportion in
the VDG compared to rural students (24%). Further analyses showed that as age increased, the likelihood of being categorized
in the NVG decreased (β=−.417, P<.001), while the likelihood of being in the VDG (β=.058, P<.001) increased. Compared with
boys, girls were more likely to be categorized in the VDG (β=.597, P<.001) and MPV group (β=.362, P<.001). Rural students
were less likely than urban students to be categorized in the VDG (β=−.311, P<.001).

Conclusions: The prevalence of poor vision among children and adolescents in Wuhan has remained high over the years, with
a slight decrease in recent years. The study identified three groups: normal vision, vision decline, and moderate poor vision. Girls
and students from urban areas were more likely to have moderate poor vision, while boys and rural students had a higher proportion
of vision decline. These findings provide valuable information for implementing poor vision prevention and control policies in
the region.

(JMIR Public Health Surveill 2025;11:e53028)   doi:10.2196/53028

KEYWORDS

children and adolescents; poor vision; group-based trajectory model; myopia; gender difference; China; normal vision group;
vision decline group; moderate poor vision group; prevalence
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Introduction

With the increasing prevalence of poor vision among children
and adolescents in recent years, vision problems have been
recognized as a major public health challenge globally in the
21st century [1] and in China [2]. Childhood and adolescence
are well-accepted as the most vulnerable periods for poor visual
development. Visual acuity reaches its full development by
approximately 8 years of age, while visual cortex plasticity
begins to diminish from the age of 2 years onward [1]. Poor
vision can exert significant psychological, educational, and
social impacts on children and adolescents, including
psychological distress [3], perceived barriers [4], and poor
academic achievement [5]. One systematic review and
meta-analysis indicated that approximately one-third of children
and adolescents were affected by myopia worldwide, and the
number was projected to 740 million by 2050 [6] . Another
review reported the prevalence of poor vision in children and
adolescents as 7.26%, 7.34%, and 2.91% based on uncorrected
visual acuity, presenting visual acuity and best corrected visual
acuity, respectively, with refractive errors being the most
common cause [7].

Compared with other countries, children and adolescents in East
Asia reported a higher prevalence of poor vision. For example,
data from a literature review indicated that the estimated
prevalence of myopia among adolescents in East Asia was 69%,
far greater than 16.7% in White adolescents and 14.3% in
Hispanic or Latino adolescents [8]. Further, it is well-known
that children and adolescents in China experience a significant
burden of poor vision. Findings from a systematic review
showed that studies from China reported a much higher
prevalence of poor vision than those from other countries
(13.33%‐41.17% in China vs 1.34%‐29.42% in other
countries) [7]. Data from Chinese government indicated that
the myopia rate among children and adolescents was 53.6% in
2018,decreased to 50.2% in 2019, and reversed to 52.7% in
2020 [9]. Additionally, data from a review showed that the
prevalence of vision impairment in China increased from 19%
at age 6 years to 66.9% at age 17 years [10]. To achieve the
national goal of controlling and preventing poor vision, it is
essential to investigate and understand its development among
children and adolescents in China.

It is well-recognized that progression to moderate and severe
poor vision increases the risk of irreversible blinding
complications, such as retinal detachment, glaucoma, and
myopic maculopathy [11]. Previous studies have shown that
individuals with early-onset poor vision are at a higher risk of
progressing to severe poor vision and vision impairment [12-14].
Therefore, it is valuable to identify the trends of poor vision
progression among children and adolescents. However, to the
best of our knowledge, most studies among children and
adolescents in China have been cross-sectional, limiting the
ability to examine the incidence and progression of poor vision
[15,16]. Based on a prospective cohort, this study aimed to
investigate the progression of poor vision among children and
adolescents in China. Findings of the study will provide
evidence for the future design and implementation of effective
interventions and prevention programs for poor vision.

Methods

Participants and Sampling
Study data were derived from a prospective cohort of students
in primary and middle schools in Wuchang District, Wuhan
City, China. The cohort was developed based on a screening
project that included all primary and middle schools in the
Wuchang District. All students who were currently studying in
the selected schools, with oral or written informed consent
collected from the parents or guardians, were recruited for the
study. Students who were absent from school on the test day or
had severe eye diseases or conditions that may influence the
testing results (eg, infections, surgeries) were excluded.
Enrollment proportions were 91.10% in 2016, 91.43% in 2017,
95% in 2018, and 96.88% in 2019. The screening team from
the Physical Examination Center, Renmin Hospital of Wuhan
University visited each primary or middle school on a scheduled
day. Schools prepared a classroom for the testing in advance,
and students in that school entered the room one class at a time
until all students were tested. The screening team completed
the screening test for all students in the primary or middle
schools in Wuchang District; the process was repeated every
year between 2016 and 2019. Wuhan is one of the largest
metropolitan cities in central China, with a population of 15
million and a per capita GDP (gross domestic product) of
$25,000. Wuchang District is one of the 13 districts of Wuhan
and ranks among the largest, with a population of 1.27 million
[17]. We aimed to investigate the vision status among students
and provide evidence and recommendations for decision-makers.
Data from 2016 to 2019 were used in this study, with 89,872,
91,060, 93,391, and 96,849 students enrolled in each year,
respectively.

Ethical Considerations
The original study was a free governmental screening project
for which the informed consent was waived from the parents
or guardians. This study involved secondary data analysis of
screening data and was approved by the Medical Ethics
Committee at Wuhan University School of Medicine
(WHU-LFMD-IRB2023031). Informed consent for the
secondary data analysis was waived, and all data were was
deidentified. No compensation was provided to the participants.

Measurements

Vision Status Assessment
Participants’ visual acuity was measured by the standard
logarithmic visual acuity charts, which has been widely used
in poor vision screening in ophthalmology clinics and schools
for over 20 years in China [18]. Participants were asked to stand
at a distance of 5 m from the visual acuity chart and identify
the direction of the “E optotype.” Visual acuity was recorded
using the 5-point method; this is an original visual acuity
recording method in China, which stipulates normal vision as
≥5.0 and no light perception as 0. The participant’s visual acuity
is the recorded value of visual acuity corresponding to the
smallest row for which they can correctly identify more than
half the directions of the “E” optotype [18]. All inspectors
received professional training.
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The screening results were categorized based on the
requirements of the technical standard for physical examination
for students [19]; normal vision was defined as 5.0 in both left
and right eyes. In cases where the visual acuity of left and right
eyes differed, the lower value was used for classification. Mild
poor vision was defined as a visual acuity of 4.9, moderate poor
vision as <4.9 but >4.5, and severe poor vision as ≤4.5.

Demographic Variables
Demographic variables, including age (in years), sex (male or
female), and place of origin (urban or rural), were provided by
the schools where the children and adolescents were enrolled.

Statistical Analysis
Descriptive analyses (eg, frequency, proportion, mean, standard
deviation) were used to summarize the sample characteristics.
The group-based trajectory model (GBTM) was used to analyze
the longitudinal data, explore the heterogeneity within the study
sample, and further identify different developmental trajectories
for poor vision. The underlying assumption of the GBTM is
that the overall study sample consists of several latent subgroups
with distinct developmental trajectories or patterns. Findings
from the GBTM could help researchers and decision-makers to
have a deeper understanding of the variability within the
population and how different individuals progress over time.
The GBTM has been widely used in various areas, including
behaviors, mental health [20], and medical conditions [21]. It
is an application of finite mixture modeling, which can
approximate different developmental trajectories with a finite
number of groups through maximum likelihood estimation [22].
The model accommodates missing data for certain time points,
as demonstrated in previous studies [23,24]. Here,
Yi={yi1,yi2,...,yit} denotes individual i’s longitudinal sequence

of the kth measured over T=4 time periods, πg denotes the

probability that individual i belongs to gth group, Pg(Yi)
represents the conditional probability of Yi for a given
membership in group g. The probability of the individual i’s
longitudinal sequence is expressed by Equation 1.

(1)P(Yi)=∑g=1GπgPgYi

Furthermore, GBTM assumes that the random variables
yit(t=1,2,...,T) are independent of each other when within groups.

Therefore, we can use Equation 2 to definite Pg(Yi).

(2)PgYi=∏t=1TPgyit

We tested models with varying numbers of trajectory groups
and orders of polynomial function, and then selected the best
model based on four criteria [25-30] : (a) a lower absolute value
of Bayesian Information Criteria , (b) the average posterior
probability (Avepp) for class membership >0.7 for all groups,
(c) all groups included at least 5% of the total sample, and (d)
a simplified and rational model. Following the establishment
of the foundational model, the incorporation of age as a
time-dependent covariate, along with initial age, sex, and place
of origin as independent covariates, was undertaken to ascertain
the impact of these variables on the progression of visual acuity.
All analyses were implemented using SAS (version 9.4; SAS
Institute) and R software (version 4.2.1; R Foundation for
Statistical Computing).

Results

Characteristics of the Study Sample
Results in Table 1 show that among the 89,872 children and
adolescents in Wave 1 (2016), 48,431 (53.89%) were male,
83,102 (92.47%) were from urban areas, and the mean age of
the sample was 11.24 (SD 3.33) years. Among the 91,060
participants in Wave 2 (2017), 49,056 (53.87%) were male,
85,826 (94.25%) were from urban areas, and the mean age of
the sample was 11.16 (SD 3.32) years. Among the 93,391
participants in Wave 3 (2018), 50,350 (53.91%) were male,
90,503 (96.91%) were from urban areas, and the mean age of
the sample was 11.09 (SD 3.33) years. In Wave 4 (2019), 52,273
(53.97%) were male, 94,973 (98.06%) were from urban areas,
and the mean age of the sample was 11.04 (SD 3.33) years.
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Table . Characteristics of the children and adolescents in Wuhan, China, between Wave 1 in 2016‐Wave 4 in 2019.

Number of participants between Wave I (2016) and Wave IV (2019)Variables

Wave 4 (96,849)Wave 3 (n=93,391)Wave 2 (n=91,060)Wave 1 (n=89,872)

Sex, n (%)

52,273 (53.97)50,350 (53.91)49,056 (53.87)48,431 (53.89)Male

44,576 (46.03)43,041 (46.09)42,004 (46.13)41,441 (46.11)Female

11.04 (3.33)11.09 (3.33)11.16 (3.32)11.24 (3.33)Age (years), mean (SD)

Grade, n (%)

10,659 (11.01)10,460 (11.2)9350 (10.27)9161 (10.19)    Grade 1

10,649 (11)9253 (9.91)9224 (10.13)8878 (9.88)    Grade 2

9170 (9.47)9140 (9.79)8966 (9.85)8663 (9.64)    Grade 3

9190 (9.49)8844 (9.47)8609 (9.45)7788 (8.67)    Grade 4

8878 (9.17)8667 (9.28)7672 (8.43)7953 (8.85)    Grade 5

8698 (8.98)7774 (8.32)7972 (8.75)7690 (8.56)    Grade 6

7735 (7.99)7762 (8.31)7757 (8.52)7777 (8.65)    Grade 7

7715 (7.97)7640 (8.18)7713 (8.47)7665 (8.53)    Grade 8

7479 (7.72)7552 (8.09)7513 (8.25)7671 (8.54)    Grade 9

6005 (6.2)5692 (6.1)5722 (6.28)5795 (6.45)    Grade 10

5701 (5.89)5625 (6.02)5718 (6.28)5715 (6.36)    Grade 11

4944 (5.11)4979 (5.33)4844 (5.32)5116 (5.69)    Grade 12

Region, n (%)

1876 (1.94)2888 (3.09)5234 (5.75)6770 (7.53)Rural

94,973 (98.06)90,503 (96.91)85,826 (94.25)83,102 (92.47)Urban

Prevalence of Poor Vision
Results in Table 2 show that the prevalence of poor vision in
the study sample was 58.51% in 2016, 58.95% in 2017, 53.83%
in 2018, and 54.79% in 2019. The prevalence of poor vision

from 2016 to 2019 ranged from 12.71% to 12.32% for mild
poor vision, from 20.46% to 21.05% for moderate poor vision,
and from 25.34% to 21.42% for severe poor vision. Additional
information by gender and region is presented in Table 2.
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Table . Prevalence of poor vision among children and adolescents in Wuhan, China, from 2016 to 2019.

Number of participants between 2016 and 2019Vision condition

2019 (N=93,068)2018 (N=91,548)2017 (N=90,396)2016 (N=82,477)

Overall, n (%)

42,079 (45.21)42,266 (46.17)37,107 (41.05)34,224 (41.49)Normal

11,467 (12.32)9211 (10.06)10,389 (11.49)10,480 (12.71)Mild poor vision

19,589 (21.05)17,622 (19.25)18,145 (20.07)16,873 (20.46)Moderate poor vision

19,933 (21.42)22,449 (24.52)24,755 (27.39)20,900 (25.34)Severe poor vision

Males, n (%)

23,969 (47.67)24,142 (48.88)21,303 (43.77)19,737 (44.13)Normal

5928 (11.79)4838 (9.8)5382 (11.06)5422 (12.12)Mild poor vision

10,402 (20.69)9320 (78.87)9596 (19.72)9075 (20.29)Moderate poor vision

9980 (19.85)11,087 (22.45)12,387 (15.45)10,491 (23.46)Severe poor vision

Females, n (%)

18,110 (42.32)18,124 (42.99)15,804 (37.87)14,487 (38.37)Normal

5539 (12.94)4373 (10.37)5007 (12)5058 (13.4)Mild poor vision

9187 (21.47)8302 (19.69)8549 (20.49)7798 (20.66)Moderate poor vision

9953 (23.26)11362 (26.95)12,368 (29.64)10,409 (27.57)Severe poor vision

Urban students, n (%)

41,251 (45.19)40,703 (45.91)34,530 (40.54)30,985 (40.76)Normal

11,252 (12.33)8932 (10.07)9894 (11.62)9616 (12.65)Mild poor vision

19,179 (21.01)16,997 (19.17)17,081 (20.06)15,567 (20.48)Moderate poor vision

19,596 (21.47)22,034 (24.85)23,665 (27.79)19,852 (26.11)Severe poor vision

Urban males, n (%)

23,450 (47.62)23,159 (48.54)19,727 (43.23)17,757 (43.37)Normal

5817 (11.81)4681 (9.81)5106 (11.19)4940 (12.07)Mild poor

10,162 (20.64)8997 (18.86)8991 (19.7)8307 (20.29)Moderate poor vision

9816 (19.93)10,879 (22.8)11,811 (25.88)9938 (24.27)Severe poor vision

Urban females, n (%)

17,801 (42.35)17,544 (42.84)14,803 (37.44)13,228 (37.71)Normal

5435 (12.93)4251 (10.38)4788 (12.11)4676 (13.33)Mild poor vision

9017 (21.45)8000 (19.54)8090 (20.46)7260 (20.7)Moderate poor vision

9780 (23.27)11,155 (27.24)11854 (29.98)9914 (28.26)Severe poor vision

Rural students, n (%)

828 (46.26)1563 (54.23)2577 (49.31)3239 (50.16)Normal

215 (12.01)279 (9.68)495 (9.47)864 (13.38)Mild poor vision

410 (22.91)625 (21.69)1064 (20.36)1306 (20.23)Moderate poor vision

337 (18.83)415 (14.4)1090 (20.86)1048 (16.23)Severe poor vision

Rural males, n (%)

519 (50.19)983 (58.82)1576 (51.96)1980 (52.34)Normal

111 (10.74)157 (9.4)276 (9.1)482 (12.74)Mild poor vision

240 (23.21)323 (19.33)605 (19.95)768 (20.3)Moderate poor vision

164 (15.86)208 (12.45)576 (18.99)553 (14.62)Severe poor vision

Rural, females, n (%)
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Number of participants between 2016 and 2019Vision condition

2019 (N=93,068)2018 (N=91,548)2017 (N=90,396)2016 (N=82,477)

309 (40.87)580 (47.89)1001 (45.64)1259 (47.08)Normal

104 (13.76)122 (10.07)219 (9.99)382 (14.29)Mild poor vision

170 (22.49)302 (24.94)459 (20.93)538 (20.12)Moderate poor vision

173 (22.88)207 (17.09)514 (23.44)495 (18.51)Severe poor vision

Trajectories of Poor Vision
Figure 1 shows the three distinct trajectories that were identified
based on the lowest absolute Bayesian Information Criteria
value (−361460.5). Group 1 (n=29752, 27.4%; Avepp=0.76)
was characterized by a low degree of poor vision with a
reduction in first 2 years and was named the normal vision group

(NVG). Group 2 (n=19328, 17.8%; Avepp=0.72) was
characterized by a rapid increase in poor vision and was named
the vision decline group (VDG). Group 3 (n=59505, 54.8%;
Avepp=0.93) was characterized by a stable level of moderate
poor vision and was named the moderate poor vision group
(MPV).

Figure 1. Trajectories of poor vision among children and adolescents in Wuhan, China, 2016‐2019. Dotted lines represent the actual value, solid lines
represent the predicted value. NVG: normal vision group, VDG: vision decline group, MPV: moderate poor vision group.

Figure 2 shows the trajectories of poor vision by sex and region,
with a total of three trajectories identified. Compared to males,
females had a higher proportion in Group 3 (57.8% vs 50.5%),
and a lower proportion in Group 2 (17.8% vs 27.9%). Compared

to rural areas, students in the urban areas had a higher proportion
in Group 3 (55.3% vs 47.5%) and a lower proportion in Group
2 (17.2% vs 24.5%).
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Figure 2. Trajectories of poor vision among children and adolescents in Wuhan, China, by sex and region between 2016-2019. Dotted lines represent
the actual value, solid lines represent the predicted value. NVG: normal vision group; VDG: vision decline group; MPV: moderate poor vision group.

Figure 3 shows the trajectories of poor vision by the interaction
of sex and region. The highest proportion in Group 3 was found
among urban females (56.8%), while the lowest proportion was
found in rural males (43.6%). The highest proportion in Group

2 was found among rural males (32.8%), followed by urban
females (27.2%), rural females (25.8%), and urban males
(17.5%).

Figure 3. Trajectories of poor vision among children and adolescents in Wuhan, China, 2016‐2019, across sex and regions. Dotted lines represent
the actual value, solid lines represent the predicted value. NVG: normal vision group, VDG: vision decline group, MPV: moderate poor vision group.

Factors Influencing Trajectory Membership and
Progression
Data in Table 3 show that with increasing age, students were
less likely to be categorized into Group 1 (β=−0.417, P<.001),

and more likely to be categorized into Group 2 (β=.058,<.001).
For group membership (Group 1 was used as reference),
compared to boys, girls were more likely to be categorized into
Group 2 (β=.597, P<.001) and Group 3 (β=.362, P<.001).
Additionally, compared to urban students, students from rural
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area were less likely to be categorized into Group 2 (β=−.311,
P<.001). Further, with increasing initial enrollment age, students

were more likely to be categorized into Group 1 (β=.369,
P<.001) and Group 3 (β=.096, P<.001).

Table . Factors influencing trajectory membership and progression of poor vision among children and adolescents in Wuhan, China between 2016 and
2019.

P valuet test (df)aβVariablesGroup

Trajectories progression

<.00123.730 (85,820)−.417AgeGroup 1b

<.00158.250 (85,820).058AgeGroup 2c

.840.208 (85,820).002AgeGroup 3d

Group membership (ref: Group 1)

Sex, (ref:Boys)Group 2

<.00122.709 (49,894).597Girls

Region (ref:Urban)

<.001−6.973 (5,092)−.311Rural

<.00133.711 (84,929).369Initial age

Sex (ref:Boys)Group 3

<.0019.338 (49,994).362Females

Region (ref:Urban)

.910−0.113 (5,092)−.007Rural

<.0015.391 (84,929).096Initial age

a2-tailed t test was applied in the analysis.
bGroup 1: normal vision group (NVG).
cGroup 2: vision decline group (VDG).
dGroup 3: moderate poor vision group (MPV).

Discussion

Principal Findings
This study investigated the progression of poor vision by
analyzing data from a prospective cohort of primary and middle
school students in Wuhan, China. To the best of our knowledge,
this is the first study to use longitudinal data to identify the
progression pattern of poor vision among children and
adolescents. The findings of the study deepen our understanding
of the development of poor vision and provide valuable evidence
for devising and implementing intervention programs.

Population-based research indicates that poor vision in most
school children results from uncorrected refractive errors
[31,32]. Visual acuity has been widely used as a proxy measure
for refractive error in children in previous studies [33-35] and
is useful for estimating the prevalence of myopia in large
populations that undergo vision screening when refraction is
not feasible [36]. In this study, we found that the prevalence of
poor vision among children and adolescents was 58.51% in
2016, 58.95% in 2017, 53.83% in 2018, and 54.79% in 2019,
showing a decline in the latter two years. It is well-recognized
that Chinese students are under greater academic pressure, spend
more time on near-work activities and less time on outdoor
activities, which may contribute to the high rates of poor vision
[28]. The declines observed in the latter two years may be

associated with the nationwide policy change regarding myopia
prevention and control [29].

In this study, we identified 3 different development trajectories
of poor vision among children and adolescents. Notably, more
than half of the participants were categorized into the
progression pattern of MPV during 2016 and 2019, amounting
to 49,880 primary and middle school students in Wuchang
district. If this pattern was applied to Wuhan City, approximately
589,135 primary and middle students would be fall into the
MPV category. Meanwhile, our results show that 17.8% of the
students enrolled were categorized into the VDG, which was
characterized by a progression from normal vision to MPV.
This finding suggests that the magnitude of vision loss is
increasing every year. A study conducted by Ma et al [10] also
showed that the prevalence rate of vision impairment was
associated with grade and age in a nonlinear pattern. The
underlying mechanisms of the rapid increasing pattern from
normal to moderate poor vision may include high academic
stress, long time of study, frequent use of electronic devices,
lack of outdoor physical activities, among others [28,37-40].
These findings also highlight the urgent need for effective
intervention and prevention programs to control poor vision
development; potential actions include encouraging students to
play outdoor sports, reducing their academic stress, and limiting
time spent on electronic devices [41,42]. Further, we found that
27.4% of the participants maintained relatively normal vision
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during the study period. Future studies should investigate the
characteristics of this group and explore the potential protective
factors against poor vision.

This study also suggests that being girls are at a higher risk of
poor vision than boys, with the average poor vision rate being
59.61% in girls compared to 53.89% in boys, consistent with
previous studies [26,43]. Moreover, a study on nationally
representative samples conducted by Li and Mo [39] reported
that 64.49% of girls were myopic while 54.44% of the boys.
This trend was further confirmed in the trajectory analysis,
where a greater proportion of females were classified into the
MPV group compared to males. Although fewer girls belonged
to the VDG, female children and adolescents experienced a
greater decline in vision than males. The findings of this study
indicated that girls had a greater risk of being assigned to both
the VDG and the MPV than to the NVG; this result may be
attributed to the fact that girls may spend less time on outdoor
activities and more time on near-work tasks than boys
[28,44,45].

Further, study findings suggest that urban students had a higher
risk of poor vision than youth from rural areas, with a higher
prevalence of poor vision and a greater proportion in the MPV
category. Compared to urban students, rural children, and
adolescents were less likely to be classified into the VDG than
the NVG. Previous studies have similarly demonstrated higher

rates of poor vision among urban students than those in rural
areas [46]. This phenomenon could result from higher academic
pressure, more time spent using electronic devices, and less
outdoor activities among urban students [47,48].

Limitations
Although this study included a large population, it had several
limitations. First, the results of the standard for logarithmic
visual acuity charts were used as the sole criterion to determine
the visual acuity of participants, and the cycloplegic refraction
was not measured, which may have introduced measurement
errors. We used the term poor vision instead of myopia
throughout the paper to avoid the overestimation. Second, this
study was only performed in a single district in Wuhan, and
caution should be exercised when generalizing the findings to
other areas. Third, there is a lack of data on demographic
variables and risk factors for poor vision, that limited further
analysis.

Conclusions
This study identified 3 groups with distinct poor vision
progression patterns, including normal vision, visual decline,
and MPV. Furthermore, the prevalence of poor vision was higher
in girls than boys and higher in urban than rural students.
Therefore, particular attention should be paid to girls and urban
students for the prevention and control of poor vision among
primary and secondary school students in the future.
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GDP: gross domestic product
MPV: moderate poor vision
NVG: normal vision group
VDG: vision decline group
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Abstract

Background: COVID-19 ended on May 5, 2023, and since then Hong Kong reported increased mental distress, which was
speculated to be from the policies implemented during the pandemic. Despite this, longitudinal surveillance of deliberate self-harm
(DSH) incidences throughout the pandemic in Hong Kong remained insufficient.

Objective: The objective of this study was to outline the changes in DSH incidences before and during the COVID-19 pandemic
in Hong Kong, with respect to sex, age, and co-occurring mental health issues.

Methods: A quasi-experiment was conducted using an interrupted time series design to estimate the impact of the pandemic
on DSH-related emergency department (ED) visits. This design enabled the estimation of DSH-related ED visits based on
prepandemic data from 2016 to 2019, assuming the pandemic had not occurred, and allowed for a comparison with observed
DSH-related ED visits during the pandemic. The descriptive results were reported as the observed monthly DSH-related ED visits
and observed incidence ratios during the pandemic. Afterwards, a negative binomial model was fitted to the prepandemic data
(2016‐2019) and adjusted for temporal trends, seasonality, and population variation to estimate the expected monthly DSH-related
ED visits and adjusted incidence ratios (aIRs).

Results: Between January 2016 and December 2022, a total of 31,893 DSH episodes were identified. Initial descriptive analysis
showed a significant difference in demographic characteristics (sex) and clinical characteristics (death within 28 d, diagnoses of
co-occurring mental health issues, public assistance pay code, and triage level). Subsequent interrupted time-series analysis
demonstrated significantly increasing trends in comparison with the prepandemic period. As reported in the aIRs among young
adult males (aIR in 2020=1.34, P=.002; 2021: aIR=1.94, P<.001; and 2022: aIR=2.53, P<.001), adult males (aIR in 2020=1.58,
P<.001; 2021: aIR=2.64, P<.001; and 2022: aIR=3.13, P<.001), adult females (aIR in 2020=1.13, P=.01; 2021: aIR=1.52, P<.001;
and 2022: aIR=1.64, P<.001), and older male adults (aIR in 2020=1.53, P<.001; 2021: aIR=2.37, P<.001; and 2022: aIR=3.01,
P<.001).
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Conclusions: The average annual DSH-related ED visits increased during the pandemic period. Therefore, there is a need to
raise awareness for such vulnerable groups in Hong Kong to prepare for postpandemic spillover.

(JMIR Public Health Surveill 2025;11:e57500)   doi:10.2196/57500

KEYWORDS

emergency department; COVID-19; deliberate self-harm; mental health; self-harm; self-injury; self-violence; Hong Kong;
SARS-Cov-2

Introduction

During the early phase of COVID-19 pandemic, Hong Kong
experienced a significant increase in mental health distress
within the community [1-3]. Surveys indicated that an alarming
53.9% (299/555) of participants exhibited moderate to very
high levels of psychological distress [4]. In response, the Hong
Kong Chief Executive allocated HK $300 million (the
conversion rate at the latest revision date of the Chief
Executive’s 2020 policy address [November 25, 2020] was US
$0.129 per unit HKD) to raise mental health awareness [5]. An
advisory committee subsequently developed a comprehensive,
community-based initiative. This initiative included an education
and health promotion program called “Shall We Talk,”
emotional support workshop training for school staff, mental
health first aid training for service professionals, and the
deployment of suicide bereavement liaison officers. Despite
these efforts, there were ongoing concerns about the
sustainability of these resources [6].

The association between stress and deliberate self-harm (DSH)
was well-documented in the literature [7-11]. However, recent
local studies on DSH risk factors, conducted before the
pandemic, identified factors such as sex, age, social welfare
status, and co-occurring mental health disorders (ie, depression,
bipolar disorder, personality disorder, and substance misuse)
[12]. The literature from other countries on this topic is limited
and sometimes contradictory, with mixed definitions of
self-harm and varying conclusions about youth as a risk factor
[13-17]. This highlights the need for longitudinal surveillance
to better understand the pre-existing risk factors of DSH.

One of the major challenges in emergency departments (EDs)
is reducing waiting times without compromising the quality of
health care, which includes preventing readmission and reducing
health care costs. The Hospital Authority in Hong Kong has
pledged to limit the waiting time for emergency (triage category
2) patients to 15 minutes, and for urgent (triage category 3)
patients to 30 minutes [18]. However, by May 2022, over 1500
patients were still waiting for admissions in ED [19]. This
underscores the necessity for effective health policies to manage
DSH-related ED visits.

The aim of this study was to describe the impact of COVID-19
on DSH incidences in Hong Kong through a longitudinal
analysis of DSH-related ED visits before and during the
pandemic. This study was stratified by sex, age, and
co-occurring mental health issues. The findings from this study
justify the need for further surveillance to monitor a possible
spill-over effect post the COVID-19 pandemic.

Methods

Study Overview and Settings
This territory-wide cohort study analyzed data from January
2020 to December 2022, which was further categorized into
pandemic months (January 2020 to December 2022) and the
prepandemic months (January 2016 to December 2019).

Data Sources and International Classification of
Diseases, Ninth Revision, Clinical Modification Codes
Data were sourced from the Clinical Data Analysis and
Reporting System (CDARS), an administrative clinical database
managed by the Hospital Authority of the Hong Kong Special
Administrative Region of China [20], encompassing ED data
from 18 public hospitals.

DSH and mental health issues were identified using both nursing
codes for self-inflicted injury and the ICD-9-CM (International
Classification of Diseases, Ninth Revision, Clinical
Modification) diagnosed by clinicians (Table S1 in Multimedia
Appendix 1).

In addition, yearly and midyearly population counts for sex and
age groups were obtained from the government in Hong Kong
[21].

Outcome Measures
This study defined DSH according the National Institute for
Clinical Excellence guidelines, which describe it as
“self-poisoning or injury, irrespective of the apparent purpose
of the act” [22]. This guideline was adopted due to the absence
of patients’ intent in the medical records from CDARS.

Other key definitions included age groups, public assistance
pay codes, triage categories, and mental health issues. Age was
categorized into teenagers (12‐17 y), young adults (18‐24
y), adults (25‐64 y), and older adults (65‐84 y). Public
assistance pay codes referred to the recipients of the Hospital
Authority medical fee waiver schemes (Residential Care Service
Voucher, Comprehensive Social Security Assistance, and Old
Age Living Allowance) [23]. Triage categories 1 to 3 were
defined in Table S2 in Multimedia Appendix 1 [18]. Mental
health issues included mood disorders, neurosis, alcohol and
drug-associated mental health conditions, and other psychotic
illnesses and developmental disorders. These diagnoses were
identified by ICD-9-CM codes, as defined in Table S1 in
Multimedia Appendix 1.

Data Analysis
First, a descriptive analysis of the outcome measures was
conducted to identify statistical significance before and during
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COVID-19. Fisher exact and Mann-Whitney U tests were used
to compare DSH incidences, sex, age groups, and co-occurring
mental health issues.

Next, a quasi-experiment was conducted using an interrupted
time series (ITS) design to estimate the impact of the COVID-19
pandemic on DSH-related ED visits. Quasi-experiments estimate
causal relationships between different factors and outcomes
when random assignment is not possible. The ITS design
enabled the estimation of DSH-related ED visits during the
pandemic period (2020 to 2022) based on prepandemic data
(2016 to 2019). This allowed for a comparison between the
observed DSH-related ED visits and the expected DSH-related
ED visits in the absence of the pandemic.

Segmented regression is a method commonly used in ITS,
typically involves assuming linear trends and identifying
significant break points. Given the complexity of COVID-19’s
impact on self-harm ED visits, a nonsegmented regression model
was chosen, fitted with prepandemic data instead of a
segmented-regression model fitted with all data.
Self-harm–related ED visits were aggregated into monthly
counts to ITS analysis for each group. This analysis was done
by fitting prepandemic data to the negative binomial models,
with a linear term for trend, and optionally with Fourier terms
to account for seasonality, using population terms as an offset.
The candidate models can be described by:

E[y]=exp (β0+βtrend⋅xt+∑k=1n[β1,k⋅sin (2πkxt12)+β2,k⋅cos (2πkxt12)])⋅population
Or

E[y]=exp (β0+βtrend⋅xt)⋅population

The dependent variable y represents the monthly count of
self-harm incidents for a particular subgroup. Where xt is the
number of months from the start of the study period, n is the
highest degree of Fourier terms, β0βtrend is the prepandemic
slope of incidence rate, β1,kβ2,k are coefficients for seasonality.
The inclusion of the Fourier term and its degree n were guided
by the Akaike Information Criterion (AIC). The final model is
the one with the minimal AIC value, ensuring the best balance
between model fit and complexity.

The findings from this study were presented as observed
incidence ratio (oIR) and adjusted incidence ratio (aIR). The
respective formulas were as follows:

oIR= Observed annual DSH related ED visitsPrepandemic annual DSH related ED visits

aIR= Observed annual DSH related ED visit rateExpected annual DSH related ED visit rate

In the formulas, the expected annual DSH-related ED visits
were estimated using negative binomial models and accounted
for trends, seasonal variations, and population changes. Annual
counts were estimated by summing monthly counts, assuming
the population remained constant. The aIR compares the
observed number of DSH-related ED visits during the pandemic
to the expected number based on prepandemic data, providing
an estimate of the COVID-19 pandemic’s impact on
DSH-related ED visits. Time series graphs were then generated
to illustrate these trends. All P values less than .05 were
considered statistically significant. All statistical analyses were
performed using RStudio (version 4.1.0; R Foundation for
Statistical Computing).

Ethical Considerations
The study protocol received approval from the institutional
review board of the Hospital Authority, Hong Kong West
Cluster (reference UW 20‐112; Multimedia Appendix 2).
Informed consent was waivered, and all the data were
anonymized.

Results

Overview
A total of 31,893 cases of DSH-related ED visits were identified
during the study period. Initial descriptive analysis compared
demographic characteristics between the prepandemic and
pandemic periods (Table 1). The total number of ED visits with
DSH increased by 1175 out of 15,359 (7.7%) patients. There
were significantly higher DSH-related ED visits in males
(P<.001), co-occurring mental health issues diagnosis (P<.001),
triage category 3 (urgent), and 4 (semiurgent) (P<.001) during
the pandemic. Conversely, there were significantly less deaths
within 28 days (P<.001) and less patients with public assistance
pay code during the pandemic (P=.046). These trends were
further explored with subgroup analysis using ITS models (Table
2, Figures 1-8). Further subgroup analysis of co-occurring
mental health issues diagnoses were explored in Table S2 in
Multimedia Appendix 1.
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Table . Demographic characteristics in patients with deliberate self-harm who visited the emergency department before and during the pandemic (total
N=31,893).

P valueTime periodCharacteristic

Pandemic (n=16,534)Prepandemic (n=15,359)

.60a39 (30)38 (25)Age (years), median (IQR)

<.001bSex, n (%)

8258 (50)8184 (53)Female

8276 (50)7175 (47)Male

<.001bDeaths within 28 days, n (%)

16,352 (99)15,102 (98)No

182 (1)257 (2)Yes

<.001bCo-occurring mental health issues diagnosis, n (%)

4878 (30)5991 (39)No

11,656 (71)9368 (61)Yes

.046bPublic assistance pay code, n (%)

13,134 (79)12,060 (79)No

3400 (21)3299 (22)Yes

<.001aTriage, n (%)

1329 (8)1885 (12)Category 1 (critical)

5450 (33)5944 (39)Category 2 (emergent)

8539 (52)6429 (42)Category 3 (urgent)

1169 (7)1055 (7)Category 4 (semiurgent)

30 (0)29 (0)Category 5 (nonurgent)

aMann-Whitney U test.
bFisher exact test.
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Table . The number of average yearly visits, observed incidence ratio, and adjusted incidence ratio in deliberate self-harm–related emergency department
visits between 2016 and 2022.

YearsPatient characteristic

2022202120202016‐
2019

P valueaIRoIRP valueaIRoIRP valueaIRboIRaAverage
yearly vis-
its,

n (%)

Female teenager (12‐17 years old)

.950.732.90.271.103.26.980.781.71251 (100)Total

.810.823.31.061.343.99.860.861.89156 (62)All mental
health is-
sues

.281.393.78.052.074.58.111.502.6914 (6)Alcohol
and drug
associated
mental
health
conditions

Male teenager (12‐17 years old)

.211.251.65.071.361.71.700.921.0977 (100)Total

.151.472.50.041.732.67.351.071.4737 (48)All mental
health is-
sues

.025.134.16.013.523.04.012.462.246 (8)Alcohol
and drug
associated
mental
health
conditions

Female young adult (18‐24 years old)

<.0011.711.57.0021.481.38.251.061.02287 (100)Total

.0041.911.83.0051.601.53.041.241.21149 (52)All mental
health is-
sues

.0013.581.91.0012.651.61.0081.641.1647 (16)Alcohol
and drug
associated
mental
health
conditions

Male young adult (18‐24 years old)

<.0012.531.30<.0011.941.15.0021.340.93177 (100)Total

<.0013.511.61<.0012.531.37.011.480.96107 (61)All mental
health is-
sues

<.0016.382.08<.0014.081.68.0012.041.0866 (37)Alcohol
and drug
associated
mental
health
conditions

Female adult (25‐64 years old)

<.0011.641.13<.0011.521.15.011.130.941316
(100)

Total
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YearsPatient characteristic

2022202120202016‐
2019

P valueaIRoIRP valueaIRoIRP valueaIRboIRaAverage
yearly vis-
its,

n (%)

<.0011.231.23<.0011.891.26<.0011.270.96765 (58)All mental
health is-
sues

<.0014.351.88<.0013.551.86<.0011.881.20320 (24)Alcohol
and drug
associated
mental
health
conditions

Male adult (25‐64 years old)

<.0013.131.78<.0012.641.72<.0011.581.171289
(100)

Total

<.0014.282.09<.0013.492.00<.0011.831.24915 (71)All mental
health is-
sues

<.0015.262.39<.0014.272.32<.0012.071.35713 (55)Alcohol
and drug
associated
mental
health
conditions

Female older adult (65‐84 years old)

.081.321.81.151.191.54.331.041.25128 (100)Total

.0022.132.14.021.631.64.091.271.2759 (46)All mental
health is-
sues

.162.053.93.072.273.78.231.291.8514 (11)Alcohol
and drug
associated
mental
health
conditions

Male older adult (65‐84 years old)

<.0013.012.43<.0012.372.03<.0011.531.37177 (100)Total

<.0013.663.19<.0012.842.57<.0011.711.60104 (59)All mental
health is-
sues

<.0014.934.10<.0013.833.35<.0012.111.9270 (40)Alcohol
and drug
associated
mental
health
conditions

aoIR: observed incidence ratio.
baIR: adjusted incidence ratio.
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Figure 1. Subgroup analysis of female teenagers (12‐17 years old). The observed (black dots) and expected (red line) number of deliberate
self-harm–related emergency department visits between 2016 and 2022. The vertical black dash line indicates the beginning of pandemic period (January
2020). ED: emergency department.

Figure 2. Subgroup analysis of male teenagers (12‐17 years old). The observed (black dots) and expected (red line) number of deliberate
self-harm–related emergency department visits between 2016 and 2022. The vertical black dash line indicates the beginning of pandemic period (January
2020). ED: emergency department.

Figure 3. Subgroup analysis of female young adults (18‐24 years old). The observed (black dots) and expected (red line) number of deliberate
self-harm–related emergency department visits between 2016 and 2022. The vertical black dash line indicates the beginning of pandemic period (January
2020). ED: emergency department.
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Figure 4. Subgroup analysis of male young adults (18‐24 years old). The observed (black dots) and expected (red line) number of deliberate
self-harm–related emergency department visits between 2016 and 2022. The vertical black dash line indicates the beginning of pandemic period (January
2020). ED: emergency department.

Figure 5. Subgroup analysis of female adults (25‐64 years old). The observed (black dots) and expected (red line) number of deliberate self-harm–related
emergency department visits between 2016 and 2022. The vertical black dash line indicates the beginning of pandemic period (January 2020). ED:
emergency department.

Figure 6. Subgroup analysis of male adults (25‐64 years old). The observed (black dots) and expected (red line) number of deliberate self-harm–related
emergency department visits between 2016 and 2022. The vertical black dash line indicates the beginning of pandemic period (January 2020).
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Figure 7. Subgroup analysis of female older adults (65‐84 years old). The observed (black dots) and expected (red line) number of deliberate
self-harm–related emergency department visits between 2016 and 2022. The vertical black dash line indicates the beginning of pandemic period (January
2020). ED: emergency department.

Figure 8. Subgroup analysis of male older adults (65‐84 years old). The observed (black dots) and expected (red line) number of deliberate
self-harm–related emergency department visits between 2016 and 2022. The vertical black dash line indicates the beginning of pandemic period (January
2020). ED: emergency department.

Teenagers
For teenage females, the oIRs and aIR showed no difference
(2020: P=.98, 2021: P=.27, and 2022: P=.95), as reflected by
the overlap of the expected and observed trends (Figure 1).

For teenage males, the aIRs showed no difference (2020: P=.70,
2021: P=.07, and 2022: P=.21), as highlighted by the overlap
of the observed and expected trends during the study period
(Figure 2). However, the aIRs among those with alcohol and
drug-associated mental health conditions were significantly
different and increased during the pandemic (2020: P=.01, 2021:
P=.01, and 2022: P=.02).

Young Adults
For female young adults, the observed trend was higher than
expected during the pandemic (Figure 3). The highest aIR were
observed among those with alcohol and drug-associated mental
health conditions, with significant difference (2020: P=.008,
2021: P=.001, and 2022: P=.001).

For male young adults, the aIRs between 2020 and 2022 all
significantly increased during the pandemic (2020: P=.002,

2021: P<.001, and 2022: P<.001). Further illustrated when the
observed trend was higher than the expected trend during the
pandemic (Figure 4). Those with alcohol and drug associated
mental health conditions had the highest aIRs with statistical
significance (2020: P=.001, 2021: P<.001, and 2022: P<.001).

Adults
The aIRs among adult females significantly increased during
the pandemic (2020: P=.01, 2021: P<.001, and 2022: P<.001).
This was highlighted when the expected trend decreased while
the observed trend increased during the pandemic (Figure 5).
The highest aIRs were seen in patients with co-occurring alcohol
and drug associated mental health conditions with statistical
significance (2020: P<.001, 2021: P<.001, and 2022: P<.001).

For adult males, the aIRs significantly increased during the
pandemic (2020: P<.001, 2021: P<.001, and 2022: P<.001).
As illustrated when the expected trend decreased while the
observed trend increased during the pandemic (Figure 6).
Significantly highest aIRs were observed among those with
co-occurring alcohol and drug associated mental health condition
(2020: P<.001, 2021: P<.001, and 2022: P<.001).
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Older Adults
During 2021 and 2022, older female adults with mental health
issues exhibited significantly higher aIRs (2021: P=.02, 2022:
P=.002). These rates were elevated compared with the expected
levels during 2021 and 2022 but declined during 2020 (Figure
7).

For older male adults, the aIRs significantly increased
throughout the pandemic period (2020: P<.001, 2021: P<.001,
and 2022: P<.001). Further underscored by the divergence
between the decreasing expected rates and the increasing
observed rates during the pandemic (Figure 8). The most
pronounced aIRs with statistical significance were among found
in older male adults with co-occurring alcohol and drug
associated mental health conditions (2020: P<.001, 2021:
P<.001, and 2022: P<.001).

Discussion

Principal Results
The findings from this study revealed differences in DSH
incidences before and during the pandemic, with a notable rise
among males and individuals with co-occurring alcohol and
drug-related mental health issues.

Previous studies conducted before the pandemic also reported
higher rates of DSH among males, which contrasts with the
trends observed during our study period [12,24]. This
discrepancy may be influenced by cultural factors [12]. For
instance, past research has shown that while Chinese males in
Hong Kong demonstrate health-seeking behavior, they often
hesitate to consult doctors, preferring over-the-counter
medications instead [25]. Such tendencies could be exacerbated
by the mental distress linked to the isolation policies, as noted
in another Hong Kong-based study [26]. However, further
research is essential to elucidate the impact of COVID-19
policies on the rising incidences of male DSH in Hong Kong.

In addition, the increased incidences of DSH among individuals
with alcohol and drug-related mental health issues observed in
this study align with local government reports. The Narcotics
Division of the Security Bureau in Hong Kong reported a surge
in the use of cocaine, cannabis, ketamine, and heroin combined
with methamphetamine during the pandemic [27]. In April 2020,
the Centre of Health Protection in Hong Kong also noted a 5.5%
increase in alcoholic consumption since the outbreak [28]. This
increase in substance use may have been fueled by
misinformation circulated on social media, suggesting that
alcohol or smoking could protect against COVID-19 [29].
Despite the well-established link between self-harm and
substance misuse [30], further research is needed to determine
the association between these behaviors and COVID-19 policies.

Several additional patterns emerged from this study. First, there
was a decline in DSH-related ED visits in early 2020 and 2022
as well as peaking staying times (Multimedia Appendices 3-6),
consistent with the findings from both local and international
studies [31-33]. This decline may be attributed to the stigma
surrounding mental health issues, which can complicate
health-seeking behavior, delay necessary care, and result in

more severe DSH presentation requiring readmission to the ED
[32,34]. Second, a significant decrease in patients requiring
social security suggests that patients performing DSH may come
from higher socioeconomic backgrounds. However,
socioeconomic profiles varied across epidemic waves [35],
indicating the need for further research to validate these findings.
Finally, patients performing DSH might have been triaged to
less urgent categories due to the changes in ED policies aimed
at managing overcrowded cases of infection. These additional
findings suggest that patients performing DSH had reduced
access to health care services during COVID-19, potentially
leading to worsening conditions and long-term repercussions
postpandemic.

Given the empirical evidence from this study and existing
literature, continued surveillance post the COVID-19 pandemic
is essential to determine whether a spillover effect occurred.
This need is particularly pressing in light of recent changes in
the Hong Kong government’s policies such as the announcement
of a liquor tax cut to promote trade in 2024 [36]. Ongoing
research and surveillance will be crucial in developing targeted
interventions, guiding policy-making, and enhancing mental
health services. By closely monitoring these trends, we can
better address the mental health challenges posed by the
pandemic and its aftermath, ultimately improving outcomes for
vulnerable populations.

Strengths and Limitations
This study has several strengths and limitations. A major
strength was the large sample size, which enhances reliability
of the findings. In addition, the trend, seasonal, and population
factors were adjusted for in the ITS analysis. However, there
are notable limitations as well. The absence of data from
outpatient and private clinics may reduce the generalizability
of our results. Furthermore, the use of ICD-9-CM codes to
identify DSH cases could compromise the accuracy of our
findings, as later versions of the ICD (International
Classification of Diseases) included more specific codes for
DSH, but only ICD-9-CM was available on CDARS. Also, the
data captured patients who presented to the ED with DSH, but
neglected those not admitted through the ED. Another limitation
is the lack of consideration for other potential confounding
variables, such as the changing social conditions in 2019. In
addition, the use of linear interpolation to adjust population
counts may introduce bias, as population changes during the
pandemic could affect the results.

Conclusion
The results indicate increasing adjusted DSH incidence ratios
among males and individuals with alcohol and drug-related
mental health conditions. This underscores the need for
continued surveillance beyond the COVID-19 pandemic to
determine if there is a spill-over effect. Importantly, all
stakeholders—including policy makers, psychiatrists, and health
care professionals—should collaborate to raise awareness and
provide support for these vulnerable groups in Hong Kong.
Targeted interventions and policies are essential to address the
mental health challenges exacerbated by the pandemic and
ensure better outcomes for those affected.
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Abstract

Background: The association between social media usage and the risk of depressive symptoms has attracted increasing attention.
WeChat is a popular social media software in China. The impact of using WeChat and posting WeChat moments on the risk of
developing depressive symptoms among community-based middle-aged and older adults in China is unknown.

Objective: The objective was to assess the association between using WeChat and posting WeChat moments and the risk of
depressive symptoms among middle-aged and older adults in China.

Methods: A prospective national cohort study was designed based on the data obtained from the fourth and fifth waves of the
China Health and Retirement Longitudinal Study (CHARLS). The strength of association between using WeChat and posting
WeChat moments and the risk of depressive symptoms was estimated by modified Poisson regressions. Depressive symptoms
were determined using the 10-item Center for Epidemiologic Studies Depression Scale. Meanwhile, the heterogeneity of the
associations was explored through multiple subgroup analyses. Moreover, multiple sensitivity analyses were performed to verify
the robustness of the associations between the exposures and depressive symptoms.

Results: A total of 9670 eligible participants were included in the cohort study, and the incidence rate of depressive symptoms
was 19.08% (1845/9670, 95% CI 19.07%‐19.09%) from the fourth to fifth waves of the CHARLS. Using WeChat (adjusted
relative risk [aRR] 0.691, 95% CI 0.582‐0.520) and posting WeChat moments (aRR 0.673, 95% CI 0.552‐0.821) reduced the
risk of depressive symptoms among middle-aged and older Chinese adults. The association between the exposures and depressive
symptoms was robust, proved through multiple sensitivity analyses (all P<.05). However, the associations were heterogeneous
in certain subgroup catagories, such as solitude, duration of sleep at night, nap after lunch, physical activity, and having multiple
chronic conditions.

Conclusions: Using WeChat and especially posting WeChat moments can mitigate the risk of depressive symptoms among
community-based middle-aged and older Chinese adults. However, there is likely a need for a longer follow-up period to explore
the impact of the exposures on the risk of long-term depressive outcomes.

(JMIR Public Health Surveill 2025;11:e62730)   doi:10.2196/62730

KEYWORDS

cohort study; depression; depressive symptoms; mental health; middle-aged adults; modified Poisson regression; older adults;
WeChat
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Introduction

Depression is a common emotional disorder [1-4] resulting in
limited psychosocial functioning and a decreased quality of life
[5] and is also an independent risk factor of all-cause mortality
and other chronic conditions [6-8]. A meta-analysis [3] reported
that the prevalence of depressive symptoms among older adults
in mainland China was 20% (95% CI 17.5%‐22.8%), and
Chen et al [9] reported an unweighted incidence rate of
depressive symptoms of 34.77% based on the China Health and
Retirement Longitudinal Study (CHARLS). These findings
highlight the need for an increased attention to depressive
symptoms in China. Therefore, understanding modifiable factors
associated with depressive symptoms is essential for developing
effective public health strategies to prevent them. Multiple
well-known factors associated with depressive symptoms
include genetic factors, psychosocial stress, changes in the
hypothalamic-pituitary-adrenal axis, inflammation, and others
[5,10,11].

In terms of psychosocial factors, there has been a growing body
of studies on the association or correlation between social media
usage (SMU) and depression in recent years. Studies conducted
by Lin et al [12], Primack et al [13] and Perlis et al [14]
demonstrated that SMU, particularly on Facebook, TikTok
(known as Douyin in China) and Snapchat, was associated with
an increased risk of depression among US adults. However,
Cotten et al [15] analyzed the data from 6 waves of the National
Health and Aging Trends Study and suggested that SMU may
not be related to depression in older adults. Based on the above
studies, the association between SMU and depression could be
attributed to problematic SMU [16,17], while moderate and
reasonable use of social media may not cause harm to mental
health.

WeChat (known as Weixin in China) is a popular social media
software in China, which had 1.04 billion monthly active users
according to Tencent [18]. The primary functions of WeChat
include texting, voice and video calling, and browsing and
posting moments that encompass both positive and negative
events happening among friends or oneself, as well as
facilitating financial management. From the perspective of these
functionalities, WeChat distinguishes itself from platforms like
Facebook or TikTok, which focus on interests and preferences
that can foster addiction or problematic SMU.

It is hypothesized that using WeChat and posting WeChat
moments would not result in an increased risk of depressive
symptoms among community-based middle-aged and older
Chinese adults, but rather potentially mitigate the risk of
developing depressive symptoms. In fact, two cross-sectional
studies using data from the fourth wave of the CHARLS and
the fifth wave of the China Family Panel Study reported an
association between WeChat usage and a decreased risk of
depressive symptoms among middle-aged and older Chinese
adults [19,20]. However, the two studies were unable to
determine a temporal relationship between WeChat usage and
depressive symptoms, thus precluding any causal inferences
regarding the relationship between the observed exposures and
depressive symptoms. Additionally, findings from the study

conducted by Qu et al [19] indicated that participants who posted
WeChat moments did not exhibit a decreased risk of depressive
symptoms, which contradicted the findings of Zhang and Liang
[20].

In response to these conflicting findings, a national, prospective
cohort study was designed, leveraging data from both the fourth
and fifth waves of the CHARLS. The aim of this study was to
elucidate the relationship between the use of WeChat—with
particular emphasis on posting WeChat moments—and the risk
of depressive symptoms.

Methods

Study Design and Study Population
The study was characterized as a national, prospective cohort
study, deriving its data from the fourth and fifth waves of the
CHARLS. Initiated in 2011, the CHARLS represents a
longitudinal national survey aimed at collecting extensive data
pertinent to community-based middle-aged and older adults in
China. The scope of the CHARLS encompasses high-quality,
representative panel data covering a broad spectrum of topics.
These topics include demographic variables, socioeconomic
status, familial relationships, health status, health care usage,
and others. More information about the CHARLS is accessible
at their official website [21].

The intersection of the following 3 datasets from the CHARLS
were compiled for the raw dataset: demographic backgrounds
from the fourth wave, health status and functioning from the
fourth wave, and the 10-item Center for Epidemiologic Studies
Depression Scale (CESD-10) from the fifth wave. Participants
from the raw dataset that (1) were aged <45 years, (2) were
missing scores for the CESD-10 in the fourth wave, (3) had a
CESD-10 score ≥10 in the fourth wave, or (4) were missing
scores for the CESD-10 in the fifth wave were excluded.

Assessment of Exposures
In the fourth wave of the CHARLS, participants were asked,
“Do you use WeChat?” with possible responses being yes or
no. Participants who answered yes were categorized as WeChat
users; otherwise, they were categorized as non-WeChat users.
Subsequently, the participants using WeChat were further asked,
“Do you post WeChat moments?” with possible responses being
yes or no. Participants who answered yes were categorized as
WeChat moments users; otherwise, they were categorized as
non-WeChat moments users.

Therefore, according to whether or not they used WeChat, the
participants were stratified into 2 groups: WeChat users and
non-WeChat users. Furthermore, according to whether or not
the participant posted WeChat moments, they were stratified
into 3 groups: non-WeChat users, non-WeChat moments users
and WeChat moments users. In this study, we first focused on
the comparison between the incidence of depressive symptoms
among the WeChat users and non-WeChat users, then that
among non-WeChat users, non-WeChat moments users and
WeChat moments users.
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Assessment of the Outcome
The outcome of this study was depressive symptoms, which
were measured using the CESD-10 scores from the fifth wave
of the CHARLS as a dichotomous variable (yes or no). Each
item of the CESD-10 was rated on a 4-point Likert scale ranging
from 0 to 3, corresponding to the frequency of the symptoms
(0=rarely or not at all; 1=some or a little of the time;
2=occasionally or a moderate amount of time; 3=most or all of
the time). The aggregate score, which was the sum of the
responses to all items, thus ranged from 0 to 30. A cumulative
score of 10 or above was used as a threshold for identifying
participants with depressive symptoms, whereas scores below
this threshold indicated the absence of such symptoms.
Additionally, for sensitivity analysis, alternative cutoff points
of 11 and 12 on the CESD-10 were also employed to further
ascertain the presence of depressive symptoms.

Assessment of Covariates
The following characteristics obtained from the fourth wave of
the CHARLS were considered as covariates: age, sex (male or
female), race (Han or minority), faith (yes or no), type of
community (village or city/town), marital status (married and
cohabiting, married and separated, or others), education
(illiterate, not finished primary school/home school/primary
school, junior high school, or senior high school and above),
smoking habits (currently, ever, or never), alcohol consumption
(yes or no), duration of sleep at night (<6 hours, ≥6 hours to <8
hours, or ≥8 hours), nap after lunch (yes or no), and physical
activity (none, mild, moderate, or vigorous). Additionally, the
social activity score was a covariate [22], which was the
frequency of 11 kinds of activities rated as never (score=0), not
regularly (score=1), almost every week (score=2), or almost
daily (score=3). These activities were assembled to a sum score
based on the frequency level, and the total scores for social
activities could range from 0-33 points.

The basic activities of daily living (BADL) score was also a
covariate [23], which included items for dressing, bathing,
feeding, moving from a bed to a chair, using the toilet, and
maintaining continence. All items had 4 potential answers,
including (1) do it without difficulty, (2) do it but with difficulty,
(3) do it with difficulty and need help, or (4) cannot do it, which
were rated as 0, 1, 2, or 3 points, respectively. BADL scores
were the sum of points for all items. Another covariate was life
satisfaction. This question had 5 alternative answers: completely
satisfied, very satisfied, somewhat satisfied, not very satisfied,
or not at all satisfied. The responses were then stratified into 3
categories: completely/very satisfied, somewhat satisfied, or
not very/not at all satisfied. Last, the number of chronic
conditions (5 categories: no chronic conditions, 1 chronic
condition, 2 chronic conditions, 3 chronic conditions, and ≥4
chronic conditions) and the number of parts with body pain
were covariates.

Statistical Methods
Descriptive analyses and differential comparisons were
conducted on the characteristics of the eligible participants. The
quantitative variables with a normal distribution were described
using mean and SD, and a 2-tailed t test or one-way ANOVA

was used for comparing the difference between two groups or
among three groups, respectively. Quantitative variables with
skewed distributions were described using the median and IQR,
and a Wilcoxon rank sum test or Kruskal-Wallis H test was
used for the comparison. Disordered multinomial variables were

described by the number of cases and percentage, and a χ2 test
or Fisher exact test was used for the comparison. Ordinal
multinomial variables were described by the frequency and
percentage, and a Wilcoxon rank sum test or Kruskal-Wallis H
test was used for comparison.

For all eligible participants, univariable modified Poisson
regressions were used to analyze the association between using
WeChat and posting moments with the risk of depressive
symptoms. Next, variables with P<.05 from between-group
comparisons, along with adjusted variables in previous studies
[19,20], were included as confounders in the multivariable
modified Poisson regressions to analyze the association between
the exposures and depressive symptoms. Meanwhile, the
generalized variance-inflation factor of covariates in the
multivariable regressions were calculated to test for collinearity
(Table S1 in Multimedia Appendix 1).

For subgroup analyses, all eligible participants were divided
into different subgroups according to sex (male or female), age
(<60 years old or ≥60 years old), type of community (village
or city/town), solitude (living with a heterosexual partner or
not), education (primary school and below or junior high school
and above), alcohol consumption (yes or no), duration of sleep
at night (<6 hours, 6‐8 hours, or ≥8 hours), nap after lunch
(yes or no), physical activity (vigorous, moderate, mild, or
none), and chronic conditions (≥2 chronic conditions or not).
In the same way, multivariable modified Poisson regressions
with the confounders, except the grouping variable, were
performed to estimate the strength of association between the
exposures and depressive symptoms.

There were missing values in variables for smoking habits,
alcohol consumption, duration of sleep at night, nap after lunch,
physical activity, social activity score, BADL score, and the
number of body parts with pain, of which the proportions of
missing values are shown in the Table S2 in Multimedia
Appendix 1. Hot deck imputation was used to impute the
missing values, and all statistical analyses were based on that
data. Smoking habits, social activity score, BADL score, and
the number of body parts with pain were not considered as
confounders in the main analysis, due to the proportion of
missing values being >40%. However, the above variables were
adjusted for in the sensitivity analyses.

Multiple sensitivity analyses were conducted to validate the
robustness of the association between the exposures and the
outcome. First, the outcome of depressive symptoms was
redefined as a CEDS-10 score of ≥11 or 12 in the multivariable
modified Poisson regressions. Second, eligible participants
diagnosed with emotional, nervous, or psychiatric problems in
the fourth wave of the CHARLS were excluded. Third, to
improve the comparability of the exposed groups with the
control group, eligible participants aged >83 years in the
non-WeChat users group were excluded since the oldest user
in the WeChat users group was 83 years old (Table S3 in
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Multimedia Appendix 1). Fourth, additional confounders
(smoking habits, BADL score, social activity score, and the
number of body parts with pain) were adjusted for in the main
analysis. Last, multivariable binary logistic regressions were
performed to estimate the association between exposures and
depressive symptoms.

All statistical analyses were completed by R 4.3.3 (R Core
Team) with R packages VIM, rqlm, car and forestploter and the
Mengte Cloud version 1.0 statistics platform (Wuxi Mengte Yi
Shu Tong Co, Ltd). A 2-sided hypothesis test was used, and the
significance level was set at α=.05.

Ethical Considerations
The ethical approval for the CHARLS was approved by the
Ethics Review Committee of Peking University
(IRB00001052-11015). Prior to participation, all study
participants were required to sign an informed consent form,
thereby confirming their voluntary engagement in the survey
process. The study data were anonymous. China’s Health
Commission, Ministry of Science and Technology, and other
departments jointly issued the Ethical Review Measures for
Life Science and Medical Research involving Human Beings
in February 2023, in which Article 32 mentioned 4 situations
of exemption from ethical review. The secondary analysis of
this public database CHARLS satisfied the first 2 of these: the
data were free and publicly available and were available through
a web-based application. Importantly, the data obtained from
the platform were anonymous, and the identity information of
all respondents was unknown. In addition, the study did not use
biological samples from the survey subjects. Regarding
compensation and informed consent, because this study was a

secondary analysis, along with the subjects being anonymous,
the respondents did not receive secondary compensation or sign
a new informed consent form.

Results

The Characteristics of Eligible Participants
The process for screening participants is shown in Figure 1. A
total of 9670 eligible participants were included in the final
analysis. The mean age of these participants was 61.01 (SD
9.35) years. Of all eligible participants, 47.55% (n=4598) were
female. A majority (n=6733, 69.63%) resided in villages, and
82.99% (n=8025) reported being married or cohabiting. Alcohol
consumption was reported by 38.73% (n=3745) of participants,
and 62.79% (n=6072) indicated they took a nap after lunch. A
total of 92.84% (n=8978) engaged in physical activity, and
74.96% (n=7249) had been diagnosed with chronic conditions.
The median scores of the CESD-10 were 4 (IQR 2-7) in the
fourth wave and 6 (IQR 3-9) in the fifth wave. The incidence
rate of depressive symptoms was 19.08% (95% CI
19.07%‐19.09%) from the fourth to fifth waves of the
CHARLS (Table 1). Participants who used WeChat, regardless
of whether they posted on WeChat moments, tended to be
younger, male, non-religious, urban residents, or have a higher
level of education. They were also more likely to be married or
cohabiting, be current or former smokers, be alcohol consumers,
sleep less than 8 hours at night, take afternoon naps, engage in
physical activity, have high social activity scores, have low
BADL scores, have fewer body parts in pain, and have no
chronic conditions (Table 1 and S4 in Multimedia Appendix
1).
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Figure 1. The flowchart for screening eligible participants, data governance, and statistical analysis. CESD-10: 10-item Center for Epidemiologic
Studies Depression Scale; CHARLS: China Health and Retirement Longitudinal Study.
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Table . The baseline characteristics and incidence of depressive symptoms of eligible participants in the cohort study based on the China Health and
Retirement Longitudinal Study.

P valueWeChat users (n=1508)Non-WeChat users
(n=8162)

Total (n=9670)Characteristics

WeChat moments users
(n=1143)

Non-WeChat moments
users (n=365)

<.00155.28 (7.14)55.68 (7.71)62.05 (9.32)61.01 (9.35)Age (years), mean
(SD)

<.001Sex, n (%)

664 (58.09)204 (55.89)4204 (51.51)5072 (52.45)Male

479 (41.91)161 (44.11)3958 (48.49)4598 (47.55)Female

.48Race, n (%)

1068 (93.44)344 (94.25)7578 (92.84)8990 (92.97)Han

75 (6.56)21 (5.75)584 (7.16)680 (7.03)Minority

.02Faith, n (%)

85 (7.44)40 (10.96)821 (10.06)946 (9.78)Yes

1058 (92.56)325 (89.04)7341 (89.94)8724 (90.22)No

<.001Type of community, n (%)

472 (41.29)176 (48.22)6085 (74.55)6733 (69.63)Village

671 (58.71)189 (51.78)2077 (25.45)2937 (30.37)City/Town

<.001Education, n (%)

5 (0.44)12 (3.29)1704 (20.88)1721 (17.80)Illiterate

227 (19.86)100 (27.40)3713 (45.49)4040 (41.78)Not finish primary
school/home
school/primary school

417 (36.48)133 (36.44)1903 (23.32)2453 (25.37)Junior high school

494 (43.22)120 (32.88)842 (10.32)1456 (15.06)Senior high school and
above

<.001Marital status, n (%)

991 (86.70)307 (84.11)6727 (82.42)8025 (82.99)Married and cohabiting

88 (7.70)32 (8.77)454 (5.56)574 (5.94)Married and separated

64 (5.60)26 (7.12)981 (12.02)1071 (11.08)Others

.006Smoking habits, n (%)

54 (4.72)8 (2.19)271 (3.32)333 (3.44)Currently

62 (5.42)13 (3.56)319 (3.91)394 (4.07)Ever

1027 (89.85)344 (94.25)7572 (92.77)8943 (92.48)Never

<.001Alcohol consumption, n (%)

494 (43.22)194 (53.15)5237 (64.16)5925 (61.27)No

649 (56.78)171 (46.85)2925 (35.84)3745 (38.73)Yes

<.001Duration of sleep at night, n (%)

256 (22.40)88 (24.11)2229 (27.31)2573 (26.61)<6 hours

636 (55.64)190 (52.05)3456 (42.34)4282 (44.28)≥6 hours to <8 hours

251 (21.96)87 (23.84)2477 (30.35)2815 (29.11)≥8 hours

<.001Nap after lunch, n (%)

338 (29.57)131 (35.89)3129 (38.34)3598 (37.21)No

805 (70.43)234 (64.11)5033 (61.66)6072 (62.79)Yes
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P valueWeChat users (n=1508)Non-WeChat users
(n=8162)

Total (n=9670)Characteristics

WeChat moments users
(n=1143)

Non-WeChat moments
users (n=365)

<.001Physical activity, n (%)

22 (1.92)13 (3.56)657 (8.05)692 (7.16)No

324 (28.35)96 (26.30)2321 (28.44)2741 (28.35)Mild

467 (40.86)143 (39.18)2462 (30.16)3072 (31.77)Moderate

330 (28.87)113 (30.96)2722 (33.35)3165 (32.73)Vigorous

<.0015 (3-8)5 (3-6)3 (2-4)3 (2-5)Social activity score,
median (IQR)

.0066.25 (0.90)6.23 (0.71)6.34 (1.04)6.32 (1.02)BADLa score, mean
(SD)

<.001Life satisfaction, n (%)

367 (32.11)135 (36.99)3508 (42.98)4010 (41.47)Completely/very

732 (64.04)211 (57.81)4319 (52.92)5262 (54.42)Somewhat

44 (3.85)19 (5.21)335 (4.10)398 (4.12)Not very/not at all

<.001Number of chronic conditions, n (%)

348 (30.45)113 (30.96)1960 (24.01)2421 (25.04)0

297 (25.98)98 (26.85)2179 (26.70)2574 (26.62)1

193 (16.89)79 (21.64)1699 (20.82)1971 (20.38)2

147 (12.86)45 (12.33)1051 (12.88)1243 (12.85)3

158 (13.82)30 (8.22)1273 (15.60)1461 (15.11)≥4

.0073 (1-5)3 (1-5)3 (2-6)3 (2-6)Number of body parts
with pain, median
(IQR)

<.0014 (1-7)4 (2-7)6 (3-10)6 (3-9)CESD-10b in 2020,
median (IQR)

<.001Depressive symptoms, n (%)

1042 (91.16)326 (89.32)6457 (79.11)7825 (80.92)No

101 (8.84)39 (10.68)1705 (20.89)1845 (19.08)Yes

aBADL: basic activities of daily living.
bCESD-10: 10-item Center for Epidemiologic Studies Depression Scale.

Association Between Exposures and Depressive
Symptoms
As shown in Figure 2 and Table S5 in Multimedia Appendix 1,
among all eligible participants, the risk of depressive symptoms
in the WeChat users group was 0.556 times lower than that in
the non-WeChat users group, as indicated by the crude relative
risk (cRR) of 0.444 (95% CI 0.378‐0.523; P<.001) using a
univariable modified Poisson regression. Furthermore, after
adjusting for potential confounders in the multivariable modified
Poisson regression models, the risk of depressive symptoms in
the WeChat users group was 0.309 times lower than that in the
non-WeChat users group (adjusted relative risk [aRR] 0.691,
95% CI 0.582‐0.820; P<.001). These results suggested a
significant association between WeChat usage and a decreased
risk of depressive symptoms, implying that WeChat may serve

as a protective factor against depressive symptoms in
community-based middle-aged and older Chinese adults.

Subgroup analyses showed that WeChat usage did not reduce
the risk of depressive symptoms among those who were solitary,
had a sleep duration of ≥8 hours at night, did not have nap after
lunch, engaged in vigorous physical activity, or did not engage
in any physical activity. However, in other subgroups, the result
indicated that WeChat usage was associated with a lower risk
of depressive symptoms.

As depicted in Figure 3 and Table S6 in Multimedia Appendix
1, compared to non-WeChat users, both the non-WeChat
moments users (aRR 0.739, 95% CI 0.550‐0.992; P=.044)
and WeChat moments users (aRR 0.673, 95% CI 0.552‐0.821;
P<.001) exhibited a lower risk of depressive symptoms. In the
subgroups of females (aRR 0.655, 95% CI 0.432‐0.996) and
those without multiple chronic conditions (aRR 0.589, 95% CI
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0.371–0.935), non-WeChat moments users had a lower risk of
depressive symptoms compared to non-WeChat users.
Additionally, with the exception of individuals who did not live
with a spouse or opposite sex, did not nap after lunch, engaged
in vigorous physical activity, did not engage in any physical

activity, or did not have multiple chronic conditions, results
from the subgroup analyses suggested that posting WeChat
moments was associated with a reduced risk of depressive
symptoms.

Figure 2. The association between using WeChat and risk of depressive symptoms among middle-aged and older Chinese adults in the cohort study
based on the CHARLS. aRR: adjusted relative risk; cRR: crude relative risk.
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Figure 3. The association between using WeChat with or without posting WeChat moments and risk of depressive symptoms among middle-aged and
older Chinese adults in the cohort study based on CHARLS. aRR: adjusted relative risk; cRR: crude relative risk.

Sensitivity Analyses
The results of sensitivity analyses are presented in Table 2. (1)
When depressive symptoms were redefined as CESD-10 scores
of ≥11 or 12, the multivariable Poisson regressions indicated
that WeChat usage reduced the risk of depressive symptoms in
middle-aged and older individuals, regardless of whether they
posted WeChat moments. (2) The multivariable Poisson
regression was performed again after excluding participants
who had emotional, nervous, or psychiatric problems in the
fourth wave of the CHARLS, and results were consistent with

the main analysis. (3) Given that none of the WeChat users were
over 83 years old, another multivariable Poisson regression was
performed after excluding non-WeChat users over 83 years old,
which yielded results similar to the main analysis. (4) Additional
adjustments were made for smoking habits, social activity score,
BADL score, and the number of body parts with pain. The
outcome of depressive symptoms remained consistent with
those of the main analysis. (5) Odds ratios from multivariable
binary logistic regressions were used to estimate the
associations, and the results demonstrated the robustness of the
main analysis.
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Table . Multiple sensitivity analyses to determine the association between exposures and depressive symptoms that were identified by the main analysis.

P valueaRRb/aORc (95% CI)βa (SE)Sensitivity analysis and variables

Depressive symptoms was defined as CESD-10d of ≥11 in the modified Poisson regressions

    Use WeChat (vs no)

<.0010.691 (0.582‐0.820)–0.370 (0.087)     Yes

    Use WeChat and post moments (vs do not use WeChat)

.040.738 (0.549‐0.992)–0.303 (0.151)        Use WeChat and not post moments

<.0010.673 (0.552‐0.821)–0.396 (0.101)        Use WeChat and post moments

Depressive symptoms was defined as CESD-10 of ≥12 in the modified Poisson regressions

    Use WeChat (vs no)

<.0010.669 (0.550‐0.813)–0.402 (0.100)        Yes

    Use WeChat and post moments (do not use WeChat)

.110.766 (0.551‐1.064)–0.267 (0.168)     Use WeChat and not post moments

<.0010.633 (0.504‐0.796)–0.457 (0.117)     Use WeChat and post moments

Participants diagnosed with emotional, nervous, or psychiatric problems in Wave 4 were excluded

    Use WeChat (vs no)

<.0010.671 (0.564‐0.799)–0.399 (0.089)     Yes

    Use WeChat and post moments (do not use WeChat)

.030.723 (0.536‐0.975)–0.325 (0.153)     Use WeChat and not post moments

<.0010.652 (0.532‐0.799)–0.428 (0.103)     Use WeChat and post moments

Participants aged more than 83 years in Wave 4 were excluded

    Use WeChat (vs no)

<.0010.696 (0.586‐0.826)–0.363 (0.088)     Yes

    Use WeChat and post moments (vs do not use WeChat)

.0480.742 (0.552‐0.998)–0.298 (0.151)     Use WeChat and not post moments

<.0010.678 (0.556‐0.827)–0.388 (0.101)     Use WeChat and post moments

Smoking habits, social activity score, BADLe score, and the number of body parts with pain were adjusted for the main analysis

    Use WeChat (vs no)

<.0010.687 (0.576‐0.819)–0.376 (0.090)     Yes

    Use WeChat and post moments (vs do not use WeChat)

.0450.736 (0.546‐0.992)–0.306 (0.152)     Use WeChat and not post moments

<.0010.668 (0.546‐0.818)–0.403 (0.103)     Use WeChat and post moments

Multivariable logistic regressions for analyzing the association between exposures and depressive symptoms

    Use WeChat (vs no)

<.0010.650 (0.532‐0.794)–0.431 (0.102)     Yes

    Use WeChat and post moments (vs do not use WeChat)

.040.697 (0.492‐0.988)–0.361 (0.178)     Use WeChat and not post moments

<.0010.633 (0.504‐0.797)–0.457 (0.117)     Use WeChat and post moments

aβ: regression coefficient.
baRR: adjusted relative risk.
caOR: adjusted odds ratio.
dCESD-10: 10-item Center for Epidemiologic Studies Depression Scale.
eBADL: basic activities of daily living.
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Discussion

Principal Findings
This prospective national cohort study confirmed that using
WeChat and posting WeChat moments was a protective factor
for depressive symptoms among community based middle-aged
and older adults in China. In terms of the absolute magnitude
of the aRR, participants who post WeChat moments had a lower
risk of depressive symptoms than those who do not post WeChat
moments. The results of multiple sensitivity analysis also
illustrated the robustness of the association between the
exposures and depressive symptoms. In addition, the
associations were heterogeneous across several subgroups. For
example, irrespective of posting WeChat moments, the
association between WeChat usage and the risk of depression
was not significant among participants whose duration of sleep
at night was more than or equal to 8 hours, while the association
was statistically significant in the other two subgroups for the
duration of sleep. Also, only in the subgroups where participants
engaged in mild and moderate physical activity did using
WeChat and posting WeChat moments mitigate the risk of
depressive symptoms.

First, this study demonstrated that WeChat usage mitigated the
risk of future depressive symptoms, which was consistent with
the conclusions of 3 existing cross-sectional studies carried out
by Qu et al [19], Wang et al [24], and Zhang and Liang [20].
Second, the study further suggested that posting WeChat
moments was significantly associated with a decreased risk of
depressive symptoms, and that was consistent with the finding
of the cross-sectional study conducted by Zhang and Liang [20],
but it was inconsistent with the finding of the cross-sectional
study conducted by Qu et al [19]. The results from this
prospective cohort study are more convincing because it meets
a necessary and inarguable criterion for causal inference: the
temporality of cause and effect [25]. Last, multiple subgroup
analyses were performed to explore the heterogeneity of the
associations for the different characteristics of the participants,
which were not conducted in previous studies about WeChat
usage and depression.

Many studies have shown that loneliness, social isolation, lack
of family and social support, and lack of social activity are risk
factors for anxiety and depression in adults [26-30]. On the one
hand, WeChat is an instant message platform where WeChat
users can communicate with family and friends to relieve the
feeling of loneliness, especially for older adults whose children
or relatives are not around them [31]. Importantly, a video call
on WeChat allows users to see each other, which is more
convenient for emotional expression and perception and users
can obtain emotional support. WeChat users not only can
maintain and improve existing social relationships through
WeChat, but they can also expand their social circle to make
more like-minded friends and engage in more social activity
[32].

WeChat moments is another common and primary function of
WeChat, which is an emotional space composed of words,
pictures, and short videos posted by users. Users of WeChat
moments can post what is happening around them or express

their feelings by text or video, browse the content posted or
reproduced by their WeChat friends, and interact with their
friends through the act of liking and commenting on posts and
short videos. Similarly, users can obtain emotional support and
emotional communication, as well as release negative emotions
by posting WeChat moments. Therefore, the results of Nan et
al [33] were supported, which found that internet usage,
including WeChat usage, could directly or indirectly reduce the
risk of depression through improving interpersonal relationships.
Since solitude, a longer sleep duration, and no physical activity
are all risk factors for depressive symptoms, it is difficult to
offset the negative impact of these factors by using WeChat or
posting WeChat moments. Therefore, the heterogeneity of the
associations among certain subgroups was observed.
Importantly, the heterogeneity of the associations shown in the
subgroup analysis suggested that a one-size-fits-all model should
be used with caution, and recommendations for individualization
or stratified treatment are necessary, especially when research
is used to inform policy and clinicians’ decisions [34-36].

Strengths and Limitations
There are several strengths of this study. First, this study is a
prospective national cohort study, of which the sample sizes
are large and the participants are representative. Second,
modified Poisson regressions were used to precisely estimate
the strength of the associations, which is a statistical approach
more appropriate for this scenario given the high incidence of
depressive symptoms. Third, multiple subgroups analyses were
performed to explore the heterogeneity of the associations
between the exposures and depressive symptoms among
participants with different characteristics. Last, multiple
sensitivity analyses were performed to validate the robustness
of the associations between the exposures and depressive
symptoms based on the main analysis.

Meanwhile, there are several limitations of this study. First, as
the questions about WeChat usage and WeChat moments usage
were only collected in the 2018 and 2020 surveys in the
CHARLS database, the data for only these two surveys were
used in this study. The corresponding follow-up period in this
study was short, and a longer follow-up is needed to further
confirm our conclusion. Second, the use of subgroups and more
exposure groups (WeChat users were further divided into
WeChat moments users and non-WeChat moments users)
reduced the sample size and statistical power of the regression
analyses. In particular, fewer participants used WeChat but did
not post moments, which may have resulted in wide CIs for the
associations and heterogeneity of the associations that are not
easily explained. Third, some studies have suggested that
excessive SMU or problematic SMU may increase the risk of
depression [16,37,38]. However, the CHARLS database lacks
relevant information on the frequency or duration of WeChat
and WeChat moments usage, so this study cannot analyze the
association between the frequency of WeChat use and depressive
symptoms. Fourth, limited by the information collected in the
database, other factors behind the use of WeChat and WeChat
moments that may influence depressive symptoms were not
considered in this study, such as the personality of participants
(ie, outgoing or introverted). These factors can relate to whether
participants post moments and affect the risk of depressive
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symptoms. Last, WeChat is only one of many social media
software, and the participants may also use other social media
software in addition to WeChat. Also, limited by the relevant
information provided by CHARLS, this study was unable to
investigate the effects of other social media and the joint use of
them on mental health.

Conclusion
In summary, the prevention of depression in community-based
middle-aged and older adults calls for the joint efforts of
individuals, families, and society. On the one hand, middle-aged
and older adults are recommended to moderately use social
media and the internet to learn more about new things or keep
in touch with family and friends [39]. At the same time,

middle-aged and older adults are recommended to participate
in offline social activities and physical activity, if their physical
capacity allows. On the other hand, it is suggested that children
should actively contact their older family members, both
electronically and offline, to provide them with emotional and
material support. In addition, especially for older adults, it is
recommended that the government and community organizations
provide more community support [40], such as group
recreational activities, which can also be important for the
prevention of depression. In addition, the next waves of the
CHARLS data will be obtained to determine the impact of using
WeChat and posting WeChat moments on the long-term risk
of depressive symptoms.
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Abstract

Background: The effects of physical activity (PA) across different domains and intensities on depressive symptoms remain
inconclusive. Incorporating the community-built environment (CBE) into longitudinal analyses of PA’s impact on depressive
symptoms is crucial.

Objective: This study aims to examine the effects of PA at different intensities—low-intensity PA (eg, walking activities) and
moderate-to-vigorous-intensity PA (eg, activities requiring substantial effort and causing faster breathing or shortness of
breath)—across leisure-time and occupational domains on depressive symptom trajectories among middle-aged and older adults.
Additionally, it investigated how CBEs influence depressive symptoms and PA trajectories.

Methods: This longitudinal study included 6865 middle-aged and older adults from the China Health and Retirement Longitudinal
Survey. A CBE variable system was developed using a community questionnaire to assess attributes of the physical built
environment. Depressive symptoms were measured using the Center for Epidemiologic Studies Depression Scale. Latent growth
curve modeling was applied to analyze 3 waves of the cohort data (2015, 2018, and 2020) to explore the differential effects of
PA on depressive symptoms and the role of the CBE.

Results: In the 2015 and 2018 waves, higher low-intensity leisure-time physical activity (LTPA) was associated with lower
depressive symptoms (β=–.025, P=.01 and β=–.027, P=.005, respectively). Across all waves, moderate-to-vigorous-intensity
LTPA showed no significant predictive effects (P=.21 in 2015, P=.57 in 2018, and P=.85 in 2020, respectively). However, higher
occupational physical activity (OPA), particularly at moderate-to-vigorous intensities, was consistently associated with higher
depressive symptoms. Parallel process latent growth curve modeling revealed that the initial level of total LTPA negatively
predicted the initial level of depressive symptoms (β=–.076, P=.01). OPA exhibited dual effects, positively predicting the initial
level of depressive symptoms (β=.108, P<.001) but negatively predicting their upward trajectory (β=–.136, P=.009). Among
CBE variables, better infrastructure conditions (β=–.082, P<.001) and greater accessibility to public facilities (β=–.036, P=.045)
negatively predicted the initial level of depressive symptoms. However, greater accessibility to public facilities positively predicted
the upward trajectory of depressive symptoms (β=.083, P=.04). Better infrastructure conditions (β=.100, P=.002) and greater
accessibility to public transport (β=.060, P=.01) positively predicted the initial level of total LTPA. Meanwhile, better infrastructure
conditions (β=–.281, P<.001) and greater accessibility to public facilities (β=–.073, P<.001) negatively predicted the initial level
of total OPA. Better infrastructure conditions positively predicted the declining trajectory of total OPA (β=.100, P=.004).
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Conclusions: This study underscores the importance of considering the differential effects of PA across domains and intensities
on depressive symptoms in public policies and guidelines. Given the influence of the environment on PA and depressive symptoms,
targeted community measures should be implemented.

(JMIR Public Health Surveill 2025;11:e64564)   doi:10.2196/64564

KEYWORDS

community-built environment; physical activity; depressive symptom trajectories; middle-aged and older adults; latent growth
curve modeling; longitudinal study

Introduction

In communities, the physical built environment and health
behaviors, such as physical activity (PA), can significantly
influence residents’ mental health [1]. Overall, well-designed
community-built environments (CBEs)—including factors such
as walkability, appropriate density, and safety—are beneficial
in reducing depressive symptoms. By contrast, unfavorable built
environments, such as poor-quality housing and insufficient
green spaces, may exacerbate depressive symptoms [2]. Exercise
and PA have been shown to be as effective as some
antidepressant medications in improving depressive symptoms
[3].

With the acceleration of the global aging process [4], depression
among middle-aged and older adults has become a significant
public health issue worldwide. The World Health Organization
(WHO) estimates that the prevalence of depression in the global
aging population ranges from 10% to 20% [5]. In China, the
pooled prevalence of depressive symptoms among seniors aged
60 years and older is approximately 22.7% [6]. Depression
poses a serious threat to the mental health of middle-aged and
older adults and can also lead to physical illness and an increased
risk of death [7].

In all studies examining factors influencing depressive
symptoms, PA has become a focal point. PA can be easily
incorporated into the daily context of a community, whether in
a living or work environment, making it a universally accessible
and straightforward intervention. Its practicality and ease of
implementation have made PA a key topic in discussions about
improving mental health [8]. The beneficial effects of PA on
alleviating depressive symptoms are well-documented.
Physically inactive individuals are more likely to experience
depressive symptoms compared with those who engage in
regular PA [9]. Recent studies have shown that this effect is not
influenced by age [10]. Middle-aged and older adults are
particularly susceptible to depressive disorders due to factors
such as the gradual decline in physical function, an increase in
chronic illnesses, and the potential for significant life changes,
including widowhood, retirement, and living alone after middle
age [11]. Older adults who engage in insufficient PA are at a
higher risk of depression compared with those who maintain
adequate levels of PA [12].

Many studies exploring the relationship between PA and
depressive symptoms have primarily focused on exercise-based
PA [13]. However, PA can also occur in occupational settings
or outside structured exercise programs. PA shows different
health outcomes depending on the context, such as work versus

leisure settings [14]. Recently, researchers have begun to
examine the “PA paradox”—the concept that leisure-time
physical activity (LTPA), such as sports and recreational
activities, has positive effects on health, while PA in
occupational settings may have negative consequences for both
physical and mental health [15]. LTPA, regardless of intensity,
is associated with a lower risk of depressive symptoms. By
contrast, occupational PA (OPA) or transportation-related PA
does not show a similar reduction in the risk of depressive
symptoms [16]. Workers who engage in work-related physical
activities tend to report higher levels of depressive symptoms
[17], and individuals with the highest levels of OPA are more
likely to experience depressive symptoms [18]. Globally, a
significant proportion of people continue to engage in manual
labor, particularly in many developing countries. Therefore, it
is important to distinguish between different domains or
motivations when examining the effect of PA on depressive
symptoms, as this distinction may lead to entirely different
results. However, only a small number of studies have made
such distinctions to examine the effects of various PA domains
on depressive symptoms [19].

There are still several limitations and gaps in the existing
research on the effects of PA on depressive symptoms. First,
while the beneficial effects of exercise on depressive symptoms
are well-established, the complex impacts of different domains
(such as exercise and work) or PA intensity remain inconclusive
[20]. There is still a lack of basic evidence, particularly for
middle-aged and older adults, and further research is urgently
needed to provide clearer insights. Second, most studies on the
effect of PA on depressive symptoms offer only a cross-sectional
perspective, with few utilizing cohort data to explore the
longitudinal impact. By focusing on individual trajectories and
patterns over time, longitudinal studies can provide valuable
insights into the developmental continuum, help determine the
stability of the association between PA and depressive
symptoms, and analyze the dynamics of these interactions [21].

Furthermore, the CBE is an important factor influencing mental
health, including depressive symptoms and mental health
inequalities [22]. Depressive symptoms are associated with the
built environment, and different physical attributes of the
community may impact them through various behavioral or
social pathways [23]. Many characteristics of the CBE may
expose residents to environmental stressors—such as poor
housing quality, uncomfortable population densities, low safety,
and poor accessibility to amenities—that can negatively affect
their mental health [24]. As for built environment measures,
the most common ones are related to the “5D” elements: density,
diversity, design, destination accessibility, and distance to transit
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[25]. These elements are often evaluated individually or
together.

Despite the growing body of literature on the effects of CBE
on depressive symptoms, there is still limited evidence
concerning middle-aged and older adults. Few studies have
highlighted that improving community walkability, particularly
the accessibility and safety of public transportation, is crucial
for middle-aged individuals with depression [2]. Higher levels
of residential greenery have been significantly associated with
lower odds of depressive symptoms among older adults living
in the community [26]. Additionally, high population density
and proximity to destinations contribute to better mental health,
while walkable environments are linked to reduced depression,
particularly among Asian women [27]. Conversely, the
availability of local retail stores has been associated with an
increased likelihood of depressive symptoms in older men [28].
Thus, inconsistent results may arise in different contexts or
regions. Therefore, it is crucial to consider the local community
context when assessing the effects of CBE on depressive
symptoms and PA. Furthermore, among longitudinal studies
exploring the relationship between PA and depressive
symptoms, few have taken CBE into account [29]. Therefore,
providing insights into how CBE influences the trajectories of
depressive symptoms and PA is invaluable.

To address these gaps, this study focused on middle-aged and
older adults aged 45 years and older in China, using data from
3 waves of repeated measurements to identify the trajectory of
depressive symptoms, various types of PA, and the built
environment of communities. The study aimed to answer the
following 2 research questions: (1) What are the longitudinal
effects of LTPA and OPA on depressive symptoms among
middle-aged and older adults? (2) How does the CBE influence
the trajectory of depressive symptoms and the 2 domains of PA
in this population?

Methods

Data Source and Study Sample
The data for this study were obtained from the latest 3 waves
of tracking data (2015, 2018, and 2020) from the China Health
and Retirement Longitudinal Survey (CHARLS), a large
microsurvey database. CHARLS covers 450 communities across
28 provinces in China, using a multistage stratified probability
proportional to size sampling method to conduct the survey. A
detailed description can be found in Appendix S1 in Multimedia
Appendix 1 (see also [30-32]). As part of the International
Survey of Health in Aging, CHARLS has been extensively
utilized in interdisciplinary studies focusing on aging and health
issues [33].

Figure S1 in Multimedia Appendix 1 illustrates the sample
screening process. For each wave of data, this study excluded
samples with missing PA data (missing PA data were randomly
absent: participants were randomly selected to answer
PA-related questions, and the absence of available records
indicated that they did not respond to PA-related questions) and
missing depressive symptom scores (individuals who left more
than 2 questions unanswered on the scale were considered

invalid for the depressive symptom measure. Among the
respondents excluded from the analysis, approximately 80%
had missing data for all 10 items on the scale in each wave).
Additionally, samples lost due to attrition or participant death
were excluded. After matching data across the 3 waves,
participants younger than 45 years were also excluded. This
resulted in a final sample of 6865 respondents, with 20,595
observation points. For samples with missing values for sex and
education level, data from adjacent waves were used.

Ethics Approval
The original data collection was approved by the Biomedical
Ethics Review Committee of Peking University
(IRB00001052-11015). All data used in this study were fully
anonymized, and participants provided informed consent. The
data for this study were registered and obtained through the
official CHARLS website [34].

Depressive Symptoms
Depressive symptoms were assessed using the Center for
Epidemiologic Studies Depression Scale (CES-D), as provided
by CHARLS. Respondents answered 10 questions reflecting
feelings and behaviors associated with depression [35]. The
total score, which ranged from 0 to 30, was calculated by
summing the responses to these 10 questions, with reverse
scoring applied to the 2 positive questions. Higher CES-D scores
indicated more severe depressive symptoms. The Cronbach α
coefficients for the CES-D scale in this study were 0.794, 0.800,
and 0.796 in 2015, 2018, and 2020, respectively. In the
descriptive statistical analysis, a CES-D score of ≥10 was
classified as indicative of depression [36]. Additionally, we
calculated the Reliable Change Index (RCI) for the CES-D
scores across waves to assess whether changes in participants’
depressive symptom scores over multiple waves were
statistically significant (|RCI|>1.96) [37].

Physical Activity Level
The CHARLS used items similar to those in the International
Physical Activity Questionnaire (short form) to assess
respondents’ levels of PA. It collected data on the duration and
weekly frequency of each type of PA: low intensity (walking
activities), moderate intensity (activities that cause faster
breathing than usual, such as cycling, playing table tennis, and
practicing yoga), and high intensity (activities that cause
shortness of breath, such as fast running and playing basketball)
[38]. This study used the metabolic equivalent (MET) method
to calculate PA levels. To determine an individual’s weekly
MET for each PA intensity, we multiplied the corresponding
duration, frequency, and coefficient for each activity. Following
previous studies [30,31], we performed data organization and
calculations for the 3 intensity levels of PA, including data
cleaning, outlier elimination, and data truncation. Details
regarding the CHARLS Questionnaire on PA, as well as the
data processing and calculation methods used in this study, are
provided in Appendix S1 in Multimedia Appendix 1. We scaled
all PA data by a factor of 100 to meet the data requirements for
statistical analysis before inputting them into the model
calculation. As a result, the actual unit of MET reported in the
models was 100 MET minutes per week.
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The CHARLS database collected information on the purpose
of each PA (4 categories: work, exercise, recreation, and others),
allowing for the examination of the differential effects of various
PA domains on depressive symptoms. Activities labeled as
“other” in CHARLS were not explicitly defined and included
a mix of multiple purposes, so they were excluded from the
calculations for this study. PA data were categorized into 2
domains: LTPA and OPA. Within each domain, PA was further
classified by intensity: low intensity (walking activities) and
moderate-to-vigorous intensity (activities that require significant
effort and lead to faster breathing or shortness of breath). The
corresponding MET values were calculated and aggregated.

Construction of the Community-Built Environment
Variables System
In this study, a set of variables was developed to assess the
physical built environments of communities based on the
community questionnaire data set provided by CHARLS. This
data set was released in a single issue as part of the national
baseline survey, updated in December 2013, with no subsequent
updates in later waves. Based on the concepts of 3D, 5D, and
other typical indicator systems and their extensions [25,39], and
considering data availability and the characteristics of
middle-aged and older adults, this study selected 7 core variables
to evaluate the CBE attributes of each community: residential
density, density of public facilities, diversity of sports venues,
diversity of senior care facilities, accessibility of public facilities,
accessibility of public transport, and infrastructure conditions.
These variables are outlined in Table 1.

Table 1. Community-built environment variable system constructed from the community questionnaire of the China Health and Retirement Longitudinal
Survey.

Calculation method: unit (weight)VariableBuilt environment

element

Density •• Community population/total area of the community: pieces/km2 (N/Aa)Residential density
• Density of public facilities • The total number of basic public facilities in the community/total area of the com-

munity: pieces/km2 (N/A)

Diversity •• Whether or not the community has any of the 8 sports venues: a “yes” answer will
be scored as 1 point for that venue, a “no” answer will be scored as 0 points for that
venue, and the total values will be added up. The maximum score is 8: points (N/A)

Diversity of sports venues
• Diversity of senior care facilities

• Whether or not the community has any of the 7 senior care facilities; diversity levels
were calculated as described above.

Destination

accessibility

•• The average distance from the community office to the most commonly used type
of each facility (if this facility is located within the community, the answer is 0):
km (N/A).

Accessibility of public facilities

Distance to transit •• The actual distance from the community office to the most commonly used bus stop:
km (43.86%).

Accessibility of public transport

• The total number of actual bus lines accessible to the community: pieces (56.14%).

Infrastructure •• Pavement quality of the main roads, where pathway/dirt/unpaved road=1 point,
sandstone road=2 points, and paved road=3 points: points (13.62%)

Infrastructure conditions

• The total number of days roads are impassable: days (12.31%)
• The proportion of households that use purified tap water: percentage (18.30%)
• Availability of sewer system in the community. yes=1 point and no=0 points: points

(17.56%)
• The level of waste disposal, where moved away by truck=5 points, buried in the

village=4 points, burn away=3 points, put into nearby river=2 points, and do not
manage=1 point: points (17.13%)

• The proportion of households that use electricity: percentage (17.07%)
• The condition of community toilets, where inside toilet with water=5, inside toilet

without water=4, outside toilet with water=3, outside public toilet without water=2,
and open air=1: points (4.00%)

aN/A: not applicable.

Among the variables, the accessibility of public transport and
infrastructure conditions were assessed by calculating multiple
subvariables. The CRITIC weighting method was used to
determine the weight of each subvariable. Detailed information
on the content of the facilities and the source of the question
numbers can be found in Table S1 in Multimedia Appendix 1.
Furthermore, due to limitations in the survey data, this study

could not include variables such as green spaces and road
network connectivity, despite their recognized importance
[40,41]. All CBE variables were normalized using the min-max
normalization method, resulting in a processed data range of
0-1, before being included in the model calculations. Further
details can be found in Appendix S1 in Multimedia Appendix
1.
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Covariates
Three types of variables were used as control variables:
demographic and socioeconomic status, health behavior and
status, and housing characteristics. These variables were selected
due to their association with mental health levels or their
potential impact on depressive symptoms [42]. Baseline data
were chosen as covariates for inclusion in the model
calculations. Specifically, demographic and socioeconomic
status included age, sex (male or female), education level
(categorized into 4 groups: illiteracy; primary and lower; middle,
high, and vocational school; and 3-year college/bachelor’s
degree and higher), marital status (married or other), cohabiting
status (with or without a cohabiting partner), and personal annual
income. Personal annual income encompasses salaries and
transfer income, such as pensions, benefits, and subsidies.

Health behavior and status included smoking (current smoker
or nonsmoker), drinking (categorized into 3 groups: drinking
more than once a month, drinking less than once a month, and
nondrinker), the number of chronic diseases (total of 10, as
outlined in Appendix S2 and Table S2 in Multimedia Appendix
1), and disability status (disabled or nondisabled). Housing
characteristics were assessed based on the presence of various
amenities: elevator, barrier-free facilities, toilet flushing,
electricity, running water, bathing facility, gas/natural gas,
heating, broadband, air purifier, and tidiness, for a total of 11
items. One point was assigned for each present characteristic
or amenity, and the total score was calculated. Higher scores
indicate better housing quality.

Statistical Analysis
This study utilized latent growth curve modeling (LGCM) to
analyze the trajectories and longitudinal associations among
the variables. LGCM, a variant of structural equation modeling,
is a statistical method commonly used in longitudinal studies
with latent variables [43]. It uses the intercept to represent the
initial level and the slope to capture the rate of change. First,
an unconditional linear LGCM was applied to each of the 3
measures of PA and depressive symptoms to examine their
trajectories in middle-aged and older adults. In the second step,
all control variables were incorporated into a linear growth
model to construct a conditional linear LGCM for depressive
symptoms. PA was included as a time-varying covariate to
examine the effect of each wave of PA on depressive symptoms.
To test whether these effects remained stable over time
(2015-2018-2020), equality constraints were applied to the
effects at each wave, and likelihood ratio tests (LRTs) were
conducted to assess the statistical equivalence of these effects.
In the third step, an LGCM was constructed for both depressive
symptoms and PA, with 7 categories of built environment (CBE)
as time-invariant covariates. A parallel process LGCM was used
to examine the dynamic associations among CBE, PA, and
depressive symptoms. The study also incorporated the adjusted
individual weights provided by CHARLS for each wave of data
in all models to minimize representational bias due to response
differences. The acceptable thresholds for model fit indices
were as follows: Comparative Fit Index>0.90, Tucker-Lewis
Index>0.90, root mean square error of approximation<0.08, and
standardized root mean square residual<0.08 [44]. Additionally,

the Harman single-factor test was conducted to examine the
data for common method bias. The total variance explained by
the first common factor was 19.76% (<40%), indicating that
the study was not significantly affected by common method
bias [45]. Data cleaning was performed using Stata 18.0
(StataCorp), all LGCM analyses were conducted with Mplus
8.10 (Muthén and Muthén), and the Harman single-factor test
was executed using IBM SPSS 26.

Results

Characteristics of the Sample at Baseline
A total of 6865 participants were included in the study sample,
with the detailed statistical characteristics presented in Table
S2 in Multimedia Appendix 1. The male-to-female ratio in the
sample was 0.88, indicating a nearly balanced distribution. The
respondents’ education levels were relatively low: of the 6865
participants, 4652 (67.76%) did not receive education beyond
secondary school, reflecting the social context of the
middle-aged and older adult generation in China. The marriage
rate in the sample was very high (6836/6865, 99.58%), and a
majority of respondents (5767/6865, 84%) lived with a
cohabiting partner. The mean annual personal income of
participants was 15,712.63 Chinese yuan (1 yuan=US $0.14).
Among the respondents, the majority were nonsmokers
(4986/6865, 72.63%) and nondrinkers (4400/6865, 64.09%).
On average, participants reported having 2.10 chronic diseases,
and the average score for housing characteristics was 4.06.
Additionally, 872 (12.70%) participants reported having a
disability.

Developmental Trajectories of Physical Activity and
Depressive Symptoms
The statistics for depressive symptoms and various types of PA
among middle-aged and older adults across the 3 data waves
are presented in Table 2. The proportion of participants with
depression (CES-D scores≥10) ranged from approximately 30%
to 40% over the study period (2178/6865, 31.73%, in 2015;
2469/6865, 35.97%, in 2018; and 2666/6865, 38.83%, in 2020).
Additionally, in each wave, participants consistently reported
higher levels of OPA than LTPA. The amount of
moderate-to-vigorous-intensity OPA was greater than that of
low-intensity OPA, while low-intensity LTPA was more
prevalent than moderate-to-vigorous-intensity LTPA.

Unconditional LGCM was used to examine the developmental
trends of each variable. The model fit indices, along with the
mean intercepts and slopes for the 3 models, are presented in
Table 3. Overall, the models demonstrated a good fit. Depressive
symptoms and LTPA levels showed a linear upward trend across
the 3 measurement waves (with positive and significant slopes),
while OPA levels displayed a linear downward trend.
Furthermore, based on the RCI statistics for changes in
depressive symptoms (Appendix S2 and Table S3 in Multimedia
Appendix 1), despite the overall increasing trend in depressive
symptoms, most participants did not show significant changes
across waves (–1.96≤RCI≤1.96). Specifically, 5506 of 6865
(80.20%) individuals from 2015 to 2018, 5483 of 6865 (79.87%)
individuals from 2018 to 2020, and 5391 of 6865 (78.53%)
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individuals from 2015 to 2020 showed no significant changes
(–1.96≤RCI≤1.96). Over the longer period from 2015 to 2020,
948 of 6865 (13.81%) participants experienced a significant

increase (RCI>1.96) in depressive symptoms, while 526 of 6865
(7.66%) participants experienced a significant decrease
(RCI<–1.96).

Table 2. Statistical characteristics of depressive symptoms and physical activity among middle-aged and older adults across three waves of data.a

Wave 2020Wave 2018Wave 2015Variable

8.85 (6.46)8.46 (6.32)7.81 (6.27)Depressive symptoms, mean (SD)

2666/6865 (38.83)2469/6865 (35.97)2178/6865 (31.73)Number of depression, n/N (%)

4199/6865 (61.17)4396/6865 (64.03)4687/6865 (68.27)Number of nondepression, n/N (%)

1590.66 (2748.37)1248.28 (2412.47)974.38 (2130.84)Total LTPAb, mean (SD)

902.70 (1356.9)792.45 (1356.73)593.47 (1198.14)Low-intensity LTPA, mean (SD)

687.96 (2140.36)455.83 (1719.31)380.91 (1514.96)Moderate-to-vigorous-intensity LTPA, mean (SD)

3745.39 (5744.90)4834.27 (6593.79)5529.50 (6988.45)Total OPAc, mean (SD)

719.76 (1570.59)1190.91 (1925.46)1234.15 (1907.24)Low-intensity OPA, mean (SD)

3025.63 (5064.63)3643.36 (5600.78)4295.35 (5985.89)Moderate-to-vigorous-intensity OPA, mean (SD)

aA score of the Center for Epidemiologic Studies Depression Scale ≥10 was defined as depression. The unit of physical activity in this table is metabolic
equivalent minutes/week.
bLTPA: leisure-time physical activity.
cOPA: occupational physical activity.

Table 3. Estimates and fit index of unconditional LGCMs.a

LGCM for total OPAdLGCM for total LTPAcLGCMb for depressive symptomsEstimates

SEEstimateSEEstimateSEEstimate

Means

0.80356.000e0.2469.661e0.0737.855eIntercept

0.439–9.087e0.1903.048e0.0380.516eSlope

5.570–46.701e8.409–18.383f0.486–0.319Covariance (intercept with slope)

Fit index

N/A3.442 (1)N/A1.182 (1)N/Ag4.180 (1)Chi-square (df)

N/A0.031 (0.013-0.053)N/A0.005 (0.000-0.033)N/A0.022 (0.004-0.045)Root mean square error of approximation
(90% CI)

N/A0.998N/A1.000N/A0.999Comparative Fit Index

N/A0.994N/A0.999N/A0.998Tucker-Lewis Index

N/A0.008N/A0.004N/A0.006Standardized root mean square residual

aThe unit of physical activity in this table is 100 metabolic equivalent minutes/week.
bLGCM: latent growth curve modeling.
cLTPA: leisure-time physical activity.
dOPA: occupational physical activity.
eP<.001.
fP<.05.
gN/A: not applicable.

Effects of Leisure-Time and Occupational Physical
Activity on Depressive Symptoms
Based on the time-varying covariate LGCM specified in Figure
1, the direct effects of all types of PA on depressive symptoms
were calculated for each wave, and equality constraints were

tested. The results are presented in Table 4. The model fit for
all pathways was satisfactory (Appendix S2 and Table S4 in
Multimedia Appendix 1). In both 2015 and 2018, total LTPA
(β=–.023, P=.02 and β=–.025, P=.01, respectively) and
low-intensity LTPA (β=–.025, P=.01 and β=–.027, P=.005,
respectively) negatively predicted depressive symptoms.
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However, this effect was not statistically significant in 2020
(P=.51). No significant differences were observed in the
pathways across multiple waves, as the LRT results were not
significant (P=.31 in 2015, P=.65 in 2018, and P=.14 in 2020,
respectively). Moderate-to-vigorous-intensity LTPA did not
show a significant predictive effect on depressive symptoms in
any wave (P=.21 in 2015, P=.57 in 2018, and P=.85 in 2020,
respectively).

By contrast, in waves 2015, 2018, and 2020, both total OPA
(β=.041, P<.001; β=.022, P=.02; and β=.027, P=.03,
respectively) and moderate-to-vigorous-intensity OPA (β=.036,
P<.001; β=.020, P=.04; and β=.019, P=.049, respectively)
positively predicted depressive symptoms. The positive

predictive effect of low-intensity OPA on depressive symptoms
was significant only in wave 2015 (β=.030, P=.003).
Furthermore, the LRT results indicated that the effect of
low-intensity OPA on depressive symptoms differed
significantly between waves 2015 and 2018 (P=.048) and
between waves 2015 and 2020 (P=.02). Across the 3 waves of
data, the effects of both total OPA (P=.27 in 2015; P=.98 in
2018; and P=.33 in 2020, respectively) and
moderate-to-vigorous-intensity OPA on depressive symptoms
remained stable with no significant differences observed (P=.27
in 2015, P=.87 in 2018, and P=.41 in 2020, respectively). Given
the representativeness, statistical significance, and stability of
the effects across waves, this study proceeded with the inclusion
of total LTPA and total OPA for further analysis.

Figure 1. Graphical representation of the time-varying covariate latent growth curve modeling with the depressive symptoms and physical activity as
time-varying variables. The 11 covariates as time-invariant covariates were plotted in a box for mapping simplicity. They were calculated concurrently
in each latent growth curve model analysis.
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Table 4. Standardized estimate, SE (in parentheses), and significance of the time-varying covariate latent growth curve modeling.a

LRT 2015
vs 2020

LRT 2018
vs 2020

LRTb 2015
vs 2018

Wave 2020 depressive
symptoms

Wave 2018 depressive
symptoms

Wave 2015 depressive
symptomsVariables

N/AN/AP=.31N/AN/Ae–0.023 (0.010)d2015 Total LTPAc

N/AP=.65N/AN/A–0.025 (0.010)dN/A2018 Total LTPA

P=.14N/AN/A–0.015 (0.022)N/AN/A2020 Total LTPA

N/AN/AP=.93N/AN/A–0.025 (0.010)d2015 Low-intensity LTPA

N/AP=.19N/AN/A–0.027 (0.010)fN/A2018 Low-intensity LTPA

P=.20N/AN/A–0.010 (0.010)N/AN/A2020 Low-intensity LTPA

N/AN/AP=.18N/AN/A–0.012 (0.010)2015 Moderate-to-vigorous-in-
tensity LTPA

N/AP=.57N/AN/A0.005 (0.009)N/A2018 Moderate-to-vigorous-in-
tensity LTPA

P=.35N/AN/A–0.002 (0.009)N/AN/A2020 Moderate-to-vigorous-in-
tensity LTPA

N/AN/AP=.27N/AN/A0.041 (0.010)h2015 Total OPAg

N/AP=.98N/AN/A0.022 (0.010)dN/A2018 Total OPA

P=.33N/AN/A0.027 (0.012)dN/AN/A2020 Total OPA

N/AN/AP=.048dN/AN/A0.030 (0.010)f2015 Low-intensity OPA

N/AP=.22N/AN/A0.012 (0.010)N/A2018 Low-intensity OPA

P=.02dN/AN/A–0.005 (0.010)N/AN/A2020 Low-intensity OPA

N/AN/AP=.27N/AN/A0.036 (0.010)h2015 Moderate-to-vigorous-in-
tensity OPA

N/AP=.87N/AN/A0.020 (0.010)dN/A2018 Moderate-to-vigorous-in-
tensity OPA

P=.41N/AN/A0.019 (0.010)dN/AN/A2020 Moderate-to-vigorous-in-
tensity OPA

aItalicized values indicate significant results.
bLRT: likelihood ratio test.
cLTPA: leisure-time physical activity.
dP<.05.
eN/A: not applicable.
fP<.01.
gOPA: occupational physical activity.
hP<.001.

Longitudinal Associations Among Community-Built
Environment, Physical Activity, and Depressive
Symptoms
This study further used a parallel process LGCM to analyze the
dynamic associations between CBE, the 2 domains of PA, and
depressive symptoms (Figure 2). The models demonstrate a
good fit (Appendix S2 and Table S4 in Multimedia Appendix
1). First, the intercept (initial level) of total LTPA negatively
predicted the initial level of depressive symptoms (β=–.076,
P=.003). The initial level of total OPA positively predicted the
initial level of depressive symptoms (β=.108, P<.001) and
negatively predicted the rate of increase in depressive symptoms
(β=–.136, P=.009).

Regarding the effect of CBE on the trajectory of depressive
symptoms, infrastructure conditions and accessibility of public
facilities negatively predicted the initial level of depressive
symptoms (β=–.082, P<.001 and β=–.036, P=.045, respectively).
However, accessibility to public facilities positively predicted
the rate of increase in depressive symptoms (β=.083, P=.04).
Additionally, infrastructure conditions (β=.100, P=.002) and
accessibility of public transport (β=.060, P=.01) positively
predicted the intercept of total LTPA. By contrast, infrastructure
conditions (β=–.281, P<.001) and accessibility of public
facilities (β=–.073, P<.001) negatively predicted the initial level
of total OPA. Infrastructure conditions also positively predicted
the declining trend of total OPA over time (β=.100, P=.004).
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Figure 2. Parallel process latent growth curve modeling to estimate the effect of physical activity on depressive symptoms, with the community-built
environment serving as a time-invariant covariate. Dashed lines indicate nonsignificant paths. The nonsignificant paths for the 7 community-built

environment variables are not displayed. All control variables are evaluated simultaneously. aP<.05; bP<.01; cP<.001. LTPA: leisure-time physical
activity; OPA: occupational physical activity.

Discussion

Longitudinal Effect of Physical Activity on Depressive
Symptoms Among Middle-Aged and Older Adults
First, the analysis based on the linear unconditional LGCM
revealed an upward trend in depressive symptoms among

middle-aged and older adults from 2015 to 2020. This finding
aligns with previous studies using CHARLS data [33],
suggesting that depressive symptoms may be influenced by the
aging process. However, further analysis using the RCI indicated
that while depressive symptoms showed an upward trend, this
change appeared to occur primarily at the group level. At the

JMIR Public Health Surveill 2025 | vol. 11 | e64564 | p.649https://publichealth.jmir.org/2025/1/e64564
(page number not for citation purposes)

Zhang et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


individual level, fluctuations in depressive symptoms were
relatively small for most participants, with only a minority
experiencing significant increases. For the majority, changes
did not reach statistically significant levels (Table S3 in
Multimedia Appendix 1). Additionally, the average levels of
depressive symptoms across the 3 waves were slightly below
the CES-D clinical screening threshold (Table 2) [36], indicating
that most participants exhibited mild or subclinical depressive
symptoms. Therefore, the core focus of this study is to
understand and explore the potential effects of CBE and PA on
changes in depressive symptoms. These changes should not be
overly simplified as the onset of clinical depression or an
increase in its severity.

Existing studies examining the effects of PA on depressive
symptoms often focus on a single domain or intensity level.
However, given that PA across different intensities and domains
may have varying effects on depressive symptoms [46], our
study contributes to the literature by further categorizing PA
into low- and moderate-to-high-intensity levels within the
domains of LTPA and OPA. These results highlight the
importance of the differences observed. By analyzing data from
3 waves of repeated measurements, we found that LTPA,
particularly low-intensity LTPA, consistently served as a
negative predictor of depressive symptoms among middle-aged
and older adults in China. This suggests that greater participation
in low-intensity LTPA was associated with fewer depressive
symptoms in this population (Table 4). Our findings are
consistent with previous studies that emphasize the benefits of
moderate and light exercise over vigorous exercise for
middle-aged and older adults [47]. Engaging in lower-intensity
activities, such as walking, may also help prevent depression
[48], with lower LTPA levels being associated with fewer
depressive symptoms [20].

However, in all waves of the analysis, we did not observe a
significant association between moderate-to-vigorous-intensity
LTPA and depressive symptoms. This finding is inconsistent
with some existing literature. For example, certain
cross-sectional studies have suggested that both low- and
moderate-to-vigorous-intensity PA positively impact the mental
health of middle-aged and older adults [49]. Furthermore, both
small and large amounts of LTPA are associated with a lower
prevalence of depression, with comparable effects [19]. These
discrepancies may arise from differences in how PA intensity
is categorized, the participant selection criteria, or regional
characteristics across the studies.

This study also clearly observed that after controlling for
socioeconomic factors such as income levels, higher
moderate-to-vigorous-intensity OPA was associated with higher
depressive symptoms. This negative predictive effect remained
significant and consistent across all waves of data (Table 4).
This result aligns with previous studies. Research from Brazil
and South Korea reported that participants with higher levels
of OPA were more likely to experience depressive symptoms
[20], and that the higher the level of work-related PA, the greater
the likelihood of depressive symptoms [50]. Similarly, OPA
appears to be associated with an increased risk of depression
[51]. However, these results contradict those of other studies.
For instance, research from the United States suggested that

OPA does not significantly predict depression regardless of
gender [52], while a study from Ghana found that depression
decreased as work-related PA increased [53]. As our study
controlled for socioeconomic characteristics, these differences
suggest that the effect of OPA on depressive symptoms may
vary depending on the level of economic development or overall
social progress in a given region.

Collectively, these findings support the important perspective
that the effects of PA on depressive symptoms vary depending
on the domain and intensity of the activity. This study adds to
the existing research on the PA paradox and PA parameters
[54]. Overall, our findings validate and expand upon the PA
paradox in the mental health domain, showing that LTPA,
particularly low-intensity exercise in LTPA, is associated with
lower  depress ive  symptoms ,  whereas
moderate-to-vigorous-intensity OPA is linked to higher
depressive symptoms. These 2 distinct forms of PA exert
opposite effects on depressive symptoms in middle-aged and
older adults [51]. Leisure exercise and occupational labor, as
fundamentally different drivers of PA, likely result in varying
degrees of subjective willingness and well-being, which may
have divergent long-term effects on mental health [55].
Particularly in many developing countries,
moderate-to-vigorous-intensity OPA is often linked to limited
individual job skills and is usually accompanied by poorer
working conditions and lower levels of welfare protection.

When examining the dynamic effects of PA on depressive
symptoms, this study further revealed the heterogeneous
characteristics of different domains of PA. Using
parallel-processed LGCM, we found that the initial level of total
LTPA in middle-aged and older adults negatively predicted the
initial level of depressive symptoms. This indicated that
individuals with higher initial LTPA levels tended to have lower
initial levels of depressive symptoms (Figure 2). This finding
is consistent with the results of Heesch et al [56], who reported
that low LTPA and walking levels were associated with reduced
anxiety and depression scores. One possible explanation is that
individuals with depressive symptoms are less likely to engage
in PA. Additionally, confounding factors may have influenced
this association.

This study also identified, for the first time, that OPA is not
only significantly positively associated with the initial level of
depressive symptoms, but also significantly predicts the
trajectory of change in depressive symptoms. Specifically,
middle-aged and older adults with higher initial OPA levels
tended to exhibit higher initial levels of depressive symptoms.
However, higher OPA levels appeared to suppress the upward
trajectory of depressive symptoms over time (Figure 2). This
finding highlights the complexity and duality of OPA’s influence
on the depressive symptom trajectory. On the one hand,
high-intensity or repetitive OPA may increase physical burdens,
contributing to higher initial depressive symptoms. On the other
hand, the “steeling effect” resulting from prolonged OPA may
enhance individuals’ resilience to negative experiences and
improve physiological adaptability, thereby mitigating the
increase in depressive symptoms over time [57,58]. Moreover,
OPA may exert long-term positive effects on mental health
through mechanisms such as improving physical metabolism,
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maintaining a regular daily routine, and reducing sedentary
behavior. These benefits may partially offset the negative
effects.

Effects of Community-Built Environment on
Trajectories of Depressive Symptoms and Physical
Activity
To the best of our knowledge, few studies have attempted to
develop indicator systems or variable sets for international
microsurvey databases to assess a community’s physical
environment. Jones-Smith and Popkin [59] proposed a scale for
assessing community contextual characteristics but did not pay
enough attention to physical built environments. Taking the
CHARLS community questionnaire as an example, this study
developed CBE indicators for international microsurvey
databases, which can provide references for other studies.
Specifically, incorporating the variables of the diversity of senior
care facilities and sports venues directly addresses the unique
needs of adults aged 45 years or older. Assessing the level of
access to senior care and exercise facilities within the
community is particularly important for this age group. The
density of public facilities and accessibility of public facilities
reflect the richness of community services and the convenience
of facility distribution, providing valuable insights into
middle-aged and older adults’ ease of access to essential daily
services. These factors are closely linked to the overall livability
and quality of life within the community. Additionally, the
infrastructure conditions variable covered several fundamental
aspects critical to the community environment, such as road
quality, waste disposal systems, sewer availability, and waste
management practices. By comprehensively accounting for
these infrastructure elements, this system effectively represents
the community environmental realities in China.

Our study identified infrastructure conditions and accessibility
to public facilities as the 2 most critical CBE factors influencing
the trajectory of depressive symptoms among middle-aged and
older adults (Figure 2). First, these factors significantly predicted
the initial level of depressive symptoms; middle-aged and older
adults residing in communities with better infrastructure
conditions and higher accessibility to public facilities exhibited
significantly lower initial levels of depressive symptoms. This
finding aligns with those reported in the existing literature. Fan
et al [60] highlighted the crucial role of community factors such
as infrastructure and senior centers in mitigating depressive
symptoms among middle-aged and older adults. Similarly, Li
et al [61] found that a lack of infrastructure in villages was
positively associated with the prevalence of depression in older
adults in rural China. Moreover, the availability of recreational
facilities in urban communities was associated with a lower
incidence of depressive symptoms [62]. Perceived proximity
to community facilities is an important factor influencing
depressive symptoms among low-income older adults.
Improving accessibility to such facilities may help alleviate
depressive symptoms [63]. From a mechanistic perspective,
high-quality infrastructure provides a safer and more
comfortable living environment and reduces the sources of
psychological stress. Concurrently, convenient public facilities

promote social participation and PA, offering environmental
support for mental well-being.

Through a long-term analysis of depressive symptom
trajectories, our study not only confirmed the effect of
accessibility to public facilities on the initial level of depressive
symptoms but also revealed its predictive role in the upward
trajectory of depressive symptoms. Contrary to expectations,
greater accessibility to public facilities was found to significantly
accelerate the upward trajectory of depressive symptoms among
middle-aged and older adults in China (Figure 2). This can be
attributed to 2 reasons. First, higher accessibility may be
associated with greater community activity and more complex
social interactions, which can introduce additional environmental
stressors, such as noise, social conflicts, or other pressures that
negatively affect mental health [64]. Second, the inadequate
service quality of public facilities and insufficient consideration
of the needs of vulnerable populations could also play a key
role. Middle-aged and older adults may have higher expectations
of accessible public facilities; however, if these facilities fail to
meet their needs—due to issues such as overcrowding, usage
restrictions, or poor design—it may lead to disappointment or
frustration [65]. In developing countries, public facilities are
often designed with a focus on quantity and coverage, whereas
service capacity and the needs of disadvantaged groups are
frequently overlooked. This limitation may exacerbate mental
health challenges in middle-aged and older adults by introducing
potential risk factors.

Our study further demonstrates the significant effect of CBE
on the initial level of total LTPA, emphasizing the importance
of infrastructure conditions and accessibility to public transport.
The results indicated that middle-aged and older adults living
in communities with better infrastructure or higher public
transport accessibility had significantly higher initial LTPA
levels. These findings provide new insights into how the built
environment influences health behaviors among middle-aged
and older adults. Additionally, middle-aged and older adults in
communities with better infrastructure and higher public facility
accessibility engaged in significantly lower initial OPA.
Furthermore, infrastructure conditions positively predicted a
declining trajectory in OPA levels over time (Figure 2). As
residential communities are not direct venues for occupational
activity, a plausible explanation is that infrastructure conditions
and public facility accessibility reflect the overall quality,
location advantages, and amenities provided within the
community. In China, residents of higher-tier communities are
typically part of the nonlabor force population, while manual
laborers tend to reside in communities with poorer infrastructure
and fewer amenities [66]. This community-level differentiation
significantly impacts the intensity and type of occupational
activity, reflecting the observed community segregation and
spatial stratification within Chinese society [67]. However, due
to the lack of data on community-level economic variables, this
study could not fully account for the potential influence of these
factors on the results. Further research is needed to validate
these associations and explore the underlying mechanisms.
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Implications
Our findings could offer valuable insights for public health
management practices and community environmental planning,
with relevance to other developing countries or regions. When
formulating community PA guidelines, it is crucial to consider
the distinct effects of different types of PA. LTPA should be
integrated into community mental health intervention programs,
with a focus on encouraging middle-aged and older adults to
engage in activities such as walking. However, relevant
authorities should also guide middle-aged and older adults in
reducing the intensity of OPA, optimizing workplace conditions
and workflows, and providing mental health support. This
recommendation is particularly critical for developing countries,
where physical labor constitutes a significant portion of the
workforce.

From the perspective of CBE, improving community
infrastructure and enhancing the accessibility of public facilities
are key strategies for preventing and addressing mental health
issues in middle-aged and older adults, while also promoting
PA. This includes, but is not limited to, upgrading road quality,
improving water and sewage systems, and enhancing electricity
services. These measures can lead to better depressive symptom
outcomes and encourage LTPA in middle-aged and older
populations. Furthermore, improving public transportation
accessibility has the potential to promote LTPA in this
demographic. However, we recommend that governments
carefully consider the potential environmental stressors
associated with enhanced public facilities and focus on
improving their service capacity and quality. Special attention
should be given to addressing the needs of vulnerable
populations to mitigate negative effects and more effectively
promote community mental health.

Limitations and Future Research
First, we excluded participants with missing PA or depressive
symptom scores. While this approach is common, it may
introduce bias, as it is challenging to determine whether the
missing values are associated with participants who have lower
PA levels or higher depressive symptom scores. Second,
although the findings offer critical empirical support for the PA
paradox, the study is constrained by its design and data
availability, with limited consideration of factors such as
workplace environment, working conditions, and job autonomy.
These factors may mediate or confound the relationship between
PA and mental health. Future research should incorporate these
variables to comprehensively elucidate the complex mechanisms
linking OPA and mental health. Third, the wave 2020 data used

in this study were collected during the COVID-19 pandemic,
which may have influenced the results. Fourth, due to space
constraints and the study’s objectives, insufficient attention was
given to subgroup analyses or population heterogeneity, which
future research could explore in greater detail. Finally, the CBE
data in the CHARLS were published for only 1 wave without
subsequent follow-up, limiting this study’s ability to examine
changes in the role of CBE in the relationship between PA and
depressive symptom trajectories. Future research should
incorporate dynamic geographical information to capture the
effects of CBE changes on mental health or PA trajectories.

Conclusions
Communities play an integral role in the daily lives of residents.
This study offers valuable insights from developing countries
by highlighting the effects of PA on depressive symptom
trajectories and the role of CBE factors as physical determinants.
The findings reveal that the impact of PA on depressive
symptoms varies by domain and intensity. Overall, higher levels
of LTPA were associated with lower depressive symptom levels
among middle-aged and older adults, whereas OPA, particularly
at moderate-to-vigorous intensities, had negative effects on
depressive symptoms. Additionally, OPA exhibits a dual effect:
while a higher initial level of total OPA was associated with a
higher initial level of depressive symptoms, it also contributed
to slowing the upward trajectory of depressive symptoms over
time. Among the CBE factors, infrastructure conditions and
accessibility to public facilities emerged as the most critical
determinants influencing depressive symptom trajectories. Better
infrastructure and greater accessibility to public facilities were
linked to lower initial levels of depressive symptoms; however,
greater accessibility to public facilities might exacerbate the
upward trajectory of depressive symptoms. Furthermore,
infrastructure conditions and accessibility to public transport
played positive roles in promoting LTPA.

These findings provide novel perspectives on the PA paradox
in mental health research, offering valuable guidance for
developing more precise public health strategies. Such strategies
should aim to promote PA types that effectively reduce
depressive symptoms while minimizing potential adverse effects.
By identifying the specific impacts of CBE factors, this study
underscores that optimizing the built environment is not merely
a physical enhancement but also a vital public health approach
to improving residents’ mental health. We advocate for
enhancing community environments to encourage beneficial
PA and alleviate depressive symptoms among middle-aged and
older adults.
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Abstract

Background: Emerging pathogens and zoonotic spillover highlight the need for One Health surveillance to detect outbreaks
as early as possible. Participatory surveillance empowers communities to collect data at the source on the health of animals,
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people, and the environment. Technological advances increase the use and scope of these systems. This initiative sought to collate
information from active participatory surveillance systems to better understand parameters collected across the One Health
spectrum.

Objective: This study aims to develop a compendium of One Health data parameters by examining participatory surveillance
systems active in 2023. The expected outcomes of the compendium were to pinpoint specific parameters related to human, animal,
and environmental health collected globally by participatory surveillance systems and to detail how each parameter is collected.
The compendium was designed to help understand which parameters are currently collected and serve as a reference for future
systems and for data standardization initiatives.

Methods: Contacts associated with the 60 systems identified through the One Health Participatory Surveillance System Map
were invited by email to provide specific data parameters, methodologies used for data collection, and parameter-specific
considerations. Information was received from 38 (63%) active systems. Data were compiled into a searchable spreadsheet-based
compendium organized into 5 sections: general, livestock, wildlife, environmental, and human parameters. An advisory group
comprising experts in One Health participatory surveillance reviewed the collected parameters, refined the compendium structure,
and contributed to the descriptive analysis.

Results: A comprehensive compendium of data parameters from a diverse array of single-sector and multisector participatory
surveillance systems was collated and reviewed. The compendium includes parameters from 38 systems used in Africa (n=3,
8%), Asia (n=9, 24%), Europe (n=12, 32%), Australia (n=3, 8%), and the Americas (n=12, 32%). Almost one-third of the systems
(n=11, 29%) collect data across multiple sectors. Many (n=17, 45%) focus solely on human health. Variations in data collection
techniques were observed for commonly used parameters, such as demographics and clinical signs or symptoms. Most human
health systems collected parameters from a cohort of users tracking their own health over time, whereas many wildlife and
environmental systems incorporated event-based parameters.

Conclusions: Several participatory surveillance systems have already adopted a One Health approach, enhancing traditional
surveillance by identifying shared health threats among animals, people, and the environment. The compendium reveals substantial
variation in how parameters are collected, underscoring the need for further work in system interoperability and data standards
to allow for timely data sharing across systems during outbreaks. Parameters collated from across the One Health spectrum
represent a valuable resource for informing the development of future systems and identifying opportunities to expand existing
systems for multisector surveillance.

(JMIR Public Health Surveill 2025;11:e55356)   doi:10.2196/55356

KEYWORDS

participatory surveillance; One Health; citizen science; community-based surveillance; digital disease detection; environmental
health; wildlife health; livestock health; human health; data standards

Introduction

Background
In a world where anthropogenic landscape change drives
zoonotic spillover, climate change exacerbates vulnerabilities
in food security, and diseases further threaten biodiversity,
effective and timely One Health surveillance mechanisms are
imperative. The One Health United Nations Joint Action Plan
(2022-2026) [1], Africa’s Centers for Disease Control
Event-Based Surveillance (EBS) guidance [2], and World Health
Organization’s “Defining Collaborative Surveillance” [3]
underscore the critical need to integrate data across the animal,
human, plant, and environmental health sectors. This paper
examines the range of data parameters collected across the One
Health spectrum through participatory surveillance
methodologies.

One Health Surveillance
The One Health approach recognizes the interdependencies of
human, animal, and ecosystem health, aiming “to sustainably
balance and optimize the health of people, animals, and
ecosystems” [4]. Numerous national and subnational systems
have undertaken initiatives for data sharing to develop One
Health strategies, with support from organizations such as the

United Nations, World Bank, and United States Agency for
International Development (USAID) [5,6]. However, challenges
remain in the implementation of One Health initiatives due to
years of siloed professional training, budgets, data system
development, data structures, and policies [7]. Rabies and
influenza viruses have served as key drivers of multisectoral,
collaborative surveillance and offer valuable models for
advancing One Health approaches to address multiple pathogens.
The need for the inclusion of plant health has more recently
come to the forefront due to its critical role in food safety, food
security, and ecosystem health [8].

Historically, traditional disease surveillance systems have largely
been led by government entities and are often siloed, with a
primary focus on human and livestock health. There is growing
awareness of the need to harness more wildlife and
environmental health event information to provide early warning
of broader health threats facing both humans and animals. The
Africa’s Centers for Disease Control EBS guidance emphasizes
the integration of both formal and informal data sources,
including hotlines and community-based EBS, to enhance
outbreak detection [2]. To strengthen participatory surveillance
systems, greater efforts are needed to capture data on putative
drivers of pathogen spillover and disease emergence, including
landscape change, environmental and climatic variables, and
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activities at the human-animal-environmental interface that
bring animals and humans into contact with each other [9].
While previous literature has examined One Health tools and
individual surveillance systems, no study to date has
comprehensively documented the range of parameters collected
in One Health participatory surveillance systems [7,10-12].

Participatory Surveillance
Participatory surveillance involves a bidirectional process of
receiving and transmitting data for actionable outcomes through
the direct engagement of the target population [13]. This
approach is increasingly used across multiple sectors to enhance
early detection of and rapid response to emerging infections
within a One Health framework. By engaging a wide variety of
users including the general public, health care workers, rangers,
farmers, and outdoor enthusiasts, participatory surveillance
systems can provide early warning of potential outbreaks
through crowdsourcing self-reported data in near real-time [14].
This active surveillance strategy empowers communities to act
as the “eyes and ears” for detecting health threats at the
interfaces where animals, humans, and environmental factors
converge, creating opportunities for disease emergence.

Participatory surveillance systems play a crucial role in
providing evidence-based feedback to users, enabling them to
take timely actions to mitigate potential threats and facilitating
connections with local resources for prevention and control. In
the context of One Health, participatory surveillance extends
beyond a human-centered lens to encompass plants, wildlife,
livestock, and a multitude of environmental factors—habitats
for disease vectors and water and air quality. The organizational
structure of system users can vary widely, ranging from the
general public to members of sector-specific associations or
community alliances. For more structured community-liaison
models, feedback is directed to the user group, empowering
them to take action on behalf of the communities they serve.

Participatory surveillance has emerged as a powerful tool for
enhancing traditional epidemiologic surveillance while fostering
community engagement [15]. From reporting disease incidence
to promoting mitigation behaviors, participatory surveillance
has showcased its versatility across various infectious disease
contexts, including influenza, cholera, COVID-19, and Zika
[16-22]. One of the key benefits of participatory surveillance
is its capacity to address and surmount many of the limitations
inherent to traditional surveillance systems. In
resource-constrained settings, conventional surveillance efforts
often rely on overburdened health care and diagnostic systems
and struggle to access difficult-to-reach communities, resulting
in reporting delays or gaps. By empowering communities,
participatory surveillance enables a proactive role in health
monitoring, facilitating both prompt and comprehensive
reporting of disease cases [23,24].

Ending Pandemics, a US nonprofit organization working to
detect, verify, and contain outbreaks faster (and the supporter
of the study presented here) developed the International
Workshops on Participatory Surveillance (IWOPS), four of
which have been held since 2012 in the United States, the
Netherlands, Australia, and Cambodia [25]. IWOPS convened
the creators, implementors, and key advocates to advance

participatory surveillance approaches and strengthen
partnerships among these systems. In 2016, the IWOPS
community established a minimum dataset among systems
collecting self-reported information to monitor the annual risk
of influenza so that a common set of data standards could be
developed. As a result, deidentified and disaggregated data are
shared on a public platform, Global Flu View, for the purpose
of improving situational awareness [26].

While Global Flu View represents one example of what is
possible when participatory surveillance systems can “speak”
to each other, data standards across the entire spectrum of
parameters encompassing One Health are lacking. The One
Health Participatory Surveillance Data Parameters Compendium
(Multimedia Appendix 1) is a snapshot into the world of
participatory surveillance for human, animal, and environmental
health. The compendium approach was used as it not only
illustrates the breadth and depth of what is being used in
currently operating participatory surveillance systems across
the globe, but it can serve to inform the needs of those
contemplating the development of a participatory surveillance
system or expansion of an existing system. As the compendium
provides information on how data parameters are collected, it
is poised to guide efforts to incorporate additional health sectors,
adapt data parameters to align with other systems, and foster
collaborations and data sharing. In the future, it could play a
pivotal role in advancing data sharing, through informing the
development of international data standards.

Methods

Development of Advisory Group
A multisector advisory group was assembled to guide the
development of the compendium, support data collection, and
provide cross-sectoral reviews encompassing animal,
environmental, and public health sector perspectives. Selection
criteria for advisory group members included expertise in
participatory surveillance systems and integrating data from
participatory systems into traditional surveillance systems.
Subteams of experts in the areas of human, wildlife, livestock,
and environmental health (including plants and vectors) were
established. The experts represented a diverse range of public
and government organizations, universities or research centers,
nongovernmental organizations, and private sector entities.
Geographically, they were affiliated with organizations in Asia
(n=7), Africa (n=3), Europe (n=2), North America (n=10), and
South America (n=2).

Ethical Considerations
The study was reviewed by the University of Arizona
Institutional Review Board and deemed not to involve human
participants as defined by US Department of Health and Human
Services and Food and Drug Administration regulations research
(IRB protocol# 00002653). Within the body of the email,
individuals were provided a disclosure statement. All
participants were notified that they would receive a copy of the
compendium, and their system would be listed in the
acknowledgments. Data included in the compendium included
terms and categories of parameters collected by systems and
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did not include any identifiable information. Participants were
not compensated, and participation was voluntary.

Data Collection
An invitation letter was emailed to a closed sample of
representatives of 60 systems, using contact information from
the One Health Participatory Surveillance map and 2022
landscape analysis [13]. Follow-up emails were sent twice, as
needed, by members of the compendium advisory group to
encourage responses from system representatives who did not
reply initially. Emails described the goal for developing the One
Health participatory surveillance compendium and requested
respondents provide data parameters from their systems,
methods for collection, and any special considerations for
specific parameters using an attached template. The template
had been used for parameter collection for IWOPS IV [27].
System representatives were offered the option to provide the
requested information in other formats, such as a link to
web-based systems allowing authors to independently collect
relevant questions and parameters.

Data collected were in English. Parameters had already been
collected for IWOPS IV in 2022 from: AfyaData, Cambodia
115 Hotline, EDDMapS or Wild Spotter, Forest First Pest
Detector, Kidenga, MoBuzz, Outbreaks Near Me, One Health
App Philippines, Participatory One Health Digital Disease
Detection (PODD), SickSense/Open Dream, SURPRISE, World
Animal Health Information System, SMART for Health, and
WildAlert (formally known as the Wildlife Morbidity and
Mortality Event Alert System) [27]. For these systems, emails
were sent to confirm the parameters collected and to allow for
revisions.

Out of the 60 systems contacted, 41 systems (68%) responded,
and 3 systems (5%) responded they were no longer active and
were not included in this analysis. Completed responses were
received from 36/60 (60%) active systems; data were collected
directly from publicly accessible apps or websites from 2/60
(3%) systems. 38 (63%) responses include the 9 country-level
programs of InfluenzaNet. Seven of the 9 InfluenzaNet programs
submitted 1 set of parameters and 2 (GrippeWeb and
Hälsorapport) provided parameters individually.

Data Analysis
The collected parameters were organized into 5 sections in the
compendium: general, livestock, wildlife, environmental
(including plants and vectors), and human health. Subcategories
within each section were reviewed and refined through group
discussions with the advisory group subteams specializing in
livestock, wildlife, human, and environmental health. The focus
of these discussions was to ensure usability, clarity, and
accuracy. The human health advisory group subteam determined
that parameters would be limited to those they determined
directly relevant to infectious disease surveillance. The
compendium focuses on parameters and does not describe
structure, such as decision trees.

Advisory group representatives reviewed the parameters and
overall organization of the compendium and shared perspectives
on key aspects to emphasize in the discussion and conclusion
of this paper. Descriptive analyses were performed to examine
the categories of parameters collected, the number and types of
systems represented across sectors, and advisory group feedback
on the parameters. Figure 1 outlines the compendium’s format,
and the categories of data parameters collected.

Figure 1. Categories of data parameters included in the 2023 One Health Participatory Surveillance Compendium.

Results

Participatory Surveillance Systems Represented in the
Compendium
Data parameters were collected in English from across 38
participatory surveillance systems in Africa (n=3, 8%), Asia

(n=9, 24%), Europe (n=12, 32%), Australia (n=3, 8%), and the
Americas (n=12, 32%); only SMART for Health data were
collected in several continents (Table 1). Approximately
one-third of the systems (n=11, 29%) collect data from more
than 1 sector, while the majority focus on a single sector. Many
programs (n=17, 45%) are dedicated solely to human health,
with fewer focusing exclusively on environmental or animal
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health (n=10, 26%). Most users contributing data to these
systems are members of the general public (n=30, 79%), though
other user groups include trained volunteers (n=6, 16%), wildlife
rangers (n=2, 5%), farmers (n=2, 5%), wildlife rehabilitators
and biologists (n=2, 5%), informal health care workers (n=1,
3%), and students (n=1, 3%). For example, SURPRISE is a

system in which health care workers report on their own health,
(n=1, 3%). Systems requesting weekly data reporting (n=16,
42%) primarily focus on human health, though some offer users
the flexibility to determine the reporting frequency. Most of the
remaining systems (n=20, 53%) allow users to set their reporting
frequency.
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Table 1. Description of global One Health participatory surveillance systems identified as active in 2023 including sectors included, location, user
type, reporting frequency, and technology.

User technologyFrequency of reportingType of userCountriesSectorSystems

SMS and mobile
app

Determined by userGeneral public, trained
volunteer, farmer, ranger,
researchers, and students

Tanzania, Mozam-
bique

Animal, human,
and environment

AfyaData

Hotline and email
or website

Determined by userGeneral publicUnited StatesAnimal and envi-
ronment

Arizona Department of Fish
and Game Hotline

HotlineWeekly, determined by
user

General public and health
officer

CambodiaAnimal and hu-
man

Cambodia 115 Hotline

Hotline and email
or website

Determined by userGeneral publicUnited StatesAnimalCalifornia West Nile Bird
Reporting

Mobile app, hot-
line, and email or
website

Determined by userGeneral publicBrazilAnimal, human,
and environment

Colab

Email or websiteWeeklyGeneral publicSouth AfricaHumanCoughWatch SA

Mobile appDetermined by userGeneral publicIndiaEnvironmentDisApp

Mobile app and
email or website

Determined by userGeneral public and
trained volunteer

United States and
Canada

Animal and envi-
ronment

EDDMapS/Wild Spotter

Hotline and email
or website

Monthly, determined by
user

Trained volunteerAustraliaAnimal and envi-
ronment

eWHISa

Email or websiteWeeklyGeneral publicAustraliaHumanFluTracking Australia

Email or websiteWeeklyGeneral publicHong KongHumanFluTracking HongKong

Mobile app and
email or website

Determined by userGeneral publicUnited StatesEnvironmentForest Pest First Detector

Mobile appDailyGeneral publicBrazilHumanGuardians of Health

Email or websiteDetermined by userGeneral publicGreat BritainAnimalGarden Wildlife Health
Project

Mobile app and
email or website

DailyGeneral publicEuropeAnimaliMammalia

InfluenzaNet programs

Email or websiteWeeklyGeneral publicUnited KingdomHumanFluSurvey.net

Email or websiteWeeklyGeneral publicSwitzerlandHumanGrippenet.ch

Email or websiteWeeklyGeneral publicFranceHumanGrippenet.fr

Email or websiteWeeklyGeneral publicGermanyHumanGrippeWeb

Email or websiteWeeklyGeneral publicSwedenHumanHälsorapport, Health Re-
port Sweden

Email or websiteWeeklyGeneral publicBelgiumHumanInfectieradar.be

Email or websiteWeeklyGeneral publicNetherlandsHumanInfectieradar.nl

Email or websiteWeeklyGeneral publicDenmarkHumanInflumeter.dk

Email or websiteWeeklyGeneral publicItalyHumanInfluWeb

Mobile appDetermined by userGeneral publicUnited StatesEnvironmentI-TICK

Mobile appWeeklyGeneral publicUnited States and
Puerto Rico

Environment and
human

Kidenga

Mobile app and
email or website

Determined by userGeneral public, health
authorities

Sri LankaEnvironment and
human

MoBuzz+

Mobile appDetermined by userFormal, informal health
care workers

IndiaEnvironmentMosApp

SMS and email or
website

Weekly, Determined by
User

General publicUnited States, Cana-
da, Mexico

HumanOutbreaks Near Me
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User technologyFrequency of reportingType of userCountriesSectorSystems

Mobile appFortnightlyGeneral public, trained
volunteer, farmer, and
local government

ThailandAnimal, human,
and environment

PODDb

Mobile appDetermined by userRangersLaos, Cambodia,
Vietnam, and
Guatemala

Animal and envi-
ronment

SMART for Health

Mobile appDaily, Weekly, Deter-
mined by user

General publicThailandHumanSickSense or Sabaidee

SMS and email or
website

Adaptive according to
epidemiology

Health care workersSwitzerlandHumanSURPRISE+

Mobile app and
paper

DailyTrained volunteerIndiaHumanTamil Nadu Population
Health Registry

Mobile app and
email or website

Determined by userGeneral publicUnited StatesEnvironmentTick Tag Go

Mobile appDetermined by userTrained volunteerAustraliaEnvironmentWeedspotters Australia

SMS, mobile app,
and email or web-
site

Determined by userWildlife biologistsRepublic of CongoAnimal and envi-
ronment

Wild Health Net Ebola

Email or websiteWeekly, determined by
user

Wildlife rehabilitators,
state wildlife agencies,
and university re-
searchers

United StatesAnimalWildAlert

aeWHIS: electronic wildlife health information system.
bPODD: participatory one health digital disease detection.

General Parameters
General parameters include those not specific to any
sector—such as user demographics and contact information,
incident location, and options for photo or video uploads.
Systems with regular users often collect user demographics and
contact information during the initial login, eliminating the need
for repeated entry on subsequent logins. Substantial variation
exists on how demographic data are collected—particularly as
related to gender, ethnicity, education, and profession. In
contrast, contact information, such as email and phone numbers,
are collected uniformly across most systems. Incident location
is commonly collected using automated geolocation.
Additionally, some systems include mechanisms for photo or
video upload to provide supplementary information.

Environmental Health Parameters

Overview
The range of parameters collected related to environmental
health is as broad as the field itself—encompassing activities,
such as tracking logging, monitoring water contamination, and
detecting invasive species and disease vectors. Over half of the
systems (8/15, 53%) collecting environmental health data also
include a focus on animal and human health. Kidenga collects
data on environmental factors including the risk of mosquito
exposure alongside human health symptoms. SMART for Health
captures key environmental and epidemiological features as
well as information on wildlife and livestock. Participatory
surveillance systems vary in scale, with some designed for local,
relatively small geographic areas and others operating on global
platforms, such as iNaturalist. Several vector-focused systems

reported that weather information, such as rainfall and
temperature, can be added retrospectively by linking it to date,
time, and location. Natural habitat data in these systems includes
landscape descriptions, while details of tended habitats include
descriptions of yards, gardens, and ponds. The built environment
is also considered, with systems collecting data on housing
structures, water and sanitation, and energy sources, such as
fuel and electricity.

Plants
Three systems collect data on plants, including the Early
Detection and Distribution Mapping System, which also gathers
data on animals. Collected parameters include date or season,
high-resolution digital images, information on the reporter, and
detailed location information. Date, time, and GPS coordinates
are often extracted directly from digital image metadata and
autofilled in the report. Other details include ecosystem type,
whether the area is tended or untended, seasonality, and
additional species, such as host or insect pests.

Species identification is commonly performed by the primary
reporter, with photos allowing for additional verification.
Species identification is done in 1 reporting field or across
multiple fields, capturing details or images of features such as
flowers, seeds, leaves, leaf arrangements, and the entire plant.
All the plant-focused systems record data on invasive plants
and some databases also include information on legal, noxious
weed status. High-quality, high-resolution digital images and
tightly calibrated geographic locations are noted to be
particularly important in these systems.
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Vectors
Almost half (7/15, 46.7%) of the environmental systems are
explicitly designed to monitor vectors. Notably, the Early
Detection and Distribution Mapping System amalgamates
vector, animal, and plant surveillance. Among the 7 vector
surveillance systems that primarily focus on the environmental
sector, 3 exhibit a multisectoral approach. Kidenga and
MoBuzz+ bridge the environmental and human domains.

Vector exposure is collected in several ways across systems
including incident-specific data with details on the date and
precise location of the vector bite incident, specific vector bite
information, and the detection of vectors in the vicinity. Often,
observations include the perceived number of vectors and their
morphology.

Data encompasses information on any formal diagnoses of
vector-borne diseases and community prevalence of disease.
Vector identification data incorporates visual documentation
using photos uploaded by the user. Photos enable experts
receiving the data to visually identify and assess vector size,
color, and, where possible, species. Vector habitat data includes
breeding sites and the detection of larvae, which use the number
of measurement containers at a given location and whether they
contain larvae. A number of systems integrate the history of
recent outdoor activities to better understand the potential
exposure of vectors. Vector mitigation data collects information
on the use of pesticides, as well as any treatments for controlling
or countering vector exposure, and appropriate clothing.

Animal Health Parameters

Wildlife Health
Nine of the participatory surveillance systems collect data on
wild animals. SMART for Health includes parameters to record
the health of free-ranging livestock that may be present in
protected natural habitats. Most of these systems were developed
with the goal of syndromic wildlife disease surveillance except
for 2 systems— one that was designed to collect data on
geographic distribution and abundance of wild mammalian
species and another that focuses on early detection of invasive
wildlife species [13]. Among these 9 systems, 4 (44%) also
collect information on a range of environmental variables. Many
variables focus on risk factors or environmental drivers of
adverse health events/disease outbreaks in animals as well as
humans such as environmental disturbance, or interactions at
the wildlife-livestock-human interface. In addition,
WildHealthNet—Ebola integrates data on both wildlife and
human health parameters specifically for Ebola Virus Disease
surveillance.

Common across most of these systems are parameters specific
to wildlife incidents, including species or taxa groups of wild
animals involved in the event, date, and numbers and location
of affected animals. For location information, a few of the
systems have the capability to capture specific GPS coordinates
as the user digitally enters data or to generate GPS coordinates
from an address through geocoding. Typically, systems also
include data on the condition of the animal(s) involved in the
incident, including abnormal findings in sick, injured, or dead
wild animals and a presenting syndrome or clinical classification

of these animals. Depending on the system, data are reported
at the level of the individual animal or species.

Wildlife health parameters are collected in a variety of formats
including dropdown menus, check boxes, and fields with free
text. Categorizing free text data for surveillance purposes
through natural language processing models has been applied
by WildAlert to categorize data for surveillance purposes.
Collection of data related to risk of exposure to humans—such
as handling of sick wildlife or bats roosting near a home was
also included.

Two of the systems also collect data on definitive diagnosis.
For systems that integrate clinical wildlife data, this data, if
available, is included for both individual animals as well as
events. Other parameters among these systems include
circumstances surrounding the incident and the potential causes
of illness, injury, or death at both individual and species levels.
Furthermore, one system also allows the user to enter data on
the estimated population size and number of animals at risk for
wildlife incidents enabling estimations of disease occurrence
among a population.

Livestock Health
Only 4 surveillance systems collect data on livestock, and all
of them are multisectoral. These systems together cover a wide
variety of domestic species including livestock, poultry, dogs,
and cats. These systems collect data using a range of
technologies including calls and mobile apps. They focus on
common parameters such as species, age, sex, and location of
affected animals, including the magnitude of morbidity and
mortality at individual and group (herd or flock) levels. Clinical
signs of illness were either reported by body systems
(checkboxes) or as free text. AfyaData collects health
information on the owner as well as on the animals. Only 2
systems include parameters related to companion animals.

Human Health Parameters
Data parameters on human health are collected by 23/38 (61%)
systems, with the majority (17/23, 74%) collecting only human
health data. Of the 6 collecting multisector data, 3 systems
collect data parameters across all One Health sectors, that is,
human, animal, and environmental health.

The data parameters for human health cover virtually every
organ system within the human body. Across all the systems
monitoring human health, fever-related terms are the most
common set of data parameters for reporting symptoms of
illness. Additional symptoms indicative of influenza-like illness
(ILI), including headache, sore throat, and cough are also among
the most common symptom parameters collected.
Gastrointestinal symptoms are the next most common set of
data parameters across the systems collecting human health
data.

In 2020, COVID-19-specific symptoms were added to several
of the systems, many of which already collected ILI symptoms
to track influenza, but now added “loss of taste or smell,” for
example. COVID-19 and influenza diagnostic testing and
vaccination history are common among the systems monitoring
human health only.
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Outbreaks Near Me asks the user to report being “healthy.”
Only when the user reports not being “healthy” do they receive
queries on symptoms, events, or other options available within
a specific system. Most systems focus on symptoms of illness
and the onset of the timing of the symptoms. Several systems
ask about health-seeking behavior and the type of health care
system visited. Kidenga asks about the health status of others
in the household and others inquire about the number of people
in the household.

Absenteeism from work or school or changes in daily routine
due to illness is captured by many of the systems. Common
parameters also include various risk factors, such as exposure
to other people with similar symptoms, exposure to pets, work
exposure, and recent travel history. Furthermore, a few of the
systems collect data on preexisting medical conditions as well
as lifestyle parameters such as exercise, smoking, and alcohol
consumption.

Discussion

Overview
The One Health Participatory Surveillance Data Parameters
Compendium showcases the breadth and depth of how systems
are using community engagement to collect multisector data to
better inform shared threats. This resource highlights
opportunities to expand One Health surveillance and identifies
parameters currently collected across multisector systems. It
encompasses a broad array of data modes and mechanisms used
for data collection, addressing challenges with optimizing user
time for data entry and improving accuracy. Additionally, the
compendium reveals sector-specific differences in how and
when data are collected.

Principal Findings

Opportunities and Challenges for System Augmentation
or Development
Only 3 systems—PODD, AfyaData, and Colab—include data
from all 3 sectors. For existing single-sector surveillance
systems, the compendium offers a framework to identify key
parameters for expanding into this type of multisector, One
Health surveillance system. For example, wildlife-focused
systems could incorporate data on the surrounding environment
or on the health of humans interacting with wildlife. Similarly,
human health–focused systems in urban areas could expand to
include data parameters on the built environment, proximal
wildlife, and the health of companion animals. In rural areas,
human health systems could include parameters on the health
of livestock and wildlife within the shared environment. Given
the increasing incidence of emerging infections, data on drivers
of disease emergence—such as environmental and weather
changes—are valuable contributions to participatory surveillance
systems [7]. With the interconnectedness of human, animal,
and environmental health, the expansion of environmental
systems to include these components is a logical progression.

Most participatory systems are community-driven and
developed; thus, parameters are added to a given system to
address specific community needs and concerns. Therefore,

piloting terms and questions within a target population is
essential to ensure wording and translation are culturally
appropriate and that the requested parameters are accurately
captured. Ensuring integration with governmental surveillance
efforts across multiple ministries and departments is also critical
when expanding beyond one sector to support more sustainable
and successfully coordinated One Health approaches.

Expanding a surveillance system to collect parameters across
sectors requires consideration of the time users are willing to
invest. Users can only reasonably be expected to spend a limited
amount of time answering questions or selecting from menu
options. Many systems address this by incorporating automatic
data inputs, such as timestamps or geolocation, to save time and
improve accuracy. Decision-tree frameworks are also used to
streamline data collection and gather targeted information; for
example, a “yes” response to a question about “cough” could
lead to a follow-up inquiry about “bloody cough.” Wildlife and
vector programs frequently rely on images to minimize the
number of questions and to ensure accurate species
identification.

Advancements in technology allow for automated data
collection, such as integrating ambient temperature
measurements, which can enhance user experience, save time,
and improve data quality. Variations in education and literacy
levels within communities must be considered. Working closely
with the community during system development can help
address these challenges and foster user engagement.

Existing siloes among One Health sectors can limit the effective
use of data and hinder cross-sectoral collaboration. Existing
system infrastructure as well as sensitivities around data privacy
can create barriers that make it difficult to collect and share
parameters across sectors. Current systems also operate at
varying spatial scales. For example, human health data is often
protected by privacy regulations, making it unethical to include
precise geocoordinates. On the other hand, some environmental
parameters, such as mosquito habitats or locations of dead
wildlife, require specific geocoded data to enable required
actions. Data privacy is critical and can be addressed through
user-specific access layers. Integrated dashboards and similar
tools can enable health authorities from multiple sectors to
visually identify disease hotspots, pinpoint areas with elevated
disease transmission risk, and prioritize mitigation efforts. For
instance, in Mo-Buzz+, public health inspectors can review
reports on communal dengue cases, identify mosquito breeding
sites, and detect community practices that contribute to mosquito
breeding. To protect privacy, this type of information could be
aggregated to a neighborhood level before being shared with
public users, preserving anonymity while providing actional
insights.

For livestock and plant health, additional sensitivities regarding
the location of incidents may arise due to potential economic
impacts. Systems address these concerns in various ways, such
as obscuring publicly available information and anonymizing
reporter details. Any system handling sensitive information
must proactively address these concerns to ensure confidentiality
and minimize potential risks.
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System Structure and Timing Impact Types of
Information Gathered
The types of information gathered by surveillance systems vary
based on their structure. Systems designed to collect longitudinal
data often include more “general” parameters during the initial
registration process, reducing the need to recollect this
information during subsequent logins. This approach saves the
user time by focusing additional questions only on cases where
the user reports “unhealthy” conditions for that week. Collecting
longitudinal data from a known population allows these systems
to calculate both numerators and denominators for analyzing
trends and spatial-temporal patterns. Visualizing reports over
time and space strengthens disease tracking and anomaly
detection. This approach is most common for human health
systems, as well as Garden Wildlife Health and WildAlert. In
SMART for Health, users (wildlife rangers) track animal
populations over time, allowing for the identification of both
population and disease trends.

Some systems that collect data on wildlife and environmental
factors rely on users to report opportunistically when they
encounter a specific animal or setting. As these encounters may
be the only opportunity to collect data on the health event,
extensive data may be needed. To make the process
user-friendly, these systems often incorporate photographs and
automated downloads of data such as geolocation and limit the
collection of extensive user and animal demographic details.
While one-time reporting for plant or environmental health
incidents is highly valuable for enabling prompt action, it rarely
supports longitudinal surveillance or trend detection.
Identification of ways to expand follow-up reporting by users
may be appropriate, particularly in the context of suspected
outbreaks. Systems collecting data on human-animal
interactions, such as bat exposures, are especially valuable for
surveillance initiatives aiming to improve understanding of the
underlying factors driving pathogen spillover and disease
emergence.

Dropdown menus offer the advantage of standardizing
information, which facilitates data recording in the field,
promotes consistent data analysis across units, and supports
data integration across systems. In contrast, free text data fields
capture a wide array of information from the user or when the
user may not have the technical background or expertise to
properly categorize a case.

Language and cultural barriers within communities can result
in disparities in data capture. Addressing these challenges
requires strategies such as raising community awareness and
education to enhance disease literacy and improve access to
health care. Using tailored engagement approaches for specific
population segments and fostering collaboration with local
stakeholders is essential for improving surveillance and response
outcomes.

Data Standards
Improving interoperability and data sharing among participatory
surveillance systems can allow for early incident detection.
Improving interoperability (the ability of different systems to
exchange, interpret, and use data accurately) and data sharing

on a regional or global scale will require the development of
data standards. Data standards facilitate international data
exchange and better collaboration. A data standard is an
agreed-upon approach, to allow for consistent measurement,
qualification or exchange of an object, process, or unit of
information. Data standards include agreements on several topic
areas including representation, format, definition, structure, use,
documentation, and management of data [28,29]. They enable
transparency and understanding, and the use of standards
promotes common, clear meanings for data [29]. Several
systems in this study collect similar categories of parameters
but use different questions or methods to gather the information.
This variability is often necessary to account for
community-specific differences, such as how questions about
ethnic groups are phrased. Ideally, while user interfaces may
differ to accommodate these variations, the backend systems
should be designed to integrate the collected information.

Sector-Specific Findings

Human Health
It is not surprising to see fever as the most prevalent symptom
among systems designed to detect early infection in humans.
Many have noted that fever monitored on an ongoing basis with
temporal and geospatial visualization could be an early indicator
of a communicable disease threat [30,31]. Since respiratory
diseases have the highest probability of causing local outbreaks,
regional epidemics, and potentially a pandemic, many systems
monitor for ILI and this likely accounts for the frequency of
ILI-terms among the systems. Several systems collect
parameters to complement symptom data reported—such as
health care–seeking behavior to help track the severity of illness
or travel to help understand exposure risks.

Environmental Health
The inclusion of environmental parameters in multisector
systems allows systems to understand the complete context in
which an incident occurs. Identification of potential
vector-breeding locations, water contamination, and habitat
change may allow for intervention before the spread of disease
into local animal and human populations. Environmental
parameters also capture how animals and people may be
impacting the health of the environment.

Like wildlife health, environmental health programs often rely
on event-based reporting. For example, a person enters
information about vector exposure, seeing a contaminated
location, or spotting a presumed invasive species. Automated
features, such as automated collection of climate parameters,
geolocation, and image uploads, allow the system to accurately
capture a situation without solely relying on an observer’s
subjective reporting. To help standardize data, systems use tools
such as iNaturalist, which may include predefined choices, and
have internal experts reviewing photographs to correctly identify
vector, animal, and plant species. The collection of
incident-specific details is foundational for understanding the
spatiotemporal distribution of vectors and their potential role
in disease transmission.

Despite the comprehensive parameters used, the underreporting
of vector-borne disease cases in humans remains a persistent
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concern. This phenomenon is especially prevalent in regions
with limited access to health care services or where vector-borne
diseases are poorly understood [30,31].

Livestock and Wildlife Health
Relatively fewer participatory systems exist for livestock
compared to systems dedicated to other sectors. Participatory
epidemiology is often used to address specific outbreaks in
livestock health [32]; ongoing participatory surveillance systems
may not be as common due to heavy reliance on governmental
surveillance programs for outbreak detection. In the
compendium, livestock parameters are from systems also
collecting data on wildlife, people, or the environment, reflecting
the interconnectedness of livestock among each of the other
sectors. Given the daily proximity of pets to owners and the
potential for bidirectional transmission, the expansion of
participatory surveillance to inform companion animal outbreak
detection is needed.

Similar to environmental health systems, wildlife health systems
are often event-based—increasing situational awareness of
disease occurrence and informing on common disease threats
in real time. Information stemming from these systems are
commonly underused as resource for monitoring long-term
trends in population health and mostly are untapped as resource
by sectors outside of wildlife health.

Across wildlife participatory surveillance systems, data accuracy
remains a significant challenge, as users often face difficulties
accurately identifying wildlife species and describing
abnormalities in sick, injured, or dead wild animals.
Additionally, the integration of disparate data sources and
achieving interoperability between systems is limited due to the
diverse types and formats of data collected. The lack of
harmonized data in wildlife health surveillance has been a
long-standing issue; however, systems designed for large,
multilingual, and strategically diverse user bases hold promise
for reversing this trend.

The increasing use of machine learning methods, such as natural
language processing, offers new opportunities for categorizing
data, and enabling comparisons across multiple surveillance
streams and systems [33,34]. However, these approaches require
compatible language inputs or effective translation mechanisms.
The compendium highlights the value of collecting and
analyzing prediagnostic data during incidents, which facilitates
the rapid detection of clusters of animals presenting with similar
abnormalities that might signify a disease outbreak or other
adverse health event in wildlife.

Comparison With Prior Work
This work builds upon the landscape analysis of participatory
surveillance programs and IWOPS workshops reviewing data
parameters and working toward data standards [13,25]. Prior
publications have highlighted frameworks and steps for building
One Health surveillance systems, including methods for better
cross-sectoral stakeholder engagement and ways to overcome
implementation barriers [7,10,11]. Identified barriers to the
implementation of One Health surveillance systems include
incompatible vocabularies, professional divisions, isolated
datasets, and the lack of data standards. When developing new

One Health participatory surveillance systems, this compendium
provides a concrete starting point with real-world examples to
facilitate dialogue on data elements and standards for sharing
across siloed sectors. A critical analysis by Behravesh et al [12]
of landscaping globally available One Health tools uncovered
50 tools that advance One Health. The results highlight that
most of these tools addressed assessment and few addressed
planning and prioritization. This compendium provides a
practical One Health tool to facilitate and support planning,
prioritization discussions, and One Health participatory
surveillance system design. Prior studies have noted the value
of participatory surveillance in war-affected camps and the use
of One Health surveillance to capture the impact of the
environment on refugee health [35,36]. Interactions between
humans and animals are often ignored with regard to the health
of refugees, but animal populations are often closely tied to
refugee communities. This compendium can be applied to
improve One Health disease surveillance for displaced
populations in high-risk regions.

Limitations
Data parameters included in the compendium reflect a point in
time and are not fully representative of the entire field of
participatory surveillance. The parameters were collected in
English, through an English-language survey, which may have
limited participation from non-English systems. Furthermore,
selection bias could be present, as systems were identified based
on the participatory surveillance map. Additional validation of
data parameters was not conducted because many systems are
not publicly available; the parameters included in the
compendium are based on the information directly provided by
the systems.

Most systems use a decision-tree framework to structure their
questions. The compendium does not include this format,
focusing on parameters over the structural design. To partially
address this limitation, the “special considerations” column in
the compendium provides comments on how specific parameters
relate to others. Future iterations of the compendium should
explore methods to illustrate system structures, providing
context for how parameters are used within their frameworks.

Given the compendium’s focus on outbreak detection,
parameters related to chronic disease were not included. Future
exploration on how mental health, chronic disease, toxic
exposures, and other non-outbreak–related parameters are
collected would be informative for participatory surveillance
systems aiming to capture a broader set of health parameters.

Conclusions
Participatory surveillance enhances traditional means of health
surveillance by empowering communities to identify threats at
their source. The compendium highlights how existing
participatory surveillance systems are already incorporating a
One Health approach. Expanding opportunities for multisector
data collection through these participatory systems aligns with
recent guidance from the United Nations Quadripartite [3,37].
Additional research is required to inform international data
standards for One Health participatory surveillance. Pilot studies
could provide useful mechanisms to capture various
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multisectoral data collection and sharing techniques.
Furthermore, ethical issues of data privacy are always essential
to consider when capturing personal information. Participatory
surveillance provides critical surveillance data that can be
deidentified and collated at a specific geographic level, which
facilitates anonymity of the responses. The compendium offers
a reference to strengthen community capabilities for developing
multisector surveillance systems to inform early detection of

health incidents threatening themselves, their families, and the
environment. Decision makers and practitioners can use the
compendium as a tool to build a new participatory surveillance
system or augment their existing systems to include a One
Health approach. The compendium highlights the need to work
toward system interoperability and data standards to enable
community-level surveillance to have national, regional, or
global implications in outbreak detection and response.
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Abstract

Background: Population size estimation (PSE) for key populations is needed to inform HIV programming and policy.

Objective: This study aimed to examine the utility of applying a recently proposed method using Google Trend (GT) internet
search data to generate PSE (Google Trends Population Size Estimate [GTPSE]) for men who have sex with men (MSM) in 54
countries in Africa, Asia, the Americas, and Europe.

Methods: We examined GT relative search volumes (representing the relative internet search frequency of specific search
terms) for “porn” and, as a comparator term, “gay porn” for the year 2020. We assumed “porn” represents “men” (denominator)
while “gay porn” represents a subset of “MSM” (numerator) in each county, resulting in a proportional size estimate for MSM.
We multiplied the proportional GTPSE values with the countries’ male adult population (15‐49 years) to obtain absolute size
estimates. Separately, we produced subnational MSM PSE limited to countries’ (commercial) capitals. Using linear regression
analysis, we examined the effect of countries’ levels of urbanization, internet penetration, criminalization of homosexuality, and
stigma on national GTPSE results. We conducted a sensitivity analysis in a subset of countries (n=14) examining the effect of
alternative English search terms, different language search terms (Spanish, French, and Swahili), and alternative search years
(2019 and 2021).

Results: One country was excluded from our analysis as no GT data could be obtained. Of the remaining 53 countries, all
national GTPSE values exceeded the World Health Organization’s recommended minimum PSE threshold of 1% (range
1.2%‐7.5%). For 44 out of 49 (89.8%) of the countries, GTPSE results were higher than Joint United Nations Programme on
HIV/AIDS (UNAIDS) Key Population Atlas values but largely consistent with the regional UNAIDS Global AIDS Monitoring
results. Substantial heterogeneity across same-region countries was evident in GTPSE although smaller than those based on Key
Population Atlas data. Subnational GTPSE values were obtained in 51 out of 53 (96%) countries; all subnational GTPSE values
exceeded 1% but often did not match or exceed the corresponding countries’ national estimates. None of the covariates examined

had a substantial effect on the GTPSE values (R2 values 0.01‐0.28). Alternative (English) search terms in 12 out of 14 (85%)
countries produced GTPSE>1%. Using non-English language terms often produced markedly lower same-country GTPSE values
compared with English with 10 out of 14 (71%) countries showing national GTPSE exceeding 1%. GTPSE used search data from
2019 and 2021, yielding results similar to those of the reference year 2020. Due to a lack of absolute search volume data, credibility
intervals could not be computed. The validity of key assumptions, especially who (males and females) searches for porn and gay
porn, could not be assessed.

Conclusions: GTPSE for MSM provides a simple, fast, essentially cost-free method. Limitations that impact the certainty of
our estimates include a lack of validation of key assumptions and an inability to assign credibility intervals. GTPSE for MSM
may provide an additional data source, especially for estimating national-level PSE.

(JMIR Public Health Surveill 2025;11:e58630)   doi:10.2196/58630

KEYWORDS

population size estimation; men who have sex with men; MSM; PSE; google trends; HIV; AIDS; programming and policy;
internet; porn; gay porn; male adult; geriatric; linear regression; homosexuality; sensitivity analysis; World Health Organization;
WHO; epidemiology
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Introduction

The Joint United Nations Programme on HIV/AIDS (UNAIDS)
estimated that in 2022, about 39 million people were living with
HIV worldwide [1]. HIV burden is higher among men who have
sex with men (MSM), people who inject drugs, sex workers,
and transgender persons, which together are often described as
key populations (KP) [1]. KPs and their paying or nonpaying
sexual partners may account for 70% of new HIV infections
worldwide, with an estimated 80% of new HIV infections
outside sub-Saharan Africa (SSA) and 55% of all new infections
within SSA [1,2].

Key population size estimation (PSE) is needed to estimate the
number of individuals belonging to a KP in a given geographical
area [3,4]. PSEs provide the denominator values to inform KP
programming and policy [5]. However, PSE is a difficult field
and its methods often lack rigor in design or implementation,
and the many methods available reflect the lack of an acceptable
gold standard [3,6]. Challenges to PSE include lack of sampling
frames, mobility, and nondisclosure of KP-defining behaviors
[3,4]. Further, most PSE methods produce local estimates
whereas national PSE estimates are often obtained through
“expert opinion,” simple projection, or modeling and less often
through national-level empirical data such as direct survey
questions or the network scale-up method, both used in general
population-based surveys [6,7]. Direct survey questions about
KP-defining traits experience reporting bias and require a major
effort unless they can be added to an already planned general
population survey. The frequent lack of reliable national-level
PSE constitutes an even larger challenge compared with the
availability of local PSE and complicates national, regional,
and global HIV estimation work [3,8-10].

The rise of the internet facilitates web-based activities to
improve public health, including in the field of digital
epidemiology and infoveillance [11]. Recently, a new PSE
method using Google Trends (GT) internet search data was
proposed in a proof of concept paper by Card et al [12] GT is
a free cloud-based app that displays the relative frequency of
user-specified Google search terms as trends across time and
user-selected geographical areas [12-14]. Card et al [12] used
GT and Canadian census data to estimate the local PSE of MSM
in urban and rural locations throughout Canada. Card et al [12]
related search terms presumed to be representative of MSM
(“gay porn”) to that presumed to be representative of the general
(male) population (“porn”). By relating these 2 sets of values,
Card et al [12] estimated the relative size of MSM in these

Canadian towns. To date, no other published PSE exists using
this method.

The literature on pornography consumption by sex and sexual
orientation is limited and often the MSM population is not
represented. However, a major porn website reported that about
a third of its visitors globally in 2021 were reportedly women
[15,16]. Further, women, regardless of sexual orientation, may
also watch gay porn, possibly in substantial numbers [17].
Beyond this, we found no meaningful gray literature or
peer-reviewed articles about internet pornography consumption
in low- and middle-income countries (LMICs) or pornography
consumption by MSM in LMICs. We are also not aware of
(gray) literature about the proportion of heterosexual and
homosexual men searching Google for (gay) porn in LMICs.

We expanded the literature search to include high-income
settings. A study conducted in the United States reported that
more men than women consume pornography (92%:68%,
respectively) over the span of a year [18]. The study did not
report the type of pornography consumed or disaggregate male
respondents by sexual orientation or practice [18]. A separate
study from Norway with a sample of some 2300 male and
female participants suggested that more men than women
consume some pornography (94% of men and 68% of women)
[19]. However, only 5% (n=106) of participants identified as
gay/lesbian/bisexual, no breakdown of sexual orientation by
sex was given, and no information on the type of pornography
consumed by participants was available [19].

The aim of this study was to examine the potential utility of
using GT data to obtain MSM PSE in selected LMICs.

Methods

Preliminary Literature Search
A nonsystematic literature search was conducted to better
understand the behavior of pornography consumption of the
general population and sexual minorities, by sex, as well as the
relative frequencies with which these populations search for
(gay) porn in general (via Google) or by directly accessing
specific porn sites.

Selection of Countries
We analyzed GT data for a selected set of 54 countries that
receive support from the US President’s Emergency Plan for
AIDS Relief, the US Government’s initiative to support global
HIV responses, for which information on MSM PSE has been
sought [2,20]. These countries are located in SSA (n=29), Asia
(n=13), the Americas (n=11), and Ukraine (Tables 1 and 2).
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Table . National men who have sex with men (MSM) population size estimation (PSE) for US President’s Emergency Plan for AIDS Relief supported

countries (n=53) using Google Trends (GT) data for the year 2020a,b.

UNAIDS KPf Atlas, %UNAIDSc GAMd re-
gional %, median

(IQR)e

GT, %GT (number of MSM),
n

Region and country

1.67East Africag

0.341.7748,500Burundi

—h1.28365,000Ethiopia

0.241.99276,000Kenya

0.151.5451,300Rwanda

0.351.73243,000Tanzania

0.231.47154,000Uganda

1.67Southern Africai

—1.44106,000Angola

0.432.1213,000Botswana

1.381.574500Eswatini

1.051.7110,000Lesotho

0.941.1652,500Malawi

0.221.87134,000Mozambique

—2.6016,500Namibia

1.942.46393,000South Africa

0.151.1851,800Zambia

0.711.6453,000Zimbabwe

1.28 (IQR 0.45‐1.50)West Central Africaj

0.201.1834,000Benin

0.071.8088,000Burkina Faso

0.112.29148,000Cameroon

0.902.68166,000Cote d’Ivoire

0.981.6633,000DRC

0.691.40112,000Ghana

6.041.8322,600Liberia

0.091.5570,500Mali

0.491.26614,000Nigeria

1.381.9473,600Senegal

0.161.3627,000Sierra Leone

0.302.6553,100Togo

1.63 (IQR 0.26‐3.10)Asiak

1.724.53664,000Burma

1.935.67258,000Cambodia

0.061.186,460,000India

1.031.611,180,000Indonesia

1.352.99137,000Kazakhstan

0.993.1053,000Kyrgyz Rep.

2.962.7353,000Lao PDR
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UNAIDS KPf Atlas, %UNAIDSc GAMd re-
gional %, median

(IQR)e

GT, %GT (number of MSM),
n

Region and country

0.861.1983,000Nepal

1.581.3031,000PNG

02.1452,000Tajikistan

3.081.25215,000Thailand

2.334.271,260,000Philippines

0.987.461,953,000Viet Nam

Europe

1.712.11 (IQR 1.75‐2.49)3.48366,000Ukraine

2.71Caribbeanl

4.904.26124,000Dominican Rep.

1.453.608200Guyana

1.033.60108,000Haiti

5.152.9124,000Jamaica

—3.0411,000Trinidad and Tobago

3.37Central and South Americam

3.505.182,960,000Brazil

3.315.2085,000El Salvador

2.425.09245,000Guatemala

1.485.32147,000Honduras

1.976.32114,000Nicaragua

2.657.2381,000Panama

aThese estimates are for descriptive purposes only, to examine issues related to the potential utility of the method proposed by Card et al [12]. They
represent the MSM population national population size estimates (percentage of MSM) for the year 2020. The percentage of MSM was calculated by
taking the average relative search volume score produced by Google Trends for “gay porn” and dividing it by the average relative search volume score
produced by Google Trends for “porn.” MSM population size estimate (number of MSM) was calculated by taking the percentage of MSM population
size estimate and dividing it by the total male population (ages 15‐49 years). Key populations (KPs) Atlas percentage of MSM population size estimate
was calculated by dividing the absolute MSM population size estimate taken from the United Nations Programme on HIV/AIDS (UNAIDS) KPs Atlas
dashboard by the total adult male population (ages 15‐49 years), and then multiplying by 100. The absolute value difference was calculated by
subtracting the GT absolute MSM population size estimate value from the KPs Atlas MSM population size estimate absolute value. All absolute values
under 10,000 are rounded to the nearest 100. All other absolute values are rounded to the nearest 1000. UNAIDS Global AIDS Monitoring system
(GAM) values are regional values transcribed from the UNAIDS open-source Spectrum 6 guide. The countries used to create these regions and respective
values may not be in full alignment with the countries included in the population size estimate analysis, therefore direct 1:1 comparisons should not be
made. Max:Min ratio: The ratio based on the largest and smallest PSE % value in each region.
b Absolute values are not provided as Google Trends does not provide absolute search frequency values.
cUNAIDS: United Nations Programme on HIV/AIDS.
dGAM: Global AIDS Monitoring system.
eIQR values were included for available regions. Regions without an IQR listed did not have one available.
fKP: key population.
gMax:Min ratio: 1.6 (GT) and 2.3 (UNAIDS KP).
hNot available (data missing for the country).
iMax:Min ratio: 2.2 (GT) and 12.9 (UNAIDS KP).
jMax:Min ratio: 2.3 (GT) and 86.3 (UNAIDS KP).
kMax:Min ratio: 6.3 (GT) and 51.3 (UNAIDS KP).
lMax:Min ratio: 1.5 (GT) and 5 (UNAIDS KP).
mMax:Min ratio: 1.2 (GT) and 2.4 (UNAIDS KP).
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Table . Regional median Google Trends Population Size Estimate, United Nations Programme on HIV/AIDS (UNAIDS) Global AIDS Monitoring

system (GAM), and key populations (KP) Atlas for men who have sex with men (MSM) populations for the year 2020.a

Median regional percentage MSM population size estimationbRegion

UNAIDS KP Atlas, %UNAIDS GAM, %GTc, %

0.241.671.64Eastern Africa

0.831.671.68Southern Africa

0.401.281.73West Central Africa

—d1.632.86Asia

1.472.112.86Europe

3.172.713.60Caribbean

2.543.375.26Central & South America

aAbsolute values are not provided as Google Trends does not provide absolute search frequency values.
bGoogle Trends (GT) and KP Atlas regional estimates only include estimates from included countries with available data (Table 1). UNAIDS GAM
data separate regions differently and include countries that vary from our GT or the KP Atlas regional data: UNAIDS GAM includes eastern and southern
Africa in 1 estimate and separates Asia and Europe into 2 estimates (1.63% for Asia and the Pacific, 2.11% for Eastern Europe and Central Asia). Region
names were not adjusted in the above table to align with GAM data.
cGT: Google Trends.
dNot available.

Ethical Considerations
No ethics or review board approval or informed consent was
obtained or applicable for this work. All data used in this paper
are anonymous, aggregate, and publicly available and sourced.

GT-Based Population Size Estimation
GT provides results based on exact search terms, unlike the
“topical” search results that Google’s main search engine
provides. GT does not provide absolute search frequency values;
instead, GT offers relative search volume (RSV) values across
time (eg, 52 wk) in a specified space (eg, Kenya), ie, it
normalizes search frequencies for specific search terms (eg,
porn) to a range from 0 to 100, where a search term’s maximum
frequency (for the specified geographic area and during the
specified time frame) is set at 100 and 0 reflects no search for
that term [11,13,14]. Importantly, GT allows users to add
“comparator” terms (eg, gay porn) next to the main term (eg,
porn); the RSV values for such comparator terms are normalized
against the main term’s RSV values [13,21]. For the purpose
of PSE calculation, the main term “porn” may represent all men
whereas the comparator term “gay porn” may be viewed as a
subset of men who represent the subpopulation of gay men or
MSM. To generate an MSM PSE from the RSV values we
divide the comparator RSV value (gay porn) by the larger
same-time, same-place RSV value (porn).

National Size Estimates
PSE data collection was carried out through GT’s application
[13]. We applied this analytic approach for the year 2020 using
“porn” and “gay porn” as the main and comparator search terms
for each of the 54 countries. The time period for data collection
was set as the year 2020, the most recent year for which we
could obtain all necessary data for this analysis. Weekly RSV
values for “porn” and “gay porn” for the year 2020 were
exported, summed, and proportional size estimates obtained.
For example, for Botswana, the average of the weekly RSV

values for “porn” was 78.3, the corresponding average for “gay
porn” was 1.66 and the proportional PSE was therefore
calculated as 1.66/78.3=2.1%. This was repeated for all
countries. We then calculated the absolute Google Trends
Population Size Estimate (GTPSE) by multiplying the
proportional GTPSE by the total male population aged 15‐49
years in each country, the most used age range for KPs. The
sizes for countries’ 15‐49 year-old male general population
in 2020 were obtained through Spectrum (version 6.1, Avenir
Health).

Local Size Estimates
GT data can be restricted to subnational areas. Separately from
national estimates, for each country, we also attempted to obtain
local GTPSE for the political (or, if different, commercial)
capital city. Where data were unavailable for the political or
commercial capital city, we used data from the district that
contained the capital city. The calculation to obtain relative
GTPSE was then the same as for the national level. We did not
produce absolute subnational GTPSE.

Consistency of GTPSE Results With
WHO-Recommended Minimum Estimate
We assessed whether the GTPSE results met the World Health
Organization (WHO) and UNAIDS recommendation that
national MSM PSE should represent at least 1% of the general
adult male population [22,23].

Comparability
We compared the country-level GTPSE against 2 reference data
sources used by UNAIDS: the KP Atlas database and the Global
AIDS Monitoring system (GAM) [22,24,25]. The KP Atlas
database stores countries’ self-reported absolute MSM size
estimates using a wide range of PSE methods, often projected
up to national scale from local estimates, with primary data
collected over different periods of time. Proportional KP Atlas
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PSE values were computed by dividing the absolute MSM PSE
values from the KP Atlas over the male general population
(15‐49 years). UNAIDS’ GAM is a global data warehousing
system that informs policy and facilitates monitoring, including
KP size estimates. Using GAM data, UNAIDS curated a table
with regional relative MSM PSE (median and IQR) deemed
reasonable.

Covariates Potentially Affecting GTPSE

Overview
We examined the potential effect of select covariates on the
relative GTPSE values by performing regression analysis for
each covariate. The country-specific covariates we examined
included internet penetration, urbanization, stigma, and
criminalization of homosexuality. The covariate data are
provided in Table S1 in Multimedia Appendix 1; these data
were not used to adjust GTPSE values.

Internet Penetration and Urbanization
Internet penetration data were extracted from the World
Development Indicators database through the World Bank and
the Internet World Statistics database, indicating the percentage
of each country’s total population with access to the internet.
Urbanization data were obtained from the World Development
Indicators database through the World Bank, indicating the
percent of the total population in each country considered urban
[26,27].

Stigma
Country-level stigma values were extracted from the Global
Acceptance Index [28]. This index was developed using
computer modeling informed by responses to questions that
measure attitudes toward lesbian, gay, bisexual, transgender,
or intersex people from 11 different global surveys to create a
stigma score in 175 countries toward lesbian, gay, bisexual,
transgender, or intersex persons. The system scores countries
on a scale of 1 to 10; higher scores indicate less stigma [28].

Criminalization
The State-Sponsored Homophobia International Lesbian, Gay,
Bisexual, Trans, and Intersex Association report was used to
evaluate the effects of criminalization of homosexual orientation
or behavior on GTPSE [28]. The report classifies countries
based on their level of legal protection or criminalization of
sexual orientation and same-sex sexual acts. These
classifications, ranging from most severe to most protected,
include the death penalty, up to lifelong imprisonment, up to 8
years imprisonment, de facto criminalization, no criminalization
or legal protections, limited protections, employment
protections, broad protections, and constitutional protections.
We converted these classifications into a quantitative ranking
ranging from +4 to −4. The most severe classification (death
penalty) was assigned the rank value “+4” and descended to the
least severe/most protective classification (constitutional
protection) with a rank value “−4.”

Sensitivity Analysis
Using a subset (n=14) of the 53 countries we performed 3
sensitivity analyses at the national level. The 14 countries were

randomly selected among countries with prominent languages
being French, Spanish, or Swahili. The first sensitivity analysis
probed the effect of select non-English search languages. The
14 countries comprised 4 using Swahili (Kenya, Tanzania,
Uganda, Democratic Republic of Congo [DRC]), 5 using French
(Cote d’Ivoire, Senegal, Cameroon, Mali, Haiti), and 5 using
Spanish (Dominican Republic, Panama, El Salvador, Nicaragua,
Honduras) as their national/dominant language. We generated
GTPSE using search terms in Swahili (“ngono” and “ngono za
mashoga”), French (“porno” and “porno gay”), and Spanish
(“porno” and “porno gay”) and compared them to the original
relative GTPSE values. Using the same 14 countries, the second
sensitivity analysis probed the effect of different search terms
in English on GTPSE, that is, “sex,” ”gay sex” as well as “sex,”
”anal sex” and compared them to the original GTPSE (porn and
gay porn). The third sensitivity analysis probed the effect of
using different calendar years, ie, (2019 [pre-COVID] and 2021)
and compared them to the original 2020 GTPSE values, using
the original English language search terms.

Results

GTPSE and Comparability
Of the 54 countries examined, 1 (South Sudan), was omitted
for lack of RSV values. All remaining 53 countries had GTPSE
exceeding 1% (Table 1), similar to GAM values (all exceeding
1% as well) and compared with KP Atlas values where 24 out
of 53 (45%) countries showed values above 1%. GTPSE ranged
from 1.16% to 7.46% (median 1.99%, IQR 1.54%‐3.48%),
compared with 0.06% to 6.04% (median 0.99%, IQR
0.34‐1.93%) in the KP Atlas, and 1.38% to 2.82% in GAM
regions. In 48 out of 53 (91%) countries, relative GTPSE
exceeded estimates in the KP Atlas values; KP Atlas values
were larger in 5 countries (DRC, Liberia, Lao People’s
Democratic Republic [PDR], Thailand, and Jamaica). Absolute
differences between GTPSE and KP Atlas ranged from −312,900
(Thailand) to 6,221,800 (India). Table 2 displays regional
median GTPSE, ranging from 1.64% (East Africa) to 5.26%
(Central/South America), larger in all regions than the
corresponding KP Atlas values and largely similar to GAM
values in most regions. Table 1 also displays the ratios between
the largest and smallest country-level %PSE for each region,
separately for GT and KP Atlas values. While substantial
variability is seen in all regions and for both data sources (GT
and KP Atlas), in all regions the observed heterogeneity was
consistently higher for KP Atlas values compared with GT
values.

Local GTPSE pertaining to political or commercial capitals or
the larger sub-national areas encompassing these are displayed
in Table 3. We could obtain local estimates for 51 out of 53
(96%) countries’ capital cities; GT did not provide data for
Nairobi (Kenya) and Kathmandu (Nepal). Among the 51 cities
with estimates, the GTPSE ranged from 0% to 13% (median
2.2%); most cities’ estimates (44/51, 86%) exceeded 1%. Five
cities yielded noncredible GTPSE values of 0%, including
Bujumbura (Burundi), Dodoma (encompassing Dar es Salaam,
Tanzania), Ouagadougou (Burkina Faso), Monrovia (Liberia),
and Vientiane (Laos PDR). Of the 44 subnational GTPSE with
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values >1%, 18 (41%) were below the same-country national GTPSE.
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Table . Reported local men who have sex with men (MSM) Google Trends Population Size Estimate (GTPSE) (n=53) in the year 2020.a

Absolute percentage
difference national and
local GTPSE, %

Relative local GTPSE,
%

Relative national
GTPSE, %

Local areabRegion and country

East Africa

−1.7701.77BujumburaBurundi

0.021.301.28Addis AbabaEthiopia

——c1.99NairobiKenya

0.161.701.54KigaliRwanda

−1.7301.73DodomaTanzania

0.131.601.47KampalaUganda

Southern Africa

0.602.041.44LuandaAngola

−2.1202.12GaboroneBotswana

−0.091.481.57MbabaneEswatini

−0.701.011.71MaseruLesotho

1.082.241.16LilongweMalawi

0.172.041.87MaputoMozambique

−0.072.532.60WindhoekNamibia

−1.470.992.46Johannesburg (Gaut-
eng)

South Africa

0.381.561.18LusakaZambia

−0.081.561.64HarareZimbabwe

West Central Africa

2.934.111.18Littoral (Cotonou)Benin

−1.8001.80Centre (Ouagadougou)Burkina Faso

0.182.472.29Littoral (Douala)Cameroon

−1.671.012.68AbidjanCote d’Ivoire

0.382.041.66KinshasaDRC

0.021.421.40AccraGhana

−1.8301.83MonroviaLiberia

1.382.931.55BamakoMali

0.181.441.26Abuja (Federal Capital
Terriorty)

Nigeria

0.912.851.94DakarSenegal

−0.351.011.36FreetownSierra Leone

−0.612.042.65LomeTogo

Asia

0.264.794.53Yangon (Yangon Re-
gion)

Burma

−0.245.435.67Phnom PenhCambodia

−0.031.151.18New Delhi (Uttar
Pradesh)

India

0.592.201.61JakartaIndonesia

2.535.522.99Almaty (Almaty Re-
gion)

Kazakhstan
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Absolute percentage
difference national and
local GTPSE, %

Relative local GTPSE,
%

Relative national
GTPSE, %

Local areabRegion and country

−0.013.093.10BishkekKyrgyz Rep.

−2.7302.73VientianeLao PDR

——1.19Katmandu/KantipurNepal

−0.291.011.30Port MoresbyPNG

−1.131.012.14DushanbeTajikistan

1.993.241.25BangkokThailand

1.245.514.27ManilaPhilippines

−2.904.567.46HanoiViet Nam

Europe

0.664.143.48KyivUkraine

Caribbean

−0.273.994.26Santo DomingoDominican Rep.

−0.513.093.60GeorgetownGuyana

−0.513.093.60Port-au-PrinceHaiti

0.473.382.91Kingston (St. Andrew
Parish)

Jamaica

9.96133.04Port of SpainTrinidad and Tobago

Central and South America

0.745.925.18São Paulo (State of São
Paulo)

Brazil

0.535.735.20San SalvadorEl Salvador

−0.184.915.09Guatemala City
(Guatemala Depart-
ment)

Guatemala

2.818.135.32Tegucigalpa (Co-
mayagua)

Honduras

−1.015.316.32ManaguaNicaragua

0.217.447.23Panama CityPanama

aAbsolute values are not provided as Google Trends does not provide absolute search frequency values.
bLocal MSM GTPSE for 53 countries for the year 2020 was calculated by restricting the geographic entity to the desired capital city or commercial
hub. Where Google Trends (GT) did not provide data for a given city, we substituted the place name with the largest city by population or by district
that had data available in GT. This is noted by listing what was available in GT in parenthesis next to the capital city. Kenya and Nepal were excluded
from this analysis due to insufficient regional data available in GT.
cNot available (data missing for that country).

Effect of Covariates
Figure 1A-D displays the correlations between national-level
GTPSE and urbanization, internet penetration, stigma, and

criminalization. Coefficients ranged from 0.01 (criminalization)
to 0.28 (internet penetration).
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Figure 1. The linear relationship between the Google Trends national population size estimates and the rate of urbanization in each country (n=53).
(A) The linear relationship between the Google Trends national population size estimates and the rate of urbanization in each country (n=53). (B) The
linear relationship between the Google Trends national population size estimates and the rate of internet penetration in each country (n=53). (C) The
linear relationship between the Google Trends national population size estimates and the level of stigma against LGBTQ+ persons in each country
(n=53). (D) The linear relationship between the Google Trends national population size estimates and the degree of criminalization against men who
have sex with men population in each country (n=53). LGBTQ+: lesbian, gay, bisexual, transgender, queer, and other identities; MSM: men who have
sex with men; GTPSE: Google Trends Population Size Estimate.

Sensitivity Analysis
Table 4 displays how the GTPSE generated from the alternative
search terms compares to the original search term GTPSE. In
most countries “Porn/Gay Porn” produced higher PSE values
compared with “sex/anal sex” (13/14, 93%) as well as compared

with “sex/gay sex” (12/14, 86%). For “sex/gay sex,” all 14
countries produced estimates exceeding 1%. For “sex/anal sex”,
3 out of 14 (21%) countries did not produce estimates reaching
the 1% threshold, including Mali for which zero search results
were reported for “anal sex.”
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Table . Sensitivity analysis using alternative search terms in Google Trends to calculate national population size estimations (PSEs) for select US

President’s Emergency Plan for AIDS Relief countries (n=53) in 2020.a

SA alternate search term GTPSEcOriginal GTPSEb

Absolute percentage
difference

Sex/anal sex PSEAbsolute percentage
difference

Sex/gay sex PSEPorn/gay porn PSE

Country, %

0.621.370.621.371.99    Kenya

−1.813.540.271.461.73    Tanzania

0.211.260.091.381.47    Uganda

0.511.150.111.551.66    DRC

1.390.901.011.282.29    Cameroon

1.550−0.101.651.55    Mali

0.941.740.781.902.68    Cote d’Ivoire

1.060.880.441.501.94    Senegal

0.772.8312.603.60    Haiti

2.431.830.903.364.26    Dominican Rep.

3.523.712.065.177.23    Panama

1.014.19−0.145.345.20    El Salvador

1.504.82−0.787.106.32    Nicaragua

2.362.960.474.855.32    Honduras

1.03 (0.66-1.54)1.79 (1.18-3.40)0.45 (0.10-0.87)1.78 (1.47-4.48)2.49 (1.78-4.97)Median (IQR)

aAbsolute values are not provided as Google Trends does not provide absolute search frequency values.
bGTPSE: Google Trends Population Size Estimate.
cAlternative search terms were chosen based on words that represented the general male population and men who have sex with men subset population
in each country (n=53) in the year 2020.

Table 5 shows how GTPSE was generated using alternative
language terms compared with the original GT search terms.
For Swahili, only 1 country yielded a PSE in that language. All
countries using French (n=5), or Spanish (n=5) search terms

yielded estimates, all exceeding 1%. All alternative language
estimates were lower than the original “porn/gay porn” PSE
values.
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Table . Sensitivity analysis using alternate national language searches in Google Trends to calculate national population size estimation for select US

President’s Emergency Plan for AIDS Relief countries (n=14) in 2020.a

Absolute percentage differ-
ence, %

Alternate language term

GTPSE, %c
Original GTPSEb (English),
%

Language and country

Swahili

1.9901.99Kenya

1.210.521.73Tanzania

1.4701.47Uganda

1.6601.66DRC

French

0.931.362.29Cameroon

0.481.071.55Mali

1.331.352.68Cote d’Ivoire

0.661.281.94Senegal

1.372.233.60Haiti

Spanish

1.702.564.26Dominican Rep.

2.095.147.23Panama

0.844.365.20El Salvador

2.194.136.32Nicaragua

1.254.075.32Honduras

aAbsolute values are not provided as Google Trends does not provide absolute search frequency values.
bGTPSE: Google Trends Population Size Estimate.
cAlternative language search terms included “ngono/ngono za mashoga” (Swahili), “porno/porno gay” (French), “porno/porno gay” (Spanish).

Table 6 displays how GTPSE generated for alternative years
(2019 and 2021) compared with the original 2020 GT searches.
All 14 countries in both years produced estimates exceeding
1%. No large discrepancies in PSE between the years were

observed; 13 out of 14 in 2019 values were larger than the 2020
values whereas the 2021 values were largely similar to the 2020
values.
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Table . Sensitivity analysis for men who have sex with men population size estimates for select US President’s Emergency Plan for AIDS Relief

supported countries (n=14) using Google Trends data in years 2019 and 2021 compared with the year 2020.a, b

2021 PSE, %2020 PSE, %2019 PSEc, %

1.991.992.37Kenya

1.851.731.96Tanzania

1.691.471.73Uganda

1.601.661.95DRC

2.252.292.70Cameroon

2.171.552.30Mali

2.232.682.52Cote d’Ivoire

1.901.942.54Senegal

2.923.604.33Haiti

4.344.264.91Dominican Republic

6.747.239.36Panama

4.775.206.19El Salvador

4.936.327.31Nicaragua

5.515.326.79Honduras

a2019 and 2021 values were computed in the same way as the reference 2020 estimates.
bAbsolute values are not provided as Google Trends does not provide absolute search frequency values.
cPSE: population size estimation.

Discussion

Principal Findings
Our analysis suggests that national-level MSM GTPSE is
feasible in almost all countries. Importantly, all estimates
appeared plausible, that is, they exceeded the WHO/UNAIDS
suggested minimum threshold of 1%. Heterogeneity of GTPSE
across same-region countries was pronounced within all regions
yet smaller than the ratios based on the UNAIDS KP Atlas
values which contained numerous PSE values well below the
1% threshold.

Our analysis draws on several strengths. We successfully applied
the GTPSE method to many low and middle-income countries,
suggesting that GTPSE appears to have wide geographic
applicability. We compared the values against 2 PSE data
sources at UNAIDS, assessed the potential effect of various
covariates on GTPSE values, and conducted a sensitivity
analysis with varying English search terms, non-English search
languages, and different calendar years. Google is the dominant
search engine in all countries covered in this analysis, with a
market share ranging between 84% and 99% (data shown in
Table S1 in Multimedia Appendix 1) [27]. Although no absolute
search volume data were available to us, searches for “porn”
globally were among the top 20 search terms in 2023 with about
65 million searches globally each month according to one source
[29] although this is still well behind the largest porn
site-specific searches. GTPSE may emerge as another example
of digital public health and epidemiology that includes real-time
surveillance of disease outbreaks [30], assessing the impact of
global public health days [31], informing health and health

policy research [32], or understanding spatiotemporal patterns
of dry eye disease [33].

While most local estimates were plausible (>1%), 14% (n=7)
did not reach the WHO/UNAIDS minimum threshold, and 2
more locations did not produce a GTPSE value at all due to lack
of GT data and how GT organized the subnational data despite
some of the affected cities’ large population sizes. This is not
an uncommon finding, as other PSE methods in active use
typically do not meet the WHO/UNAIDs minimum threshold.
For a few other country or commercial capital cities with no
direct GT data available, such as Johannesburg (South Africa),
we could obtain a subnational estimate using the larger district
or province within which the city (eg, Johannesburg and
Pretoria) are located. This may limit the utility and comparability
of such local estimates. About one-third of the local (relative)
estimates did not reach or exceed the same country national
level estimates, somewhat contrary to our expectation that
rural-to-urban migration among MSM may be more pronounced
than that of other men and so yielding higher GTPSE values
[9]. In Card et al’s [12] study on Canadian towns and cities the
estimates ranged from 2% to 4% compared with 0% to 13%
among the local estimates, whereas the Canadian national
estimate was 2.8% compared with 1.2%‐7.5% across all
countries we examined. While not a limitation, it is worth noting
that weekly RSV data varied widely (data not shown),
confirming the recommendation to use GT data for size
estimation only over longer time periods, such as a full calendar
year.

Limitations
Like most PSE methods, GTPSE has limitations. In particular,
the assumptions underlying the GTPSE method deserve close
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scrutiny: straight men only search for porn, MSM only search
for gay porn, MSM and straight men search for (gay) porn in
equal proportions, and women do not search for (gay) porn at
all or do not affect the generated GTPSE for MSM. Violations
of these assumptions will result in bias if they affect RSV for
porn and gay porn to differing extents, hence altering the
proportion of porn searches that are directed at gay porn. While
the literature from LMIC settings on this topic is very sparse,
reports and literature from high-income settings suggest that
gay porn is also consumed by heterosexual men and women,
suggesting that some bias may be present. Complicating
speculations about the magnitude and direction of bias is the
fact that specific porn websites’ user statistics may not
accurately reflect searches for (gay) porn on Google. Women’s
search behavior on Google regarding gay porn may increase or
decrease the GTPSE estimates depending on the frequency
relative to searches for just porn.

Regrettably, Google does not provide access to its algorithm
generating the RSV data nor can users filter GT searches by
age or gender. An inherent limitation in using GT data includes
the lack of deduplication in the search data (although repeated
searches by the same user within a short time period are not
counted multiple times by Google) and the lack of absolute
search volume data. Not having access to the absolute search
volume data impedes the computation of uncertainty intervals
(which in most national settings may be expected to be small
due to the large search volumes involved). However, absolute
search volume information may eventually be made available
by Google and is already offered to some extent by select
third-party companies. Absolute search volume data may also
inform the choice of search language and even search terms and
may facilitate composite GTPSE metrics by incorporating
multiple GTPSE metrics stemming from different language
search terms. Restricting GTPSE-relevant data to male users
may further refine GTPSE values by excluding female users, a
limitation our analysis could not overcome. VPN (virtual private
network) also has the potential to introduce errors if users select
a country other than their place of residence. The adoption of
VPN may vary considerably across time and by country, and,
among US President’s Emergency Plan for AIDS Relief
countries. According to one industry website in 2020, VPN was
highest in Ukraine (7.9%) and lowest in Kenya (0.5%) [34].
Taken together, these limitations constitute a major source of
uncertainty about the bias and precision of GTPSE. For that
reason, GPTSE should be regarded as an approximate reference
value. Clearly, they do not attain the rigor or transparency of
statistically principled estimation from accurately measured
data, which the currently best available PSE methods do offer.
Additionally, GTPSE may not be feasible for a few countries,
perhaps due to poor or little data availability on search terms
and frequencies.

GTPSE seems infeasible for size estimation among transgender
persons, sex workers, or people who inject drugs. Unlike (gay)
porn, where the search is about a web-based product (visual
depictions of porn), searches for sex work or clients,
transgenderism, or injecting drug use are not directly tied to the
internet, and may exhibit a more variable search terminology,

and may lack fitting “denominator” search terms (analogous to
“porn”).

Overall, the GTPSEs often were substantially higher than the
KP Atlas estimates but were more closely aligned with the
reported GAM regional estimates. The KP Atlas estimates are
based on a broad range of PSE methods typically generating
local PSE that may or may not be projected to national scale,
or summed or averaged across multiple localities, and may refer
to various time points (calendar years) and various age ranges.
Many KP Atlas based MSM PSE were implausibly low (<1%),
suggesting that substantial differences to GTPSE may often be
due to KP Atlas underestimates. The regional GAM estimates
are based on a more curated database of PSE after excluding
estimates with subpar quality and hence of perhaps more
trustworthy quality [22]. However, GAM regions do not exactly
overlap with the regions we used for GTPSE and the KP Atlas
estimates.

The national MSM GTPSE values were robust against varying
levels of urbanization, internet penetration, stigma, and
criminalization or protection of homosexuality, negating the
need for adjustment and increasing comparability across
different settings. The largest influence was seen with internet
penetration which can be expected to increase over time. In the
sensitivity analysis, the largest differences to the original GTPSE
values were seen using alternate English language search terms.
Among the 14 examined countries, almost half (43%) of the
alternate estimates were below 1% and hence considered
implausibly low. This indicates that search term selection is
important, especially for comparison across time and space.
Further exploration may be warranted to evaluate if country or
region-specific English or non-English slang terms may produce
plausible estimates; however, the limited sensitivity analysis
suggests that “Porn/Gay Porn” may be dependable and
consistently produces plausible values. The use of similar search
terms in French, Spanish, and Swahili yielded universally lower
results; Swahili, not a nationally dominant language in most
countries, appears particularly unsuitable as it frequently
produced 0% PSE values. As most countries display prominent
non-English language use, countries may want to consider using
the predominant language (used for web searches) when
applying this method while considering any language’s
geographic scope in-country. The results also appeared robust
across time (two years affected by the COVID pandemic plus
1-year pre-COVID) as the 2 adjacent years produced plausible
and (same country) consistent results. The lack of uncertainty
intervals however impeded a more meaningful interpretation
of the results from the sensitivity analyses.

Conclusions
Generating national-level PSEs for KPs is challenging for many
countries. GTPSE is a simple method with the potential to
address this problem efficiently without the need of additional
resources. However, the lack of validation of key assumptions
and the inability to generate credibility intervals suggest
important uncertainty regarding the accuracy and precision of
the estimates. Additional research, such as expanding or building
on our sensitivity and covariate analysis, to address or better
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understand these limitations may further improve the quality and utility of GTPSE for MSM in LMICs.
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Abstract

Background: Chronic obstructive pulmonary disease (COPD), congestive heart failure (CHF), and acute pulmonary edema
(APE) are serious illnesses that often require acute care from prehospital emergency medical services (EMSs). These respiratory
diseases that cause acute respiratory failure (ARF) are one of the main reasons for hospitalization and death, generating high
health care costs. The prevalence of the main respiratory diseases treated in a prehospital environment in the prepandemic period
and during the COVID-19 pandemic in Spain is unknown. The Madrid Community EMS is a public service that serves all types
of populations and represents an epidemiological reference for supporting a population of 6.4 million inhabitants. The high volume
of patients treated by Madrid’s medical advanced life supports (ALSs) allows us to analyze this little-studied problem.

Objectives: Our goal was to lay the groundwork for comprehensive data collection and surveillance of respiratory failure, with
an emphasis on the most prevalent diseases that cause it, an aspect that has been largely overlooked in previous initiatives. By
achieving these objectives, we hope to inform efforts to address respiratory failure and establish a standardized methodology and
framework that can facilitate expansion to a continuous community-wide registry in Madrid, driving advances in emergency care
and care practices in these pathologies. The aim of this retrospective observational study was to determine the pathologies that
have mainly caused respiratory failure in patients and required medicalized ALS and to evaluate the cost of care for these
pathologies collected through this pilot registry.

Methods: A multicenter descriptive study was carried out in the Madrid Community EMS. The anonymized medical records
of patients treated with medical ALS, who received any of the following medical diagnoses, were extracted: ARF not related to
chronic respiratory disease, ARF in chronic respiratory failure, exacerbations of COPD, APE, CHF, and bronchospasm (not from
asthma or COPD). The prevalence of each pathology, its evolution from 2014 to 2020, and the economic impact of the Medical
ALSs were calculated.

Results: The study included 96,221 patients. The most common pathology was exacerbation of COPD, with a prevalence of
0.07% in 2014; it decreased to 0.03% in 2020. CHF followed at 0.06% in 2014 and 0.03% in 2020. APE had a prevalence of
0.01% in 2014, decreasing to 0.005% in 2020 with the pandemic. The greatest economic impact was on exacerbation of COPD
in 2015, with an annual cost of €2,726,893 (which equals to US $2,864,628).

Conclusions: COPD exacerbations had the higher prevalence in the Madrid region among the respiratory diseases studied. With
the COVID-19 pandemic, the prevalence and costs of almost all these diseases decreased, except for ARF not related to chronic
disease. The cost of these pathologies over 5 years was €58,791,031 (US $61,832,879).

(JMIR Public Health Surveill 2025;11:e66179)   doi:10.2196/66179

KEYWORDS

acute respiratory failure; COVID-19; chronic obstructive respiratory insufficiency; congestive heart failure; bronchospasm;
emergency medical services costs; ambulances; SARS-CoV-2; coronavirus; respiratory; pulmonary; pandemic; economic impact;
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observational; Madrid; community; medical records; health records; medical advanced life support; ALS; acute pulmonary edema;
chronic obstructive pulmonary disease; COPD; prevalence

Introduction

Chronic obstructive pulmonary disease (COPD) is a public
health epidemic. The current state of the art displays a high
prevalence and high burden [1]. COPD is the fourth leading
cause of death worldwide, accounting for 3.5 million deaths in
2021, approximately 5% of all global deaths [2]. Although
systematic reviews on the prevalence of COPD at the hospital
level have been published previously [3,4], the literature on
current prevalence estimates of COPD exacerbations, treated
in prehospital emergency medical services (EMSs), is sparse.
In particular, there are few published data on differences in
COPD prevalence between rural and urban areas and between
countries [5-7]. In this context, relevant and timely information
on COPD prevalence in this context is essential to inform,
develop, and implement context-appropriate policies and
programs for the prevention and optimal control of COPD
exacerbations.

Congestive heart failure (CHF) is another highly prevalent
disease with significant morbidity and mortality worldwide [8].
There are geographical variations in the epidemiology of CHF
[9]. There is a substantial lack of data from the out-of-hospital
setting as well, where CHF has different evolution depending
on the acute treatment administered [10,11]. Acute pulmonary
edema is associated with high mortality. It requires emergency
management and usually admission to hospital [7,12,13].
Prospective studies have shown that early treatment applied by
prehospital EMS improves short time outcomes and lower
hospital readmissions, but the population susceptible to early
treatment is unknown [14,15].

COPD, CHF, and acute pulmonary edema (APE) are serious
illnesses that often require acute care from EMS [5,6,16].
Respiratory diseases that cause acute respiratory failure (ARF)
are one of the main reasons for hospitalization [7,17], generating
high health care costs [18,19]. These diseases include
bronchospasm as well [20]. Studies on the prevalence and
expenditures of prehospital EMSs are scarce [5,21-23].
Consequently, more precise epidemiological data are needed
to address these issues and obtain a more accurate picture of
the amount of care and the costs generated by these pathologies
[24,25] in the prehospital EMS setting.

The main objective of the Acute Respiratory Failure Treated
by the Prehospital Medical Emergency Service of Autonomous
Community of Madrid (SUMMIRA) project is to determine the
prevalence of the most frequent respiratory diseases assisted by
the Autonomous Community of Madrid’s (CAM) advanced life
supports (ALSs). The secondary objective is to measure the
EMS economic cost of health care for patients. We present the
following article in accordance with the STROBE
(Strengthening the Reporting of Observational studies in
Epidemiology) reporting checklist (Multimedia Appendix 1).

Methods

Study Design
The SUMMIRA study is an observational, quantitative,
multicenter, and cross-sectional study of patients attended by
the EMS of the CAM for 6 years.

Sample Size
Between 2014 and 2020, 583,984 persons of the population of
the Madrid Community were clinically treated by the CAM
ALSs, after a triage in the 112 health emergency telephone
number. Based on these medical examinations, the subjects
were included in the study. A cohort of 22,085 subjects was
identified as having decompensated COPD; 22,085 with a main
diagnosis of CHF; 4676 with APE; 17,843 presented ARF not
related to chronic respiratory failure (CRF); 6921 were
diagnosticated with bronchospasm; and 17,851 were related
with ARF in CRF. This study involved a total of 96,221 patients
included from the electronic medical records (EMRs).

Study Setting
The CAM has a population of 6.4 million inhabitants from 2014,
both urban and rural areas. The CAM has 47 ALSs [26]. The
ALSs are responsible for (1) emergency care, namely, patient
care at home or on public roads in the Madrid Community and
(2) interhospital transfers. The CAM is also in charge of the
Helicopter Emergency Medical Service.

Each emergency care is provided by a health professional team
formed by an emergency physician, an emergency nurse, and
1 or 2 emergency technicians; these teams assist at home and
other places and take care of the patient in the mobile intensive
critical unit (ALS).

The EMRs analyzed are those performed by the ALS physicians
who attended the pathologies under study. These are the patients
attended by the ALS of the Community of Madrid after the
patients or their families called 112 (both in the city and in the
outskirts).

The EMRs are located in a program named Integrated
Management System of the Coordinating Center [27]. Integrated
Management System of the Coordinating Center is a highly
secure system of clinical data that has received urgent health
care from the ALSs of the CAM.

Ethical Considerations
The study was conducted in accordance with the Declaration
of Helsinki. This study was reviewed and approved by the
Madrid Regional Ethics Committee on Medication Research
(dated: June 6, 2022/N° V8.2022). All data used in this study
have been deidentified or anonymized to protect the privacy of
participants. No information is available that would allow for
the direct or indirect identification of individuals. The Madrid
Regional Ethics Committee approval covers secondary analysis
without additional consent.
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Since the study involved the secondary analysis of previously
collected data, the ethics committee determined that the project
was exempt from further review under the category of
anonymized, preexisting data analysis. The study complied fully
with international ethical standards and the protection of
participants’ rights.

All EMRs in this study have been anonymized to protect the
privacy of participants. Rigorous measures were taken to ensure
the confidentiality of the data and the integrity of the information
collected complying, therefore, with the principles regarding
data processing referred to in Article 5 of European Union
Regulation 2016/679 of the European Parliament and Council
of April 27, 2016 (General Data Protection Regulation).

Sampling and Recruitment Procedure

Inclusion Criteria
Patients with EMRs were treated by the CAM ALSs who,
according to usual clinical practice, had been diagnosed with
ARF not related to CRF, exacerbation of chronic obstructive

pulmonary disease (ECOPD), CHF, bronchospasm, or APE
according to the codes of the International Classification of
Diseases, Ninth Revision [9] between 2014 and 2020. Medical
diagnostic criteria based on clinical and historical data were
followed. The population residing in the CAM per year was
taken as the reference population, according to the Spanish
National Institute of Statistics [28].

The diagnoses of APE and ECOPD were defined as a “clinical
picture” in the prehospital and hospital emergency manuals
[29-31], with consensus documents [32,33] and systematic
review such as by Bello et al [34] . The diagnostic criteria for
COPD and APE are described in Multimedia Appendix 2 and
Table 1. The other pathologies were diagnosed following the
diagnostic criteria of the 12 Octubre Physician Manual [35] in
accordance with another prehospital emergency manual [36]
and the Servicio de Urgencias Medicas de Madrid
(SUMMA112; Prehospital Emergency Medical Service of
Autonomous Community of Madrid) Physician Clinical Guide
for Acute Heart Insufficiency (Multimedia Appendix 3).

Table . Prevalence of congestive heart failure, exacerbation of chronic obstructive pulmonary disease (ECOPD), acute pulmonary edema, and
bronchospasm acute respiratory insufficiency not related to chronic respiratory failure, of Madrid region population, based to the Madrid Community
census [37], and the prehospital emergency medical service´s electronic medical record of Madrid from 2014 to 2020 (n=583,984).

2020201920182017201620152014Diseasesa

1938 (0.029)2828 (0.042)2895 (0.044)3484 (0.054)3651 (0.056)3696 (0.057)3593 (0.056)Congestive heart
failure, n (%)

2020 (0.030)3616 (0.054)3935 (0.060)4284 (0.066)4112 (0.064)4463 (0.069)4415 (0.068)ECOPD, n (%)

353 (0.005)616 (0.009)652 (0.010)711 (0.011)725 (0.011)800 (0.012)819 (0.013)Acute pul-
monary edema,
n (%)

1553 (0.023)2362 (0.035)2399 (0.036)2797 (0.043)2834 (0.044)3034 (0.047)2872 (0.044)Acute respirato-
ry insufficiency
in chronic respi-
ratory failure, n
(%)

462 (0.007)979 (0.015)1062 (0.016)1157 (0.018)1157 (0.018)1104 (0.017)1000 (0.015)Bronchospasm,
n (%)

2531 (0.038)2289 (0.034)2349 (0.036)2573 (0.040)2717 (0.042)2736 (0.043)2648 (0.041)Acute respirato-
ry insufficiency
(not related to
chronic respirato-
ry failure), n (%)

aResults from the retrospective observational research Acute Respiratory Failure Treated by the Prehospital Medical Emergency Service of Autonomous
Community of Madrid (SUMMIRA).

Exclusion Criteria
Patients without a health identification number or without an
adequate record in the basic minimum dataset were excluded.

All patients diagnosed with asthma were excluded since they
could be included among the patients with ARF related to
chronic respiratory disease (Figure 1).
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Figure 1. Cohort selection of patients assisted by the Madrid Community emergency medical service from January 1, 2014, to December 31, 2020.
Acute Respiratory Failure Treated by the Prehospital Medical Emergency Service of Autonomous Community of Madrid (SUMMIRA) Study. COPD:
chronic obstructive pulmonary disease.

Economic Analysis
The prevalence for each pathology was calculated by dividing
the total number of individuals who presented the corresponding
medical diagnosis in a given year by the population of Madrid
at that time, according to the Spanish National Institute of
Statistics.

The direct economic cost of CAM EMS care for the pathologies
treated was calculated from the expenditure according to public
references [38]. The health care cost data were extracted from
the public prices for the provision of public health services and
activities of the ALSs published in the Official Gazette of the
CAM on August 21, 2017 (price list with an application date
until December 2023). The reference cost for this study was the
average cost of €611 (US $64,261), which is the arithmetic
mean of mobilizing and assisting a patient by a terrestrial ALS
unit in the public EMS of the Madrid Community [39]. The
ALS provides advanced care, as it contains all the electromedical
material and personnel that are required to form a mobile
intensive care unit. The cost of ALS care (emergency medical
services costs) includes physician care, emergency nursing
assistance, and all required ventilatory support techniques,
depending on the severity of the patient’s condition, with
pharmacological treatment, oxygen therapy, invasive and
noninvasive mechanical ventilation, and transfer to the hospital.

The direct economic impact was obtained by multiplying the
cost of care for each pathology treated in the CAM’s ALSs by
the number of times care was required. All persons within the
CAM were able to receive care, as it is included in the universal
emergency health care coverage of the Madrid Health Regional
Government (public administration). The economic analysis
was done in Microsoft Excel 365 and SPSS software (version

26; IBM Corp), with a copyright license from the Madrid Health
Regional Government.

Results

Table 1 shows a total of 96,221 patients who were included
between 2014 and 2020. The most prevalent pathology among
all those studied was COPD, with an initial prevalence of
0.068% (4415/6,454,440) in 2014, which decreased to 0.030%
(2020/6,779,888) in 2020. CHF had a prevalence of 0.056%
(3593/6,454,440) in 2014, decreasing to 0.029%
(1938/6,779,888) in 2020. The prevalence of ARF in CRF was
0.044% (2872/ 6,454,440) in 2014 but decreased to 0.023%
(1553/6,779,888) in 2020. The prevalence of bronchospasm
(not from asthma or COPD) decreased from 0.015%
(1000/6,454,440) in 2014 to 0.007% (462/6,779,888) in 2020.
APE’s prevalence decreased from 0.013% (819/6,454,440) in
2014 to 0.005% (353/6,779,888) in 2020. The prevalence of
ARF in patients not related to CRF decreased from 0.041% (
2648/6,454,440) in 2014 to 0.034% (2289/6,663,394) in 2019
and increased to 0.038% (2531/6,779,888) in 2020, reversing
this trend of ARF observed, especially in CHF and ECOPD.

The prevalence of APE shows a decreasing pattern from the
onset. The other pathologies start with an upward trend, although
in the second year, they reverse the trend and gradually decrease.
The prevalence of bronchospasm maintains an upward trend
until 2017 and from then on it starts to decrease progressively.
In 2020, a sharper peak of decrease is assessed in all pathologies,
except ARF not related to CRF, the latter being the only one to
increase.

A decrease in most respiratory diseases (Table 2) was observed
in 2020, both for patients with ECOPD, APE, or bronchospasm
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(nonasthmatic, non-COPD) and for patients with CHF (Figures
2A-F and 3), except for ARF not associated with CRF, which
corresponded in time and form with the COVID-19 pandemic
period [40]. From 2017 on, a decrease in all types of ARF was
observed, especially CHF and COPD.

Table 2 shows the economic cost of each pathology and its
economic impact in each year. The greatest economic impact
was observed in 2015 for ECOPD, with an annual cost of
€2,726,893 (US $2,867,982). The estimated cost of all
pathologies over 5 years was €58,791,031 (US $61,832,879).

Table . Direct economic impact of the congestive heart failure, exacerbation of chronic obstructive pulmonary disease (ECOPD), acute pulmonary
edema (APE), bronchospasm, and acute respiratory failure not related to chronic respiratory failure of the Madrid region population; based on the

prehospital Madrid emergency medical service’s electronic medical recordsa.

2020201920182017201620152014ICD-CMb type

Congestive heart
failure

1938282828953484365136963593    Cases

1,184,1181,727,9081,768,8452,128,7242,230,7612,258,2562,195,323    Cost (€)

ECOPD

2020361639354284411244634415    Cases

1,234,2202,209,3762,404,2852,617,5242,512,4322,726,8932,697,565    Cost (€)

APE

353616652711725800819    Cases

215,683376,376398,372434,421442,975488,800500,409    Cost (€)

Acute respirato-
ry failure in
chronic respirato-
ry failure

1553236223992797283430342872    Cases

948,8831,443,1821,465,7891,708,9671,731,5741,853,7741,754,792    Cost (€)

Bronchospasm

46297910621157115711041000    Cases

282,282598,169648,882706,927706,927674,544611,000    Cost (€)

Acute respirato-
ry failure (not
related to chron-
ic failure)

2531228923492573271727362648    Cases

1,546,4411,398,5791,435,2391,572,1031,660,0871,671,6961,617,928    Cost (€)

5,411,6277,753,5908,121,4129,168,6669,284,7569,673,9639,377,017Total cost
(€58,791,031)
(€)

5,691,6258,154,7618,541,6149,643,0539,765,14910,174,4949,862,184Total cost (US
$61,832,879)
(US $)

aDatabase from 2014 to 2020 included. Results from the retrospective observational research Acute Respiratory Failure Treated by the Prehospital
Medical Emergency Service of Autonomous Community of Madrid (SUMMIRA).
bICD-CM: International Classification of Diseases, Clinical Modification.
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Figure 2. Changes in the prevalence of (A) congestive heart failure, (B) exacerbation of COPD, (C) acute pulmonary edema, (D) acute respiratory
failure in chronic respiratory failure, (E) bronchospasm, and (F) acute respiratory insufficiency not related to chronic respiratory failure based on
electronic medical record of the prehospital Madrid Community emergency medical service (2014-2020), assisted by prehospital emergency medical
services. Results from the retrospective observational research Acute Respiratory Failure Treated by the Prehospital Medical Emergency Service of
Autonomous Community of Madrid (SUMMIRA). COPD: chronic obstructive pulmonary disease; CRF: chronic respiratory failure.
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Figure 3. Evolution of congestive heart failure, exacerbation of chronic obstructive pulmonary disease, acute pulmonary edema, and acute respiratory
failure in chronic respiratory failure prevalences in the Madrid region, based on the general population electronic medical records, assisted by prehospital
emergency medical services, from 2014 to 2020. Results from the retrospective observational research Acute Respiratory Failure Treated by the
Prehospital Medical Emergency Service of Autonomous Community of Madrid (SUMMIRA). COPD: chronic obstructive pulmonary disease.

Discussion

Principal Findings
Among the findings, we can mention that to our knowledge this
is the only study in the prehospital EMS that has analyzed the
prevalence of these pathologies in Spain and in Europe, so it
can serve as a reference for future European studies on this
topic. It was measured by the costs categorized by diagnosis.
Finally, it is worth mentioning the large sample size, which
provides greater reliability to the study. Few studies have
quantified the direct costs incurred by ALSs in these pathologies
[25,41-45]. A study carried out in Sweden and Belgium
quantified a type of direct cost, such as transport for ECOPD,
at 3% of the total direct costs [42]. In France, the cost of medical
transport per patient was estimated to be €192‐273 (US
$202-287) in 1996 [46]. In this study, the cost of air ambulance
transportation, but not that of emergency medical care, was
estimated.

In the ALS of the CAM, the demand by patients with dyspnea
as the main diagnosis among patients with ECOPD was known,
although there were no data to differentiate among ECOPD,
bronchospasm, and other processes. Therefore, we needed to
accurately calculate the prevalence of ARF in ALS to more
precisely estimate the economic impact of these pathologies
and their complete clinical picture, which includes emergent
prehospital care [47].

The results of the SUMMIRA project have made it possible to
estimate the global quantification for prehospital emergency
care due to SARS-CoV-2 in the CAM, served by the ALSs of
the CAM. The pathologies studied showed a continuously
decreasing trend throughout the period analyzed, coinciding
with the mortality data related to ECOPD published in the CAM
[22]. The only different trend was the peak produced by ARF
not associated with chronic failure, which, despite showing a
decreasing trend from 2014 to 2019, increased the number of
cases in 2020 at the same time as the COVID-19 pandemic in
Spain [48].

These other declines previous to 2020 may be the result of many
factors, such as regional success of tobacco control measures,
improved information and prevention of allergens, better
treatment of respiratory and cardiac comorbidities, and a
reduction of universally high rates of underdiagnosis of chronic
respiratory diseases [25]. The decreasing trend in the number
of cases of most of the chronic respiratory diseases studied,
such as COPD, CHF, and APE, before 2020, led us to estimate
an improvement in disease control in chronic patients to date
and a subsequent influence of the cases due to the COVID-19
pandemic [49].

The economic impact of chronic diseases on patients has not
been quantified in the most recent COPD studies [7,21,50], as
only primary care and hospital expenditure have been taken into
account [22,45,51]. A descriptive North American study lasting
5 years with a large sample (166,908 patients) in which patients
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with respiratory distress transferred to the hospital was analyzed
[6], but the population prevalences were not calculated.

Furthermore, there is a comparative dilemma between the
different activities of the EMS’s ALSs in different countries.
Some of them in Europe, such as the paramedical system, cannot
discharge patients since transfer to hospital is part of the work
protocol because some of them do not have doctors within health
care teams who can discharge patients [52-54]. In this sense,
the Spanish system of EMS [55] helps prevent care overload in
hospitals since the physicians of ALSs allow patients to remain
at home and can be treated there, improving adequately after
receiving treatment and thus achieving benefits for both patients
and the health system. Considering the number of cases of the
diseases found, it would be advisable to evaluate the prevalence
of these diseases in other similar European and national
emergency health systems to have an updated global vision.

The set of decreasing trends in the prevalence of ECOPD is in
line with the trend in industrialized countries [56]. Plausible
causes include the greater control of adverse risk factors, as

well as the increase in public health measures that protect against
respiratory diseases (tobacco, asbestos, protective measures in
occupational risks, etc) [18,25,57,58].

Limitations
This work had a shortcoming in the population sample. This
cohort did not include the care provided to the patients who go
directly to the hospital emergency department; it is a prehospital
cohort. The cohort would be bigger if it would include the
patients of the Madrid Municipal Emergency Assistance and
Rescue Service (SAMUR), though the number of patients treated
by them is minimal because their assistance is limited to the
public thoroughfare of Madrid capital, and by regular form this
type of patient is treated at home and primary care that is
covered by SUMMA112.

We have separated the average cost of the assistance provided
by the advanced terrestrial life support services of the CAM to
estimate the economic cost. Advanced air life support has also
treated some patients, which is valued in Table 3.

Table . Case study of congestive heart failure, exacerbation of chronic obstructive pulmonary disease (ECOPD), acute pulmonary edema, bronchospasm,
and acute respiratory insufficiency not related to chronic respiratory failure of the Madrid region population per year treated by Servicio de Urgencias

Medicas de Madrid Helicopter Emergency Medical Service (SUMMA112 HEMS), from 2014 to 2020a.

202020192018201720162015Condition

1 ECOPD3 ECOPD2 ECOPD2 ECOPD1 ECOPD1 ECOPDECOPD

1 Acute respiratory
failure related to
chronic respiratory
failure

2 Acute respiratory
failure related to
chronic respiratory
failure

1 Acute respiratory
failure related to
chronic respiratory
failure

2 Acute respiratory
failure related to
chronic respiratory
failure

2 Acute respiratory
failure in chronic
respiratory failure

1 Acute respiratory
failure in chronic
respiratory failure

Acute respiratory
failure related to
chronic respiratory
failure

N/Ab3 Acute pulmonary
edema

1 Acute pulmonary
edema

2 Acute pulmonary
edema

1 Acute pulmonary
edema

1 Acute pulmonary
edema

Acute pulmonary
edema

3 Congestive

heart failure

N/AN/A2 Congestive heart
failure

4 Congestive heart
failure

1 Congestive heart
failure

Congestive heart
failure

N/A2 Bronchospasm1 BronchospasmN/A1 BronchospasmN/ABronchospasm

N/A3 Acute respiratory
failure not related
to chronic respirato-
ry failure

1 Acute respiratory
failure not related
to chronic respirato-
ry failure

2 Acute respiratory
failure not related
to chronic respirato-
ry failure

2 Acute respiratory
failure not relat-
ed.to chronic respi-
ratory failure

N/AAcute respiratory
failure not related
to chronic respirato-
ry failure

aAs can be valued in the Official Gazette of the Madrid Council [38], the cost per medical helicopter intervention in this period time is €5746 (US
$6043).
bN/A: not applicable.

Our study shows a reduction in the costs of CHF over the years
in EMS. The decrease may be explained by factors such as
reduced severity and better treatment of acute coronary
syndrome [21]. We have not found any similar bibliography in
the prehospital setting. The 2019 Heart Failure Association
Atlas reported a heart failure prevalence ranging from ≤12 in
Spain [51]. At the European level, there is considerable
heterogeneity of data between European countries, ranging from
an overall prevalence of 14 per 1000 in the Netherlands [24] to
39 in Slovenia, Lithuania, and Germany but with a common
point: EMS use in heart failure is an independent predictor of
30-day mortality [50]. In exacerbations of COPD, the patients
have a significant comorbidity burden and experience high rates
of hospitalization and mortality [59]. It can lead to several
conclusions in the area of public health: (1) the measures taken

by primary and specialized care have been effective in control
of exacerbations of this type of pathology, and furthermore (2)
despite reducing costs, in seasonal outbreaks a greater
investment [51] of costs would be needed to reinforce the
resources that deal with the ECOPD in the prehospital
emergency services.

This study opens the possibility of including these values in the
database of the economic impact of chronic respiratory diseases
such as COPD, CHF, and APE, which are currently not
considered [6-8]. In addition to the registration of their
prevalence in the different months of the year, an analysis of
the needs required in public health can be made to make
investment plans in the times of the year when there is a higher
prevalence. Moreover, it could be taken into account when
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assessing the costs associated with SARS-CoV-2–related
bronchospasm and ARF in prehospital critical care for future
respiratory transmission pandemics.

Conclusions
The results found in this study are in line with the general
hospitalization downward trend in high-income countries of a
decrease in the number of cases from 2014 to 2020 for the most
common respiratory diseases treated in hospital emergencies

[21,51,56]. The prevalence of ECOPD in the Madrid EMS was
higher than the other respiratory diseases studied. In 2020, with
the COVID-19 pandemic, a decrease in the prevalence and costs
of the pathologies studied was observed, except for the
prevalence of ARFs not related to chronic failure. The greatest
economic impact was for ECOPD in 2015, with an annual cost
of €2,726,893 (US $2,867,982). The estimated cost of these
pathologies in 5 years was €58,791,031 (US $61,832,879).
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Abstract

Background: Colorectal cancer (CRC) incidence and mortality in those aged 50 years and above have decreased over the past
2 decades. However, there is a rising incidence of CRC among individuals under 50 years of age, termed early-onset colorectal
cancer (EOCRC). Patients with EOCRC are diagnosed at an advanced stage and may be in more psychosocial, emotional, and
financial distress.

Objective: Our study examined the epidemiological shifts in CRC in Singapore, a multiethnic country.

Methods: CRCs diagnosed at age 20 years and above were identified from the Singapore Cancer Registry (SCR) from 1968 to
2019. Patient characteristics included gender, ethnicity, and age of CRC diagnosis. Population information was obtained from
the Department of Statistics Singapore (SingStat). Age-specific incidence rates (ASRs) and age-standardized incidence rates
(ASIRs) were calculated. The cohort was divided into 3 age groups: 20-49, 50-64, and ≥65 years. Temporal trends in incidence
rates were modeled with joinpoint regression. Birth cohort models were fitted using the National Cancer Institute (NCI)
age-period-cohort analysis tool. Cancer-specific survival analysis was performed with the Cox proportional hazards model.

Results: In total, 53,044 CRCs were included, and 6183 (11.7%) adults aged 20-49 years were diagnosed with EOCRC. The
ASR of EOCRC rose from 5 per 100,000 population in 1968 to 9 per 100,000 population in 1996 at 2.1% annually and rose to
10 per 100,000 population in 2019 at 0.64% annually. The ASR for CRC among adults aged 50-64 years rose at 3% annually
from 1968 to 1987 and plateaued from 1987, while the ASR for adults aged 65 years and above rose at 4.1% annually from 1968
to 1989 and 1.3% annually from 1989 to 2003 but decreased from 2003 onwards at 1% annually. The ASR of early-onset rectal
cancer increased significantly at 1.5% annually. There was a continued rise in the ASR of EOCRC among males (annual percentage
change [APC] 1.5%) compared to females (APC 0.41%). Compared to the 1950-1954 reference birth cohort, the 1970-1984 birth
cohort had a significantly higher incidence rate ratio (IRR) of 1.17-1.36 for rectal cancer, while there was no significant change
for colon cancer in later cohorts. There were differences in CRC trends across the 3 ethnic groups: Malays had a rapid and
persistent rise in the ASR of CRC across all age groups (APC 1.4%-3%), while among young Chinese, only the ASR of rectal
cancer was increasing (APC 1.5%). Patients with EOCRC had better survival compared to patients diagnosed at 65 years and
above (hazard ratio [HR] 0.73, 95% CI 0.67-0.79, P<.001) after adjusting for covariates.
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Conclusions: The rise in the incidence of rectal cancer among young adults, especially among Chinese and Malays, in Singapore
highlights the need for further research to diagnose CRC earlier and reduce cancer-related morbidity and mortality.

(JMIR Public Health Surveill 2025;11:e62835)   doi:10.2196/62835

KEYWORDS

early-onset colorectal cancer; epidemiology; Singapore; joinpoint regression; age-period-cohort; public health; health disparity

Introduction

Colorectal cancer (CRC) presents a significant health care
problem as it is the third-most common cancer diagnosed and
the second-leading cause of death worldwide. In 2020, CRC
accounted for 10% of the worldwide cancer incidence and 9%
of cancer deaths. Currently, 2 million new cases are diagnosed
annually worldwide, which is projected to rise to 3.2 million
per annum by 2040 [1,2].

With the implementation of population-wide, average risk CRC
screening for all adults aged 50 years or above, CRC incidence
and mortality in this age group have progressively decreased
over the past 2 decades. However, there is emerging evidence
that the incidence of CRC in people under 50 years of age is
rising, especially in high-income countries. Based on the World
Health Organization–International Agency of Research on
Cancer Incidence in Five Continents Plus database, the incidence
of early-onset colorectal cancer (EOCRC) rose in 27 (54%) of
50 countries, with the highest incidence rates of 14-16 per
100,000 person-years seen in the United States, Australia, New
Zealand, and South Korea [3]. In United States, since the 1990s,
colon and rectal cancer incidence has been increasing at 1.3%
and 2.3% per year, respectively, for adults aged 40-49 years
[4]. This is in contrast to the declining incidence of CRC among
adults aged 55 years or older. Similar trends in colon and rectal
cancer incidence were observed in Australia, with an increase
of 1.7% and 0.9% per year, respectively, for adults aged 40-49
years [5].

EOCRC may be associated with hereditary syndromes, such as
Lynch syndrome and familial adenomatous polyposis, but these
only account for 1%-3% of the total number of new CRC cases.
The large majority of EOCRC cases are still sporadic and
contribute 10%-12% of new CRC cases. EOCRC is more likely
to occur in the left colon, with higher rates of mucinous and
poorly differentiated cancers, which may be associated with
poor prognosis [6]. Patients with EOCRC tend to possess an
underappreciation of symptoms; more reluctance to seek medical
assistance, leading to delayed diagnosis; and more advanced
stage at diagnosis [7]. They present with unique challenges—as
younger patients with young children, heavy financial
commitments, and fertility preservation [8]. The rise in the
incidence of EOCRC may be a consequence of increased
endoscopic capacity, which may lower the threshold for
performing colonoscopy in younger patients. However, another
important factor is the strong birth cohort effect observed
worldwide, which may be the result of changes in exposure to
risk factors. Although most studies have found EOCRC
prevalence to be independent of gender, racial disparities in
EOCRC incidence have been described in the United States,
with a higher incidence seen in African Americans [9,10].

Singapore has a multiethnic resident population of 4 million,
of which 74% are Chinese, 13% Malays, and 9% Indians [11].
In Singapore, CRC has the highest incidence among all cancers
for the past several years, which, therefore, imposes a substantial
burden in terms of complications, mortality, health care
resources, and medical costs [12]. According to the Singapore
Cancer Registry Annual Report 2021, there were a total of
12,239 new cases of CRC diagnosed from 2017 to 2021. There
was a notable rise in the age-standardized incidence rate (ASIR)
of CRC from 19.4 per 100,000 population in 1968-1972 to 37.5
per 100,000 population in 2017-2021 among men. A similar
trend among females was observed, at 15.4 per 100,000
population in 1968-1972 to 26.9 per 100,000 population in
2017-2021. Among those aged 40-49 years, CRC was the most
common cause of cancer among men and the fourth-most
common cause of cancer among women. There were differing
trends in the ASIRs of cancer among the 3 main ethnic groups.
Although the Chinese had the highest ASIR of cancer throughout
the years, there is evidence of a closing ethnic gap in cancer
incidence between the Chinese and Malays [13]. Although there
has been an overall increase in survival rates for CRC over the
past decades, the age-specific patterns and effects of gender and
ethnicity on the incidence trends in CRC in Singapore are not
well studied. Therefore, the aim of this study was to perform a
comprehensive analysis of temporal trends in colon and rectal
cancer incidence in Singapore.

Methods

Study Design and Data Source
The Singapore Cancer Registry (SCR) is a population-based
registry that was established in 1968 and is part of the National
Registry of Disease Office. The SCR collects notifications from
medical practitioners about all patients with cancer diagnosed
in Singapore, as mandated by the National Registry of Diseases
Act 2007. The data are internationally comparable and valid,
with completeness of about 97.5%. Annual audits of the data
are performed to ensure data accuracy of at least 95% as the
data are critical to guide cancer prevention policies and cancer
research [14].

Patients aged 20 years and older diagnosed with colon cancer
(International Classification of Diseases [ICD]-9 code 153,
ICD-10 code C18) and rectal cancer (ICD-9 codes 154.0, 154.1;
ICD-10 codes C19.9, C20.9) from 1968 to 2019 from the SCR
were included in this study. Recurrent and metachronous CRCs,
premalignant tumors, carcinoma in situ, extranodal colorectal
lymphoma, and sarcomas were excluded. Information about the
Singapore population was obtained from the Department of
Statistics Singapore (SingStat), which provides publicly
available data that were used to define the denominator for
incidence rates [11]. Patient characteristics included gender,
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ethnicity, and age at diagnosis. The tumor, node, and metastasis
(TNM) stage at diagnosis was available for patients diagnosed
from 2003 onward.

Colon cancers were separated from cancers of the rectosigmoid
and rectum, which were grouped together as rectal cancer for
analysis. Age-specific incidence rates (ASRs) were calculated
as the number of new CRC cases diagnosed each year divided
by the population at risk for that age group. The population at
risk was defined as the group of individuals susceptible to CRC
during the period of interest. ASIRs were calculated as the sum
of weighted ASRs using the direct method and the Segi-Doll
World Standard as the reference population.

Joinpoint Analysis
The cohort was initially divided into 3 age groups: 20-49, 50-64,
and ≥65 years. EOCRC was defined as CRC diagnosed at age
20-49 years. Annual incidence rates from 1968 to 2019 were
estimated for the 3 age groups. Joinpoint regression analysis
was used to describe the temporal trends in cancer incidence,
identify points of change in direction, and estimate the
magnitude of the change in rates. Joinpoint analysis estimates
the annual percentage change (APC) by assessing observed data
and fitting a series of joined straight lines to determine the APC
over each period. The changes are tested for statistical
significance [15,16]. It assumes that the regression function is
piecewise linear, and the segments are continuously connected
at unknown change points [17]. Compared to the traditional
Monte Carlo permutation method, the data-driven weighted
Bayes information criterion (BIC) was used for model selection
as it was computationally more efficient yet produced similar
results [18].

Age-Period-Cohort Modeling
Birth cohort models were fitted using the National Cancer
Institute (NCI) Age Period Cohort web tool [19].
Age-period-cohort modeling provides estimates of parameters
that describe relationships between observed incidence rates
and age, calendar period, and birth cohort based on age groups
and time periods of equal length. There was no information
available for those aged ≥70 years for several time points from

SingStat population estimates. Therefore, age-period-cohort
analysis was limited to those aged 20-69 years. Input data were
CRC cases and population counts for 10 five-year time periods
(1970-1974, 1975-1979, …, 2015-2019), 10 five-year age groups
(20-24, 25-29, …, 65-69 years), and 19 birth cohorts generated
starting from the 1905-1909 to the 1995-1999 birth cohort.
Cohort effects were presented as incidence rate ratios (IRRs)
for a given birth cohort, with the 1950-1954 as the reference
birth cohort. Additionally, local drifts estimated the age-specific
net APC in incidence rates across the different age groups.

Survival Analysis
Cancer-specific survival was defined as the period from the date
of CRC diagnosis to the date of death due to CRC. Patients who
died of other causes were censored at their date of death;
similarly, patients who were still alive were censored at the date
of last follow-up. Clinical characteristics, such as surgical,
radiation, and chemotherapy treatments received, were available.
Multivariable survival analysis was performed with the Cox
proportional hazards model.

Ethical Considerations
The study was approved by the SingHealth Institutional Review
Board (IRB 2022/2415) to access and analyze data from the
SCR. Informed consent was waived (waiver of consent was
approved by the SingHealth IRB) as study data were
deidentified.

Results

Characteristics of the Study Population
In total, 53,044 CRCs were included, with 32,880 (62%) colon
and 20,164 (38%) rectal cancers. Figure 1 describes the
flowchart of identifying and extracting patients from the SCR.
Furthermore, 6183 (11.7%) EOCRCs were diagnosed, with
3585 (58%) colon and 2598 (42%) rectal cancers. Clinical
characteristics of the study population are described in Table
1. There was a higher proportion of stage 3 (37.4% vs 32.4%)
and stage 4 (26.1% vs 24%) CRCs and a lower proportion of
stage 2 (21.2% vs 28.1%) CRCs among EOCRCs compared to
patients diagnosed at an age of 65 years and above (P<.001).
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Figure 1. Flowchart of the patients identified and extracted from the SCR. ICD: International Classification of Diseases; SCR: Singapore Cancer
Registry.

Table 1. Characteristics of CRCsa from the SCRb.

Group 3 (≥65 years;
n=28,999), n (%)

Group 2 (50-64 years;
n=17,862), n (%)

Group 1 (20-49 years;
n=6183), n (%)

Total cases (N=53,044), n
(%)

Characteristics

Gender; P<.001

14,949 (51.6)10,245 (57.4)3235 (52.3)28,429 (53.6)Male

14,050 (48.4)7617 (42.6)2948 (47.7)24,615 (46.4)Female

Ethnicity; P<.001

26,169 (90.2)15,495 (86.7)5167 (83.6)46,831 (88.3)Chinese

791 (2.7)671 (3.8)305 (4.9)1767 (3.3)Indian

1692 (5.8)1448 (8.1)583 (9.4)3723 (7.0)Malay

347 (1.2)248 (1.4)128 (2.1)723 (1.4)Others

Tumor site; P<.001

18,963 (65.4)10,332 (57.8)3585 (58.0)32,880 (62)Colon

10,036 (34.6)7530 (42.2)2598 (42.0)20,164 (38)Rectum

TNMc stage (2003 and beyond); P<.001

2396 (15.6)1643 (16.6)397 (15.3)4436 (15.9)1

4328 (28.1)2299 (23.2)551 (21.2)7178 (25.7)2

4992 (32.4)3534 (35.6)969 (37.4)9495 (34)3

3705 (24.0)2448 (24.7)677 (26.1)6830 (24.4)4

aCRC: colorectal cancer.
bSCR: Singapore Cancer Registry.
cTNM: tumor, node, and metastasis.

Joinpoint Regression Analysis of Incidence Rates of
Colorectal, Colon, and Rectal Cancers
The ASIR of CRC rose from 15 in 1968 to 36 per 100,000
population in 1992 at an APC of 3.5% and plateaued (Figure

2). The ASIR of colon cancer rose from 8 in 1968 to 20 per
100,000 population in 1990 at an APC of 4.3% and plateaued.
The ASIR of rectal cancer rose from 7 in 1968 to 14 per 100,000
population in 1990 at an APC of 2.5% and decreased to 12 per
100,000 population in 2019 at an APC of –0.5%.
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Figure 2. Joinpoint regression of the ASIR of CRC, colon cancer, and rectal cancer. APC: annual percentage change; ASIR: age-standardized incidence
rate; CRC: colorectal cancer. See Multimedia Appendix 1 for a high-resolution version.

The results of joinpoint regression are shown in Table 2 and
Figure 3 for CRC, colon cancer, and rectal cancer stratified by
age group. For EOCRC, the ASR rose from 5 in 1968 to 9 in
1997 at an APC of 2% and increased to 10 per 100,000
population in 2019 at an APC of 0.6%. For those aged 50-64
years, trends were similar to the ASIR of CRC for the overall
Singapore population. For those aged 65 years and above, the
ASR of CRC rose from 113 in 1968 to 299 in 2002 at an APC
of 4.11% and decreased to 242 per 100,000 population in 2019
at an APC of –1.03%.

The ASR of early-onset colon cancer rose from 3 in 1968 to 5
per 100,000 population in 1995 at an APC of 2.2% and thereafter

had a nonsignificant increase at an APC of 0.4%. For those aged
50-64 years, colon cancer trends were similar to the ASIR of
CRC for the overall Singapore population. For those aged 65
years and above, the ASR of colon cancer rose from 57 in 1968
to 193 in 2005 at an APC of 4.95% and decreased to 170 per
100,000 population in 2019 at an APC of –0.92%.

The ASR of early-onset rectal cancer rose from 2 in 1968 to 5
per 100,000 population in 2019 at an APC of 1.5% per year.
For those aged 50-64 years and 65 years and above diagnosed
with rectal cancer, trends were similar to the ASIR of rectal
cancer for the overall Singapore population (Table 2 and Figure
3).

Table 2. APCa of CRCb, colon cancer, and rectal cancer ASRsc by age group and tumor location. See Multimedia Appendix 1 for a high-resolution
version.

Trend 3Trend 2Trend 1Patients, n (%)Type of cancer and age groups

APC, %YearsAPC, %YearsAPC, %Years

CRC

——e0.64d1996-20192.07d1968-19966183 (11.6)20-49 years

——0.091987-20192.97d1968-198717,862 (33.7)50-64 years

–1.03f2003-20191.30d1989-20034.11d1968-198928,999 (54.7)≥65 years

Colon cancer

——0.371995-20192.16d1968-19953585 (10.9)20-49 years

——0.29d1986-20193.45d1968-198610,332 (31.4)50-64 years

–0.92f2005-20191.30d1989-20054.95d1968-198918,963 (57.7)≥65 years

Rectal cancer

————1.49d1968-20192598 (12.9)20-49 years

——–0.34f1992-20191.97d1968-19927530 (37.3)50-64 years

——–1.15f1996-20192.67d1968-199610,036 (49.8)≥65 years

aAPC: annual percentage change.
bCRC: colorectal cancer.
cASR: age-specific incidence rate.
dStatistically significant positive APCs.
eNot applicable.
fStatistically significant negative APCs.
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Figure 3. Joinpoint regression of the ASRs of CRC, colon cancer, and rectal cancer by age group and tumor location. APC: annual percentage change;
ASR: age-specific incidence rate; CRC: colorectal cancer. See Multimedia Appendix 1 for a high-resolution version.

Effect of Gender
The male population had higher incidence rates for colon and
rectal cancers. Similar to the ASIR, for both genders aged 50-64
years and 65 years and above, the incidence of CRC, colon
cancer, and rectal cancer rose before it plateaued or decreased
in the recent 2 decades (Table 3 and Figures 4 and 5). Among
those aged 50-64 years, there was a rapid initial rise in colon
cancer among women compared to men (APC 5% vs 3.8%).

For males aged 20-49 years, there was a rising incidence in
CRC (APC 1.5%), mainly rectal cancer (APC 1.9%), with a
smaller rise in colon cancer (APC 1.1%). For females aged
20-49 years, similar to older females aged 50-64 years, there
was a rapid initial rise, particularly in colon cancer (APC 3.8%);
however, in recent years, for colon cancer, rectal cancer, and
CRC, the APC has been <1% (Table 3 and Figure 5).
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Table 3. APCa of CRCb, colon cancer, and rectal cancer ASRsc by age group, tumor location, and gender.

Trend 3Trend 2Trend 1Patients, n (%)Type of cancer and age groups

APC, %YearsAPC, %YearsAPC, %Years

CRC (20-49 years)

————e1.48d1968-20193235 (52.3)Male

——0.411994-20192.10d1968-19942948 (47.7)Female

CRC (50-64 years)

——0.111989-20193.34d1968-198910,245 (57.4)Male

——0.041980-20194.20d1968-19807617 (42.6)Female

CRC (≥65 years)

–0.952003-20191.791989-20033.76d1968-198914,949 (51.6)Male

–1.01f1999-20192.17d1981-19996.18d1968-198114,050 (48.4)Female

Colon cancer (20-49 years)

————1.10d1968-20191715 (47.8)Male

——0.55d1986-20193.81d1968-19861870 (52.2)Female

Colon cancer (50-64 years)

——0.341988-20193.76d1968-19885471 (53.0)Male

——0.191980-20194.99d1968-19804861 (47.0)Female

Colon cancer (≥65 years)

–0.772005-20191.641988-20054.92d1968-19889289 (49.0)Male

–1.04f2004-20191.18d1989-20045.04d1968-19899674 (51.0)Female

Rectal cancer (20-49 years)

————1.91d1968-20191520 (58.5)Male

————0.93d1968-20191078 (41.5)Female

Rectal cancer (50-64 years)

——–0.271992-20192.61d1968-19894774 (63.4)Male

————01968-20192756 (36.6)Female

Rectal cancer (≥65 years)

——–1.59f2002-20192.18d1968-20025660 (56.4)Male

——–1.55f1995-20042.69d1968-19954376 (43.6)Female

aAPC: annual percentage change.
bCRC: colorectal cancer.
cASR: age-specific incidence rate.
dStatistically significant positive APCs.
eNot applicable.
fStatistically significant negative APCs.

JMIR Public Health Surveill 2025 | vol. 11 | e62835 | p.708https://publichealth.jmir.org/2025/1/e62835
(page number not for citation purposes)

Chen et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 4. Joinpoint regression of ASRs of CRC, colon cancer, and rectal cancer by gender (male: red; female: blue). APC: annual percentage change;
ASR: age-specific incidence rate; CRC: colorectal cancer. See Multimedia Appendix 1 for a high-resolution version.

Figure 5. Joinpoint regression of ASRs of CRC, colon cancer, and rectal cancer by age group and gender (male: red; female: blue). APC: annual
percentage change; ASR: age-specific incidence rate; CRC: colorectal cancer. See Multimedia Appendix 1 for a high-resolution version.

Effect of Ethnicity
Similar to the ASIR, for Chinese patients aged 50-64 years and
65 years and above, the ASR of CRC, colon cancer, and rectal
cancer showed an initial rise but plateaued or decreased in the
recent 2 decades. In Malays across all 3 age groups, there was

a persistent rise in the ASR of CRC, colon cancer, and rectal
cancer (APC 1.4%-3.2%) without evidence of it plateauing. In
Indians aged 50-64 years and 65 years and above, there was a
smaller persistent rise in the ASR of CRC, colon cancer, and
rectal cancer (APC 1%-1.4%) without evidence of it plateauing
(Tables 4-6 and Figures 6 and 7).
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Table 4. APCa of CRCb, colon cancer, and rectal cancer ASRsc for patients diagnosed at age 20-49 years by tumor location and ethnicity.

Trend 3Trend 2Trend 1Patients, n (%)Tumor location and ethnicity

APC, %YearsAPC, %YearsAPC, %Years

CRC

——e0.231999-20191.96d1968-19995167 (85.3)Chinese

————0.471968-2019305 (5.1)Indian

————2.90d1968-2019583 (9.6)Malay

Colon cancer

——–0.091999-20191.75d1968-19992992 (85.4)Chinese

————0.031968-2019164 (4.7)Indian

————1.96d1968-2019346 (9.9)Malay

Rectal cancer

————1.48d1968-20192175 (85.2)Chinese

————0.451968-2019141 (5.5)Indian

————1.96d1968-2019237 (9.3)Malay

aAPC: annual percentage change.
bCRC: colorectal cancer.
cASR: age-specific incidence rate.
dStatistically significant positive APCs.
eNot applicable.

Table 5. APCa of CRCb, colon cancer, and rectal cancer ASRsc for patients diagnosed at age 50-64 years by tumor location and ethnicity.

Trend 3Trend 2Trend 1Patients, n (%)Tumor location and ethnicity

APC, %YearsAPC, %YearsAPC, %Years

CRC

——e–0.121985-20193.45d1968-198515,495 (88.0)Chinese

————0.95d1968-2019671 (3.8)Indian

————2.30d1968-20191448 (8.2)Malay

Colon cancer

——0.131981-20195.57d1968-19819012 (88.4)Chinese

————1.22d1968-2019356 (3.5)Indian

————2.69d1968-2019823 (8.1)Malay

Rectal cancer

——–0.42f1988-20192.31d1968-19886483 (87.3)Chinese

————0.451968-2019315 (4.3)Indian

————1.42d1968-2019625 (8.4)Malay

aAPC: annual percentage change.
bCRC: colorectal cancer.
cASR: age-specific incidence rate.
dStatistically significant positive APCs.
eNot applicable.
fStatistically significant negative APCs.
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Table 6. APCa of CRCb, colon cancer, and rectal cancer ASRsc for patients diagnosed at age ≥65 years by tumor location and ethnicity.

Trend 3Trend 2Trend 1Patients, n (%)Tumor location and ethnicity

APC, %YearsAPC, %YearsAPC, %Years

CRC

–1.47e2002-20191.35d1990-20024.32d1968-199026,169 (91.3)Chinese

————f1.32d1968-2019791 (2.8)Indian

————2.97d1968-20191692 (5.9)Malay

Colon cancer

–1.26e2003-20191.35d1990-20035.21d1968-199017,254 (92.0)Chinese

————1.38d1968-2019483 (2.6)Indian

————3.24d1968-20191006 (5.4)Malay

Rectal cancer

——–1.60e1996-20192.93d1968-19968915 (90.0)Chinese

————0.99d1968-2019308 (3.1)Indian

————1.88d1968-2019686 (6.9)Malay

aAPC: annual percentage change.
bCRC: colorectal cancer.
cASR: age-specific incidence rate.
dStatistically significant positive APCs.
eStatistically significant negative APCs.
fNot applicable.

Figure 6. Joinpoint regression of ASIRs of CRC, colon cancer, and rectal cancer by ethnic group (Chinese/CN: blue; Indian/IN: green; Malay/MY:
red). APC: annual percentage change; ASIR: age-standardized incidence rate; CRC: colorectal cancer. See Multimedia Appendix 1 for a high-resolution
version.

Malay patients aged 20-49 years had the highest rise in the ASR
of CRC (APC 2.9%), colon cancer (APC 2%), and rectal cancer
(APC 2%). Among Chinese patients aged 20-49 years, the ASR
of rectal cancer persistently rose (APC 1.5%), while the ASR

of CRC and colon cancer plateaued from 1999. In Indians aged
20-49 years, there was a small and nonsignificant rise in the
ASR of CRC (APC 0.5%) and rectal cancer (APC 0.5%), as
shown in Tables 4-6 and Figure 7.
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Figure 7. Joinpoint regression of ASRs of CEC, colon cancer, and rectal cancer by age group, tumor location, and ethnic group (Chinese/CN: blue;
Indian/IN: green; Malay/MY: red). APC: annual percentage change; ASR: age-specific incidence rate; CRC: colorectal cancer. See Multimedia Appendix
1 for a high-resolution version.

Age-Period-Cohort Model of IRRs and APCs for CRC,
Colon Cancer, and Rectal Cancer
Table 7 and Figure 8 show the IRRs by birth cohort for CRC,
colon cancer, and rectal cancer. Compared to the reference birth
cohort of 1950-1954, there was a trend toward higher IRRs for
colon cancer among the 1970-1990 birth cohorts; however,
these changes were not statistically significant. In addition,
compared to the reference birth cohort of 1950-1954, the IRRs
for rectal cancer among the birth cohorts from 1905 onward
were marginally lower. However, there was significant increase
in the IRR for rectal cancer among the birth cohorts from 1970

onward, and this peaked in the 1980-1984 birth cohort (IRR
1.35, 95% CI 1.043-1.748). Subsequent birth cohorts from 1985
onward had similar IRRs as the reference birth cohort (Figure
7 and Table 7).

Figure 9 shows the net age-specific APC or local drift for CRC,
colon cancer, and rectal cancer incidence rates. There was an
increase in the incidence rates for CRC among those aged 25-69
years, with an average APC of 0.61% (95% CI 0.44-0.79) for
all age groups over the entire period. There was an increase in
incidence rates for colon cancer among those aged 40-69 years,
while there was an increase in incidence rates for rectal cancer
among those aged 35-69 years.
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Table 7. IRRsa for CRCb, colon cancer, and rectal cancer by birth cohort.

Rectal cancer IRR (95% CI)Colon cancer IRR (95% CI)CRC IRR (95% CI)Birth cohort

0.660 (0.503-0.867)0.434 (0.345-0.547)0.516 (0.435-0.613)1905-1909

0.781 (0.668-0.912)0.648 (0.570-0.736)0.697 (0.633-0.768)1910-1914

0.867 (0.765-0.983)0.696 (0.626-0.771)0.763 (0.706-0.825)1915-1919

0.784 (0.696-0.883)0.745 (0.679-0.817)0.761 (0.708-0.817)1920-1924

0.873 (0.784-0.972)0.846 (0.779-0.920)0.856 (0.802-0.912)1925-1929

0.929 (0.842-1.025)0.863 (0.799-0.933)0.889 (0.837-0.943)1930-1934

0.977 (0.892-1.070)0.916 (0.852-0.984)0.939 (0.889-0.993)1935-1939

0.966 (0.889-1.050)0.937 (0.878-1.000)0.948 (0.901-0.997)1940-1944

0.988 (0.915-1.067)0.956 (0.901-1.015)0.970 (0.926-1.015)1945-1949

1.000 (1.000)1.000 (1.000)1.000 (1.000)1950-1954

1.010 (0.940-1.086)1.047 (0.991-1.107)1.030 (0.986-1.0751955-1959

1.030 (0.947-1.120)0.989 (0.925-1.057)1.006 (0.956-1.059) )1960-1964

1.086 (0.978-1.205)1.047 (0.964-1.137)1.063 (0.998-1.133)1965-1969

1.199 (1.045-1.375)1.015 (0.907-1.136)1.091 (1.002-1.187)1970-1974

1.28 (1.067-1.541)1.016 (0.873-1.182)1.120 (0.999-1.255)1975-1979

1.35 (1.043-1.748)1.057 (0.858-1.302)1.172 (1.001-1.372)1980-1984

0.971 (0.623-1.512)1.251 (0.947-1.652)1.184 (0.940-1.491)1985-1989

1.031 (0.511-2.080)1.269 (0.841-1.914)1.266 (0.893-1.795)1990-1994

0.884 (0.280-2.792)0.951 (0.443-2.040)0.967 (0.517-1.807)1995-1999

aIRR: incidence rate ratio.
bCRC: colorectal cancer.

Figure 8. IRRs by birth cohort for CRC, colon cancer, and rectal cancer. CRC: colorectal cancer; IRR: incidence rate ratio. See Multimedia Appendix
1 for a high-resolution version.

JMIR Public Health Surveill 2025 | vol. 11 | e62835 | p.713https://publichealth.jmir.org/2025/1/e62835
(page number not for citation purposes)

Chen et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 9. Age-specific APC (local drift) for CRC, colon cancer, and rectal cancer. APC: annual percentage change; CRC: colorectal cancer. See
Multimedia Appendix 1 for a high-resolution version.

Survival Outcomes
Patients with EOCRC had better cancer-specific survival
compared to patients diagnosed at 65 years and above (hazard

ratio [HR] 0.73, 95% CI 0.67-0.79, P<.001) after adjusting for
the TNM stage, gender, tumor site, surgery, radiotherapy, and
chemotherapy (Table 8).

Table 8. Multivariable cancer-specific survival analysis of patients with CRCa using the Cox proportional hazards model.

P valueHRb (95% CI)Variables and groups

Age (years)

<.0010.73 (0.67-0.79)20-49 vs ≥65

<.0010.74 (0.70-0.78)50-64 vs ≥65

TMNc stage

<.0013.84 (3.23-4.56)2 vs 1

<.00111.14 (9.43-13.16)3 vs 1

<.00158.70 (49.66-69.38)4 vs 1

.0061.06 (1.02-1.11)Gender: male vs female

<.0010.55 (0.52-0.58)Tumor site: rectum vs colon

Treatment

<.0010.43 (0.41-0.46)Surgery vs no surgery

<.0261.10 (1.01-1.19)Radiotherapy vs no radiotherapy

<.0010.54 (0.51-0.57)Chemotherapy vs no chemotherapy

aCRC: colorectal cancer.
bHR: hazard ratio.
cTNM: tumor, node, and metastasis.

Discussion

Principal Findings
Historically, CRC has been more commonly associated with
older age groups, but in recent years, many countries have
reported a concerning rise in cases among younger individuals.
Although the overall incidence of CRC has been declining in
older people, there has been a notable increase in the incidence
of EOCRC, particularly in individuals younger than 50 years.
In the United States, the overall annual, CRC ASIR has
decreased by 46% from 66.2 per 100,000 population in 1985
to 35.7 per 100,000 population in 2019. Notably, CRC is now
the most common cause of cancer deaths among individuals
less than 50 years old [20]. However, from 2011 through 2019,

the CRC incidence rate increased by 1.9% per year for
individuals younger than 50 years. Rectal cancer has driven the
EOCRC epidemiological trend with an increase of 2% per year.
There was a steep decline in incidence among adults aged 50
years and older in the United States at 3%-5% annually in the
late 2000s, and this is likely attributed to changing patterns in
the risk factors and uptake of CRC screening. Incidence rates
have been increasing in adults aged 20-39 years since the
mid-1980s and in those aged 40-54 years since the mid-1990s
[21]. Similar trends are seen in Canada, the United Kingdom,
Australia, New Zealand, Europe, and Asia [5,22-25]. The rising
incidence of EOCRC in East Asia may be due to an increase in
the prevalence of risk factors, such as smoking, alcoholism, and
obesity among young individuals [26]. A population-based
study in Taiwan, Korea, Japan, and Hong Kong suggests that
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from 1995 to 2014, the pooled incidence of early-onset colon
and rectal cancers increased by 2.1% and 3.8%, respectively,
among men. Similarly, the pooled incidence of early-onset colon
and rectal cancers increased by 2.2% and 4%, respectively,
among women [27]. In China, the incidence rate of EOCRC
rose from 3.6 to 12.1 per 100,000 population from 1990 to 2019
at a rate of 4.6% per year [25].

Our analysis of incidence trends over time suggests that the
rising incidence of EOCRC in Singapore is nuanced. The rising
trend for people under 50 years of age is particularly for rectal
cancer, especially in males. This trend also affects, in particular,
the Malays but also the Chinese, with the Indians less affected.
Our study supports the increasing literature that the increase in
EOCRC is not confined to the West and may be a worldwide
phenomenon. The cause of these observations is still unclear,
but it can be explained by the cohort effects. The IRR for rectal
cancer has been increasing among the 1970-1984 birth cohorts
and suggests that it is the changes in exposure to these birth
cohorts that influence the risk of carcinogenesis. High
consumption of processed meat, alcohol, a sedentary lifestyle,
a lack of dietary fiber consumption, smoking, and obesity are
known lifestyle factors associated with CRC. However, these
modifiable risk factors are present in all age groups and not
specific to young individuals and cannot explain fully the rising
incidence among young people [28,29]. It has also been reported
that there are similar rates of obesity between EOCRC and older
patients with CRC [30]. The increasing prevalence of the use
of antibiotics and alterations in the gut microbiome may play a
role in the development of CRC through effects of
bacterial-derived metabolites and virulence factors. Results of
a recent study show an increase in Fusobacterium spp. in the
microbiome of EOCRC [31]. Understanding the generational
shifts in early life exposures may provide further insights into
the etiologies of EOCRC [7].

Most tumors in EOCRC are in the sigmoid colon and rectum
[32]. The reasons regarding the steep rise in the incidence of
rectal compared to colon cancer among young adults are unclear.
Understanding the differences in the molecular profile between
rectal and colon cancers may be key toward developing
preventative strategies. EOCRC in young adults has been
associated with synchronous and metachronous tumors, a more
poorly differentiated histology, and mucinous and signet ring
histology compared to older patients [7,33]. The rates of high
microsatellite instability (MSI-H) are higher in EOCRC due to
the higher incidence of Lynch syndrome. However, among the
microsatellite-stable (MSS) cohort of metastatic CRC, patients
with EOCRC have lower rates of KRAS and BRAF V600
mutations [31]. These observations suggest that the underlying
biological process and basis of these clinicopathological
conditions in EOCRC are different from those found in people
above 50 years old.

The male gender is associated with a higher incidence of CRC
compared to females. The incidence of rectal cancer is higher
among young males compared to females. In 2019, the incidence
rate of early-onset rectal cancer was 6.2 per 100,000 population
among men, while it was 3.6 per 100,000 population among
women. The higher proportion of men diagnosed with rectal
cancer suggests a differential distribution of the tumor location

between genders. Although the etiology between the gender
differences is uncertain, it may be attributed to the varied
exposure in dietary and lifestyle risk factors between both gender
groups [34]. Some studies have explored the protective effect
of estrogens and progestins against CRC in hormone
replacement therapy in postmenopausal women [35,36].

The Chinese population in Singapore had the highest ASIR of
CRC when compared to Indians and Malays. Previously, the
Asia Pacific Consensus identified Chinese as an ethnic group
that is more susceptible to CRC, and this was supported by
cohort studies in Singapore and Malaysia [37-40]. In this study,
although the incidence initially increased among the Chinese,
the incidence rates have plateaued and declined over the past
decade, except for early-onset rectal cancer, which continues
to rise at 1.5% per year among young Chinese adults. However,
the steep increase in the incidence of both colon and rectal
cancers among the Malays across all age groups is concerning.
This observation is supported by another study of
age-period-cohort analyses in the SCR, stratified by ethnicity,
that suggests a rising risk of CRC across all periods among the
Malay population [41]. The rising incidence of EOCRC
predominantly among Malays was also observed in Malaysia
[42]. The varied epidemiologic trends across the 3 ethnic groups
may be attributed to the differences in health-seeking behavior
and lifestyle exposures between the groups in Singapore [41].
Modifiable risk factors, such as the rising rates and high
prevalence of obesity among the Malays and the increased
consumption of sweetened food, may play a role [43]. Malays
were also less likely to participate in cancer screening compared
to the Chinese. There is a need for tailored cancer-screening
promotion campaigns to narrow the knowledge-behavior gap
among the Malays [44]. Socioeconomic indicators, such as
educational attainment, homeownership rates, and income levels,
have shown improvement across all racial groups in Singapore
[45]. Although there is a relatively similar socioeconomic
environment in Singapore, the varying rates of the rise of
EOCRC among the 3 races suggest that cultural, dietary, or
genetic factors may potentially contribute to these differences.
Further studies should be conducted that compare the lifestyle
factors and social practices among the 3 ethnic groups and
evaluate the impact on CRC incidence.

Our study suggests that patients with EOCRC have better
cancer-specific survival compared to patients with CRC aged
65 years and older. However, there are conflicting data with
regard to the survival outcomes of EOCRC compared to patients
with late-onset CRC after adjustment for stage. A survival
analysis of 35,713 patients with stage 3 colon cancer from the
ACCENT database revealed that patients with EOCRC have
improved overall survival, disease-free survival, and survival
after recurrence. After adjusting for molecular markers (MMR,
KRAS, BRAF), the prognostic impact of age of onset was lost
[46]. However, there was a poorer 3-year relapse-free survival
among patients with stage 3 EOCRC based on the pooled
analyses of 16,349 patients from the International Duration
Evaluation of Adjuvant Chemotherapy (IDEA) database. This
was despite better treatment adherence and higher administered
treatment intensity among the younger patients, hence suggestive
of a more aggressive disease biology [47].
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The current screening guidelines for CRC in Singapore start at
50 years of age for asymptomatic, average-risk individuals and
have no impact on the incidence of early-onset CRC. Recently,
the American Cancer Society recommended initiating CRC
screening at age 45 years instead of 50 years for average-risk
individuals to address the rising CRC incidence among young
adults [48]. This recommendation was based on modeling data
that suggest that this will prevent 29,400 CRC cases and 11,000
CRC deaths in the United States over the next 5 years [49].
Compared to the rising incidence of colon and rectal cancers in
the United States, Europe, and Australia, our study suggests
that rectal cancer among young adults is rising. Therefore, it is
important for physicians to investigate young adults who present
with anorectal symptoms, such as rectal bleeding, tenesmus,
anal pain, and changes in bowel habits. Although these findings
may suggest a need to re-evaluate the recommended age range
for screening and consider extending screening to those 45-49
years of age, the incidence of EOCRC in Singapore remains
low, and this strategy may not be cost effective. Despite the
launch of the National Colorectal Screening Programme in 2011,
the uptake of CRC screening remains low nationally at 41.7%
[50,51]. However, flexible sigmoidoscopy among young adults
is a less costly alternative as compared to colonoscopy and may
capture the majority of EOCRCs since the tumor location of
EOCRC is usually in the sigmoid colon or the rectum.

Strengths and Limitations
Although this study provides a comprehensive overview of CRC
trends in Singapore, further research into the biological basis
of carcinogenesis among young adults and differences in
modifiable risk factors among ethnic groups is warranted.

Age-period-cohort analysis was limited due to missing
population data of those aged 70 years and above. Additionally,
the study was limited due to the lack of information about the
proportion of hereditary cancer syndromes in the cohort. The
prevalence of hereditary cancer syndromes among EOCRCs
ranges from 5% to 35% compared to 2%-5% for CRCs overall
[52-55]. Although genetic predisposition may be associated
with EOCRC, the majority of EOCRCs are still sporadic.
Additionally, screening of families with hereditary cancer
syndromes may only capture a small proportion of EOCRCs
[52]. Future research should focus on identification of risk
factors and predictors of EOCRC to determine high-risk groups
that should be targeted for screening before 50 years of age. It
may be a more viable strategy to develop risk stratification tools
that combine family history and blood-based tests to identify
high-risk neoplasia among young adults.

Conclusion
The incidence of rectal cancer among people under 50 years of
age in Singapore appears to be increasing, especially among
the Chinese and Malays. The differences in the epidemiologic
trends among the 3 main ethnic groups may be due to varied
lifestyle factors and social practices. Although it is possible that
the observed increase may be attributable to lifestyle changes
in the population over time, further studies are required to
determine the underlying etiology. In contrast, CRC rates are
decreasing among those above 65 years of age, and this may be
due to the impact of the national screening program. These
findings suggest the need for further research to diagnose CRC
earlier among young adults and reduce the associated
cancer-related morbidity and mortality.
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Abstract

Background: The COVID-19 pandemic exposed challenges in pandemic management, particularly in real-time data sharing
and effective decision-making. Data protection concerns and the lack of data interoperability and standardization hindered the
collection, analysis, and interpretation of critical information. Effective data visualization and customization are essential to
facilitate decision-making.

Objective: This study describes the development of the PANDEM-2 dashboard, a system providing a standardized and interactive
platform for decision-making in pandemic management. It outlines the participatory approaches used to involve expert end users
in its development and addresses key considerations of privacy, data protection, and ethical and social issues.

Methods: Development was informed by a review of 25 publicly available COVID-19 dashboards, leading to the creation of
a visualization catalog. User requirements were gathered through workshops and consultations with 20 experts from various
health care and public health professions in 13 European Union countries. These were further refined by mapping variables and
indicators required to fulfill the identified needs. Through a participatory design process, end users interacted with a preprototype
platform, explored potential interface designs, and provided feedback to refine the system’s components. Potential privacy, data
protection, and ethical and social risks associated with the technology, along with mitigation strategies, were identified through
an iterative impact assessment.

Results: Key variables incorporated into the PANDEM-2 dashboard included case rates, number of deaths, mortality rates,
hospital resources, hospital admissions, testing, contact tracing, and vaccination uptake. Cases, deaths, and vaccination uptake
were prioritized as the most relevant and readily available variables. However, data gaps, particularly in contact tracing and
mortality rates, highlighted the need for better data collection and reporting mechanisms. User feedback emphasized the importance
of diverse data visualization formats combining different data types, as well as analyzing data across various time frames. Users
also expressed interest in generating custom visualizations and reports, especially on the impact of government interventions.
Participants noted challenges in data reporting, such as inconsistencies in reporting levels, time intervals, the need for standardization
between member states, and General Data Protection Regulation concerns for data sharing. Identified risks included ethical
concerns (accessibility, user autonomy, responsible use, transparency, and accountability), privacy and data protection (security
and access controls and data reidentification), and social issues (unintentional bias, data quality and accuracy, dependency on
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technology, and collaborative development). Mitigation measures focused on designing user-friendly interfaces, implementing
robust security protocols, and promoting cross-member state collaboration.

Conclusions: The PANDEM-2 dashboard provides an adaptable, user-friendly platform for pandemic preparedness and response.
Our findings highlight the critical role of data interoperability, cross-border collaboration, and custom IT tools in strengthening
future health crisis management. They also offer valuable insights into the challenges and opportunities in developing IT solutions
to support pandemic preparedness.

(JMIR Public Health Surveill 2025;11:e52119)   doi:10.2196/52119

KEYWORDS

pandemic preparedness and response; COVID-19; cross-border collaboration; surveillance; data collection; data standardization;
data sharing; dashboard; IT system; IT tools

Introduction

Background
The COVID-19 pandemic posed considerable challenges to
European countries with widespread variation in response
capacity. The COVID-19 pandemic revealed shortcomings in
coordination, information sharing, and response strategies
among countries, leading to fragmented approaches and delayed
actions [1-3]. The lack of standardized data collection and
analysis methods hindered the ability to assess the situation
comprehensively, to allow data sharing and strengthen or
facilitate cross-border collaboration, and to make informed
decisions [4,5]. In addition, limited resources and infrastructure
strained health care systems, exacerbating the impact of the
COVID-19 pandemic. Lessons learned from the COVID-19
experience emphasize the critical need for enhanced
preparedness and response efforts [6].

In response to the above challenges, the European Union (EU)
has mandated the development and implementation of robust
measures for pandemic preparedness and response across
member states [7]. This mandate highlights the significance of
reinforcing coordination and information exchange, as well as
strengthening early detection of threats, monitoring and
forecasting of diseases and resources (eg, beds and vaccines),
rapid risk assessments, and the capacity of evaluating medical
countermeasures (eg, therapeutics) and nonpharmaceutical
interventions (eg, social distancing measures such as school
closures or lockdowns). The aim is that these activities will
build capacity to enhance preparedness and response capabilities
to future health threats, including pandemics. Recent studies
have demonstrated the potential of digital health dashboards to
transform public health policy by providing real-time data
analytics for rapid decision-making [8].

The PANDEM-2 IT system provides an innovative solution to
address these objectives by offering a standardized and
interactive platform for pandemic preparedness training and
response to support decision-making on pandemic management.
It also offers adaptability for addressing other potential
cross-border threats. The system, which is now developed to
an advanced prototype level [9,10], enables pandemic managers
and stakeholders to acquire the necessary skills, knowledge,
and decision-making capabilities required to respond effectively
to future pandemics. Furthermore, it is designed to serve as a
prototype that can be further developed or adapted to cater to

different training needs. The PANDEM-2 system was tested in
a 2-day functional exercise to simulate a pandemic caused by
a novel strain of avian influenza. The cross-border exercise was
conducted between 2 public health emergency operating centers
(National Institute of Public Health & Environment,
Netherlands, and Robert Koch Institute, Germany) [11]. Several
EU public health and first responder agencies, including the
Directorate-General for Health and Food Safety’s Early Warning
Response System simulation platform, were involved in
supporting roles. Qualitative and quantitative data were collected
to evaluate the performance of the system and its potential as
a cross-border preparedness and response tool for health
emergencies. Results indicate that the PANDEM-2 IT system
holds potential to become a robust training hub for pandemic
management in the future, serving as a valuable resource for
continuous learning and preparedness.

Objectives
This study aimed to describe the development and potential of
the PANDEM-2 dashboard and to outline the methodologies
used in obtaining valuable insights and feedback from end users
to further refine its development. It also describes how privacy,
data protection, and security risks were considered throughout
the design of the system. The lessons learned from the
development and implementation of the platform can pave the
way for future research and development in pandemic
management and response technologies and inform the
development of similar IT solutions.

Methods

PANDEM-2 System Architecture

System Design and Components
The PANDEM-2 architecture (Figure 1) is an open-source
framework comprising multiple modules and components that
are accessed and integrated as web services. Its design and
development were guided by the selection of widely supported
libraries and adherence to industry-standard development
practices and principles. The platform features a multilayered
architecture that facilitates communication between its
components. The persistence layer, built using MongoDB [12],
ensures efficient data retrieval and storage. This layer is accessed
through an exposed application programming interface (API)
from the NodeJS business layer [13], which facilitates
interaction between the MongoDB database and other modules
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or external systems. NodeJS is known for its scalability and
efficiency and ensures the smooth functioning of the business
layer [14]. The presentation layer is developed using the Angular
framework [15], which manages the user interface, providing
an intuitive and interactive experience for users. Angular was
chosen for its robustness, scalability, and extensive library
support, which enhances the platform’s user-friendliness and
maintainability. Angular is a well-maintained framework, with

releases every 6 months. Its documentation is comprehensive,
containing deprecation, compatibility, and breaking change
policies alongside update path guides, ensuring clear upgrades
and maintenance. Data visualization within the application is
handled by the Highcharts JavaScript library [16]. The use of
these stable and well-supported technologies underpins an
architectural design that ensures the platform is scalable,
adaptable to various presentation contexts, and easy to maintain.

Figure 1. Multilayered architecture of the PANDEM-2 dashboard illustrating the interaction between the different layers, including the persistence
layer (MongoDB), business layer (NodeJS), and presentation layer (Angular).

Data Collection and Integration
Data within PANDEM-2 are gathered from various sources via
data collectors, which can either be human-operated or
automated. The PANDEM-Source module [17], an extract,
transform, and load (ETL) pipeline and database was specifically
developed for PANDEM-2 to facilitate the continuous collection
and integration of heterogeneous surveillance data into a
coherent database. PANDEM-Source uses JSON (JavaScript
Object Notation)-formatted source definition files to describe
each source, including format, monitoring frequency, mapping
to PANDEM-2 variables, and coding systems. It performs
transcoding by downloading and applying mappings between
coding systems, reporting any missing codes or integration
errors to a data manager who can update mappings or monitor
integration progress. A key challenge was standardizing
geographic locations to the Nomenclature of Territorial Units
for Statistics (NUTS), a hierarchical system developed by
Eurostat that divides the territory of the EU into regions for
statistical and reporting purposes [18]. For natural language
processing used to detect locations in social media data, we
used the GeoNames database, which contains local aliases for

geographic locations [19]. To reduce methodological disparities
between sources, we prioritized official European Centre for
Disease Prevention and Control (ECDC) data where available
and relied on existing data collectors like COVID-19 Data Hub
[20] when ECDC data were not available. PANDEM-Source
allows data managers to tag datasets, enabling the selection of
relevant data combinations for export to the PANDEM-2
dashboard. This process, while facilitated by the tool, requires
human oversight. To ensure the accuracy of the data acquisition
process, manual validation was performed during both the data
import and dashboard implementation stages. The declarative
syntax used by the tool minimized the risk of errors in data
processing. A more formal validation process is currently
underway and described in greater detail in a related preprint
[21].

The PANDEM-Source module functions as a service with an
API providing relevant and preprocessed data to the persistence
layer of the dashboard. Data are then processed, exposed through
a specific API, and made accessible to the front-end of the
dashboard, as well as other interested data publishers (Figure
2).
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Figure 2. Dashboard modular architecture demonstrating the flow of data from external sources into the PANDEM-2 dashboard, showing how data is
processed through various modules and application programming interfaces (APIs).

The business layer in the dashboard collects data from external
modules, such as the World Health Organization GoData
implementation [22] and also from the Flights module [23] and
the Modelling and Analytics module developed internally as
part of the project. It processes these data, performing
validations, adaptations, and enrichment based on formulas, to
prepare them for display in the presentation layer.

Security Aspects of the PANDEM-2 Dashboard
The PANDEM-2 dashboard infrastructure is secured using
Amazon Web Services (AWS) Cloud Security [24]. The AWS
environment is monitored using AWS CloudWatch and
CloudTrail, ensuring General Data Protection Regulation
(GDPR) compliance [25]. Several other AWS services were
used to enhance privacy and control network access, including
Amazon GuardDuty for continuous threat monitoring [26] and
AWS Secret Manager and Key Management Services for data
protection [27]. Data are encrypted in transit with Transport
Layer Security across the AWS services, and secure sockets
layer and transport layer security certificates, are managed with
AWS Certificate Manager. A summary of the PANDEM-2
security aspects can be found in Multimedia Appendix 1. The
project only hosted publicly available aggregated or simulated
data, which addressed data protection concerns for the duration
of the project.

Dashboard Design and Development

Exploratory Research and Design Rationale: Why a
Dashboard Approach?
A dashboard is a visual display of key analytical indicators
arranged on a single screen, enabling real-time monitoring and
quick assessment [28]. The goal is to provide stakeholders with
relevant analyses to anticipate issues and make decisions in
domains with complex multivariate data. For example, a study
by Franklin et al [29] modeled the real-time status of a hospital’s

emergency department as a dashboard to support rapid clinical
decision-making and improve throughput. However, the growing
use of dashboards has raised concerns about the cognitive effort
required to extract actionable information, particularly for users
with limited analytic skills [30]. Data storytelling has been
proposed as a more intuitive way to communicate information
that motivates decision-making [31]. Stakeholders, however,
determined that maintaining and updating multiple specific
decision narratives would be overly complex. Therefore, we
chose a dashboard approach for its flexibility and adaptability
across various public health scenarios, including surveillance
and training. In addition, a key design requirement was the
ability to customize the dashboard view and generate reports,
which was seen as a more scalable and sustainable solution
compared to data storytelling, given the diverse decision-making
needs of different stakeholders. The primary users of the
PANDEM-2 dashboard are public health officers and medics
typically trained in data analysis.

Review of Existing Dashboards
Responses to the ongoing pandemic provided opportunities to
review public health indicators, visualization approaches used,
and the design decisions made by different organizations. To
gain insights into these aspects, we conducted a review of
publicly available dashboards in April and May 2021, operating
under the assumption that these reflected the information needs
of public health agencies and could be analyzed without an
imposition on end users (Multimedia Appendix 2). This review
included dashboards recommended by collaborating partners
based on their initial user requirements, as well as publicly
accessible COVID-19 projects under development (Multimedia
Appendix 3). The review assessed the available dashboards,
focusing on their aims, target users, and content. We also
collated data sources for each dashboard, along with their
breakdowns by population, time, location, granularity, and
visualization approaches. This analysis provided insights into
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how organizations prioritized information and the data views
expected by experts. It also highlighted different data interaction
models and how data artifacts were aggregated, filtered,
modified, and recorded. While the data sources identified during
this review were considered for inclusion in the PANDEM-2
database, consortium members’ own data eventually proved to
be more suitable, especially as larger organizations and
governments began openly sharing their information.

Data Visualization Catalog
Capturing and storing visualizations for viewing or referencing
during the design process was challenging due to their volume
and complexity. Initially, screenshots of each visualization,
along with related data, were added to a document (Multimedia
Appendix 4). However, as the document grew, this approach
became impractical and difficult to reference. To overcome this
challenge, a data visualization catalog was created. The catalog
was specifically developed for annotating and uploading data
visualizations during the design phase of the project. The
visualizations became searchable using keywords related to
graph types, data types, or indicator types. The catalog served
as a directory of existing public health visualization approaches,
which the project team could consult during the participatory
design process. It is important to note that the Vizualisation
Catalogue was used solely as a development tool during the
design phase and is not part of the final application.

User Requirements and Participatory Design

Gathering of User Requirements
The design and development of the PANDEM-2 dashboard
began with collecting user requirements from members of the
project consortium, outlining the necessary functionalities and
features to meet users’ needs. Participants represented a wide
range of domains, including universities, national public health
institutes, the Italian Red Cross, the Austrian Red Cross, the
National Institute of Medical Emergency (Portugal), a leading
institute for trend and technological analysis, and MedTech
health organizations. Each consortium partner appointed a
contact person to gather internal requirements and communicate
them to the project’s technical team.

These designated representatives participated in initial user
forums that were held during the project’s inception, aimed at
gathering user requirements from domain experts and capturing
their needs and preferences for features in pandemic
management software (Multimedia Appendix 5). The group
was diverse in age, experience, and gender, with participants
ranging from recent postdoctorates to professionals with >30
years of experience, and included software designers, data
scientists, epidemiologists, microbiologists, physicians, first
responders, and project managers. They also represented a wide
geographic spread, including Romania, Italy, Portugal, France,
Germany, the Netherlands, Belgium, Sweden, Finland, and
Ireland. This diversity ensured a wide range of expertise and
perspectives, thus reducing potential design biases.

The requirements gathering process involved 2 workshops held
between February and April 2021. During these workshops,
users described their ideal dashboard for pandemic management
and identified essential visual features for the dashboard. These
requirements were then compiled into a comprehensive list and
organized into functional units. The participatory design surveys
were conducted as part of this process, providing interactive
design prototypes and collecting feedback from users on key
functionalities (Multimedia Appendix 6).

Generation and Analysis of User Stories
User requirements were assigned to different groups within the
technical team, who analyzed and converted them into user
stories. A user story describes a feature from the end-user’s
perspective, detailing how it provides value [32] (eg, “As a
policy advisor or health care professional, I want to see cases
stratified by age, sex, time, and severity to monitor clusters and
track the virus spread over time”).

By exploring user requirements and generating user stories, the
technical team identified common needs, consolidated similar
requests, and clarified key functionalities for the PANDEM-2
system. Each user story generated focused on a primary indicator
query and was linked to the initial requirements for traceability.
It defined query resources for user interactions, enabling data
filtering, aggregation, new data creation, and record
management. In addition, each user story considered the
time-related and geographic aspects of the indicator within the
application. Multimedia Appendix 7 provides an example of a
user story.

Prioritization and Refinement of Key Variables and
Indicators
To refine and prioritize user requirements for the dashboard, a
prioritization process was undertaken. This involved a data
availability and prioritization survey, which was conducted with
the consortium members using the initial requirements generated
in the Gathering of User Requirements section. A matrix was
created, mapping all necessary variables and indicators required
to fulfill the identified needs. This was followed by an
assessment of the priorities and availability of these variables
in open and restricted data sources. Users were invited to provide
insights into their institution’s data availability, including details
about the level of information, reporting periodicity, data format,
and the geographic level at which the data were accessible
(municipal, regional, or national). The questionnaire covered
various aspects, such as level of priority, data availability within
their institution, the level of detail of publicly available data,
adherence to the European Surveillance System (TESSy) format,
and the pathogens for which data were collected (Multimedia
Appendix 8).

The list of requirements was further divided into 14 variable
categories, and each item on the list was classified as either an
observation, a characteristic, an indicator, a resource, a
document, or a referential. These terminologies are defined in
Textbox 1.
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Textbox 1. Definitions of variable categories used in the PANDEM-2 dashboard.

• Observation: Any variable or item that reflects a measurement or observation reported by a data source. These variables are typically numeric
and represent concepts like the number of people or resources, or could include nonnumeric items, such as statements (eg, tweets) published by
individuals.

• Indicator: Specific observations used to monitor particular questions. They can be categorized as either calculated values with associated
methodologies and formulas or directly reported by users.

• Characteristic: Any variable or item which describes or categorizes an observation. It is always linked to variables of the observation type, such
as the country, date, or variant of the observed cases.

• Referential: A specific type of characteristic distinguished by having a unique code that can be mapped to other characteristics. For example,
municipalities serve as a referential, each possessing a unique code and linking to a country.

• Resources: A specific type of referential that concerns resources needed to handle pandemics. They play an important role in PANDEM-2 for
resource modeling features (eg, nurses per bed or material resources). They are associated with observations like the number of available resources.

• Document: Refers to any generic term for a record or written material.

The methods used for defining key indicators and data sources,
as outlined earlier, culminated in a final variables list that
encompasses both open data sources and data contributed by
partners (Multimedia Appendix 9). Alongside this list, data
formats and an ETL process were specified to facilitate seamless
integration with PANDEM-Source. To support the ETL process,
a collaborative effort led to the development of a Microsoft
Excel template to accommodate specific data needs for most
consortium members. Furthermore, relevant heterogeneous data
sources for effective pandemic management, such as Next
Generation Sequencing–Laboratory data, social media data, and
participatory surveillance data, were identified and
corresponding ETL processes were devised for inclusion in the
PANDEM-2 database.

After receiving the initial list of requirements and the
prioritization feedback, the technical team began further
refinement of the requirements. The process was guided by the

concept of a minimal viable product (MVP), which focuses on
prioritizing essential features to maximize learning with minimal
effort [33]. Although the PANDEM-2 system is a prototype,
the MVP approach helped in determining where efforts should
be concentrated and which requirements should be given priority
during the implementation process. Each group in the technical
team looked at the requirements list and the prioritization
process and created an MVP list. Subsequently, with
participation from all Public Health Agencies and first responder
partners in the biweekly web-based workshops, the initial
requirements, the prioritization list, and the MVPs were
combined and deliberated upon. The process of gathering and
refining user requirements is illustrated in Figure 3. This process
underpinned the development of the PANDEM-Source software
used to extract and compute indicators, which were visualized
on the PANDEM-2 dashboard. At the end of this prioritization
process, a list of key indicators was generated.

Figure 3. Process used to gather partners' requirements list and prioritize partners' key indicator lists for developing the dashboard’s core features.
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Prototype Design, Participatory Feedback, and Iterative
Improvements
The design of the PANDEM-2 dashboard followed an iterative
process involving a participatory design approach, with user
feedback incorporated throughout the design stages.
Participatory design represents a design approach in which the
people destined to use the system being designed play a critical
role in its design [34]. Generally, participatory design is
conducted in face-to-face settings where users are engaged in
recording requirements and teasing out functionalities that are
necessary to implement them. However, due to the COVID-19
pandemic, these physical meetings were not possible to organize.
The participatory design process was therefore adapted to the
pandemic context and involved several asynchronous methods,
as illustrated in Figure 4. The adapted process allowed relevant
stakeholders to participate and enabled collaboration across
multiple teams. The analytical components of the dashboard
were then designed based on the outcomes of this collaboration
and are presented as follows:

1. Understanding the context of use by gathering insights from
various stakeholders to understand end-user requirements
and identify COVID-19 public dashboards for analysis

2. Prioritization of dashboard characteristics and indicators
3. Asynchronous participatory design (APD) process that

involved weekly asynchronous interactions with users.

Interactive design prototypes along with video
documentation and feedback forms were sent to consortium
members, who explored the designs and provided feedback.
The primary objective of the APD process was to enable
users to interact with a preprototype platform, explore
potential interface designs, and provide feedback. This
process involved targeted questionnaires, which aimed to
explore what graphical representations and interactions
were beneficial to users for their respective roles.
Participants were presented with a range of potential
functionalities linked to priority indicators, which included
visual analytics components and interaction models, such
as the ability to filter and switch between different data
views. Participants shared their feedback on the structure
of the pages, the data presented, the data visualizations that
were used on each page, and the interactions with those
data visualizations. Through this process, users provided
feedback on elements to be added, removed, or modified
within different components in the system. This feedback
was then integrated into subsequent designs.

4. In parallel to the above step, the design prototypes were
sent to the software team, who carried out the
implementation of designs and improvements toward the
final prototype.
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Figure 4. Development workflow, including asynchronous participatory design, detailing the iterative feedback process used to incorporate user input
into the PANDEM-2 dashboard design. AVG: average.

Impact Assessment
The implementation of ethical, privacy, data protection, and
social principles was an integral part of the PANDEM-2 project.
The process was led by Trilateral Research, a research and
innovation organization specializing in applied ethics, privacy,
and data protection in technology development. The project
team actively engaged with end users both within and outside
the project consortium to identify and mitigate potential risks
arising from the tool’s development. Following relevant
guidance, including the Information Commissioner’s Office
Privacy Impact Assessment Code of Practice [35] and
International Organization for Standardization and International
Electrotechnical Commission standard for privacy impact
assessments [36], the process mapped information flows,
assessed potential risks within the system, and provided
recommendations to mitigate the risks. A diverse group of
stakeholders were involved in the process, participating in 2
workshops conducted in November 2021 and May 2023. There
were 20 participants in each of the workshops, representing a
wide geographic spread, including Romania, Italy, Portugal,
France, Germany, the Netherlands, Belgium, Sweden, Finland,
and Ireland. Those that partook in the workshops came from
universities (UCLouvain and University of Galway), national

public health institutes (Institute of Public Health in Romania,
Public Health Agency of Sweden, the National Institute for
Public Health and the Environment in the Netherlands, the
Robert Koch Institute, the Portuguese National Emergency
Medicine Institute, and the Finnish Institute for Health and
Welfare), as well as other organizations such as the Italian and
Austrian Red Cross, the Fraunhofer Institute for Technological
Trend Analysis, and software companies specializing in health,
Epiconcept, and development, Clarisoft. Roles of those taking
part included software design and development, data science,
epidemiology, microbiology, infectious disease specialists,
doctors, researchers, first responders, pandemic managers, and
project managers. Notably, participants included a former
adviser to the World Health Organization on health security
and a former head of the Chemical, Biological, Radiological
and Nuclear threat unit for Belgian defense. The initial workshop
aimed to raise awareness of ethical, privacy, data protection,
and social principles requiring consideration during the
development and deployment of the PANDEM-2 system and
tools. It also focused on mapping data flows within the
PANDEM-2 system and identifying related risks or
opportunities. In addition, the workshop explored privacy, social,
and ethical issues and opportunities to be considered in different
pandemic scenarios, both in the preparedness and response
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phases. Possible mitigations for the identified risks were also
discussed. The second workshop involved an open and
collaborative discussion, allowing stakeholders to contribute
insights on mitigation measures, necessary actions, and final
recommendations for both project stakeholders and end users.

Ethical Considerations
The PANDEM-2 project adhered to GDPR regulations and
Horizon 2020 guidelines. Ethical approvals were obtained from
the relevant institutional review boards of all consortium
partners involved in data collection and processing. These
approvals ensured that the project complied with the highest
ethical standards, protecting participants’ rights and ensuring
the responsible handling of personal data. Informed consent
was obtained from all participants before their involvement in
the stakeholder engagement activities. The consent procedures
ensured that participants clearly understood the nature of the
study, the use of their data, and their rights, including the ability
to withdraw at any time. Participants were also informed that
their data would be used for research purposes only. All personal
data were anonymized or pseudonymized to protect participants’
identities. Data were securely stored on password-protected
servers, accessible only to authorized personnel. Participant
identifiers were removed or replaced with pseudonyms to ensure
anonymity in the research outputs, preventing any risk of
reidentification. No financial compensation was provided to
participants. Participation was entirely voluntary, and
participants had the right to withdraw from the study at any
time without any negative consequences. No identifiable images
of participants are included in the study materials or outputs.

Results

System Architecture and Data Integration

Implementation and Configuration
The dashboard was implemented and hosted on the Amazon
Cloud as a central data management system at the EU level,
accessible to all national health institutes across Europe. To
address challenges with semitransparent data access, whereby

some but not all data from different institutions can be shared
with others, the architecture is not only open access but also
adaptable. An adaptable architecture allows for both isolation
of data between groups of countries and on-demand installation
or deployment in a single health institute.

The dashboard offers flexibility in its configuration, allowing
customization in 2 main areas. First, user experience and
user-interface attributes, which encompass elements related to
user experience and user interface. This involves tailoring
aspects such as the language used for interface elements, the
design of graphical features, and the overall visual style. Users
can personalize the appearance of the dashboard to align with
their preferences and needs by adjusting these attributes. Second,
internal functional parameters that deal with the technical
aspects of the dashboard’s operation can be customized. This
includes details on how different modules within the system
access APIs and specific technical information relevant to the
system’s functioning. The administration module of PANDEM-2
serves as the control center for managing these parameters,
granting users the ability to fine-tune the dashboard’s functions
and adapt it to their specific requirements.

Data Sources and Key Indicators
Responses to the data availability and priority survey are shown
in Figures 5 and 6, and tables 1 and 2. The 9 participant
institutions were questioned about 103 variables classified by
groups. For each variable, the respondent answered a series of
questions about availability, priority, and format of the
associated information. On the basis of these answers, data
availability scores were calculated and color-coded, ranging
from low (red) to high (green; Figure 5). The variables identified
as most relevant were cases, vaccination uptake, deaths, hospital
resources, and hospital admissions. Figure 6 shows that the most
important variable categories were also the categories with the
most available data. Higher priority categories are toward the
top of the graph, while high availability categories are toward
the right. This observation highlights the importance of
prioritizing and ensuring accessibility to critical data categories
to support effective pandemic preparedness and response efforts.
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Figure 5. Survey results highlighting the availability and prioritization of key data variables for the dashboard (AVG; X). AVG: average; ICU: intensive
care unit; N°: number of; PPE: personal protective equipment; Rt:; X: specific pathogen of the pandemic.

Figure 6. Comparison of priority versus availability of variable categories, showing the alignment between prioritized variables and their availability
across institutions.

Most of the data were reported on a weekly or daily basis,
indicating a commitment to timely and up-to-date information
(Table 1). A significant proportion of the data were collected
and recorded by various institutions and from data sources
related to COVID-19. There was limited recording of
pandemic-related data before the COVID-19 pandemic. There

were also variations in data granularity, reporting frequency,
geographic coverage, or other specific details related to the
COVID-19 information being collected. On average, only 9.7%
(10/103) variables were available in the TESSy [37] format and
26.2% (27/103) only in a different format, a format used by the
TESSy (Multimedia Appendix 10).
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Table 1. Data reporting frequency and types of pandemic-related data available, highlighting the frequency of reporting (daily, weekly, or monthly)
and the prevalence of COVID-19 data from various sources (n=115).

Reporting variables or items, n (%)Data category

Periodicity

17 (14.7)Weekly

14 (12.1)Daily

8 (6.9)Othersa (specify in comments)

2 (1.7)Monthly

Pathogens

17 (14.7)COVID-19

13 (11.3)Others (specify in comments)

8 (6.9)Influenza and COVID-19

1 (0.8)Influenza

aThe “others” option refers to any reporting frequencies that were neither daily, weekly, nor monthly, which participants were asked to provide qualitatively
through comments.

The survey also identified several data gaps, as shown in Table
2. Among these, 2 areas of particular significance were contact
tracing and deaths. It was evident that these areas lacked
sufficient information despite their high priority in the survey.

In addition, there was also a noticeable lack of information
concerning resource availability, despite its recognized
importance in pandemic management.

Table 2. Data gaps identified during data availability survey, showing critical pandemic-related data, such as contact tracing and deaths that were
insufficiently available despite high priority.

Average public availability gapVariable category

1.1Deaths

0.9Contact tracing

0.8Cases

0.6Laboratory

0.5Patients

0.5Vaccination

0.3Tests

0.2Referential

0.1Population study

0.1Metadata

0.1First response

0.0Transport

0.0Emergency calls

0.0Measures

The public availability gap is a metric quantifying the specific
types of data accessible at a detailed level but not disclosed
publicly. Each participant provided their estimation of variable
availability within their institution and at the public level, to
the best of their knowledge. The assigned scale attributes 4 as
the highest value to individual level, 3 to municipality, 2 to
regional, and 1 to country level. In instances where data were
unavailable or unknown, a score of 0 was assigned. The data
availability gap is determined by calculating the difference
between the average availability score at the institution level
and at the public level.

Figure 7 illustrates the findings regarding the variables that
users prioritized for resource planning, forecasting, and the
dashboard. To calculate the priority score for these purposes,
participants were asked to rate the importance of each variable
from 0 to 3 for the 3 purposes, with 0 being the lowest and 3
being the highest. The results were averaged by variable
category. In most cases, dashboard variables held a higher level
of importance compared to forecasting or resource planning
variables. The spikes observed in the resource planning and
forecasting areas highlight the data points of utmost priority for
those domains, with particular significance placed on the ability
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to forecast deaths and to perform resource planning for patient care at the hospital and first response level.

Figure 7. Prioritization of variable categories for resource planning, forecasting, and the dashboard, showing importance ratings assigned to various
data categories by participants.

At the end of the data and indicator prioritization process, a
template to collect variables and indicators from nonopen
sources (or partner-restricted data) was created.

Dashboard Design and User Engagement

Insights and Outcomes From Dashboard Review
The review of existing dashboards provided several insights
that influenced the design of the PANDEM-2 dashboard. The
data visualizations within the reviewed dashboards highlighted
the prioritization of information by various organizations and
identified the data views expected by experts. This review also
revealed different data interaction models useful in public health
domains and how data artifacts were aggregated, filtered,
changed, and recorded. Insights gained from this review helped
shape the decision to use consortium members’ data as the
primary data source, as these proved to be more comprehensive
and reliable than many external sources. The review also
informed the design features and visualization approaches
adopted in the PANDEM-2 dashboard.

Prototype Design and Features
Multimedia Appendix 11 visually illustrates the design of a
PANDEM-2 dashboard page. The key components on each page
of the dashboard include the following:

1. Overview explanation component. This component includes
a page title and provides an explanation of the indicator
and the data presented on the page. It serves as a brief
summary to provide context and understanding.

2. Indicator cards. These cards display high-priority data
related to the indicator. They offer a quick snapshot of the
current state of the pandemic, allowing users to grasp
important information at a glance. The cards also feature
an information button that provides additional details about
the data being shown. The highlighted figures show a
comparison between the most recent 7 days and the
preceding 7 days. The highlighting provides an instant
visual understanding of how important indicator variables
such as admissions and intensive care unit admissions are
changing over time.

3. Map. The map component offers a geographical perspective
on the pandemic situation. Users can choose the specific
information they wish to view on the map, such as cases,
vaccination rates, or other relevant metrics. They can also
segment the map by NUTS regions, providing a more
localized view.

4. Graphs. The dashboard includes multiple graphs that present
detailed information about the indicator. These graphs allow
users to explore and filter the data according to their
preferences. This feature enables a deeper analysis of the
pandemic trends and patterns.

5. User-interface functionality. Users can access the
PANDEM-2 system using the interface in the presentation
layer. This interface offers multiple possibilities to display
and filter information, build reports based on displayed
graphical elements and comparisons between different data,
and export these reports in many predefined formats,
including images, tables, and web service-specific formats.
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The final design framework of the PANDEM-2 dashboard was
structured to provide an intuitive and interactive experience for
users. Each indicator view was conceptualized as a dedicated
page, comprising various relevant components. Abstract
components were developed that could be adapted to each
indicator page, ensuring a unified design and interaction
experience across pages. This approach allowed users to
intuitively understand the interactions and functionality across
different pages once they had become familiar with the system
on one page.

Together, these components enhance the accessibility and
usability of the PANDEM-2 dashboard, empowering users to
gain insights into the pandemic data through both high-level
summaries and detailed visualizations. More illustrations of
initial and final dashboard designs are shown in Multimedia
Appendix 12.

Participatory Design Feedback
The participatory design process led to several modifications
and improvements in the PANDEM-2 dashboard prototype.
The number of responses to each of the APD feedback forms
ranged from 4 to 9.

Feedback from the APD process highlighted the importance of
data visualization in diverse formats, combining different data
types, and analyzing data across various time frames. Users
expressed their interest in generating custom reports and
exploring data alongside government interventions
(countermeasures):

The addition of countermeasures on the
emotion/sentiment timelines is good. However, the
countermeasures would be easier to see or
understand, if they were all on the top part of the
graph with the name of each intervention placed next
to the line [on the left or right side of the graph]. Now
it’s difficult to check back to the figure legend below
and tell one shade of grey from another. Now there’s
also a false impression that a countermeasure is
somehow linked to the emotions on the same level of
the graph [for example, social distancing with
anticipation and disgust]

Because of the feedback received, the final prototype
incorporated various features that catered to the specific needs
of the stakeholders, such as customizable dashboard views and
report generation capabilities. The design also addressed the
cognitive effort required to extract actionable information,
ensuring that the dashboard remained user-friendly and
accessible to all users, regardless of their analytical skills. This
feedback proved invaluable for the technical team, offering
insights into the preferred indicators and formats for their
presentation. In addition, the feedback offered the technical
team an understanding of how end users intended to use the
data beyond the dashboard, including saving reports,
downloading visualizations, and obtaining underlying data.
When asked about saving outputs from the dashboard,
participants expressed a desire for flexibility, with various

preferences emerging. Users wished to save the current state of
the page to share with others, download images or PDFs of the
page, obtain the data within the page, or capture images of
specific sections of the page.

Regarding epidemiological and resource modeling, participants
expressed the desire to save the model used, the input parameters
for scenario runs, visual outputs, data outputs in alternative
formats, and high-level indicators.

Participants’ feedback also shed light on data reporting
challenges, particularly in terms of disparities in reporting levels
and time intervals and the need for standardization across
organizations. For instance, a participant highlighted how delays
in testing workflows in Finland resulted in challenges when
reporting cases and tests:

Due to unavoidable delays in testing workflow
[sampling, sample shipping and processing, analysis,
registration of results] it may not be realistic to report
tests and cases ‘this week.’ In reality [in Finland],
numbers of cases and tests from this week cannot be
reported before Wednesday [COVID-19] or Friday
[other viruses in infectious diseases register] next
week. Sentinel surveillance may have even longer
delays.

The APD process further brought to light the complexity of data
in public health situations, emphasizing the significance of
considering interdependencies. It highlights that the system
developed serves as a decision support tool and that the role of
public health officials remains crucial in making informed
decisions based on the presented information. One participant’s
feedback from Germany highlighted a specific example of
complexity in data representation related to counting beds versus
assessing capacity:

In Germany we do not really count the beds but the
capacity. This is because to be able to add a new
patient you need a bed, a room, ventilation, staff etc,
or do you mean capacities with the term “bed”?

This inquiry highlights the importance of clarity and precision
in defining data elements to ensure accurate interpretation and
decision-making within the tool. Finally, through their
engagement with an expanding collection of interactive designs,
users were able to identify gaps in the available indicators and
provide specific requests for additional information, such as
excess mortality data. This iterative process was instrumental
in ensuring continuous and active user involvement throughout
the project, enabling their valuable contributions to the design
and development of the PANDEM-2 system.

Impact Assessment Findings and Mitigation Strategies
The impact assessment process identified 10 potential risks, all
of which were deemed to have a low to medium likelihood of
occurring. In total, 4 (40%) of the risks were ethical, 2 (20%)
regarded privacy and data protection, and 4 (40%) related to
social factors. These are summarized in Textbox 2 and reported
in more detail elsewhere [38].
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Textbox 2. Summary of the identified risks categorized into ethical, privacy and data protection, and social factors.

Ethical risks

• Accessibility and inclusivity: risk of excluding individuals with certain needs.

• User autonomy: risk of limiting end-users’ control over their use of the training platform.

• Responsible use: risk of incorrect or unethical use of the training platform.

• Transparency and accountability: risks associated with the ability to account for actions taken or decisions made during the development of the
training platform.

Privacy and data protection risks

• Security and access controls: risks relating to the protection of digital information from unwanted actions or unauthorized users, based on
commonly accepted security frameworks, such as the confidentiality, integrity, and availability model.

• Data reidentification: risk associated with the correlation or linking of anonymous datasets with other data sources—especially those that have
been collected by the state

Social risks

• Unintentional bias: risks associated with biased algorithms, biased data sources, and bias in training content that may lead to systematic errors
that create prejudiced or unintended outcomes.

• Data quality and accuracy: risks associated with the ability to make informed decisions based on accurate information.

• Dependency on technology: risk of heavy reliance on the IT platform for critical operations, processes, or decision-making.

• Collaborative development: risk of inadequate collaboration with end users or public health authorities in the development and postproject stages
to understand training needs and enhance the platform’s capabilities.

The risks were effectively mitigated through several measures
throughout the project. Design considerations extended beyond
functionality to inclusivity and accessibility. The user interface
was designed to accommodate multilingual users, providing
options in both English and Romanian with provisions for
translation into additional languages. Accessibility for
individuals who are visually impaired was ensured through the
selection of a color-blind–friendly palette. To facilitate ease of
use, user-friendly training materials and guides were developed,
offering clear instructions for system navigation. Supplementary
features such as tooltips and contextual help were integrated,
further enhancing the user experience. In addition, transparency
was prioritized through the provision of accessible data sources
and modeling assumptions used in the development process.
Security was a paramount concern, prompting the adoption of
Amazon Cloud, a reputable cloud computing service known for
its robust security measures. The commitment to open
collaboration and adaptability was evident in the decision to
offer all components of the dashboard as open-source software.
This approach encourages wider use, fosters adaptability, and
invites collaboration across diverse contexts. Furthermore, a
comprehensive developer guide in English was provided, serving
as a valuable resource for future developers interested in
building upon the PANDEM-2 platform or creating similar
tools. End-users’ feedback was continuously obtained and
integrated to ensure the platform’s suitability to diverse user
needs.

To enhance the accuracy and relevance of training content,
public health authorities’ expertise was used in content
development, and active end users engaged in patient
surveillance and treatment assessed the training materials. This
collaborative approach guarantees that the training content
accurately reflects current information, best practices, and public

health guidelines. Training exercises were based on scripts
generated by public health authorities, adding objectivity and
minimizing subjective biases or arbitrary preferences. These
actions collectively enhance the accuracy and scientific validity
of the training content.

Discussion

Principal Findings
The PANDEM-2 project aimed to develop an IT prototype
system that offers a standardized and interactive platform for
pandemic preparedness training and response to support
decision-making on pandemic management. This paper outlined
the development and potential of the PANDEM-2 dashboard,
including methodologies used to gather users’ insights to
enhance its design and steps taken to identify and address
potential risks associated with the technology.

The COVID-19 pandemic brought about an unprecedented surge
in pandemic-related data at national, EU, and global levels,
presenting a valuable opportunity to identify crucial data needs
for effective pandemic response. PANDEM-2 leveraged user
surveys to identify essential data requirements, not only for the
ongoing pandemic but also for potential future health threats.
Despite this increase in data, significant challenges emerged
due to data availability, diverse data sources, nonstandardized
formats, varying granularity, and data sharing restrictions among
EU member states. These obstacles hindered timely data
exchange for a coordinated EU-wide response and hampered
cross-border response efforts. Addressing these data challenges
became a central concern throughout the PANDEM-2 project,
and consequently it emerged that it is imperative to proactively
anticipate and address data requirements for potential future
pandemics.
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The EU initiated measures to address data sharing gaps through
Regulation 2022/2731 on serious cross-border threats to health
[39]. The Commission’s responsibility includes defining
mechanisms for data exchange, adhering to personal data
protection rules and information exchange security. In addition,
Article 5 of Regulation 2022/2730 on serious cross-border
threats to health specifically refers to the development of the
Union health crisis and pandemic plan “to promote effective
and coordinated response to cross-border health threats at Union
level” [40]. Specifically, article 5, point 5, states, “In order to
ensure the operation of the Union preparedness and response
plan, the Commission shall conduct stress tests, exercises and
in-action and after-action reviews with Member States and
update the plan as necessary.”

The development process of PANDEM-2 aligns with these
measures, both in terms of data sharing and exercises. Lessons
learned in the development of the platform offer insights into
data analysis, sharing, and reporting methods, effectively
supporting public health actions and control measures. The
PANDEM-2 platform’s design, built on an open architecture
and open data sources, ensures security, stability, extensibility,
and flexibility, allowing it to adapt to evolving data needs and
data sharing practices.

The PANDEM-2 platform is also a training platform, designed
to facilitate both national and cross-border simulation exercises.
A simulation exercise is a form of training or evaluation of
capabilities involving the simulation of an emergency [41].
Operationally, there is the potential for the PANDEM-2
dashboard to be deployed at regional, subnational, national, and
EU levels to conduct simulation exercises aimed at stress-testing
pandemic response capacity. A recent large-scale functional
exercise involving 2 public health emergency operating centers
within the PANDEM-2 consortium (the Robert Koch Institute
in Germany and the National Institute for Public Health and the
Environment in the Netherlands) supports this position. The
aim of this exercise was to explore the coordinated response to
a large-scale pandemic due to a novel strain of avian influenza
in Europe with the objective of testing and evaluating the
functionalities of the PANDEM-2 IT system and associated
tools. During the 2-day exercise, participants received 44 injects
to develop the scenario and provide specific tasks to complete
within their country’s context. A manuscript outlining the
implementation of this exercise is currently under review [11].
Evaluation of the exercise comprised both qualitative (hot-wash
group interviews and after-action interviews) and quantitative
(questionnaires and interviews), and feedback indicated that the
PANDEM-2 dashboard met or exceeded their technical
requirements in terms of user experience. Moreover, participants
agreed that the dashboard addresses a current gap in national
and cross-border training capacity for pandemic preparedness
and response.

Alongside addressing data requirements, effective methods for
data presentation need to be considered. The PANDEM-2
platform’s participatory design approach emphasizes the
importance of involving end users in the design of a system.
Through this interactive and iterative approach, users can define
system requirements, share domain expertise, and identify
high-priority indicators for pandemic management. This

approach within the PANDEM-2 platform enabled the creation
of a design framework that offers adaptability and scalability,
ensuring consistent interactions even as indicators evolve.

The participatory design approach also supported the effective
knowledge transfer among end users and the technical team.
This was crucial to enable the design team to understand the
requirements of diverse and specialized domains and to facilitate
the design of novel technical solutions within those domains.
Ongoing research endeavors should be directed toward
enhancing user engagement with intricate software in specialized
areas, such as epidemiological and resource models, balancing
user-friendly interfaces with necessary complexity, and
exploring efficient techniques for presenting voluminous
datasets and findings.

Data storytelling has become one such technique for enhancing
user engagement and is often seen as an intuitive way to drive
decision-making and reduce the risk of information overload.
The participatory design process revealed that managing
multiple decision narratives would add unnecessary complexity.
The dashboard approach chosen provides flexibility across
public health scenarios like surveillance and training. The ability
to customize views and generate reports makes it a more scalable
solution, especially for our primary users, public health officers,
and medics trained in data analysis, who require more in-depth
exploration than storytelling offers. The dashboard includes
filtering, tagging, and prioritization features to address
information overload, but managing complex data while meeting
the needs of expert users remains a challenge. The participatory
design process helped refine key indicators to present concise,
relevant information, but balancing exploration and clarity is
an ongoing effort in systems like PANDEM-2.

The identification of high-priority indicators and the possibility
of consolidating them into a singular variable that captures the
status of a pandemic merits in-depth investigation. This strategy
could streamline decision-making processes and yield immediate
insights into the dynamic nature of the pandemic across its
various stages.

Summary
During the project, challenges related to data standardization
across consortium members became evident, particularly due
to the lack of data in the TESSy format. In addition, many
countries had regional divisions that differed from those used
by the ECDC (NUTS). End-user experts also highlighted the
critical role dashboards play in pandemic preparedness and
response. The findings underscore the importance of making
data for these indicators accessible for public health purposes.

The project’s commitment to responsible innovation and
user-centric principles was demonstrated through its robust
impact assessment process, which prioritized key elements such
as privacy-by-design and adherence to GDPR as well as
regulations governing health technology development. This
iterative process ensured that the platform remained relevant
and user-friendly. Transparency stands as a core value of the
PANDEM-2 project, demonstrating its commitment to openness
and accountability. All project resources have been made
publicly available for interested parties to access and review on
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the project website [42] and the European research platform
Cordis [43], where stakeholders can find comprehensive
information about data sources used, project procedures, and
methods.

While the PANDEM-2 dashboard holds promise for effectively
managing real-time data during future pandemics, successful
integration with existing IT systems within public health
agencies will be a necessary step. In the interim, the dashboard
stands as an innovative training platform, providing member
states the opportunity to assess their pandemic preparedness
capacity through collaborative cross-border exercises developed

by the PANDEM-2 project. Despite the limitations encountered
during the project, our approach and findings provide valuable
insights through open-access materials and tools to support
public health agencies in EU member states to better prepare
for upcoming pandemics.

To ensure comprehensive and transparent reporting of the
development process, this study followed the Guidelines for
Intervention Development checklist, documenting each stage
of the dashboard’s design and stakeholder engagement
(Multimedia Appendix 13) [44].
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Abstract

Background: The 2022 mpox outbreak in the United States disproportionately affected gay, bisexual, and other men who have
sex with men (GBMSM). Uptake of mpox testing may be related to symptomology, sociodemographic characteristics, and
behavioral characteristics.

Objective: This study aimed to describe suspected mpox symptoms and testing uptake among a sample of GBMSM recruited
via the internet in the United States in August 2022.

Methods: We conducted a rapid internet-based mpox survey from August 5 to 15, 2022, among cisgender men 15 years and
older who had previously participated in the 2021 American Men’s Internet Survey. We estimated the prevalence of suspected
mpox symptoms (fever or rash or sores with unknown cause in the last 3 mo) and uptake of mpox testing. We calculated adjusted
prevalence ratios (aPRs) and 95% CIs for associations between participant characteristics and suspected mpox symptoms and
summarized characteristics of GBMSM reporting mpox testing. Among symptomatic GBMSM who did not receive mpox testing,
we described testing self-efficacy, barriers, and facilitators.

Results: Of 824 GBMSM, 126 (15.3%) reported at least 1 mpox symptom in the last 3 months; 58/126 (46%) with rash or sores,
57 (45.2%) with fever, and 11 (8.7%) with both. Increased prevalence of suspected mpox symptoms was associated with condomless
anal sex (CAS; aPR 1.53, 95% CI 1.06‐2.20). Mpox testing was reported by 9/824 GBMSM (1%), including 5 with symptoms.
Most GBMSM reporting mpox testing were non-Hispanic White men (7/9 vs 1 Black and 1 Hispanic or Latino man), and all 9
lived in urban areas. Most reported having an sexually transmitted infections test (8/9), 2 or more partners (8/9), CAS (7/9), and
group sex (6/9) in the last 3 months. Of those tested, 3 reported living with HIV and all were on treatment, whereas the remaining
6 men without HIV reported current pre-exposure prophylaxis (PrEP) use. Of symptomatic GBMSM who did not report mpox
testing, 47/105 (44.8%) had low mpox testing self-efficacy. Among those with low self-efficacy, the most common barriers to
testing were not knowing where to get tested (40/47, 85.1%) and difficulty getting appointments (23/47, 48.9%). Among those
with high testing self-efficacy (58/105, 55.2%), the most common facilitators to testing were knowing where to test (52/58,
89.7%), convenient site hours (40/58, 69%), and low-cost testing (38/58, 65.5%).

Conclusions: While all GBMSM who reported testing for mpox were linked to HIV treatment or PrEP, those with symptoms
but no mpox testing reported fewer such links. This suggests targeted outreach is needed to reduce structural barriers to mpox
services among GBMSM in rural areas, Black and Hispanic or Latino GBMSM, and GBMSM living with HIV. Sustaining and
scaling community-tailored messaging to promote testing and vaccination represent critical interventions for mpox control among
GBMSM in the United States.

(JMIR Public Health Surveill 2025;11:e57399)   doi:10.2196/57399

KEYWORDS

mpox; emerging infectious diseases; men who have sex with men; sexual health; testing; monkeypox; epidemic; MSM; United
States; rural; cross-sectional study; gay; bisexual; symptomology; sociodemographic; online sample; self-efficacy; rash; fever;
HIV; HIV prevention; GBMSM; Black and Hispanic; LGBTQ; Latino; public health; surveillance; sores
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Introduction

Human mpox is an orthopox virus first identified in the
Democratic Republic of the Congo and endemic to regions of
Central and Western Africa, which has caused localized
outbreaks for decades [1]. mpox is classified into 2 clades; of
the two, clade I mpox is associated with more severe symptoms
and is highly lethal, with an estimated 10% mortality rate and
several thousands of cases annually in Central Africa, including
a 2023‐2024 outbreak in the Democratic Republic of the
Congo [2]. While clade I mpox has not been observed outside
the African continent, clade II mpox has been occasionally
reported internationally, often linked to travel [3]. Although
clade II infections are associated with a much lower mortality
rate, they have resulted in increasing global morbidity, including
a global outbreak in 2022 [3]. From 2022 to 2024, there have
been 95,000 confirmed cases of clade II mpox globally,
including several deaths, predominantly affecting gay, bisexual,
and other men who have sex with men (GBMSM) [1].

The first case in the 2022 mpox outbreak was identified in the
United States on May 17, 2022, triggering a nationwide response
to identify and monitor new cases and deliver the mpox vaccine
[4]. As of March 5, 2024, approximately 32,000 mpox cases
have been reported in the United States [1], and over 90% of
cases in the United States have occurred among cisgender men,
the majority of whom had recent sexual contact with a man [5].

As elsewhere, the 2022US mpox outbreak and its
disproportionate impacts on GBMSM have been attributed to
connected sexual networks. Moreover, the US mpox outbreak
demonstrated disparities in infections associated with structural
determinants of health such as racism: communities of color
reported higher burdens of infections, but lower uptake of testing
and vaccines [1,6]. In studies of testing for sexually transmitted
infections (STIs) and COVID-19, lower socioeconomic status
has been associated with reduced testing uptake [7,8]. However,
few studies to date have examined how structural determinants
may have shaped mpox testing in a large, national sample of
MSM [9,10].

Beyond structural factors, engagement in mpox screening and
testing services may be driven by individual factors, particularly
risk perception and behavioral indication for mpox tests [11].
For example, GBMSM who report regular condom use have
been found to have lower engagement in testing for HIV [12]
and bacterial STIs [13]. Condom use and engagement in other
sexual behaviors associated with mpox (such as group sex)
[14,15] may therefore be associated with increased engagement
in mpox testing.

New infections have slowed significantly since the peak of the
outbreak [1,16], but equitable testing remains key to contract
tracing, treatment, and linkage to vaccination programs.
Understanding potential barriers and facilitators to mpox testing
during the peak of the 2022 outbreak can inform strategies for
future mpox or other STI outbreaks. The current work aims to
fill knowledge gaps around these barriers and facilitators by
describing suspected mpox symptoms and testing from an mpox
study among a sample of prior participants in the American
Men’s Internet Survey (AMIS).

Methods

Recruitment
The AMIS mpox study was an internet-based survey conducted
from August 5 to 15, 2022 in GBMSM aged 15 years and older
who had participated in AMIS 2021. Methods for the annual
AMIS have been described elsewhere [17]. Annual AMIS
participants were recruited via social media and deemed eligible
if they identified as cisgender male, aged ≥15 years, had ever
had sex with a man, and lived in the United States. For the mpox
study, the sampling frame included GBMSM who had completed
the AMIS 2021 survey cycle, had sex with a man in the past
year, and had consented to be recontacted for future research
(N=2999).

Ethical Considerations
This study received ethical approval from the Emory University
Institutional Review Board (IRB00047676). All activities were
conducted consistent with US Centers for Disease Control and
Prevention policies and regulations. All participants provided
informed consent to participate and were not compensated. All
study data were deidentified.

Procedures
Potential participants (ie, all AMIS 2021 participants who had
consented to be recontacted for future research, N=2999) were
contacted via email with an invitation to participate and a secure
survey link. Potential participants were contacted up to twice
and provided electronic informed consent after eligibility
screening. The internet-based survey included questions in
English about demographics, sexual behavior, substance use,
HIV and STI testing and diagnosis, HIV pre-exposure
prophylaxis (PrEP) use, and mpox knowledge, symptoms,
testing, diagnosis, vaccination, stigma, and behavior change.

Measures
We measured participant age, race or ethnicity (non-Hispanic
White, non-Hispanic Black, Hispanic or Latino, other), US
census region (Northeast, Midwest, South, or West), urbanicity
based on 2013 National Center for Health Statistics classification
[18], health insurance (none, private, public, other), self-reported
HIV status, current antiretroviral therapy use (among people
living with HIV, [19]) and current PrEP use (among those
without HIV).

Participants reported, in the past 3 months, their number of
sexual partners (1 or ≥2), participation in group sex, bathhouses
or sex clubs, or sex parties, and any illicit or injection drug use.
They also reported condomless anal sex (CAS) in the past 12
months, CAS with partners of a different HIV status in the past
3 months, HIV testing in the past 12 months, and STI testing
in the past 3 months.

Outcomes
We assessed symptoms suggesting mpox by asking: “In the past
three months, have you had a (1: fever or 2: new rash/sores on
the skin) and didn’t know the cause?” For GBMSM reporting
rashes, we asked their location and pain severity (rated 0‐10),
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and whether, after GBMSM first noticed the rash or sores, they
changed in appearance, number, or location.

We measured mpox testing by self-report. For GBMSM
reporting no mpox testing, we assessed agreement (4-point
Likert scale) with the statement: “If I thought I had mpox, I
could get a test if I wanted it.” GBMSM who strongly or
somewhat agreed were considered to have high mpox testing
self-efficacy, and those who strongly or somewhat disagreed
as having low self-efficacy. We also asked participants what
made it easy (for those with high self-efficacy) or difficult (for
those with low self-efficacy) to get a test; parallel response
options included location, eligibility, appointments, using one’s
own provider, site times, privacy, and cost.

Statistical Analysis
We calculated frequencies for participant characteristics,
symptoms suggesting mpox, and mpox testing. We calculated
unadjusted prevalence ratios (PRs) and 95% CIs for associations
between participant characteristics and symptoms suggesting
mpox. Factors found to have a significant association (α<.05)
with symptoms were included in a multivariable model to
calculate adjusted prevalence ratios (aPRs). The final model
included age, race or ethnicity, PrEP use, STI testing, and CAS.
We assessed model fit using Hosmer-Lemeshow test, which

has been recommended for use with binomially distributed data
[20]. We used frequencies to summarize the characteristics of
GBMSM reporting mpox testing. Among symptomatic GBMSM
who did not report mpox testing, we summarized testing
self-efficacy, barriers, and facilitators. All analyses were
performed in Stata 15.1 (StataCorp) [21].

Results

Sample Characteristics
Of 2999 GBMSM in the sampling frame, 824 completed the
mpox study survey for a response rate of 27.5%. The majority
of mpox study participants were aged ≥40 years (478/824, 58%),
non-Hispanic White (581/824, 70.9%), residents of urban areas
(770/824, 93.4%), and had private health insurance (564/824,
68.6%, Table 1). In the last 3 months, a minority reported CAS
with a partner of a different HIV status (220/824, 26.7%), group
sex (238/824, 29.1%), or attending a sex club (147/824, 19.7%),
or sex party (111/824, 14.9%). Just over two-thirds (575/824,
69.8%) reported past-year HIV testing, and around half
(408/824, 49.6%) reported STI testing in the last 3 months. Most
(720/824, 87.4%) were not people living with HIV and 44.7%
of these (316/720, 44.7%) were currently using PrEP; of 104
people living with HIV in the sample, 99 (96.1%) were currently
on HIV treatment.
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Table . Characteristics of participants in the American Men’s Internet Survey mpox substudy, United States, August 2022 (n=824).

Participants (n=824), n (%)Characteristics

Age (years)

46 (5.6)15‐24

86 (10.4)25‐29

214 (26)30‐39

478 (58)40 or older

Race or ethnicity

581 (70.9)Non-Hispanic White

87 (10.6)Non-Hispanic Black

88 (10.7)Hispanic or Latino

64 (7.8)Other

US census region

174 (21.1)Northeast

141 (17.1)Midwest

305 (37)South

204 (24.8)West

Urbanicity

54 (6.6)Rural

770 (93.4)Urban

Health insurance

24 (2.9)None

564 (68.6)Private

164 (20)Public

70 (8.5)Other or multiple

HIV test, last 12 months

249 (30.2)No

575 (69.8)Yes

Bacterial STIa test, last 3 months

410 (49.8)No

409 (49.6)Yes

HIV status

720 (87.4)Not living with HIV

104 (12.6)Living with HIV

Current ARTb use (n=103)c

4 (3.9)No

99 (96.1)Yes

Current PrEPd use (n=707)

391 (55.3)No

316 (44.7)Yes

Group sex, last 3 months

580 (70.9)No

238 (29.1)Yes
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Participants (n=824), n (%)Characteristics

Sex club, last 3 months

599 (80.3)No

147 (19.7)Yes

Sex party, last 3 months

634 (85.1)No

111 (14.9)Yes

CASe with serodifferent partner, last 3 months

604 (73.3)No

220 (26.7)Yes

aSTI: sexually transmitted infection.
b ART: antiretroviral therapy.
c One participant with HIV did not provide information on ART use.
dPrEP: HIV pre-exposure prophylaxis.
eCAS: condomless anal sex.

Prevalence of Symptoms Suggesting mpox and
Associated Factors
In total, 126/824 (15.3%) participants reported at least 1 mpox
symptom in the last 3 months (Table 2): 58/126 (46%) with
rash or sores, 57 (45%) with fever, and 11 (9%) with both. In
unadjusted analyses, there was decreased prevalence of
symptoms suggesting mpox among participants aged ≥40 years
versus 15‐24 years (PR 0.48, 95% CI 0.28‐0.82) and among
Hispanic or Latino versus non-Hispanic White participants (PR
0.44, 95% CI 0.20‐0.97), and increased prevalence among

participants reporting current PrEP use (PR 1.48, 95% CI
1.05‐2.09), recent STI tests (PR 1.40, 95% CI 1.01‐1.95),
and CAS in the last 12 months (PR 1.64, 95% CI 1.14‐2.35).
In our adjusted model, we failed to reject the Hosmer-Lemeshow

null hypothesis (Hosmer-Lemeshow χ8
25.01; P=.76), indicating

adequate model fit [20]. In adjusted analyses, prevalence of
symptoms suggesting mpox remained lower among GBMSM
aged ≥40 years versus 15‐24 years (aPR 0.49, 95% CI
0.28‐0.83), and higher among those reporting CAS (aPR 1.53,
95% CI 1.06‐2.20).
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Table . Symptoms suggesting mpox and testing among participants in the American Men’s Internet Survey mpox substudy, United States, August
2022 (n=824). Bold text indicates measures of association found to be statistically significant at α<.05; that is, confidence intervals that did not cross
1.00.

Ever tested for mpoxSymptoms, no
mpox testing

At least 1 symptom suggesting mpoxa, last 3 months

Participants (n=9), n (%)Participants
(n=114), n (%)

aPRc (95% CI)PRb (95% CI)Participants
(n=126), n (%)

Symptoms suggesting mpox

4 (44.4)————dNo fever or rash

0 (0)53 (46.5)——57 (45.2)Fever only

4 (44.4)52 (45.6)——58 (46)Rash or sores
only

1 (11.1)9 (7.9)——11 (8.7)Fever and rash
or sores

Age (years)

1 (11.1)10 (8.8)REFREFe12 (9.5)15‐24

2 (22.2)12 (10.5)0.64 (0.33‐
1.26)

0.61 (0.31‐
1.21)

14 (11.1)25‐29

3 (33.3)36 (31.6)0.64 (0.37‐
1.12)

0.68 (0.39‐
1.20)

39 (31)30‐39

3 (33.3)56 (49.1)0.49 (0.28‐
0.83)

0.48 (0.28‐
0.82)

61 (48.4)40 or older

Race or ethnicity

7 (77.8)81 (71.1)REFREF90 (71.4)Non-Hispanic
White

1 (11.1)12 (10.5)1.01 (0.60‐
1.71)

1.03 (0.62‐
1.73)

14 (11.1)Non-Hispanic
Black

1 (11.1)5 (4.4)0.41 (0.19‐
0.91)

0.44 (0.20‐
0.97)

6 (4.8)Hispanic or Lati-
no

0 (0)16 (14)1.44 (0.90‐
2.30)

1.63 (1.02‐
2.59)

16 (12.7)Other

Urbanicity

0 (0)10 (8.8)—REF11 (8.7)Nonurban

9 (100)104 (91.2)—0.74 (0.42‐
1.28)

115 (91.3)Urban

HIV status

6 (66.7)102 (89.5)—REF111 (88.1)Not living with
HIV

3 (33.3)12 (10.5)—0.93 (0.56‐
1.53)

15 (11.9)Living with HIV

Current ARTf use (n=15)

0 (0)0 (0)——0 (0)No

3 (100)12 (100)——15 (100)Yes

Current PrEPg use (n=707)h , i

0 (0)47 (46.5)REFREF50 (45.5)No

6 (100)54 (53.5)1.15 (0.75‐
1.75)

1.48 (1.05‐
2.09)

60 (54.5)Yes

STIj test, last 3 months

1 (11.1)45 (39.5)REFREF52 (41.3)No
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Ever tested for mpoxSymptoms, no
mpox testing

At least 1 symptom suggesting mpoxa, last 3 months

Participants (n=9), n (%)Participants
(n=114), n (%)

aPRc (95% CI)PRb (95% CI)Participants
(n=126), n (%)

8 (88.9)69 (60.5)1.33 (0.96‐
1.85)

1.40 (1.01‐
1.95)

74 (58.7)Yes

Number of partners, last 3 months

0 (0)23 (21.3)—REF25 (21)One

8 (100)85 (78.7)—1.44 (0.95‐
2.17)

94 (79%)Two or more

Group sex, last 3 months

3 (33.3)76 (66.7)—REF81 (64.3%)No

6 (66.7)38 (33.3)—1.35 (0.97‐
1.88)

45 (35.7)Yes

Sex club, last 3 months

5 (62.5)81 (75)—REF88 (74)No

3 (37.5)27 (25)—1.44 (1.00‐
2.08)

31 (26)Yes

Sex party, last 3 months

5 (62.5)89 (82.4)—REF96 (80.7)No

3 (37.5)19 (17.6)—1.36 (0.91‐
2.05)

23 (19.3)Yes

CASk, last 12 months

2 (22.2)33 (28.9)REFREF36 (28.6)No

7 (77.8)81 (71.1)1.53 (1.06‐
2.20)

1.64 (1.14‐
2.35)

90 (71.4)Yes

ampox: mpox.
bPR: prevalence ratio.
caPR: adjusted prevalence ratio.
dNot applicable.
eREF: reference.
fART: antiretroviral therapy.
gPrEP: HIV pre-exposure prophylaxis.
hThe model with PrEP use was restricted to individuals without HIV, and included all listed covariates except HIV status.
iNo PR reported given 100% of symptomatic people living with HIV reported current antiretroviral therapy use.
jSTI: sexually transmitted infection.
kCAS: condomless anal sex.

Uptake of mpox Testing
Among 126 symptomatic GBMSM, 114 (90.5%) did not report
mpox testing; their characteristics mirrored those of the overall
sample (Table 2). mpox testing was reported by 9 participants
(1%, Table 2), including 5 with reported symptoms. Most
GBMSM reporting mpox testing were non-Hispanic White (7/9
vs 1 Black and 1 Hispanic or Latino man) and all 9 lived in
urban areas. Most reported STI testing (8/9), 2 or more partners

(8/9), CAS (7/9), and group sex (6/9) in the last 3 months. Three
were people living with HIV, all on treatment; the remaining 6
without HIV reported current PrEP use.

Among 69 GBMSM experiencing recent rashes or sores with
unknown cause, most located them on hands or arms, feet or
legs, and genitals or pelvic area (Table 3). Over half (31/50,
62%) rated their pain as ≤2 on a 10-point scale. Most (38/69,
55%) reported no changes over time; the most common reported
change was worsening appearance of rash or sores (22/69, 32%).
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Table . Rash or sore location, severity, and changes among men having sex with men in the United States reporting new rashes or sores in the last 3
months (n=69).

Experienced new rash or sores with unknown
cause, last 3 months (n=69), n (%)

Location of rash

26 (37.7)Hands or arms

24 (34.8)Feet or legs

19 (27.5)Genitals or pelvic area

14 (20.3)Chest

13 (18.8)Face

10 (14.5)Anus

7 (10.1)Mouth

Severity of rash or sores

10 (20)0: no pain at all

21 (42)1‐2

11 (22)3‐4

4 (8)5‐6

4 (8)7‐8

0 (0)9‐10: the worst pain possible

Changes in rash or sores

38 (55.1)No changes

22 (31.9)Worsening appearance

11 (15.9)Increased number of rashes or sores in the same
location

7 (10.1)Rashes or sores in new locations

Of the 126 symptomatic GBMSM, 105 (83%) did not report
mpox testing and were offered questions about testing
self-efficacy and barriers and facilitators to testing (Table 4).
Among GBMSM with high testing self-efficacy (58/105, 55%),
common facilitators to testing were knowing where to test

(90%), convenient site hours (69%), and low-cost testing (38/58,
66%). Among those with low testing self-efficacy (47/105,
45%), the most common barriers to testing were not knowing
where to get tested (40/47, 85%) and difficulty getting
appointments (23/47, 49%).

Table . Characteristics of gay, bisexual, and other men who have sex with men with symptoms suggesting mpox who did not take up mpox testing
(n=105).

High testing self-efficacy (n=58), n
(%)

Low testing self-efficacya (n=47),
n (%)

Barriers or facilitators to testing

52 (89.7)40 (85.1)(Not) knowing where to get tested

29 (50)23 (48.9)Getting an appointment

24 (41.4)17 (36.2)Getting tested at own doctor

40 (69)11 (23.4)Convenience or testing site hours

29 (50)10 (21.3)(Not) knowing who is eligible

38 (65.5)7 (14.9)Cost considerations

19 (32.8)6 (12.8)Privacy considerations

a Assessed using the statement: “If I thought I had mpox, I could get a test if I wanted it.” Participants who strongly or somewhat agreed were considered
to have high mpox testing self-efficacy, and those who strongly or somewhat disagreed as having low self-efficacy.
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Discussion

Principal Findings
Our findings show that a large proportion of GBMSM with
symptoms suggesting mpox did not access mpox testing and
mpox testing was low or zero among GBMSM in rural areas
and GBMSM who were younger, Black, Hispanic or Latino, or
people living with HIV.

Compared with non-Hispanic White participants, we observed
low levels of mpox testing among Black and Hispanic or Latino
GBMSM in this study. While this likely reflects our overall
sample, which was primarily non-Hispanic White, it is worth
noting that this finding aligns with broader disparities not only
in mpox cases and vaccine delivery, but also with the majority
of US vaccine doses administered to date to non-Hispanic White
individuals [1]. Our findings may reflect structural challenges
with communication and knowledge of access to and locations
of testing, laboratory capacity, and stigma [22]. As others have
noted, additional data are needed to ensure equitable access to
and communication on mpox testing, including routine
collection of demographic data through testing programs [23,24].

There was no reported testing among GBMSM in rural or
nonurban areas in our study. While few participants in our study
were from rural areas, this parallels findings from an
internet-based study also conducted in August 2022, which
found that GBMSM in rural areas had lower perceived
susceptibility to and severity of mpox, compared with urban
GBMSM [25]. The authors of the earlier manuscript found
further disparities in rural GBMSM’s perceptions of mpox
vaccine benefits and in their intention to be vaccinated, amidst
potentially inadequate vaccine supply. Our findings likely reflect
broader challenges with public health infrastructure in rural
areas [26] and increased availability of HIV and STI services
in urban areas, which may have facilitated linkages to mpox
testing. While there are opportunities to leverage these services
for mpox testing, given only half of potentially symptomatic
GBMSM were engaged with PrEP and STI services, additional
outreach may be needed.

Testing uptake was also low among GBMSM living with HIV.
While only about 1 in 5 participants in our study were people
living with HIV, we agree with others that tailored interventions
can better serve this community with services, including mpox
testing, postexposure prophylaxis for mpox exposure, and
vaccination [27]. Current US surveillance data suggest that
around 40% of mpox diagnoses were among people living with
HIV [1]. Given recent evidence that suggests severe mpox in
the context of advanced immunosuppression may be an
AIDS-defining condition [28], structural interventions to
improve access to mpox testing among people living with HIV,
such as integrating mpox testing into routine care for people
living with HIV, are critical to ensure early identification and
treatment of new mpox cases.

We found that the most symptoms suggesting mpox in our
sample were rashes or sores, most commonly in the arms, legs,
and genitals. Rashes in the arms and legs were reported at a
similar rate in our study as has been shown in broader US

surveillance data; however, we saw less frequent rashes in the
genitals and face [5]. In our study, rashes and sores were
reported to be generally mild and commonly did not change
after they were first observed. This may explain the relatively
low uptake of mpox testing among potentially symptomatic
GBMSM, because GBMSM with mild symptoms suggesting
mpox may not have felt they needed a test or been eligible for
testing at that time [5]. During clinical encounters with GBMSM
(eg, STI testing), providers should continue to counsel GBMSM
to seek mpox testing and vaccine if they develop unexplained
rash or other symptoms consistent with mpox.

Limitations
A key limitation of these analyses is the small sample of
GBMSM in our study who reported mpox testing (n=9),
precluding advanced statistical analyses comparing the
characteristics of GBMSM who tested for mpox with those who
did not. Furthermore, we are unable to draw generalizable
conclusions based on the characteristics of these 9 individuals.
We recruited a convenience sample that is subject to selection
bias; our respondents were predominantly non-Hispanic White,
elderly, and privately insured and may have increased access
to mpox testing services—the sample is thus unlikely to
represent all GBMSM in the United States. Our use of
self-reported data and recall period of 3 months for most
outcomes may have introduced recall bias; furthermore, we are
unable to confirm whether those with symptoms suggesting
mpox indeed had acquired mpox. Given symptoms were
reported in the last 3 months, in some cases, participant
responses may have reflected symptoms before the first US
mpox case on May 17, 2022. We were also not able to place
individuals’ locations at the time of symptom onset or testing,
which may have affected testing uptake given the nonuniform
roll-out of testing nationwide. Regarding symptoms, we only
included items assessing the presence of fever and rash or sores;
we did not inquire about other symptoms commonly reported
among mpox cases such as malaise, headache, nausea or
vomiting, pain, itching, or bleeding. Low mpox testing
prevalence in this sample may be attributed to perceptions that
symptoms, such as fever or rash, were unrelated to mpox and
therefore did not require testing. Our findings also reflect the
timing of data collection (August 2022); access to mpox testing
and other services likely changed as the US outbreak response
evolved. For example, testing uptake could have been limited
due to sustained increases of telehealth services after the
COVID-19 pandemic, particularly among wealthier, insured
patients such as the GBMSM who comprised the majority of
our sample [29]. Furthermore, access to testing over the course
of the outbreak likely varied by geographic location, something
we were unable to fully assess in this analysis.

Conclusions
Similar structural barriers that have long been known to increase
the risk of other STIs were rapidly replicated during the mpox
outbreak in 2022. Sustained disparities fostered by racism,
stigma, and limited access to health care in rural settings
contribute to ongoing morbidity and mortality for GBMSM and
predispose many communities to unexpected new outbreaks
and epidemics such as mpox. While the epidemiology of mpox
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continues to evolve, transmission risk remains present and
characterizing optimal public health interventions for mpox is

critical to both prevent future outbreaks and more rapidly
respond if they occur.
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Abstract

Background: Parents play a pivotal role in supporting transgender and gender diverse (TGD) youth. Yet only 35% of TGD
youth describe their home as a gender-affirming place. Lack of parental support contributes to recent findings that TGD youth
are approximately three times more likely to attempt suicide than their cisgender peers. In contrast, parents’ affirmation of their
children’s gender identity significantly improves their mental health outcomes, by reducing anxiety, depression, and suicidality.

Objective: Addressing the urgent need for effective, scalable interventions, this study evaluates a novel digital approach: short,
animated storytelling videos. We hypothesized that our 2.5-minute video intervention would reduce antitransgender stigma, or
transphobia, and improve attitudes toward gender diverse children among US parents.

Methods: We recruited 1267 US parents, through the Prolific Academic (Prolific) online research platform, and randomized
them into video intervention or control groups. We measured transphobia using the Transgender Stigma Scale, and attitudes
toward transgender children using the gender thermometer, before and after watching the video. We compared outcomes between
the two groups using 2 × 3 ANOVA. Both groups were invited to return 30 days later for follow-up assessment, before being
offered posttrial access to the intervention video, which portrayed an authentic conversation between a mother and her transgender
child.

Results: Single exposure to a short, animated story video significantly reduced transphobia and improved attitudes toward
transgender children among US parents, immediately post intervention. We observed a significant group-by-time interaction in
mean Transgender Stigma Scale scores (F2,1=3.7, P=.02) and significant between-group changes when comparing the video and
control groups from baseline to post intervention (F1=27.4, P<.001). Effect sizes (Cohen d) indicated small to moderate immediate
changes in response to the 2.5-minute video, though the effect was no longer observed at the 30-day follow-up. Gender thermometer
scores revealed significant immediate improvements in the attitudes of participants in the video intervention arm, and this
improvement was sustained at the 30-day time point.

Conclusions: Short, animated storytelling is a novel digital approach with the potential to boost support and affirmation of
transgender children, by offering authentic insights into the lived experiences of TGD youth. Repeated exposures to such
interventions may be necessary to sustain improvements over time. Future studies could test a series of short, animated storytelling
videos featuring the lived experiences of several TGD youth. Evaluating the effect of such a series could contribute to the fields
of digital health communication and transgender health. Digital approaches, such as short, animated storytelling videos, that
support empathy and acceptance of TGD youth could foster a more inclusive society in which every child can thrive.

Trial Registration: AsPredicted.org 159248; https://aspredicted.org/ptmd-3kfs.pdf
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Introduction

Optimal health outcomes for transgender and gender diverse
(TGD) youth depend on the support and affirmation of their
parents, as well as other adults with whom they interact [1-5].
Yet, even in their own homes, only 35% of TGD youth feel
they are in a gender-affirming place [6]. Lack of parental support
contributes to recent findings that TGD youth are 2.7‐3.5 times
more likely to attempt suicide than their cisgender peers [7,8].
Simple, gender-affirming acts, such as consistently respecting
a child’s pronouns in the home, can dramatically reduce the
percent of TGD youth who attempt suicide from 21% to 12%
as in a 2023 US national survey [6]. However, reducing stigma
toward TGD youth, among adults, remains challenging [9,10].
Stigma acts as a broader social mechanism that contributes to
transphobia (prejudice against individuals who defy traditional
gender norms) [9,11]. Recent findings indicate that, even within
their own homes, only 35% of TGD youth report feeling that
they are in a gender-affirming place, with parental transphobia
being a key contributing factor [6]. Lack of adult support and
affirmation remains one of the leading causes of poor mental
health outcomes in TGD youth [2-5,12,13].

This public health problem is aggravated by a growing climate
of general societal intolerance in the United States. A record
number of anti-LGBTQ (lesbian, gay, bisexual, transgender,
queer) bills (more than 400) were introduced across US state
legislatures in 2023 [14]. These environmental factors contribute
to an alarmingly high rate of suicidality among TGD youth: the
2023 US National Survey on the Mental Health of LGBTQ+
Young People reported that 48% of transgender girls, 56% of
transgender boys, and 48% of nonbinary youth had seriously
considered attempting suicide in the past year [6]. Overall, TGD
youth are 3.5 times more likely to attempt suicide than their
cisgender peers [8]. Simple gender-affirming acts from adults,
such as consistently respecting a child’s pronouns, have been
associated with a dramatic reduction in the percent of TGD
youth who attempt suicide from 21% to 12% [6]. Even before
the COVID-19 pandemic, a scoping review published in the
Journal of Adolescent Health identified an urgent need for
innovative interventions to reduce transphobia toward TGD
youth [15]. Pandemic lockdowns, through a loss of community
and school support, further threatened the mental health of TGD
youth, who found themselves isolated and unsupported [16-18].

Research on transphobia reduction in schools highlights the
need for interventions to reduce stigma among all parents, not
just those of TGD youth [19]. Not only does affirmation from
the general parent community positively impact TGD children
directly, it also makes it easier for the parents of TGD children
to adopt gender-affirming attitudes toward their children, when
these prevail in the broader parent community [20,21].
Importantly, a parent’s journey toward acceptance and support
of their TGD child begins with them as a member of the general
parent community [22]. Only once they have truly accepted the
TGD identity of their child will they identify as “a parent of a

TGD child.” So, efforts to promote acceptance and reduce
transphobia in the general parent population supports TGD
youth in two ways: (1) a more accepting general parent
population will model acceptance for the parents of TGD youth,
and (2) a more accepting general parent population results in
gender-affirming interactions with TGD youth in school or
social settings, thereby creating a more accepting environment
in which all children can thrive [19-22].

A significant body of research suggests that social contact-based
interventions may be the most effective way to reduce stigma
[23-26]. Grounded in intergroup contact theory, this research
suggests that exposure to the stories and experiences of
transgender individuals can effectively reduce transphobia
toward them [27-31]. A known stumbling block of this approach
is the selection bias that limits exposure to the stories of TGD
youth, since prejudiced individuals generally avoid intergroup
contact [30]. Disseminating the stories of TGD youth to the
general public, on the platforms where they readily consume
information, still presents a major challenge.

In the postpandemic era, social media has become a primary
source of health information for the public [32]. A 2021 scoping
review in the Lancet Digital Health described social media as
a “crucial communication tool” for public health [33]. Social
media has proven effective for reaching broader and more varied
audiences, including hard-to-reach populations [32]. As such,
social media presents a powerful, emerging pathway for scaling
the stories of TGD youth to the public.

Short, animated storytelling videos, disseminated via social
media, emerged as a powerful digital approach to engaging
diverse audiences around the world, during the COVID-19
pandemic [34]. Harnessing the appeal of human stories,
enhanced with compelling soundtracks, this novel digital
approach is easily shareable and thus readily scalable via social
media [34,35].

This study investigated the effect of a short, animated
storytelling video on transphobia in a sample of US parents.
Our hypothesis was that exposure to the authentic narratives of
TGD youth, animated to protect their identities, could effectively
reduce transphobia and improve attitudes toward gender diverse
children, thereby boosting affirmation and support for TGD
youth, among parents in the general public.

Methods

Participants and Recruitment Procedure
From January to February 2024, we enrolled parents from the
general US population using Prolific Academic, a crowdsourcing
platform frequently used to recruit participants in online
psychology and medical research [36]. Prolific supports
high-quality data collection by ensuring consistency in
demographic responses over time, screening for bots, blocking
participants who hide their location, and assigning anonymous
unique participant IDs [37,38]. For this trial, we recruited
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English-speaking parents, aged 18‐50 years, with at least one
child, who were residing in the United States. Participants were
recruited through the Prolific Academic platform. Before the
initiation of this study, all participants reviewed a detailed
information sheet, outlining the rationale for this study as well
as all study procedures, and potential risks and benefits of taking
part in this study. Those who agreed to participate were directed
to complete this study’s procedures on Qualtrics, a secure online
data-collection platform.

Ethical Considerations
This study, which involved human participants, was performed
in accordance with the ethical standards laid down in the 1964
Declaration of Helsinki and was approved by the Stanford
University internal review board (IRB-#72761) on January 21,
2024. We followed the CONSORT (Consolidated Standards of
Reporting Trials) guidelines [39], and this study was registered
(#159248) with AsPredicted, a clinical trial registry created in
2015 by the Wharton School at the University of Pennsylvania
[40].

Informed consent was obtained from all participants prior to
enrollment in this study. Participants were provided with an
information sheet that contained a detailed description of this
study’s purpose, procedures, potential risks, and benefits. The
information sheet was reviewed and approved by the Stanford
IRB. Participants were informed that participation was voluntary
and that they could withdraw at any time without penalty. The
consent process was facilitated by Prolific Academic, the
academic recruitment platform through which participants were
recruited. Participants were paid US $2.40 for participation in
this short study, at 2 time points and in accordance with the
payment recommendations of Prolific Academic. Participants
were assured that their responses would remain confidential
and that any identifying data would not be shared with the
research team by Prolific. The informed consent process was
reviewed and approved by the Stanford IRB (#72761) ensuring
compliance with ethical research standards.

Randomization and Study Design
After consenting to take part in this study, participants were
randomly assigned to one of two groups: short, animated

storytelling video intervention group or a control group that
received a simple fact sheet about TGD youth. We used a
baseline survey to collect demographic information and we
administered validated questionnaires to assess transphobia and
attitudes toward TGD youth. We conducted the first round of
surveys immediately post exposure to the short, animated
storytelling intervention. Follow-up assessments, using the same
surveys, were conducted 30 days later. To ensure accuracy and
validity of the results, we included attention checks (eg, “For
this question, please select the answer ‘Neither agree nor
disagree.’”) and excluded participants who failed these. We also
used a timer to confirm that participants in the control group
read the TGD fact sheet and that those in the intervention group
viewed the short, animated storytelling video before proceeding
to the next screen. Each participant received US $2.40 for
completing this study.

Intervention
Our novel, digital intervention used a short, animated
storytelling video to capture an authentic prerecorded
conversation between a mother and her transgender child. We
chose this video because it follows the principles of social
contact-based interventions, which foster identification and
emotional engagement. A significant body of research suggests
that these principles have proven effective in reducing stigma
and transphobia by exposing viewers to the real-life stories and
experiences of marginalized individuals [23-30,41]. In the
conversation featured in our intervention, a mother asks her son
to recall experiences related to his gender identity, including
his early hesitations to confide in her that he was transgender.
The child then asks his mother about her worries, and she shares
these candidly. The identities of the speakers are concealed at
all times, and we received written permission to use the audio
recording from the speakers. The scenes and characters used to
represent the speakers were drawn by hand on a Wacom tablet,
by our coauthor (MA), and edited by the Educational
Technology Group at Stanford Medicine. Figure 1 shows
selected scenes and quotations from the intervention video.

The short, animated video tested in this trial can be previewed
on YouTube [42].
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Figure 1. Selected scenes and quotations from the short, animated storytelling intervention video shown to reduce transphobia in US parents in this
online, randomized controlled trial.

Instruments
The primary outcome was transphobia toward TGD youth,
which was measured using the total score of the Transgender
Stigma Scale (TSS) developed by Madera et al [43]. We adjusted
the wording of the scale items to assess attitudes toward
transgender children (eg, “Boys who act like girls should be
ashamed of themselves,” and “Children should play with toys
appropriate to their own sex”). The TSS is scored along a 5-point
Likert scale ranging from “strongly disagree” (1) to “strongly
agree” (5). Higher scores indicate greater transphobia. The TSS
is highly reliable and has a Cronbach α of 0.89 [43].

As secondary outcome, we measured attitudes toward TGN
children, using the “gender thermometer,” a tool we previously
developed to assess attitudes regarding sexual orientation and
gender diversity [27]. The thermometer provides the following
prompt: “Using a scale from zero to 100, please tell us about
your personal feelings toward transgender boys or girls. As you
do this task, think of an imaginary thermometer. The warmer
or more favorable you feel toward the group, the higher the
number you should give it. The colder or less favorable you
feel, the lower the number. If you feel neither warm nor cold
toward the group, rate it 50.” We asked respondents about their
attitudes toward (1) boys or girls and (2) transgender boys or
girls. Higher ratings indicate more positive attitudes toward the
group and lower ratings indicate less positive attitudes.
Researchers in the fields of political science and psychology
have frequently used feeling thermometers to assess attitudes
toward diverse groups, including sexual minorities [44].

Analysis
The main outcome measures were changes in total TSS scores
and gender thermometer scores, from baseline to post
intervention and from baseline to 30-day follow-up. We
calculated our sample size based on our previous studies
[27,45-48]. We used Pearson chi-square and one-way ANOVA
tests to compare sociodemographic characteristics between the
short, animated storytelling video intervention and control
groups. We used repeated-measures ANOVA tests to compare
the mean transphobia score between the groups at 3 time points.
Next, we used a one-way ANOVA test to compare changes
from baseline scores, at post intervention, and at 30-day
follow-up. We used independent t tests (2-tailed) to compare
gender differences at baseline. Data were analyzed using SPSS
(version 29.0; IBM Corp) [49].

Results

Sample Characteristics
We recruited 1267 US parents, through the Prolific Academic
online research platform. In total, 1177 parents completed the
preintervention assessment after we excluded 40 (3%) who
failed attention tests and 50 (4%) who left this study. Of these,
1159 (98%) completed the postintervention assessment and 976
(83%) completed the 30-day follow-up assessment. Figure 2
shows the design and flow of this study.

Sociodemographic characteristics and completion rates did not
differ significantly between groups (Table 1), nor did baseline
characteristics differ between follow-up completers and
noncompleters. Mean participant age was 39 (SD 6.9; range
20‐50) years. More than half of participants self-identified as
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female (n=653, 56%), 510 (43%) male, and 14 (1%) transgender
or nonbinary. Overall, 110 (9%) participants self-identified as
Hispanic, 192 (16%) non-Hispanic Black, 789 (67%)

non-Hispanic White, 57 (5%) non-Hispanic Asian, 8 (1%)
non-Hispanic Native American, and 18 (2%) other (Table 1).
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Figure 2. Study design and flow for our online, randomized controlled trial testing the effect of a short, animated storytelling video intervention on
transphobia in US adults.
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Table . Demographic characteristics of study participants.

StatisticTotal (N=1177)Narrative (n=596)Brief animation
(n=581)

Items

P valuePearson χ2 (df)

.860.18 (1175)a39 (6.9)39 (6.8)39.1 (7.1)Age (years), mean (SD)

.272.62(2)Gender, n (%)

653 (56)317 (53)336 (58)Female

510 (43)272 (46)238 (41)Male

14 (1)7 (1)7 (1)Transgender or
nonbinary

0 (0)0 (0)0 (0)Prefer not to an-
swer

.169.35 (6)Race and ethnicity, n (%)

110 (9)48 (8)62 (11)Hispanic

57 (5)25 (4)32 (6)Non-Hispanic
Asian

192 (16)95 (16)97 (17)Non-Hispanic
Black

8 (1)5 (1)3 (1)Non-Hispanic Na-
tive American

789 (66)411 (69)378 (65)Non-Hispanic
White

18 (2)12 (2)6 (1)Non-Hispanic oth-

erb

3 (0)0 (0)3 (1)Prefer not to an-
swer

aIndependent t tests.
bNon-Hispanic other: multiracial (n=15), Native Hawaiian (n=1), Jewish (n=1), and South Asian (n=1).

Intervention Effects
We observed significant differences in outcomes between this
study’s groups. Figure 3 presents mean TSS scores of this study
arms at 3 time points, showing that the control arm changed
minimally across time points, in contrast to the short, animated
storytelling video intervention arm, which showed a strongly
significant decrease in transphobia immediately post
intervention. This effect was no longer evident at 30 days post
intervention. A 2 × 3 group-by-time ANOVA showed a
significant group-by-time interaction in mean TSS scores
(F2,1=3.7, P=.02). One-way ANOVAs revealed significant
between-group changes between the short, animated storytelling
video and control groups from baseline to post intervention
(F1=27.4, P<.001), but not from baseline to the 30-day
follow-up.

Figure 4 presents mean gender thermometer scores, by study
arm, over time. Figure 4A shows changing attitudes toward
transgender boys or girls. Attitudes of participants in the short,
animated storytelling video intervention arm improved
significantly over time and this improvement was sustained at
the 30-day time point. In contrast, we observed a slight
improvement in the control arm, which was not significant, and
showed a subsequent rebound at the 30-day follow-up.

We did not find a 2 × 3 group-by-time interaction. However,
independent t tests showed a significant difference between the
changes from baseline to post intervention between short,
animated storytelling video intervention and control groups
(change of 2.2, SD 9.7 vs 0.8, SD 6.5; t=3, tdf=1151 P=.003).
We did not observe an effect of the intervention on attitudes
toward cisgender boys or girls (Figure 4B).
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Figure 3. Mean scores on the TSS between short, animated storytelling video intervention (n=588) and control (n=598) groups at 3 time points in our
online RCT measuring the effect of a short, animated storytelling intervention on transphobia in US adults. Follow-up surveys completed after 30 days;
higher scores indicate greater transphobia; TSS (range 10‐50). Repeated measure ANOVA (P=.02). RCT: randomized controlled trial; TSS: Transgender
Stigma Scale.

Figure 4. Gender thermometer scores toward (A) transgender children and (B) cisgender children, at 3 time points in our online RCT measuring the
effect of a short, animated storytelling intervention on transphobia in US adults. Follow-up surveys completed after 30 days; higher scores indicate
more favorable attitudes; gender thermometer (range 0‐100). RCT: randomized controlled trial.

Participant Gender Differences
Figure 5 presents baseline differences between men and women
on the TSS (26.6, SD 9.7 vs 23.7, SD 9.8; independent t tests:
t=5.1, tdf=1161, P<.001) and on the gender thermometer both

for transgender boys or girls (57.7, SD 32 vs 67.5, SD 33.1,
t=5.1, tdf=1161, P<.001) and cisgender boys or girls (82.4.7,
SD 21 vs 86.6, SD 19.7, t=3.5, tdf=1161 P<.001). The observed
baseline differences between men and women remained constant
across time points in both study groups.
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Figure 5. Gender differences (TSS and gender thermometer) at baseline in our online RCT measuring the effect of a short, animated storytelling
intervention on transphobia in US adults. Higher scores indicate greater transphobia; TSS (range 10‐50). Higher scores indicate more positive attitudes;
GT (range 0‐100). GT: gender thermometer; RCT: randomized controlled trial; TSS: Transgender Stigma Scale.

Discussion

In this study, we conducted a large-scale, randomized, controlled
experiment to document the potential of a novel, digital
approach—short, animated storytelling—to reduce transphobia
and improve attitudes toward TGD youth among US parents.
Within our study population, we observed significantly reduced
transphobia and significantly improved attitudes toward TGD
youth, immediately after viewing the 2.5-minute short, animated
storytelling video intervention. The effect of this short video
was no longer evident one month after the intervention,
suggesting that repeated, short exposures to similar short,
animated storytelling video content may be necessary to sustain

transphobia reductions and improvements in attitudes over time.
One potential approach is to develop and disseminate a series
of short, animated storytelling videos featuring the authentic
lived experiences of several TGD young people. This scalable,
digital approach could be implemented through a
smartphone-based ecological momentary intervention.
Evaluating the effect of such a series could be a meaningful
future research direction in the fields of both digital health
communication and transgender health.

During the COVID-19 pandemic, our coinvestigator (MA)
developed the short, animated storytelling approach, a novel
digital modality for scaling health information worldwide. Early
short, animated storytelling COVID prevention videos reached
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more than 15 million people via social media within 4 months
[35]. High voluntary public engagement with short, animated
storytelling content was also documented in randomized,
controlled trials [50,51]. As short, animated storytelling videos
have proven effective for engaging diverse adult audiences,
they present a potentially promising new method for engaging
the public in the stories of TGD youth. The findings of this
study support the potential for using short, animated storytelling
to reduce transphobia and elicit empathy. Animation also
protects the identities of the TGD storytellers—an important
consideration, since many of these young people still live in
“stealth” [52].

Intergroup contact theory, and recent research grounded on this
theory, support the stigma-reducing potential of social contact
with TGD individuals [27,28,30,31,53,54]. To date,
interventions designed to reduce transphobia have been difficult
to scale broadly to the public because (1) they involve
face-to-face or online synchronous interactions, (2) they involve
a significant time commitment and some form of active “opting
in,” thereby self-selecting for people who already have low
stigma, or (3) they lack the production value needed to make
them highly engaging—one of the keys to scalability [55]. The
short, animated storytelling video tested in this study packages
a theory-driven approach to stigma reduction (the sharing of
human stories) in a readily scalable form of health message
(short, animated videos that can be shared via social media) to
overcome a critical health challenge (lack of support and
affirmation for TGD youth). Anecdotally, and supporting the
potential for easy scalability, one participant in our study sent
a message to the research team:

As the father of a child with 2 trans friends, this video
is amazing and I showed it to my daughter, who is 8
and she completely loved it. She asked if we could
send it to her friends’ parents, who called us and
thanked us. So I wanted to let you know this was
helpful and well thought. I can’t thank you enough!

In this study, we also observed significant differences in baseline
transphobia between men and women. Aligned with prior
research, men in our study scored significantly higher on
transphobia than did women, and these differences persisted

across time points [11,56]. Other researchers have proposed
that threatening gender norms can trigger a perceived loss of
social status among men more than women [57]. Men may also
be more likely to feel that transgender individuals pose a threat
to their own gender identity and masculinity [58]. Future
interventions could include story-based content that is tailored
toward men. Featuring the stories of fathers, who are supporting
of and affirming to their transgender children, may be
particularly important. We also note that, to date, much of the
research on family support of TGD youth focuses on parents,
but there is an emerging body of research on the attitudes of
other family members (eg, grandparents and siblings) toward
transgender youth. If parents are not supportive, these other
family members may be able to play a vital role in protecting
transgender youth and the approach described here could also
work with a wider range of target audiences.

A limitation of this study is the fact that our sample was
recruited via an online research platform, suggesting that the
sample may not be entirely representative of the general
population in the United States. However, considering the
intended, digital dissemination route for our intervention (social
media), we feel this population is similar enough to our target
population to allow us to gain some meaningful insights and
draw relevant conclusions.

Our findings highlight the important role of authentic
storytelling, packaged in scalable, accessible digital formats,
for reducing transphobia toward TGN youth. These results also
add to the growing field of research on short, animated
storytelling, an innovative digital approach to rapidly scaling
health information worldwide. Finally, these findings underscore
the potential for light-touch, scalable video content to improve
attitudes toward TGN youth within our society. Simply put,
adults can be critical determinants of better health outcomes for
TGD youth, simply by affirming their right to live and express
themselves. Using authentic storytelling to engage and elicit
empathy, and social media to broadly reach adults across
demographics, we have the potential to catalyze a shift toward
affirmation and support within society—a shift that could help
children of all gender identities to survive and thrive.
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Abstract

Background: Women and sexual minority individuals have been found to be at higher risk for experiencing poor sleep health
compared to their counterparts. However, research on the sleep health of sexual minority women (SMW) is lacking in China.

Objective: This study aimed to examine sleep quality and social support for Chinese women with varied sexual identities, and
then investigate the in-depth relationships between sexual identity and sleep.

Methods: This was a cross-sectional web-based survey. All participants completed a structured questionnaire containing a set
of sociodemographic items referring to the social-ecological model of sleep health, the Pittsburgh Sleep Quality Index, the Social
Support Rating Scale, and social relationships and environment domains of the World Health Organization Quality of
Life-abbreviated short version. Pearson correlation coefficients were used to examine the relationship between sleep quality and
social support as well as the two domains of quality of life. Structural equation modeling analysis was used to explore the
social-ecological relationships.

Results: A total of 250 cisgender heterosexual women (CHW) and 259 SMW were recruited from July to September 2021. A
total of 241 (47.3%) women experienced poor sleep quality and the rate was significantly higher in SMW than in CHW (55.2%
vs 39.2%, P<.001). Around one-fifth of SMW reported low levels of social support, which was significantly higher than that of
CHW (21.6% vs 5.6%, P<.001). Pearson correlations showed that overall sleep quality was significantly negatively associated
with social support with weak correlations (r=−0.26, P<.001). The final structural equation modeling analysis with satisfactory
fit indices identified 6 social-ecological pathways, showing that alcohol use, objective support, utilization of support, and perceived
social relationship and environment quality of life played important roles in the sleep quality of individuals from their sexual
identity.

Conclusions: SMW experienced poorer sleep quality compared to CHW. Further research is recommended to address the
modifiable factors affecting sleep and then implement tailored sleep improvement programs.

(JMIR Public Health Surveill 2025;11:e53549)   doi:10.2196/53549

KEYWORDS

sleep; social support; sexual minority women; social-ecological model; quality of life; structural equation model; Chinese women;
China; women; structural equation modeling analysis; sleep quality; sexual identity; survey; heterosexual; cisgender

Introduction

Sleep is a crucial element that significantly impacts health across
all populations. As a modifiable behavior, sleep is strongly
linked to health and well-being [1], and abnormal sleep has
been proven to be significantly associated with an extensive
range of adverse health-related outcomes [2,3]. Consequently,
sleep health is increasingly recognized as a public health issue
that concerns everyone [4,5]. Sleep quality is widely used to
evaluate sleep health and includes both objective and subjective
aspects of sleep [6]. Many studies have shown that women

generally experience poorer sleep quality than age-matched
men, possibly due to the influence of sex steroids over sleep
[7,8]. Although research on sleep health among vulnerable
populations has gradually increased, most studies have been
limited to racial or ethnic minorities [7,9-12], and knowledge
of sleep health among sexual minority populations is relatively
scarce [13].

To date, only 3 reviews have been published on the sleep health
of sexual minorities, with all being narrative reviews that contain
a very limited number of studies [14-16], reflecting the fact that
relevant research is still in its infancy. Overall, these reviews

JMIR Public Health Surveill 2025 | vol. 11 | e53549 | p.766https://publichealth.jmir.org/2025/1/e53549
(page number not for citation purposes)

Wu et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://dx.doi.org/10.2196/53549
http://www.w3.org/Style/XSL
http://www.renderx.com/


suggest that sleep health constitutes an unmet health need for
sexual minorities, and sleep health disparities related to sexual
identity have been widely documented. Consistently, existing
studies have recognized that sexual minority individuals
experience significantly worse sleep quality than their cisgender
and heterosexual peers. Furthermore, women and sexual
minority individuals reported more sleep difficulties than did
men or heterosexual participants [17], and sexual minority
women (SMW) were more likely to report a higher prevalence
of poor sleep quality than heterosexual women regardless of
race/ethnicity [18-20], especially those in less supportive
environments [21]. Additionally, SMW were more vulnerable
to experiencing sleep disturbances than both sexual minority
and heterosexual men [22], indicating that the sleep health of
SMW deserves more attention.

The current evidence on sleep health among sexual minority
Chinese is very limited; it remains an understudied area of
research. So far, there are only 3 relevant studies, 2 of which
are based on the analysis of data from nationwide school-based
surveys of adolescents [23,24] and college students [25],
indicating that sexual minority status was significantly
associated with poor sleep quality. Notably, there is only 1 study
that specifically investigated the sleep and discrimination
experienced by lesbian, gay, and bisexual individuals in Hong
Kong [26], and the results showed that discrimination
experienced was associated with greater sleep disturbance,
which in turn led to poorer physical and mental health
conditions.

Health-related research on sexual minority Chinese also exhibits
significant gender disparities, manifested by a substantially
higher focus on the male sexual minority population than on
female groups [27]. A recently published scoping review that
mapped all the scientific literature and gray reports on the health
needs of women with same-sex attraction in mainland China
determined that Chinese sexual minority women have multiple
unmet health needs [28], such as substance abuse, concerning
mental health, and sexual and reproductive health. However,
little is known about their sleep health, which is a crucial health
issue that deserves more attention.

Research on factors affecting sleep has received more attention
in recent years [29,30]. Grandner et al [31,32] initially proposed
the social-ecological model of sleep health that integrated
possible determinants of sleep and sleep-induced health
outcomes from a global perspective. This model has been
applied to studies in different populations [9,33,34] but has not
yet been applied to sexual minority populations. Regarding the
determinants of sleep, this model considers from a
socio-ecological perspective that sleep may be determined by
multiple causes at 3 levels, including the individual level, social
level, and societal level.

Individual-level factors contain all aspects directly related to
individuals’ sleep such as genetics and sleep-related behaviors.
A growing body of literature suggests that alcohol use has
detrimental effects on sleep [35] by reducing sleep quality [36].
Meanwhile, there is also comprehensive evidence that the pooled
association between alcohol use and sleep disorders was not
significant [37], suggesting that the relationship between alcohol

use and sleep needs further investigation. Similarly, smoking
has been identified as another sleep determinant [38], with
smokers being more vulnerable to poorer sleep quality [39]. In
China, a review targeting sexual minority women concluded
that the prevalence of smoking and alcohol use among minority
women was much higher than among general women [28].
Therefore, alcohol use and smoking status need to be considered
along with sexual identity when exploring individual-level
factors that affect sleep quality.

Social-level factors influencing sleep could be socioeconomic
status, ethnicity, and social support. Ethnic minorities and
individuals from disadvantaged economic backgrounds generally
report lower sleep quality [12,13]. In addition, a review of sleep
research concluded that financial hardship is associated with
poor sleep health in the general population [16]. Notably, many
studies have confirmed that social support is a key factor
affecting sleep [40,41], with greater social support associated
with better sleep outcomes [42-45], while having strained
relationships was linked to more troubled sleep [46]. Compared
with heterosexual populations, social support has unique
functions in sexual minority individuals, but they reported
receiving less support [47]. Therefore, when exploring
social-level factors affecting sleep quality, conditions such as
ethnicity, education, employment, and economic status need to
be considered in addition to social support.

Regarding societal-level factors affecting sleep, geography,
physical environment, and other aspects of the environment
could be grouped into this category [32], and environmental
factors may positively or negatively impact sleep [48]. A cohort
study also found a link between declining social relationship
quality and poor sleep quality [49]. The societal-level factors
are closely linked to everyone’s livelihood, and therefore it is
worth exploring whether individuals are local residents or new
migrants to their current residence and whether they are
cohabitating with others. The abovementioned factors involved
in the social-ecological model might have direct or indirect
impacts on sleep, but the associations among these factors have
not been fully studied.

Despite the evident vulnerability of women and sexual
minorities to poor sleep, there has been little research on their
sleep health. Meanwhile, in China, research on the sleep health
of sexual minorities, although gradually receiving attention in
recent years, is still very limited, and there is currently no
research specifically on the sleep of sexual minority women.
To help eliminate inequalities in sleep health, a more diverse
and inclusive sample, including women of different sexual
identities, is greatly needed. Therefore, this study aimed to
examine the sleep quality and social support in Chinese adult
women, compare them between SMW and cisgender
heterosexual women (CHW), then investigate the in-depth
relationships between sexual identity and sleep using structural
equation modeling (SEM) in the Chinese context.
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Methods

Participants and Recruitment
This was a web-based cross-sectional study. The Strengthening
the Reporting of Observational Studies in Epidemiology
(STROBE) checklist [50] was used for reporting the study
findings. Eligible participants were Chinese women who: (1)
were at least 18 years old, (2) self-identified as female or were
assigned female gender at birth, and (3) were able to read and
understand Mandarin Chinese.

Generally, the minimum sample size for SEM is 200 [51,52],
and the sample size needs to be more than 25 times the number
of parameters as a rule of thumb [53]. In this study, based on
the hypothesized model, it is evident that 10 variables are
expected to be entered into the SEM model validation, thus the
minimum sample size is 250.

Convenience sampling and respondent-driven sampling methods
were used to recruit this relatively hidden population [54,55],
by releasing the study poster via 4 popular nongovernmental
organizations and encouraging respondents to help recruit
potential peers through their network of connections. Details
regarding the recruitment procedure have been previously
reported [56].

In this study, 524 questionnaires were collected between July
and September 2021, of which 15 were excluded for being
cisgender men, adolescents, or invalid data. Finally, a total of
509 (97.1%) adult women were enrolled in the study with no
missing data.

Ethical Considerations
This study was approved by the Human Research Ethics
Committee of the University of Hong Kong (reference number
EA210325) on July 8, 2021. Electronic written consent was
obtained for each study participant. Data were collected using
an online survey platform (Wenjuanxing), and no compensation
was provided. All information collected during the study was
kept anonymous and strictly confidential.

Measures

Pittsburgh Sleep Quality Index
The Pittsburgh Sleep Quality Index (PSQI) is a commonly used
measure of individuals’ sleep quality [14,57]. It includes 19
self-rated items, and they generate 7 component scores with an
average weight of 0‐3 points. The Chinese version of the PSQI
has been previously validated [58,59] and was used in this study.
Specifically, the seven components are: (1) subjective sleep
quality, (2) sleep latency, (3) sleep duration, (4) habitual sleep
efficiency, (5) sleep disturbances, (6) sleeping medication use,
and (7) daytime dysfunction. The sum of the 7 component scores
yields 1 global score, ranging from 0 to 21 points, and higher
scores represent poorer sleep quality. A global PSQI score >5
indicates poor sleep quality [6,57].

Social Support Rating Scale
The Social Support Rating Scale (SSRS) is a 10-item scale
specially designed for the Chinese population with sound
reliability and validity [60]. It includes three dimensions of

social support: (1) subjective support, (2) utilization of support,
and (3) objective support. The full-scale score and dimension
scores are the sum of the scores of each item, with higher scores
indicating higher levels of social support [61,62]. In addition,
a total score of 22 or below could be classified as low level,
23‐44 as medium level, and 45‐66 as a high level of social
support [63].

World Health Organization Quality of Life – Abbreviated
Short Version
The World Health Organization Quality of Life – Abbreviated
Short Version (WHOQOL-BREF) is a generic quality of life
(Qol) measure comprising 4 domains, and the psychometric
properties of its Chinese version have been confirmed [64-66].
According to the social-ecological model of sleep [32], social
relationships and environment could be considered as the
societal-level factors affecting sleep, but there is little evidence
of associations between sleep and these factors. Thus, this study
used the social relationship domain and environment domain
of the WHOQOL-BREF as societal-level factors of sleep for
investigation. Each domain score can be transformed into a
score ranging from 4 to 20, with higher scores representing
better Qol [64,67].

Sociodemographic Information
All participants completed a set of sociodemographic items that
were widely reported in previous studies referring to the
social-ecological model of sleep health [31,32], including
individual-level factors (sexual identity, age, smoking status,
alcohol use status, drug use status), social-level factors
(ethnicity, education, employment, income, number of friends,
social support, relationship status, bed-sharing situation), and
societal-level factors (local resident or not, duration in current
residence, cohabitation situation, social relationship and
environment Qol).

Statistical Analysis
Descriptive statistics were reported on participants’demographic
characteristics, sleep quality, and social support. Independent

t tests and χ2 tests were conducted for comparisons between
SMW and CHW. Cohen d effect size was calculated [68].

Social-Ecological Factors Identification
Pearson correlation coefficients were used to examine the
relationship between sleep quality and social support as well as
the 2 domains of quality of life, and the correlations were
defined as strong (≥0.5), moderate (≥0.3 and <0.5), or weak
(<0.3) [68]. Then, independent t tests, 1-way ANOVA, and
multiple linear regressions were performed to identify factors
significantly associated with sleep quality.

Structural Equation Modeling Analysis
Based on the factors identified previously (which will be further
detailed in the Results section), with reference to the
socio-ecological model of sleep, the following factors with
significant coefficients were simultaneously entered into the
SEM analysis, including sexual identity (binary), alcohol use
(binary), and smoking (binary) (identified as individual-level
factors); the number of friends (categorical) and social support
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(continuous) (identified as social-level factors); and social
relationship Qol (continuous) and environment Qol (continuous)
(identified as societal-level factors). Sleep quality was treated
as the latent construct using the 7 domains of the PSQI measure.

The hypothesized model for socioecological influences on sleep
based on the social-ecological model of sleep is shown in Figure
1.

Figure 1. Hypothesized model for socioecological influences on sleep (based on the social-ecological model of sleep). PSQI: Pittsburgh Sleep Quality
Index; Qol: Quality of life; Qol_Env: Environment domain of Qol; Qol_Soc: Social relationship of Qol; SSRS: Social Support Rating Scale; SSRS-D1:
objective support; SSRS-D2: subjective support; SSRS-D3: utilization of support.

All identified variables and the 7 components of sleep quality
were included in the SEM model to test the hypothesized
relationships among the previously listed variables. Standardized
coefficients (β), standard errors, and associated P values are
reported for all paths of the final model. Model goodness of fit

was evaluated using chi-square (χ2), root mean square error of
approximation (RMSEA), comparative fit index (CFI),
Tucker-Lewis index (TLI), and standardized root mean square
residual (SRMR). The model fit was considered adequate
[69,70] when RMSEA (90% CI) ≤0.08, CFI ≥0.90, TLI ≥0.90,
and SRMR ≤0.05.

Data were analyzed using SPSS version 28.0 (IBM Corp), and
the SEM analysis was performed using Mplus 8.6 software [71].
All significance tests were 2-tailed, and findings with P values
<.05 were considered statistically significant.

Results

Participant Characteristics
Table 1 presents the sociodemographic characteristics of the
509 women. Approximately half of the participants (259/509,
50.9%) were SMW, and 250 (49.1%) were CHW. The mean
age of the overall sample was 25.57 years (SD 5.77), ranging
from 18 to 56 years old. Details regarding the sexual orientation
and gender identity of participants have been previously reported
[56]. Notably, SMW had higher rates of substance use than
CHW, and the rates of smoking and alcohol use showed
significant differences (27.4% vs 4%, P<.001; 73.7% vs 56%,
P<.001; respectively). Nine participants in total (1.8%) had a
history of recreational drug use (4 used cannabis and 5 used
methamphetamine), 7 of whom were SMW.
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Table . Sociodemographic characteristics of the study sample with comparisons (N=509).

CHWb (n=250)SMWa (n=259)Overall (N=509)Characteristics

Smoking, n (%); P <.001 c

240 (96)188 (72.6)428 (84.1)    Never smoked or have quit
smoking

10 (4)71 (27.4)81 (15.9)    Current smoker

7 (70)41 (57.7)48 (59.3)Seldom (<1 time/week)d

09 (12.7)9 (11.1)Usually (1-7 times/week)d

3 (30)21 (29.6)24 (29.6)Almost smoke every dayd

Alcohol use, n (%); P <.001

110 (44)68 (26.3)178 (35)    Never drank or have quit

140 (56)191 (73.7)331 (65)    Current alcohol user

109 (43.6)111 (42.9)220 (43.2)Seldom (<1 time/week)e

24 (9.6)64 (24.7)88 (17.3)Occasionally (2‐4 times/month)e

4 (1.6)13 (5)17 (3.3)Usually (2‐4 times/week)e

3 (1.2)3 (1.2)6 (1.2)Almost use alcohol every daye

Drug use, n (%); P =.10

248 (99.2)252 (97.3)500 (98.2)    Never used before

2 (0.8)7 (2.7)9 (1.8)    Have used drugs before

Ethnicity, n (%); P =.12

224 (89.6)242 (93.4)466 (91.6)    Han people

26 (10.4)17 (6.6)43 (8.4)    Others (Muslim, etc)

Education, n (%); P <.001

12 (4.8)21 (8.1)33 (6.5)    High school and below

117 (46.8)167 (64.5)284 (55.8)    College/bachelor

121 (48.4)71 (27.4)192 (37.7)    Graduate degree and above

Monthly income (Chinese yuan)f, n (%); P <.001

75 (46)88 (54)163 (32)    ≤1000

28 (35.4)51 (64.6)79 (15.5)    1001‐3000

17 (42.5)23 (57.5)40 (7.9)    3001‐5000

16 (48.5)17 (51.5)33 (6.5)    5001‐7000

21 (46.7)24 (53.3)45 (8.8)    7001‐9000

22 (57.9)16 (42.1)38 (7.5)    9001‐11,000

71 (64)40 (36)111 (21.8)    More than 11,000

Relationship, n (%); P <.001

136 (54.4)115 (44.4)251 (49.3)    Have a steady partner

114 (45.6)144 (55.6)258 (50.7)    Have no steady partner(s)

Bed sharing status, n (%); P= .12

133 (53.2)160 (61.8)293 (57.6)    Separate bed in separate room

39 (15.6)37 (14.3)76 (14.9)    Separate bed in shared room

78 (31.2)62 (23.9)140 (27.5)    Sharing same bed with partner

Local resident or not, n (%); P= .52
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CHWb (n=250)SMWa (n=259)Overall (N=509)Characteristics

85 (34)96 (37.1)181 (35.6)    Local resident

165 (66)163 (62.9)328 (64.4)    Nonlocal resident (migrant)

Duration in current residence, n (%); P= .59

23 (9.2)27 (10.4)50 (9.8)    <3 months

6 (2.4)11 (4.2)17 (3.3)    3‐6 months

18 (7.2)15 (5.8)33 (6.5)    7‐12 months

203 (81.2)206 (79.5)409 (80.4)    >1 year

Cohabitation status, n (%); P <.001

54 (21.6)60 (23.2)114 (22.4)    Live alone

7 (2.8)34 (13.1)41 (8.1)    Live with same-sex partner

57 (22.8)18 (7)75 (14.7)    Live with opposite-sex partner

49 (19.6)42 (16.2)91 (17.9)    Live with friends

69 (27.6)93 (35.9)162 (31.8)    Live with family

14 (5.6)12 (4.6)26 (5.1)    Other

Quality of life, mean (SD); P <.001

14.23 (2.61)13.02 (3.35)13.62 (3.07)    Social relationship domain

14.18 (2.35)13.32 (2.90)13.74 (2.68)    Environment domain

aSMW: sexual minority women. The percentages for this column were all calculated with 259 SMW as the denominator.
bCHW: cisgender heterosexual women. The percentages for this column were all calculated with 250 CHW as the denominator.
cAll P values were reported by conducting comparisons performing χ2 tests or independent t tests.
dThe denominator for this row is the number of current smokers (n=81).
eThe denominator for this row is the number of current alcohol users (n=331).
f1 CNY=US $0.136612.

Sleep Quality and Social Support
A total of 241 (47.3%) women experienced poor sleep quality
and the rate was significantly higher in SMW than in CHW
(55.2% vs 39.2%, P<.001). Similarly, independent t tests showed
that SMW experienced significantly worse overall sleep quality
than CHW (P<.001). There were statistically significant
differences in subjective sleep quality, sleep latency, habitual

sleep efficiency, sleep disturbances, and daytime dysfunction
between CHW and SMW (Table 2). In addition, 81.5%
(415/509) of all participants reported medium levels of social
support. Around one-fifth of SMW reported low levels of social
support, which was significantly higher than that of CHW
(21.6% vs 5.6%, P<.001). Table 2 shows that SMW reported
significantly lower support in all aspects than CHW (P<.01).
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Table . Sleep quality and social support of the study sample with comparisons (N=509).

Chi-square (df) or Co-
hen d

P valueCHWb (n=250)SMWa (n=259)Overall (N=509)

Sleep quality (PSQI c ), n (%)

13.08 (1)<.001152 (60.8)116 (44.8)268 (52.7)    Good (total score
≤5)

98 (39.2)143 (55.2)241 (47.3)    Poor (total score >5)

Sleep quality (PSQI), mean (SD)

0.25.0051.04 (0.72)1.22 (0.74)1.13 (0.74)    Subjective sleep
quality

0.20.021.14 (0.93)1.33 (1.01)1.24 (0.98)    Sleep latency

0.14.130.37 (0.66)0.46 (0.75)0.42 (0.71)    Sleep duration

0.19.030.30 (0.67)0.45 (0.86)0.38 (0.78)    Habitual sleep effi-
ciency

0.23.0091.00 (0.53)1.12 (0.53)1.06 (0.53)    Sleep disturbances

0.17.060.12 (0.50)0.21 (0.66)0.17 (0.59)    Sleeping medication
use

0.32<.0011.37 (0.96)1.68 (0.97)1.53 (0.98)    Daytime dysfunction

0.36<.0015.33 (3.16)6.48 (3.32)5.92 (3.29)    Total score

Social support (SSRS d ), n (%)

36.42 (2)<.00114 (5.6)56 (21.6)70 (13.8)    Low level (total
score ≤22)

216 (86.4)199 (76.8)415 (81.5)    Medium level (total
score 23-44)

20 (8)4 (1.6)24 (4.7)    High level (total
score >45)

Social support (SSRS), mean (SD)

−0.28.0017.89 (2.28)7.23 (2.35)7.55 (2.34)    Objective support

−0.62<.00117.85 (5.60)14.54 (5.09)16.17 (5.59)    Subjective support

−0.48<.0017.96 (1.95)7.04 (1.88)7.49 (1.97)    Utilization of sup-
port

−0.65<.00133.70 (7.75)28.81 (7.41)31.21 (7.96)    Total score

aSMW: sexual minority women.
bCHW: cisgender heterosexual women.
cPSQI: Pittsburgh Sleep Quality Index.
dSSRS: Social Support Rating Scale.

Associations Between Social-Ecological Factors and
Sleep
The correlations among sleep quality (PSQI total score and
seven component scores) and social support (SSRS total score
and three domain scores), social relationship Qol, and

environment Qol are reported in Table 3. The total sleep quality
was significantly negatively associated with social support and
all domains with weak correlations (r ranged from −0.15 to
−0.26, P<.001), and it was significantly negatively linked with
social relationship Qol (r=−0.38, P<.001) and environment Qol
(r=−0.39, P<.001) with moderate correlations.
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Table . Correlations between sleep quality, social support, and quality of life.

Quality of lifeSocial support (SSRSb)Sleep quality

(PSQIa)

EnvironmentSocialSum scoreUtilizationSubjectiveObjective

Subjective sleep quality

−0.26−0.23−0.17−0.13−0.17−0.07    r

<.001<.001<.001.005<.001.14    P value

Sleep latency

−0.19−0.21−0.16−0.16−0.12−0.13    r

<.001<.001<.001<.001.005.004    P value

Sleep duration

−0.28−0.26−0.17−0.13−0.15−0.12    r

<.001<.001<.001.003<.001.007    P value

Habitual sleep efficiency

−0.26−0.25−0.18−0.18−0.15−0.12    r

<.001<.001<.001<.001<.001.007    P value

Sleep disturbances

−0.29−0.26−0.14−0.13−0.12−0.09    r

<.001<.001.001.003.009.04    P value

Sleeping medication use

−0.15−0.10−0.14−0.09−0.12−0.12    r

<.001.02.001.04.007.007    P value

Daytime dysfunction

−0.25−0.32−0.15−0.08−0.18−0.02    r

<.001<.001<.001.09<.001.66    P value

Total score

−0.39−0.38−0.26−0.21−0.24−0.15    r

<.001<.001<.001<.001<.001<.001    P value

aPSQI: Pittsburgh Sleep Quality Index.
bSSRS: Social Support Rating Scale.

Comparisons of overall sleep quality between different
socioecological groups are shown in Table S1 in Multimedia
Appendix 1, with significant differences in sleep quality between
people with different sexual identities, smoking status, alcohol
use status, number of friends, and perceived social support (all
P<.01). Table S2 in Multimedia Appendix 1 presents the
multiple linear regression model of all the significant variables
on sleep quality, and SEM was then performed among all these
significant variables.

Model Testing
The full initial model including smoking and number of friends
failed because these 2 variables were neither directly nor

indirectly correlated to sleep in the model and were therefore
not included in subsequent model analyses. Contrary to the
hypothesized model, none of the aspects of social support were
found to have a direct relationship with sleep quality.
Furthermore, the model involving the subjective support domain
of social support (SSRS-D2) showed no direct or indirect
association of this domain with sleep and it was therefore also
removed. The final model was then proposed and illustrated in

Figure 2, exhibiting robust fit indices (χ2
51=118.80;

RMSEA=0.051, 90% CI 0.039-0.063; CFI=0.948, TLI=0.921,
SRMR=0.040).
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Figure 2. Final structural equation model of this study. Correlations and paths with nonsignificant P values are not depicted. PSQI: Pittsburgh Sleep
Quality Index; PSQI-D1: subjective sleep quality; PSQI-D2: sleep latency; PSQI-D3: sleep duration; PSQI-D4: habitual sleep efficiency; PSQI-D5:
sleep disturbance; PSQI-D6: sleeping medication use; PSQI-D7: daytime dysfunction; Qol: quality of life; Qol_Soc: social relationship of Qol; Qol_Env:
environment domain of Qol; SSRS: Social Support Rating Scale; SSRS-D1: objective support; SSRS-D3: utilization of support.

All model standardized coefficients (β), their standard errors,
and associated P values are reported in Table 4. There were 6
significant paths from sexual identity (sexuality) to sleep quality
in the final SEM model. Specifically, alcohol use (β=0.12,
P=.01), social relationship Qol (β=−0.17, P=.004), and

environment Qol (β=−0.26, P<.001) were direct predictors of
sleep quality. Although social support did not directly influence
sleep, it may indirectly influence sleep by a ecting the perceived
social relationship Qol and environment Qol (β range
0.14‐0.35, P<.01).
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Table . Standardized path coefficients and standard errors for all pathways in the final model.

P valueSEβaPathways

.170.05−0.07Sexuality → Sleep quality

<.0010.04−0.19Sexuality → Alcohol use

<.0010.040.30Sexuality → SSRS-D1b

<.0010.040.23Sexuality → SSRS-D3c

.510.040.03Sexuality → Qol_Socd

.230.040.05Sexuality → Qol_Enve

.010.050.12Alcohol use → Sleep quality

.020.04−0.09Alcohol use → Qol_Soc

.980.040.00Alcohol use → Qol_Env

.650.05−0.03SSRS-D1 → Sleep quality

<.0010.040.35SSRS-D1 → Qol_Soc

<.0010.050.26SSRS-D1 → Qol_Env

.250.05−0.06SSRS-D3 → Sleep quality

<.0010.040.21SSRS-D3 → Qol_Soc

.0020.050.14SSRS-D3 → Qol_Env

.0040.06−0.17Qol_Soc → Sleep quality

<.0010.06−0.26Qol_Env → Sleep quality

aβ: standardized coefficient.
bSSRS-D1: objective support domain of social support.
cSSRS-D3: utilization of support domain of social support.
dQol_Soc: social relationship domain of quality of life.
eQol_Env: environment domain of quality of life.

Discussion

Principal Findings
This study was the first to explore the social-ecological pathways
from sexual identity to sleep quality. Few studies worldwide
have examined the sleep health of SMW, and this investigation
was the first to examine the sleep health of Chinese women
with diverse sexual identities. This study showed SMW reported
significantly worse overall sleep quality relative to CHW, which
is consistent with existing reviews [14-16] and findings among
Chinese youth [24,25]. Compared with the pooled PSQI mean
score of the general Chinese population from a recent
meta-analysis [72], our study populations reported higher total
scores on the same standardized PSQI scale (5.92 vs 4.32),
implying that the female population in this study experienced
noticeably poorer sleep quality. Furthermore, compared with
the percentage of Korean sexual minority adults (lesbian, gay,
and bisexual) reporting poor sleep quality (33.8%) [73], the rate
of SMW reporting poor sleep quality in our study (55.2%) was
higher, indicating that sleep in SMW requires more attention
and improvement.

This study also found that the proportions of current smokers
and alcohol users were significantly higher among SMW than
those among CHW, which is consistent with findings in China
and overseas [28,74]. A scoping review summarized that some

Chinese SMW regard smoking and drinking as a means of
interacting with other SMW in specific social gatherings. It is
also reported that smoking and drinking were the main strategies
they used as a sexual minority to cope with marital stress and
feeling isolated [28]. These also echo our findings on the mental
health of this sample population, where we have found that
SMW indeed significantly experienced more psychological
symptoms [56]. A national survey conducted in the United
States revealed higher rates of substance use disorders among
sexual minority adults compared to heterosexual adults, with
SMW showing the highest rates [75], suggesting that substance
use among women, especially SMW, needs to be given attention
as a public health issue.

Alcohol is one of the most commonly used psychoactive
substances in different social communities around the world.
A growing body of literature has confirmed that alcohol use has
deleterious effects on sleep by reducing sleep duration and sleep
quality [35,36], which has also been documented in sexual
minority men [76] and is consistent with this study. However,
a meta-analysis of cohort studies indicates that the relationship
between alcohol consumption and sleep disorders is conditional,
with pooled analyses finding that general drinking and the
incidence of sleep disorder were significantly correlated, while
heavy drinking was not [37]. Another review concluded that
alcohol use has a bidirectional relationship with sleep continuity
disturbance [77]. For instance, insomnia symptoms were
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associated with subsequent heavy drinking; conversely, heavy
drinking was associated with subsequent insomnia symptoms
[78]. Nevertheless, both comparative analyses and the final
SEM in this study revealed that drinking alcohol was
significantly associated with poor sleep quality compared to
not drinking alcohol, suggesting that both alcohol use and sleep
in women deserve more attention and tailored intervention.
Considering the limitations of the cross-sectional design used
in this study, which could not provide evidence of causal
relationships between drinking and sleep quality, more
longitudinal studies with further subdivision of alcohol use are
warranted in the future.

The adverse effects of smoking on sleep are well documented,
as evidenced by the fact that smokers are more likely to
experience sleeping difficulties, longer sleep latency, and poorer
sleep quality [38,39,79], and similar findings were observed in
the all-female population included in this study. The possible
mechanism regarding the effects of smoking on sleep may be
that smoking triggers depression or sleep-related breathing
problems, which can lead to poor sleep quality [79]. However,
a meta-analysis that included only cohort studies showed that,
despite the significant correlation between smoking and the
prevalence of insomnia, the difference between smokers and
nonsmokers was very small (odds ratio 1.07) [80]. This may
partly explain why the smoking variable that differed in
between-group comparisons in our study was no longer
associated with sleep quality in our final SEM. Future studies
should record and subdivide smoking status and use prospective
study designs to further explore the relationship between
smoking and sleep across sexual identities.

The correlation between social support and sleep has been
extensively studied in different populations [42,43,45] but its
exploration in sexual minorities remains scarce. Therefore, the
strength of this study is to fill this gap by examining the
association between social support and sleep quality among
Chinese women with diverse sexual identities. Consistent with
previous research [49], overall social support was significantly
and negatively associated with each component of sleep quality
in the current study sample. Moreover, sexual minority
individuals generally experience a higher level of poor social
relationships, especially in the relatively traditional Chinese
culture, where such groups are often invisible and therefore
perceive more discrimination and stress [27,28,56]. However,
findings from a study of 3 generations showed that feeling
stigma was statistically significant in predicting a sleep disorder
diagnosis among sexual minority individuals [81].

A mediation analysis of Chinese college students nationwide
found that the relationship between sexual orientation and sleep
quality was independently and in series mediated by
interpersonal relationships and depressive symptoms, and this
effect was more robust in men than women [25]. These
interpersonal difficulties were related to their perceived stress
associated with sleep difficulties. Our findings align with
previous studies that found that sexual minority status is
significantly associated with poor sleep quality [23], and social
support has both direct and indirect correlations with sleep
quality [42]. The relationships manifested in this study were
that sexual identity was significantly associated with inadequate

levels of social support, which in turn was significantly
associated with poor levels of quality of life in terms of social
relationships and environment, all of which were associated
with poor sleep quality. Therefore, the lack of social support
for sexual minority women is a significant public health issue,
as is their poor sleep health, which deserves more attention.

Our correlation findings suggest that there may be more complex
pathways from sexual identity to sleep among Chinese women
with different sexual identities. Therefore, based on the holistic
perspective proposed by the social-ecological model of sleep
[32], this study explored and demonstrated the socioecological
pathways from sexual identity to sleep quality for the first time
using the multivariate SEM analysis method, providing a
comprehensive evidence reference for promoting sleep health.
The results of the final fitted model with satisfactory fit indices
showed that starting from sexual identity, the following factors
played important roles in women’s sleep quality: alcohol use;
objective social support and utilization of support; and social
relationship and environment Qol. Our findings demonstrated
the important roles of socioecological factors on sleep quality
among women with different sexual identities. Therefore, future
research should consider not only modifiable individual-level
factors but also the potential influence of social- and
societal-level factors when developing and implementing sleep
promotion interventions. In particular, future interventions
targeting sleep quality in sexual minority women may benefit
from incorporating strategies that improve their social support,
alcohol use, and the quality of their living environment.

This study has several limitations. First, due to the
cross-sectional design, it was not possible to determine the
explicit causal relationships among variables, so further research
using longitudinal designs is needed. Second, despite the
diversity of sexual identities, our sample was an all-female
population (self-identified as female or assigned female at birth),
so the results might not be generalizable to the broader Chinese
sexual minority population. There has also been research
indicating that bisexual people [82], those with less education
[83], and those who are economically disadvantaged [16] may
be more likely to suffer from sleep disorders than other groups.
Hence, future studies with more diverse and representative
samples including individuals from varied socioeconomic
backgrounds are warranted. Third, the social-ecological model
of sleep used in this study is only the upstream end of sleep
research, and the downstream effects, namely the effects of
sleep on specific health outcomes, have not been expanded upon
in this study. Therefore, further research is recommended to
comprehensively explore sleep and holistic health across diverse
populations.

Conclusion
Overall, this study contributes to the existing literature by
including SMW and expanding knowledge on sleep health in
this population. By exploring socioecological pathways from
sexual identity to sleep quality, this study provides a
comprehensive understanding of factors that affect sleep health
at different levels. These contextual and modifiable factors,
based on the socioecological model of sleep, are layered and
may interact with one another, providing guidance for future
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interventions. In addition, the pathways from sexual identity to
sleep identified in this study are complex and multidisciplinary;
thus, all stakeholders and sleep professionals across disciplines

are encouraged to collaborate and contribute to sleep
improvement programs tailored for sexual minority individuals.
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Abstract

Background: High response rates are needed in population-based studies, as nonresponse reduces effective sample size and
bias affects accuracy and decreases the generalizability of the study findings.

Objective: We tested different strategies to improve response rate and reduce nonresponse bias in a national population–based
COVID-19 surveillance program in England, United Kingdom.

Methods: Over 19 rounds, a random sample of individuals aged 5 years and older from the general population in England were
invited by mail to complete a web-based questionnaire and return a swab for SARS-CoV-2 testing. We carried out several nested
randomized controlled experiments to measure the impact on response rates of different interventions, including (1) variations
in invitation and reminder letters and SMS text messages and (2) the offer of a conditional monetary incentive to return a swab,
reporting absolute changes in response and relative response rate (95% CIs).

Results: Monetary incentives increased the response rate (completed swabs returned as a proportion of the number of individuals
invited) across all age groups, sex at birth, and area deprivation with the biggest increase among the lowest responders, namely
teenagers and young adults and those living in more deprived areas. With no monetary incentive, the response rate was 3.4% in
participants aged 18‐22 years, increasing to 8.1% with a £10 (US $12.5) incentive, 11.9% with £20 (US $25.0), and 18.2% with
£30 (US $37.5) (relative response rate 2.4 [95% CI 2.0-2.9], 3.5 [95% CI 3.0-4.2], and 5.4 [95% CI 4.4-6.7], respectively).
Nonmonetary strategies had a modest, if any, impact on response rate. The largest effect was observed for sending an additional
swab reminder (SMS text message or email). For example, those receiving an additional SMS text message were more likely to
return a completed swab compared to those receiving the standard email-SMS approach, 73.3% versus 70.2%: percentage
difference 3.1% (95% CI 2.2%-4.0%).

Conclusions: Conditional monetary incentives improved response rates to a web-based survey, which required the return of a
swab test, particularly for younger age groups. Used in a selective way, incentives may be an effective strategy for improving
sample response and representativeness in population-based studies.

(JMIR Public Health Surveill 2025;11:e60022)   doi:10.2196/60022
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Introduction

In population-based studies, a high response rate from a
representative sample may reduce nonparticipation bias, increase

the generalizability, and improve the accuracy of study estimates
[1]. However, achieving this goal is challenging, both due to
the difficulty in contacting and then engaging eligible
participants [2]. For example, UK Biobank, a population-based
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cohort study with stored biological samples from half a million
participants aged 40‐69 years in the United Kingdom, achieved
an overall response rate of 5.5% [3], which was lower in men,
younger people, and those living in more deprived areas [4].
The impact of nonresponse and nonrepresentativeness on the
generalizability of disease prevalence and incidence rates in the
UK Biobank has been widely debated [5,6].

It is important to address low or falling response rates to reduce
the likelihood of systematic biases that may affect study
estimates [7]. While weighting is commonly applied to correct
for differential participation, it may fail to correct bias if the
responders in a particular subgroup of the population are not
representative of that subgroup as a whole. Furthermore,
weighting to correct for observed biases worsens precision
(reducing the effective sample size) [8].

Systematic reviews that have evaluated interventions to increase
response rates in surveys have concluded that monetary
incentives are more effective than nonmonetary incentives
[9-11], although findings were inconsistent concerning
web-based surveys in educational research [12]. Some studies
have found incentives can increase response among
under-represented sociodemographic groups, such as those with
low incomes, those with low education, single parents, and
minority ethnic groups, potentially reducing nonresponse bias
[13], while others show mixed results [9].

Other strategies that have been shown to improve response rates
in surveys have included the use of SMS text message reminders
to enhance the contact method of letters and emails [14,15],
using alternative motivational statements in invitation letters
[16], and changing the font color of text [17]. In a United
Kingdom–based study investigating the effects of augmenting
the contact strategy of letters and emails with SMS text
messages for a web questionnaire, the findings indicated that
SMS text messages did not help to significantly increase
response rates overall, although some subgroups benefited from
them, such as younger panel members and those with an
irregular response pattern [15].

The Real-time Assessment of Community Transmission-1
(REACT-1) study was one of the largest population surveillance
studies in the world. Across 19 rounds between May 1, 2020
and March 31, 2022, it provided timely prevalence estimates
of SARS-CoV-2, the virus that causes COVID-19, from random
cross-sectional samples of the population in England [18,19].

Response rate varied between 11.7% and 30.5% and, like in
many population surveys, varied across demographic groups
[19]. For financial reasons, we could not issue more than
845,000 invitation letters by mail, so we could only achieve the
minimum desired sample size adopted from round 12 (May 20
to June 7, 2021) of 100,000 by improving response [18]. The

observed nonresponse biases meant REACT-1 was
under-representing groups with lower vaccination rates and
where COVID-19 prevalence was highest; thus, we were likely
underestimating the true population prevalence despite our
attempts to correct for such biases by use of weighting on known
demographic variables [20,21]. Here we present results of
experiments nested within the REACT-1 study to test the
effectiveness of different strategies to increase response rates
and participation of groups with a lower propensity to take part.

Methods

The REACT-1 Study
Methods for the study, including sample size calculations, are
described in detail elsewhere [18,19]. In summary, at
approximately monthly intervals, between 395,020 and 841,227
people were sent personalized invitations by mail to take part.
For children (5-17 years old), the invitation was sent to or via
the parents or guardians. Individuals aged 5 years and older
were randomly sampled from the National Health Service (NHS)
list of patients in England (with near-universal population
coverage) across all 316 Lower Tier Local Authorities [18,19].
This list includes the name, address, date of birth, and sex of
everyone registered with a general practitioner in England.
Invitees who registered (most digitally, some by telephone) for
the study received a kit by mail with instructions on how to take
a throat and nose swab and send it for SARS-CoV-2 testing
using reverse transcriptase polymerase chain reaction (rt-PCR).
Swabs were transferred to laboratories for processing, initially
being picked up by courier with cold chain capacity (rounds
1-13 and part of 14) or sent by priority mail (part of round 14
and subsequent rounds). Participants were also asked to
complete a self-administered web-based or telephone
questionnaire [18,19].

Over the 19 study rounds, we sent out 14,036,117 invitations,
3,393,595 registrations were made, and 2,525,729 completed
swabs were returned (ie, for which a laboratory result was
obtained) (Figure 1). Of these swabs, 2,512,797 (99.5% of
completed swabs returned) were considered valid for analysis
in REACT-1 (swabs with a valid rt-PCR result) [19]. A swab
with a valid rt-PCR result was a swab for which a “cycle
threshold” (Ct) value could be obtained. Therefore, not all swabs
tested by the lab were considered valid. Overall, 12,932 (0.5%
of completed swabs returned) were considered invalid and
rejected. Reasons included inadequate sample volume,
contamination during sample collection, inappropriate sample
storage, or inappropriate sample transportation. All analyses in
this paper are based on completed swabs returned (ie, for which
a laboratory result was obtained, n=2,525,729), thus including
swabs for which a Ct value could not be obtained but excluding
swabs returned unused.
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Figure 1. REACT-1 study process over 19 rounds of data collection: England, May 1, 2020 to March 31, 2022. Overall, across 19 rounds, we report
the number of invitations sent, the number of participants registered, the number of swab test kits sent out, the number of completed swabs returned (ie,
for which a laboratory result was obtained) and the number of valid swabs (swabs with a valid rt-PCR result). REACT-1: REal-time Assessment of
Community Transmission-1; rt-PCR: reverse transcriptase Polymerase Chain Reaction; SARS-CoV-2: Severe Acute Respiratory Syndrome CoronaVirus
2.

All the experiments carried out to improve response rate were
randomized trials, enabling an unbiased assessment of the impact
of the changed survey procedure compared to a control group.
Due to funding constraints, initial experiments focused on
approaches which would not materially affect the survey budget,
before turning to an experiment with monetary incentives.

Swab Reminder and Tailored Letter or SMS
Experiments
In each round of REACT-1, those registering for a swab test
were, where necessary, sent at least one reminder to complete
the swab test and return it, to maximize the number of swabs
returned. In round 3 (July 24 to August 11, 2020) we conducted
an experiment to establish the optimal use of email and SMS
text message swab return reminders, with participants randomly
allocated to the experimental conditions (Table 1).

Table . Round 3 swab reminder experimental conditions, England, July 24 to August 11, 2020.

Sample, nReminder on day 8 after
swab test kit received

Reminder on day 6 after
swab test kit received

Reminder on day 4 after
swab test kit received

Condition

11,194NoneSMSEmail

(SMS if no email address)

Control group

11,154NoneEmail

(SMS if no email address)

SMSExperimental group A

96,337Email

(SMS if no email address)

SMSEmail

(SMS if no email address)

Experimental group B

96,305SMSEmail

(SMS if no email address)

SMSExperimental group C

The tailored letters or SMS experiments are summarized in
Table 2. Further details are available in Multimedia Appendix

1. The experiments tested whether it was possible to increase
participation by different types of conditions (Textbox 1).
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Table . Rounds 9, 11, and 12 registration invitation letter experimental conditions and rounds 10 and 12 SMS registration reminder experimental
conditions, England, February 4 to June 7, 2021.

Sample, nAdditional content for experiment (actual addi-
tional content used in bold text)

Age and letter or SMS type

Round 9a (≥70 years)

37,037None    Standard invitation letter Adult

37,037“It is still important to take part in this study
if you have received a vaccination from

    Experiment invitation letter A

COVID-19 or expect to be vaccinated in the
near future. Your participation will help DHSC
assess the impact of the vaccines on COVID-19
infection rates.”

As well as a new sub-heading “COVID-19
Testing Study: Take part to help measure
COVID-19 infection rates among those aged
70 and over.”

37,036As per Experiment Letter A with additional line
“Older people are a vulnerable group, so we

    Experiment invitation letter B

need your help to monitor prevalence. It is still
important to take part in this study if you have
received a vaccination from COVID-19 or expect
to be vaccinated in the near future.”

Round 9 (5‐12 years)

24,009None    Standard invitation letter Child (addressed to
parent)

24,009“We need to know how many children and
young people have COVID-19, and how easily
the new variant spreads amongst them.”

    Experiment invitation letter C

24,008As per Experiment Letter C with new sub-head-
ing “COVID-19 Testing Study: Take part to

    Experiment invitation letter D

help measure how easily COVID-19 spreads
among children and young people.”

Round 9 (all)

306,012Blue text used    Standard registration reminder letter

305,041Red text used    Experiment registration reminder letter E

Round 11b (≥18 years)

178,828None    Standard invitation reminder letter

178,809New content asking participants to take a test to
help prevent the spread of COVID-19 and ex-

    Experiment invitation reminder letter A

plaining that taking part would help the Govern-
ment work out the best way to manage the pan-
demic. Also mentioned testing for new variants,
that the study compared people who had been
vaccinated with those who had not, and that tak-
ing part would help inform the vaccine strategy
and help to avoid lockdowns.

Round 12c (all)

169,845Double-sided    Standard invitation final reminder letter

342,191Single-sided    Shorter invitation final reminder letter

Round 10d (all)

50,000Unchanged

“The study is closing soon, please register by
18 March if you want to take part.”

    Standard SMS first reminder

JMIR Public Health Surveill 2025 | vol. 11 | e60022 | p.785https://publichealth.jmir.org/2025/1/e60022
(page number not for citation purposes)

Atchison et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Sample, nAdditional content for experiment (actual addi-
tional content used in bold text)

Age and letter or SMS type

430,283New SMS content

“Taking part will help inform decisions about
the best time to lift restrictions.”

    Experiment first SMS reminder

Round 11 (all)

127,028Unchanged

“The study is closing soon, please register by
3pm on 22 April if you want to take part.”

    Standard SMS second reminder

127,028New SMS content

“Taking part will help monitor infection rates
and new variants of the virus.”

    Experiment second SMS reminder

Round 12 (all)

321,042Unchanged

“Taking part will help inform decisions about
the best time to lift restrictions.”

    Standard SMS first reminder

155,683New SMS Content

“Taking part will help monitor infection rates
and new variants of the virus.”

    Experiment first SMS reminder

272,836Unchanged

“Taking part will help monitor infection rates
and new variants of the virus.”

    Standard SMS second reminder

136,026New SMS Content

“Last chance to help monitor variants in your
area.”

    Experiment second SMS reminder

aRound 9 (Feb 4-23, 2021)
bRound 11 (Apr 15 to May 3, 2021)
cRound 12 (May 20 to Jun 7, 2021)
dRound 10 (Mar 11-30, 2021)

Textbox 1. Types of conditions tested in the tailored letters or SMS experiments.

• Using additional content in the invitation letter, tailored for the oldest and youngest age groups.

• Using color, additional content, and varying the length of the reminder letter.

• Using additional content in the SMS reminder.

Incentives Experiment
In round 15 (October 19 to Nov 5, 2021), conditional incentives
(£10 [US $12.5], £20 [US $25.0], or £30 [US $37.5] gift
vouchers for returning a completed swab test) were tested in a
randomized controlled trial for all age groups except 5‐ to
12-year-olds.

The process for obtaining consent in REACT-1 for children
was undertaken differently based on participant age at the time
of the invitation [18]. For 5‐ to 12-year-olds, the parent or
guardian was contacted via letter and asked to consent on behalf
of the child. Therefore, we did not include the 5‐ to
12-year-olds in the trial, as the sampled child would not be
making the decision to take the swab test, and their parent would
be incentivized, raising ethical and reputational concerns. For
13‐ to 17-year-olds, the parent or guardian received a letter
addressed to them, asking them to pass on an enclosed invitation
letter addressed to their sampled child if they agreed for their

child to take part in the study. As such, children aged 13‐17
years were able to decide whether to consent to the study and
take the swab test. In addition, those aged 13 to 15 years were
asked at registration to confirm the name of the parent or
guardian who had given them permission to take part. This was
not required for those aged 16‐17 years, as in UK health
research, the Health Research Authority states that young people
over 16 are presumed capable of giving consent on their own
behalf [22].

Participants were randomly allocated to experimental and control
groups: (1) £10 (US $12.5) conditional incentive (n=10,900),
(2) £20 (US $25.0) conditional incentive (n=10,900), (3) £30
(US $37.5) conditional incentive (only for 18‐ to 32-year-olds)
(n=1750), and (4) control group (n=23,500). Further details of
the sample size calculations are available in Multimedia
Appendix 1.
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The £30 (US $37.5) incentive was limited to the 18‐ to
32-year-olds because the response rate in REACT-1 was lowest
among this age group. Also, there is evidence that incentives
can be more effective among younger age groups [23]. Those
in this age group were of particular interest as they were less
likely to be vaccinated, had more social contact (and therefore
were more likely to be at risk of infection), and had been
particularly impacted by the pandemic (in terms of well-being,
education, and employment) [21,24]. It was decided to test
offering a larger (£30 [US $37.5]) incentive to this age group
(and not the other age groups) to overcome their higher
reluctance to take part and to better represent this group in the
achieved sample. Based on the same rationale, we oversampled
younger age groups to maximize the statistical power we had
to detect an increase in the response rate due to the use of
incentives among these groups.

The primary outcome was overall swab response rate, ie, the
number of completed swabs returned (referred to as swabs
returned forthwith) as a proportion of the number of invitations
sent. For those invited, we knew age, sex at birth, and score
from an area-level index of multiple deprivation, the Index of
Multiple Deprivation (IMD) 2019 [25]. Participants were
classified by quintiles of the deprivation score based on their
residential postcode.

We used COVID-19 vaccination status (the proportion who had
received at least one vaccine dose) as a proxy for attitudes to
health behaviors and health care access, hypothesizing that
REACT-1 responders would be more likely to be vaccinated
than those who did not, indicating a responder bias. Thus, the
difference in vaccination status at registration between the
experimental and control groups was used as a crude indicator
of how incentives might improve response rates in individuals
less likely to participate in research, beyond sociodemographic
characteristics. We also compared the COVID-19 vaccination
status of those who returned a swab with the achieved population
vaccination rate for that age group as a whole. To obtain
information on dates of received COVID-19 vaccine doses,
participant study data were linked to their NHS records from
NHS Digital (now NHS England) on COVID-19 vaccination
events [26] using their unique NHS number and other personal
identifiers. This was only possible for study participants who
had consented to data linkage. The source of vaccination data
for the population vaccination rates was the NHS National
Immunization Management System [27].

Ethical Considerations
The study was ethically approved by the South
Central-Berkshire B Research Ethics Committee (IRAS ID:
283787). Participants provided informed consent when they
registered for the study, and all data were handled securely in
accordance with a detailed privacy notice. Collected data were

deidentified; the data used in this study were anonymous and
did not contain any personally identifiable information.
Participants had the ability to opt out anytime during the
research period. The study did not provide any specific
compensation other than the monetary gift vouchers for
returning a completed swab test as set out in the study’s
incentives experiment described above.

Statistical Analysis
Data analysis was conducted using IBM SPSS Statistics (version
28). As the incentives experiment was skewed toward younger
age groups, swab response rates for sex at birth and area
deprivation (IMD) were calculated with age-standardized
weighting using 2021-based population estimates for England
[28]. The percentage point difference (95% CI) and independent
2-tailed t-tests were used to show the absolute difference in
swab response rates between the experimental and control
groups and were also used to show the absolute difference in
vaccination rates at registration between the experimental and
control groups. Using multivariable logistic regression, we
tested the impact of each of the incentive conditions on swab
response rate by age, sex at birth, and area deprivation (relative
response rate [RRR] with 95% CI). The reference group was
the no-incentive condition—eg, the response rates for females
in the £10 (US $12.5), £20 (US $25.0), and £30 (US $37.5)
incentives groups were compared to females in the no-incentive
group (£0 [US $0.0]). We tested interaction terms for age, sex
at birth, and area deprivation by incentive (incentive*age,
incentive*sex at birth, and incentive*IMD), which can be
interpreted as testing whether the estimated effects of incentives
on swab response rates differ by each of these 3 covariates.

Results

Overview
Overall, 24.2% (3,393,595/14,036,117) of invitees registered
for the study, and 74% (2,512,797/3,393,595) of those registered
returned valid swabs, giving an overall response rate for the
REACT-1 study (number of valid swabs/number of invitations)
of 17.9% (2,512,797/14,036,117) [19]. Whilst the rate at which
registered participants returned valid swabs remained relatively
stable across rounds (range 67.2%-78.9%), response rates varied
more widely, ranging from 11.7% in rounds 13 (98,233/841,227)
(June 24 to July 12, 2021) and 15 (100,112/859,184) (October
19 to November 5, 2021) to 30.5% in round 1 (120,620/395,020)
(May 1 to June 1, 2020, during the first lockdown in England)
(Figure 2). The following groups were relatively
underrepresented: younger people, men, ethnic minorities, and
those living in the most deprived areas (comparing achieved
sample profiles with population profiles) (Table S1 in
Multimedia Appendix 2).
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Figure 2. REACT-1 study timeline over 19 rounds of data collection showing response rates, SARS-CoV-2 prevalence (weighted), and timing of
experiments to improve response. England, May 1, 2020 to March 31, 2022. REACT-1 Response Rate: number of valid swabs returned/number of
invitations. We report weighted SARS-CoV-2 swab-positivity prevalence for individuals aged 5 years and older from all rounds of the REACT-1 study.
REACT-1: REal-time Assessment of Community Transmission-1; SARS-CoV-2: Severe Acute Respiratory Syndrome CoronaVirus 2.

Swab Reminder and Tailored Letter or SMS
Experiments
Table S2 in Multimedia Appendix 2 summarizes the results of
the swab reminder and tailored letter or SMS experiments.
Sending an additional reminder (email or SMS) to those who
registered resulted in a small increase in response rate: those
receiving a third swab reminder (experimental groups B and C)
were more likely to return a completed swab compared to those
receiving the standard Email-SMS approach (group B vs control:
73% vs 70.2%, percentage difference 2.8% [95% CI
1.9%-3.7%]; group C vs control 73.3% vs 70.2%, percentage
difference 3.1% [95% CI 2.2%-4%]).

In round 9 (February 4-23, 2021), both experimental invitation
letters A and B had a small but positive impact on response rate
in participants aged ≥70 years of 0.9% (95% CI 0.2%-1.5%)
and 1.2% (95% CI 0.6%-1.8%) percentage difference,
respectively, compared to the standard invitation letter. For
participants aged 5‐12 years, experiment letter C generated a
slightly higher response rate compared to the standard letter
(16.6% vs 15.9%; percentage difference 0.7% (95% CI
0.1%-1.4%)). In round 11 (April 15 to May 3, 2021) and round
12 (May 20 to June 7, 2021), the experimental invitation
reminder letters had a small positive impact on response rate
compared to the standard letters: round 11 (new content), 5.6%

vs 5.4%, percentage difference 0.2% (95% CI 0%-0.3%); round
12 (shorter), 2.3% vs 1.6%, percentage difference 0.8% (95%
CI 0.7%-0.8%). We saw no effect on response rate for any of
the other nonmonetary strategies (Table S2 in Multimedia
Appendix 2).

Incentives Experiment
The conditional monetary incentives increased the response rate
across all age groups but were particularly effective among the
lowest responding groups, those aged 13‐17 years and 18‐22
years (Figure 3 and Tables S3 and S4 in Multimedia Appendix
2). Table 3 shows the RRR for each incentive level by age, sex
at birth, and area deprivation. The higher the monetary value
of the incentive, the higher the response rate. For example, in
participants aged 18‐22 years, the response rate in the control
group was 3.4% (95% CI 2.9%-3.8%), increasing to 8.1% (95%
CI 7.0%-9.2%), 11.9% (95% CI 10.6%-13.2%), and 18.2%
(95% CI 15.4%-21.1%) with £10 (US $12.5), £20 (US $25.0),
and £30 (US $37.5) incentives, respectively. The largest relative
increase was with the £30 (US $37.5) incentive in 18‐ to
22-year-olds (RRR 5.4 [95% CI 4.4-6.7]) (Table 3). All
incentive conditions led to a greater increase in response rate
in younger age groups. The £20 (US $25.0) incentive led to a
greater increase in the more deprived areas, RRR 2.7 (95% CI
2.2-3.3) for the most deprived quintile and RRR 1.8 (95% CI
1.6-2.1) for the least deprived.
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Figure 3. Swab response rates and 95% CIs for the intervention and control groups in the incentives experiment in round 15, England, October 19 to
November 5, 2021. Note: Participants randomly allocated to experimental and control groups. (1) £10 (US $12.5) conditional incentive (n=10,900), (2)
£20 (US $25.0) conditional incentive (n=10,900), (3) £30 (US $37.5) conditional incentive (only for 18- to 32-year-olds) (n=1750), and (4) control
group (n=23,500).
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Table . Variation in relative response rates (RRR) and 95% CI for the interventions compared to the control group by age, sex at birth, and area

deprivation (IMDa) in the incentives experiment in round 15, England, October 19 to November 5, 2021.

£30 (US $37.5)

RRR (95% CI)

£20 (US $25.0)

RRR (95% CI)

£10 (US $12.5)

RRR (95% CI)

Ageb (years)

N/A3.3 (2.6-3.7)2.4 (2.1-2.8)    13-17

5.4 (4.4-6.7)3.5 (3.0-4.2)2.4 (2.0-2.9)    18-22

3.3 (2.7-3.9)2.7 (2.3-3.1)2.1 (1.7-2.4)    23-32

—c2.1 (1.8-2.5)1.7 (1.5-2.0)    33-42

—1.6 (1.5-1.8)1.4 (1.2-1.5)    43-57

—1.5 (1.4-1.7)1.3 (1.1-1.4)    58+

<.001<.001<.001P value for interaction between in-
centive and age

Sex at birthbd

3.7 (3.0-4.7)1.8 (1.7-2.1)1.4 (1.3-1.6)    Male

3.7 (3.1-4.4)1.8 (1.6-2.0)1.5 (1.4-1.6)    Female

.68.96.37P value for interaction between in-
centive and sex at birth

IMDbd

4.8 (3.3-7.0)2.7 (2.2-3.3)1.8 (1.5-2.3)    1—most deprived

4.0 (2.9-5.5)1.9 (1.6-2.3)1.6 (1.3-1.9)    2

3.4 (2.5-4.8)1.5 (1.3-1.8)1.4 (1.2-1.6)    3

3.2 (2.4-4.3)1.7 (1.5-1.9)1.3 (1.1-1.5)    4

3.5 (2.6-4.8)1.8 (1.6-2.1)1.5 (1.3-1.7)    5—least deprived

0.72.01.38P value for interaction between in-
centive and IMD

aIMD: Index of Multiple Deprivation
bReference group, ie, the reference group for each row is the no incentive condition. For example, the RRR for female £10 (US $12.5), female £20 (US
$25.0), and female £30 (US $37.5) is versus female £0 (US $0.0). P value for main effect of incentive on response rate for all row comparisons <.001.
cNot applicable
dAge-standardized weighting applied to calculate swab response rate with the control group totals used as the sample profiles.

Following the results of the selective use of incentives in round
15, they were introduced in rounds 18 (Feb 8-Mar 1, 2022) and
19 (Mar 8-Mar 31, 2022). For returning their completed test,
those aged 13‐17 and 35‐44 years were offered a gift voucher
worth £10 (US $12.5), while those aged 18‐34 years were
offered a voucher worth £20 (US $25.0). In these final 2 rounds,
this had the effect of increasing the swab response rate in these
groups and was associated with less variation in response rate
by age (Figure 4), suggesting that the selective use of incentives
reduced participation bias by age.

Table S5 in Multimedia Appendix 2 shows the effective sample
sizes and sample efficiency for each round of REACT-1. The
effective sample size measures the size of a (unweighted) simple
random sample that would achieve the same precision (standard
error) as the design used. The efficiency of a sample is given
by the ratio of the effective sample size to the actual sample
size. Rounds 18 and 19, where selective use of incentives was

used, saw the fourth and second highest (respectively) effective
sample sizes of any REACT-1 round, and the highest sample
efficiency for any REACT-1 round.

Overall, vaccination rates were higher in REACT-1 participants
than in the general population (Tables S6 and S7 in Multimedia
Appendix 2). For example, by October 24, 2021, just over 3
quarters of 18‐ to 22-year-olds had received at least one
vaccine dose nationally (Table S6 in Multimedia Appendix 2)
[29], lower than the 84.0% (95% CI 78.1%-88.6%) in the round
15 (October 19-November 5, 2021) control group for that age
(Table S7 in Multimedia Appendix 2). With the incentives that
proportion declined to 82.1% (95% CI 76.0%-86.8%), 73.9%
(95% CI 68.6%- 78.7%), and 75.9% (95% CI 67.9%-82.5%)
for £10 (US $12.5), £20 (US $25.0), and £30 (US $37.5),
respectively, suggesting that the selective use of incentives
reduced participation bias in relation to vaccination status as a
proxy for health behaviors.
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Figure 4. Swab response rates and 95% CIs for round 16 (November 23 to December 14, 2021), round 17 (January 5-20, 2022), and rounds 18 (February
8 to March 1, 2022) and 19 (March 8-31, 2022) in which incentives were used selectively, England. Note: Incentive amounts used in rounds 18 and 19:
£10 (US $12.5) for 13- to 17-year-olds and 35- to 44-year-olds, £20 (US $25.0) for 18- to 34-year-olds, and no incentives for other age groups.

Discussion

Principal Findings
In this large population-based study of the prevalence of
SARS-CoV-2 infection in England, we tested several measures
to increase response rates and reduce nonresponder bias. We
found that changes to the wording of letters, timing, and
numbers of reminders made only limited differences to response
rates, with a maximum increase in response rate of 3.1
percentage points for additional swab reminders sent to people
who had already registered for the study. Sending an additional
reminder, regardless of its form (SMS or email), increased
response. This is consistent with other studies in the literature
[30]. These reminder strategies may have helped slow, but did
not halt, the decline in response rates over time observed during
REACT-1. Nonetheless, these findings informed the swab
reminder strategy and invitation letter wording in later rounds.
In contrast, the offer of a financial incentive conditional on the
return of a completed swab made a more substantial difference
of up to 22.3 percentage points and was particularly effective
in those with a lower propensity to respond: younger age groups
and those living in more deprived areas. Similarly, incentives
increased the return of completed swabs by unvaccinated
individuals so that COVID-19 vaccination rates were more in
keeping with those in the general population at the time. Thus,
the selective use of incentives may reduce nonresponder bias

in relation to factors of interest in population health research
beyond sociodemographic characteristics.

The selective use of incentives was subsequently adopted from
round 18, making the achieved sample more representative by
age, with a reduction in age-based variation in response rates.
Previous research suggests that ethnic minorities [31],
individuals living in more deprived areas [32], those in urban
areas [33], and the youngest and oldest age groups [34,35] are
the least likely to respond in general population surveys. Using
incentives selectively allowed us, at modest cost, to increase
recruitment among such groups and hence increase the effective
sample size; thus, in round 18, the effective sample size was
over 10,000 greater compared to round 17, even though we
received circa 7000 fewer swabs. We were able to reduce the
number of invitations sent out while achieving a similar number
of completed swabs returned as in earlier rounds when response
rates were higher.

Using incentives selectively has been tried in UK social surveys
previously and is common practice in the United States, where
studies show they are cost-effective, improve response, and
reduce bias [11,13,23,36]. From an ethical perspective, in the
selective use of (versus universal) incentives, it was important
to consider not only issues of equity but also cost and the public
interest in continuing to obtain high-quality data, covering all
sectors of society, to monitor the spread of a serious disease.
This needs to be balanced against the possible disappointment
of some participants who learn others are being offered a (larger)
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incentive. These considerations might apply to many
population-based surveys. We accept that the argument for using
incentives selectively may have been more persuasive in the
context of REACT-1, a study to measure the spread of
SARS-CoV-2 during the pandemic, the policy responses to
which had far-reaching consequences for the way of life of
every person in England.

Both unconditional and conditional financial incentives have
been shown to significantly increase response rates to both
postal and web-based surveys [37,38]. Although unconditional
incentives appear to have the largest effect, the conditional
approach is more cost-effective [37,38]. Unconditional
incentives have been used in social surveys in the United
Kingdom, and in experiments in how to increase response rates
[39,40]. Unconditional incentives were not an option for
REACT-1 due to the constraints of the survey budget.

Limitations
In terms of limitations, it was not possible to ascertain the extent
to which noncontact (ie, the intended recipient did not receive
the invitation letter) accounted for nonresponse. Such situational

factors, for example, not informing their general practitioner of
a change in address or having moved with no forwarding address
(shown to be greater for young adults and lower socioeconomic
groups) [32] will not be affected by the experimental conditions;
therefore, our estimates of effect are likely conservative, as
invitations sent out do not necessarily mean that invitations
were received. In addition, the unique circumstances of carrying
out such assessments of response rates during a global pandemic
may not “read across” to other less pressing issues.

Conclusions
We achieved small improvements in response rates by varying
the number, order, and content of invitations and reminders but
much larger effects were seen through the use of monetary
incentives. Lessons learnt from the REACT-1 study may help
inform the design and implementation of future population-based
surveys where the intent is to obtain as representative a sample
as possible and to reduce nonresponse bias at reasonable cost.
The results suggest selectively using incentives with younger
and more deprived individuals may be justifiable to achieve
these ends.
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Abstract

Background: India is committed to malaria elimination by the year 2030. According to the classification of malaria endemicity,
the National Capital Territory of Delhi falls under category 1, with an annual parasite incidence of <1, and was targeted for
elimination by 2022. Among others, population movement across states is one of the key challenges for malaria control, as it can
result in imported malaria, thus introducing local transmission in an area nearing elimination.

Objective: This descriptive study attempts to assess the contribution of such imported Plasmodium vivax cases to the malaria
burden in South West Delhi (SWD).

Methods: A cross-sectional study was carried out at the fever clinic of the Indian Council of Medical Research-National Institute
of Malaria Research in SWD from January 2017 to December 2019. Demographic and travel history data were recorded for all
P vivax confirmed malaria cases diagnosed at the fever clinic. Vector and fever surveys along with reactive case detection were
conducted in SWD and Bulandshahr district of Uttar Pradesh, 1 of the 6 geographical sources for a high number of imported
malaria cases.

Results: A total of 355 P vivax malaria cases were reported during the study period. The proportion of imported cases was 63%
(n=222). Of these, 96% (n=213) of cases were from Uttar Pradesh. The distribution of malaria cases revealed that imported cases
were significantly associated with travel during the transmission season compared with that in the nontransmission season.
Entomological and fever surveys and reactive case detection carried out in areas visited by imported P vivax malaria cases showed
the presence of adults and larvae of Anopheles species and P vivax parasitemia.

Conclusions: Population movement is a key challenge for malaria elimination. Although additional P vivax infections and
vector mosquitoes were detected at places visited by the imported malaria cases, the inability to detect the parasite in mosquitoes
and the possibility of relapses associated with P vivax limit the significance of malaria associated with the travel. However, there
remains a need to address migration malaria to prevent the introduction and re-establishment of malaria in areas with very low
or 0 indigenous cases.

(JMIR Public Health Surveill 2025;11:e50058)   doi:10.2196/50058
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Introduction

Malaria is a parasitic disease transmitted by the bites of infected
female Anopheles mosquitoes. The estimated number of malaria
cases worldwide in 2021 was 247 million spread over 84
countries with 619,000 deaths. Although the World Health
Organization (WHO) South East Asia region comprised ≈2%

of the estimated global burden, India contributed to ≈79% of
these cases, with a preponderance of Plasmodium vivax over
Plasmodium falciparum [1].

Migration, both international and within-country, is a recognized
social health determinant of multiple diseases across the globe,
and malaria is no exception. Various factors put the migrating
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population at risk of contracting malaria, and these include their
socioeconomic, living, working, and transit conditions [2]. The
risk of malaria is also to the host communities that provide
shelter to the migrants, particularly when the migration is along
an epidemiological gradient from a high-burden to a low-burden
or nonendemic area, putting malaria elimination efforts at risk
[3-5]. Several pieces of evidence of this have been documented
in the context of international migration [6-8] and within-country
migration [9,10], including that in India [11].

India is committed to malaria elimination by 2030 and has
formulated the National Framework for Malaria Elimination
that classifies Indian states and union territories into 4 categories
from 0 to 3, with category 3 being the highest-burden areas with
an annual parasite incidence (API) of ≥1 per thousand persons
at risk [12]. To achieve the elimination goal in the desired time
frame, special focus needs to be given to the identified
challenges by the National Center for Vector Borne Diseases
Control (NCVBDC). Population size and migration are
recognized as important challenges for malaria elimination,
apart from asymptomatic parasite reservoirs, low-density
infections, and parasite- and vector-resistance [13-15]. The
movement of populations across and within Indian states is one
of the key challenges in malaria control [12], and particularly,
the migration of workers in large numbers from rural areas to
cities has been reported in India [16]. Similarly, malaria cases
among the mobile population contribute to a high percentage
of total malaria cases in many countries [17] and have been a
recognized challenge for malaria elimination [18]. Hence, it is
important to carry out the screening and treatment for malaria
in mobile populations for control and elimination of malaria in
endemic areas, especially National Framework for Malaria
Elimination category 1 areas (with API<1), and for prevention
of the re-establishment of local transmission of malaria [12] in
areas that have eliminated malaria (category 0 with 0 indigenous
cases).

Despite being the capital of India that attracted >100,000
migrants each year since 2012 [19], no study on malaria in the
migrant population in Delhi has yet been reported. Delhi falls
under category 1 (API<1 per 1000 persons at risk), and its
neighboring state, Uttar Pradesh (UP), is in category 2 with an
API of less than 1 but with some districts having an API of 1
or more. With such a magnitude of migration, there remains a
sustained threat of the introduction of Plasmodium infection by
infected migrant populations from high-burden areas to the
areas in categories 0 and 1 [16].

As Delhi and its neighboring states have P vivax as the
predominant Plasmodium species causing malaria, this study
was therefore carried out to assess the contribution of imported
P vivax cases to the P vivax malaria burden in South West Delhi
(SWD) by tracking the travel history of infected patients
diagnosed at the fever clinic of Indian Council of Medical
Research-National Institute of Malaria Research (ICMR-NIMR).
Additionally, the study also aimed to identify mosquito breeding
habitats and the presence and types of mosquito species in areas
where these imported malaria cases resided/visited, and to detect
additional Plasmodium infections/malaria cases through reactive
case detection (RACD) and fever surveys in selected areas
visited by these patients. These entomological and fever surveys

and RACD were done to further identify any ongoing
transmission in the areas visited by patients with imported
malaria to support the hypothesis that these are indeed the cases
likely to import malaria from areas with ongoing transmission
to SWD.

Methods

Ethical Considerations
The study was approved by the Institutional Ethics Committee
of ICMR-NIMR (ECR/NIMR/EC/2015/507 and
ECR/NIMR/EC/2019/175). Informed consent was obtained
from all human participants who were involved in the study.
The participant identifier data were anonymized. No
compensation was provided to the participants.

Study Sites, Samples, and Definitions
The study was initiated at the fever clinic at ICMR-NIMR,
SWD, and later expanded to include the prominent catchment
areas of the fever clinic of SWD and 6 villages of 1 selected
district (Bulandshahr) of UP. Incoming febrile patients were
screened for Plasmodium infection at the fever clinic of
ICMR-NIMR from January 2017 to December 2019. Basic
demographic data including age, gender, history of fever, and
travel details (if any) were recorded using a paper-based
structured questionnaire. The parasitological diagnosis at the
clinic was performed by microscopy. Thick and thin blood
smears were prepared, stained using the Jaswant
Singh–Bhattacharji stain [20] and examined under 100×
magnification. Microscopy was performed independently by 2
trained microscopists. In case of a discrepancy, a third trained
microscopist examined the smears, and consensus observation
by 2 trained microscopists was considered final. Those
diagnosed with malaria were treated as per the national drug
policy [21].

History of travel during the preceding 30 days of fever, including
the places visited and duration of stay, was verbally elicited
through a calendar-based recall method among all patients with
malaria. Obtained travel history was used to classify the patients
into 3 nonoverlapping categories: no travel history (patients
neither traveled in or out of their residence in SWD), returning
travelers (patients who were residing in SWD and traveled
outside Delhi but came back), and incoming travelers (patients
who were not residing in SWD but transiently traveled to SWD).
Returning travelers were further classified based on the duration
of stay outside Delhi into those returning to SWD within 7 days
and those returning between 7 and 30 days. Similarly, incoming
travelers were also classified into those who came to SWD
within and beyond 30 days of fever.

Since the incubation period for malaria is 7 to 30 days [22-25],
returning travelers with malaria who returned to SWD between
7 and 30 days of fever onset and incoming travelers who entered
SWD within 30 days of fever onset were classified as imported
malaria cases (acquired infection outside Delhi) for this study.
The rest of the patients with malaria were considered to have
indigenous infections.

Imported malaria cases were further investigated for the exact
village and district of travel based on their recorded travel
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history. Thus, to further investigate whether the malaria cases
were imported or indigenous, malaria vector (anopheline)
surveys were carried out both in SWD and in the villages the
imported malaria cases traveled to. These surveys were carried
out by field workers adequately trained in entomology in
catchment areas (Raj Nagar and Bagdola; every month from
September 2018 to December 2019) of the fever clinic of
ICMR-NIMR predominantly reporting malaria and also in
villages (once in October 2019) of Bulandshahr district of UP
state. Fever surveys and RACD were also carried out in these
villages of Bulandshahr, UP. Bulandshahr district was preferred
out of the 6 districts that showed significant sources of imported
malaria in UP based on the burden of imported cases, logistic
convenience, and operational feasibility. All 6 villages of
Bulandhahr districts that had epidemiologically relevant travel
connections with the imported malaria cases were surveyed.

The vector survey included the collection of mosquitoes (adults
and larvae) from the houses of reported cases and their
surrounding houses, species identification, and enumeration of
mosquito breeding habitats. Resting adult mosquito collection
was conducted in households of 6 villages of Bulandshahr
district during early morning (6 AM to 8 AM) using hand
aspirators. The larval collection was also done in each village
from all water-bearing sites, that is, ponds, ditches, large cement
tanks, drains, and seepages, in peridomestic and domestic areas
of each village. In the Raj Nagar catchment locality of SWD,
the houses were searched from 7 AM to 9 AM, and larval
collection was also conducted simultaneously if searched houses
and containers were found positive for larval presence from
domestic and peridomestic water bodies and other sites including
overhead tanks, large open water bodies, tires, coolers, bird
pots, flowerpots, iron containers, and solid wastes in urban
catchment areas of the clinic and from domestic and
peridomestic containers in the houses of reported cases. The
collected larvae were reared in an insectary separately up to
their emergence to identify the mosquito species. Identification
of species was done following the standard taxonomic key as
described by Christophers [26]. Adult mosquito collection was
also done using the hand catch method [27], and the collected
Anopheles mosquitoes were screened for the presence of malaria
parasites (P falciparum, P vivax, Plasmodium malariae, and
Plasmodium ovale), through polymerase chain reaction (PCR)
[28], in pools of mosquitoes made village-wise and species-wise.
To estimate the critical density of malaria vectors, per man-hour
density (PMHD) was calculated as the number of anophelines
collected per hour by an insect collector using the formula:

PMHD=No. of mosquitoes collectedTime spent (in hours) x no. of insect collectors

Fever surveys and RACD were carried out in October 2019 in
6 villages of the Bulandshahr (UP) with support from the local
health personnel (Accredited Social Health Activists and Health
Inspectors). Fever camps were organized at a central location
in each village, and the local health personnel informed the
villagers about the camp and motivated them to visit. Incoming

febrile cases were screened for malaria by using a rapid
diagnostic test (SD Bio Line Malaria Ag P.f / P.v, Standard
Diagnostics, Inc, Republic of Korea) as per the manufacturer’s
instructions. All febrile cases were treated symptomatically,
and patients with malaria were treated as per the national drug
policy. RACD was done as described by the WHO [29], and
blood smears were prepared from apparently healthy individuals
in and around the household of the index cases. The smears
were examined for the presence of malaria parasites at
ICMR-NIMR, Delhi (as described previously), and the results
were communicated to the concerned health personnel for
further management.

Data Entry and Statistical Analysis
All the collected data were entered in a Microsoft Excel 2016
spreadsheet and presented as proportions (percentages), medians,
and ranges, where appropriate. The strength of association was
estimated using a chi-square test, and a P value of less than .05
was considered statistically significant.

Results

Overview
A total of 14,748 fever cases were screened for malaria by
microscopy from January 2017 to December 2019. The 3-year
period prevalence of malaria was 2.4% (364/14,748). Out of
these 364 cases, 355 (97.5%) were P vivax mono-infections, 8
P falciparum mono-infections (2.1%), and 1 mixed infection
of P vivax and P falciparum. There was male predominance
among patients with fever (59%) as well as patients with P vivax
malaria (71%). More than half of the patients with P vivax
malaria were in the age group of 15‐29 years (183/355, 52%)
with a median age of 22 years. The parasite burden ranged from
63 to 206,187 parasites per microliter of blood.

Imported Malaria Burden
Out of the 250 P vivax cases with a travel history (250/355,
70%), 186 (74%) cases were returning travelers and the
remaining 64 (26%) cases were incoming travelers (Figure 1).
However, relevant travel history to be able to label them as
imported cases was available from 63% (222/355) of patients.
Out of these imported P vivax cases, 173 (78%) cases were
returning and 49 (22%) cases were incoming travelers.
Ninety-five percent (212/222) of the imported cases were from
UP and 142 of them (142/212, 67%) had traveled to 1 of the 6
districts of UP viz Bareilly, Badaun, Aligarh, Hathras,
Bulandshahr, and Mainpuri. The remaining 10 imported cases
had traveled to Uttarakhand (3; Dehradun and Hardwar),
Rajasthan (3; Bikaner, Bundi, and Sawai Madhopur), Madhya
Pradesh (2; Gwalior), Haryana (1; Gurugram), and Punjab (1;
Sri Muktsar Sahib), as shown in Figure 2. Out of 9 patients with
P falciparum malaria (including 1 mixed infection), 8 had a
travel history.
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Figure 1. Travel history among 355 patients with Plasmodium vivax malaria. Based on the epidemiologically relevant travel history, cases associated
with travel were categorized into “imported” (222; shown in red font) and indigenous (133; gold colored font) cases. The geographical distribution
(states) of imported cases is also mentioned.

Figure 2. Areas traveled to by Plasmodium vivax malaria imported cases. The areas (states and union territories of India) are shown in blue (Punjab,
Chandigarh, Haryana, Uttarakhand, UP, MP, and Rajasthan) whereas Delhi (study site) is shown in green. The zoomed-in image of the map in the inset
shows further administrative breakdown of these 7 states and union territories (as districts) in blue. The districts within these 7 states and union territories,
which are associated with the travel history of imported cases, are colored based on the number of imported cases contributed by each district: light
orange (1‐5 cases); dark orange (5‐15 cases); darker orange (15‐25 cases), and red (>25 cases). It is evident that UP has 3 dark orange districts:
Hathras (10 cases), Mainpuri (12 cases), and Bareilly (15 cases); 1 darker orange district: Bulandshahr (25 cases); and 2 red districts: Aligarh (37 cases)
and Badaun (47 cases). MP: Madhya Pradesh; UP: Uttar Pradesh.

The reasons for travel in P vivax malaria cases included visiting
their native residence in various states (mainly for returning
travelers); education or employment (for incoming travelers);
and visiting relatives, family, and friends during festivals (for
returning and incoming travelers) as many Indian and regional
festivals temporally coincide with the malaria transmission
season. The minimum length of stay outside Delhi among
travelers was 1 day while the maximum stay was of 111 days.
Travel history was reported by the family members of the
patients with malaria as well. There were 24 families with at
least 2 members probably acquiring malaria after traveling.

A majority of the P vivax cases (279/355, 79%) were detected
during the transmission season, that is, July to November. The
nontransmission season (December to June) contributed to the
remaining 21% (76/355) of cases.

During the transmission season (July to November;
2017‐2019), the proportion of imported P vivax malaria cases
diagnosed at the fever clinic was higher (65%) than that in the
nontransmission season (53%; December to June), as shown in
Figure 3, and the difference was statistically significant

(χ2
1=4.04; P=.031) at a 95% confidence level.
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Figure 3. Plasmodium vivax malaria cases reported in Delhi (2017‐2019). The figure shows the number of P vivax cases, indigenous (blue) and
imported (imported), as reported each month and each year during the study period (January 2017 to December 2019) at the Indian Council of Medical
Research-National Institute of Malaria Research fever clinic. The cumulative month-wise data from 2017 to 2019 are shown in the inset. The yellow
semitransparent rectangles show the transmission season.

Entomological Surveys
Adult mosquito collections from the draining and catchment
areas (Bagdola and Raj Nagar areas) of the fever clinic in SWD
showed 4 mosquito species, with a low prevalence of Anopheles
mosquitoes during the survey (September 2018 to December

2019). Out of 573 adult mosquitoes collected from 3395 houses,
only 7 (1%) were Anopheles stephensi (Table 1), and all of them
were found during the malaria transmission season (September).
No other species of Anopheles were found. The majority of
mosquitoes (443/573, 78%) were Aedes aegypti in the
households.

JMIR Public Health Surveill 2025 | vol. 11 | e50058 | p.800https://publichealth.jmir.org/2025/1/e50058
(page number not for citation purposes)

Savargaonkar et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table . Month-wise adult mosquito collection in Bagdola and Raj Nagar, South West Delhi, between September 2018 and December 2019. Transmission
season is highlighted in gold. The proportion of mosquito species identified out of the total is shown as a percentage (in parentheses).

Mosquito species identifiedHouses checked,
n

Total, nCulex quinque-
fasciatus, n (%)

Anopheles
stephensi, n (%)

Aedes albopic-
tus, n (%)

Aedes aegypti, n
(%)

Month and year

7546 (62)1 (1)0 (0)28 (37)316September

2018a

206 (30)0 (0)0 (0)14 (70)97October 2018a

8623 (27)0 (0)0 (0)63 (73)402November 2018a

192 (11)0 (0)1 (5)16 (84)220December 2018

10 (0)0 (0)0 (0)1 (100)112January 2019

00 (0)0 (0)0 (0)0 (0)70February 2019

53 (60)0 (0)0 (0)2 (40)179March 2019

130 (0)0 (0)0 (0)13 (100)60April 2019

166 (37)0 (0)0 (0)10 (63)344May 2019

10213 (13)0 (0)0 (0)89 (87)367June 2019

7118 (25)0 (0)0 (0)53 (75)352July 2019a

670 (0)6 (9)0 (0)61 (91)270August 2019a

490 (0)0 (0)5 (10)44 (90)301September

2019a

400 (0)0 (0)0 (0)40 (100)211October 2019a

90 (0)0 (0)0 (0)9 (100)33November 2019a

00 (0)0 (0)0 (0)0 (0)61December 2019

573117 (20)7 (1)6 (1)443 (78)3395Total

aTransmission season.

On the other hand, a total of 9 species of mosquitoes (5
anopheline, 2 Aedes, 1 Culex, and 1 Armigeres species) were
collected from 6 villages in the Bulandshahr district (Table 2)
of UP. Out of the 416 adult mosquitoes collected, 126 (30%)
were Anopheles with Anopheles subpictus (21%) and Anopheles
culicifacies (5%) dominating the anopheline burden. Culex

quinquefasciatus was the major mosquito species found in rural
Bulandshahr (235/416, 57%). Among the anophelines, A
subpictus (PMHD 16.61) was the most abundant species
followed by the main rural vector A culicifacies (PMHD 4.25)
and A stephensi (PMHD 1.35).

JMIR Public Health Surveill 2025 | vol. 11 | e50058 | p.801https://publichealth.jmir.org/2025/1/e50058
(page number not for citation purposes)

Savargaonkar et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table . Adult mosquito collection and species identification in the surveyed 6 villages of Bulandshahr district of Uttar Pradesh during October 2019.
The proportion of different mosquito species identified out of the total is shown as a percentage (in parentheses).

Mosquito species identified

Total, nArmigeris
subalba-
tus, n (%)

Culex
quinque-
fasciatus,
n (%)

Anopheles
subpictus,
n (%)

Anopheles
niger-
rimus, n
(%)

Anopheles
culicifa-
cies, n
(%)

Anopheles
annularis,
n (%)

Anopheles
stephensi,
n (%)

Aedes al-
boipictus,
n (%)

Aedes ae-
gypti, n
(%)

Villages

1376 (4)86 (63)30 (22)4 (3)9 (7)1 (0.7)0 (0)0 (0)1 (0.7)Adauli

6618 (27)26 (40)12 (18)0 (0)5 (8)4 (6)0 (0)1 (2)0 (0)Lakhaoti

660 (0)45 (68)6 (9)0 (0)4 (6)0 (0)5 (8)2 (3)4 (6)Shikarpur
(Kot
Kalan 1)

260 (0)20 (77)5 (19)0 (0)0 (0)1 (4)0 (0)0 (0)0 (0)Kutubpur

4421 (47)18 (41)0 (0)1 (2)2 (5)0 (0)2 (5)0 (0)0 (0)Mustafabad
Daduwa

772 (3)40 (52)33 (43)0 (0)2 (3)0 (0)0 (0)0 (0)0 (0)Dinoul

41647 (11)235 (57)86 (21)5 (1)22 (5)6 (1)7 (2)3 (0.7)5 (1)Total

A total of 24 collected anopheline mosquito pools (22
mosquitoes in 6 pools of A culicifacies, 7 mosquitoes in 2 pools
of A stephensi, 3 mosquitoes in 3 pools of Anopheles annularis,
86 mosquitoes in 11 pools of A subpictus, and 5 mosquitoes in
2 pools of Anopheles nigerrimus) were tested by PCR for the
presence of malaria parasites; however, none of the pools was
found positive for the presence of malaria parasites.

The vector survey to identify mosquito breeding habitats in Raj
Nagar and Bagdola catchment localities revealed that out of
14,333 containers (including large containers, cemented tanks,
and underground tanks) checked, Anopheles breeding was found
only in 8 containers that included coolers, overhead tanks,
cement tanks, and iron containers. There were no large water
bodies in the surrounding area of the survey.

A mosquito breeding habitat survey in the 6 villages of
Bulandshahr found that out of the 203 water-holding containers
and water bodies, 51 (25%) had Anopheles breeding. Major
breeding sites included drains (4/7, 57%), canals (1/2, 50%),
ponds (3/6, 50%), and pits (9/20, 45%). Other sites where
breeding was found included domestic and peridomestic water
bodies (26/123, 21%), cemented ground tanks (cattle tanks;
5/26, 19%), and rice fields (3/19, 16%). A culicifacies were
found mostly in canal banks and village ponds whereas C
quinquefasciatus in sewages.

Fever Surveys
Camp-based fever surveys in the 6 villages identified 86 persons
with fever, with only 1 person testing positive for P vivax by
the rapid diagnostic tests. RACD from 22 asymptomatic persons
around the households of the index cases revealed 5 additional
cases (5/22, 23%) of P vivax by microscopy.

Discussion

Principal Findings
Between January 2017 and December 2019, 355 monoinfected
P vivax cases were reported, and out of them, 63% (n=223)
could be categorized as possible imported malaria cases based
on relevant travel history, thus forming a major burden of
reported malaria cases in SWD. The study also detected 5
additional P vivax cases through RACD done in villages visited
by the imported cases and identified malaria vectors of
anopheline species and their breeding habitats in such areas.

The distribution of malaria cases reported in the fever clinic at
ICMR-NIMR revealed that the malaria cases were more likely
to be imported than indigenous and occur in transmission season.
The period July to November is considered to be the malaria
transmission season in Delhi, while December to June is
considered a nontransmission season [30].

Although 67% of the P vivax cases were imported, being
associated with relevant travel history, the remaining 37% of
indigenous cases could be associated with possible local
transmission of P vivax in SWD, as suggested by the presence
of anophelines in Delhi (this study) and the reported presence
of malaria vectors in Delhi [31,32]. P vivax malaria cases during
the nontransmission season or in nontravelers might also be
recurrences or relapses due to the activation of hypnozoites
from the liver [30].

Recent travel within the country is associated with malaria in
various studies [22,23]. This study showed that the proportion
of males was more than females among imported as well as
indigenous malaria cases and a similar trend was seen in patients
with fever as well. In similar studies, men traveling away from
home in the last 30 days were reported to be strongly associated
with malaria in Ethiopia [24,25].

Although Delhi shares its borders with the state of UP in the
east and the state of Haryana in the remaining directions, we
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observed that ≈96% of the imported cases were from UP. Data
highlights of the census of India in 2001 and 2011 show that
Delhi receives a higher number of migrants (≈50% of the total
in-migrants) from UP versus that from Haryana (≈10% of
in-migrants) [33]. With >20-fold higher malaria burden in UP
(than in Haryana), the findings of >95% of cases being imported
from UP are explainable [12]. Reasons for migration to Delhi
are cited to be due to employment, business, education,
marriage, etc [33,34]. The reasons for travel reported during
this study were festivals, farming, and visits to relatives. Those
visiting friends and relatives in malaria-endemic areas have
been reported to be at high risk of contracting malaria [35,36].

Many districts in UP contributed to the imported P vivax cases
in SWD (Figure 2); however, 6 UP districts contributed 10 or
more cases: Hathras (10 cases), Mainpuri (12 cases), Bareilly
(15 cases), Bulandshahr (25 cases), Aligarh (37 cases), and
Badaun (47 cases). Further investigations (vector and fever
surveys) were carried out in 6 villages of Bulandshahr district
only due to reasons explained earlier. Bulandshahr district of
UP, located southeast of Delhi, is situated between the Ganga
and Jamuna rivers, which are the major rivers in North India.
The soil is very fertile where mainly sugarcane, and wheat are
grown. Irrigation facilities are also well-developed and this area
is canal-irrigated as well [37] which makes the area highly
mosquitogenic.

During vector surveillance in 6 villages of Bulandshahr, 25%
of the water bodies were positive for anopheline larval breeding,
and 5 species of adult Anopheles mosquito were found during
adult mosquito collections. Unlike Bulandshahr, where almost
every village had ponds, canals, and ample water in surrounding
areas providing sufficient opportunities for the breeding of
anophelines, Delhi is highly urbanized and lands are not
available for ponds and crop fields. In comparison to
Bulandshahr, the catchment areas of the fever clinic (Raj Nagar
and Bagdola localities) of SWD had a very low prevalence of
Anopheles. Only 1 species, that is, A stephensi was present in
these localities in contrast to Bulandshahr where 5 species of
Anopheles were collected out of which 2 were major malaria
vectors, that is, A stephensi and A culicifacies. Larval surveys
suggested that urban and rural areas have different breeding
habitats. In villages, natural water bodies like ponds, canals,
pits, and crop fields were more prominent and harbored more
breeding than the peridomestic and domesticated containers in
contrast to the urban areas where natural breeding sites are
limited and were confined to peridomestic and domestic
containers only. Mosquito species like A stephensi and A aegypti
are adapted to breed in such urban areas whereas A culicifacies
mostly breed in outdoor natural water habitats like canal banks,
village ponds, etc and C quinquefasciatus is found in sewage
water.

Among malaria vectors, A culicifacies was found to be the
dominating mosquito species along with an efficient
malaria-transmitting vector, A stephensi. However, the month
of the survey (October) had low vector density, which may be
due to the low ambient temperature (20‐25 °C) during the
survey period. Further, the mosquitoes that were collected from
the villages of Bulandshahr district did not show parasite
positivity by PCR. This may be due to multiple factors,

including the very short period of vector survey (30 d), a limited
number of vectors collected toward the end of transmission
(October), and the difference in time of mosquito collection and
case reporting in the clinic, as the vector survey was carried out
as a response for tracking ongoing transmission in areas
previously visited by imported malaria cases.

The 6 districts of UP that contributed most to imported cases
in SWD had API (2018) of 0.06 (Bulandshahr and Mainpuri),
0.1 (Hathras and Aligarh), 5.5 (Badaun), and 7.3 (Bareilly),
whereas the API of Delhi during this period was 0.02 [38]. A
survey was therefore, carried out in Bulandshahr wherein 1 out
of 86 febrile cases (fever survey) and 5 out of 22 afebrile persons
(RACD) were identified with P vivax infections which signifies
that further studies are needed to assess the extent of
asymptomatic Plasmodium infection and its role in transmission
in such areas.

The prevalence of malaria was found lower in the camp-based
fever surveys compared with the prevalence reported from the
fever clinic in SWD. This may be because the camp-based fever
surveys were carried out during October, which marks the end
of the transmission season and therefore may have had a lower
number of cases. Further, the catchment area of the camp
included a village whereas the fever clinic at SWD has a much
larger and densely populated catchment area.

The regions nearing malaria elimination tend to have a
heterogeneous endemicity, with foci of high burden and areas
with no endogenous malaria transmission. For eliminable
diseases such as malaria, within-country migration is a
recognized but understudied challenge in such geographically
heterogeneous transmission to sustain zero-burden and prevent
reintroduction and re-establishment of transmission [23,39].
Such regions often lack a robust surveillance system to deal
with imported cases besides treating them, and there appears to
be a lack of documented cross-reporting and targeted
intervention in the foci where the infections probably originated.

This study is therefore important, as it attempted to
comprehensively investigate imported malaria cases, and may
be adopted and locally adapted as an implementation model in
similar areas with no or few locally acquired malaria cases.

Limitations
There is an obvious limitation of this study that a limited
geographical area for fever and vector surveillance was selected.
Nevertheless, the study shows the presence of malaria
transmission in areas where patients with malaria reporting to
the fever clinic had traveled. The study was also limited by the
possibility of recall bias of study participants correctly recalling
the exact dates of travel for both imported and indigenous
patients with malaria. The investigators, however, tried to extract
the near-exact dates by relating travel to the locally relevant
cultural events, festivals, and other contextual events.
Misclassification bias (incorrect classification of imported
malaria) could have stemmed from the possibilities of
recurrences and relapses of P vivax infections acquired before
the study period. The study did not use available molecular
methods to differentiate recurrent versus new infection and
therefore could not account for P vivax relapses. However, the
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possibility that only up to 40% of P vivax infections in the study
area (that too in the nontransmission season) could be due to
possible relapses [30], nonavailability of molecular methods to
confidently differentiate recurring infections from new
infections, and random possibilities of recurrence in both the
imported and indigenous patients with malaria may have
compensated for this limitation.

Last, only 2 methods for mosquito collection were used. The
hand catch method using an aspirator was the only method
adopted for the estimation of vector density. For larval
collection, dips were taken from water bodies for assessment
of breeding. No other method was adopted for mosquito
collection, and this might have underestimated the frequency
of vectors and their possible infection with Plasmodium, because
the PCR results did not show any vector positivity.

Conclusions
A significant burden (63%) of P vivax malaria reported in SWD
was found to be imported from UP. Malaria transmission
possibilities (multiple breeding sites suggesting stable breeding
ground of anophelines) were higher in Bulandshahr than in

SWD. Indigenous cases in SWD are also a concern, as adult
vectors were also found in the area. Despite the detection of
additional P vivax cases following RACD in Bulandshahr and
vector-breeding sites being identified, the conclusion that the
imported cases really acquired infections from the surveyed
areas in Bulandshahr is limited by the correct recall of travel or
fever dates and the possibility of relapses due to P vivax.

Way Forward
The study reiterates that population movement is a key challenge
for malaria elimination, particularly in areas with very low or
0 indigenous malaria cases, and investigations of the potential
role of travelers in introducing malaria and its further spread
are definitely needed. Since the epidemiology of migration
malaria is contextual, appropriate tailor-made measures are
needed, both at the sites where imported cases are detected and
in areas where these infections might have been acquired. In
addition, effective “information, education, and communication”
activities to educate travelers regarding the potential risks of
travel-associated malaria and its prevention should be
undertaken.
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Abstract

Background: The COVID-19 pandemic represents one of the most challenging public health emergencies in recent world
history, causing about 7.07 million deaths globally by September 24, 2024. Accurate, timely, and consistent data are critical for
early response to situations like the COVID-19 pandemic.

Objective: This study aimed to evaluate consistency of daily reported COVID-19 cases in 191 countries from the Johns Hopkins
University Center for Systems Science and Engineering (JHU CSSE) and the World Health Organization (WHO) dashboards
during 2020‐2022.

Methods: We retrieved data concerning new daily COVID-19 cases in 191 countries covered by both data sources from January
22, 2020, to December 31, 2022. The ratios of numbers of daily reported cases from the 2 sources were calculated to measure
data consistency. We performed simple linear regression to examine significant changes in the ratio of numbers of daily reported
cases during the study period.

Results: Of 191 WHO member countries, only 60 displayed excellent data consistency in the number of daily reported COVID-19
cases between the WHO and JHU CSSE dashboards (mean ratio 0.9-1.1). Data consistency changed greatly across the 191
countries from 2020 to 2022 and differed across 4 types of countries, categorized by income. Data inconsistency between the 2
data sources generally decreased slightly over time, both for the 191 countries combined and within the 4 types of income-defined

countries. The absolute relative difference between the 2 data sources increased in 84 countries, particularly for Malta (R2=0.25),

Montenegro (R2=0.30), and the United States (R2=0.29), but it decreased significantly in 40 countries.

Conclusions: The inconsistency between the 2 data sources warrants further research. Construction of public health surveillance
and data collection systems for public health emergencies like the COVID-19 pandemic should be strengthened in the future.

(JMIR Public Health Surveill 2025;11:e65439)   doi:10.2196/65439
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COVID-19; pandemic; data consistency; World Health Organization; data quality

Introduction

The COVID-19 pandemic represents one of the greatest global
public health challenges of this century. According to World
Health Organization (WHO) statistics, by September 24, 2024,
COVID-19 led to over 7.04 million deaths globally [1]. Critical
flaws in timely data collection and reporting have hindered and
misled the prevention and control of the pandemic over the past
3 years [2]. For example, during the early phase of the pandemic,

the cumulative number of COVID-19 cases in the United States
released by the Johns Hopkins University dashboard quickly
exceeded 1 million individuals by the end of April 2020,
substantially higher than governmental statistics [3]. Such
discrepancies created considerable chaos for US governmental
responses to the COVID-19 pandemic [4]. To better respond to
future pandemics and other global health crises, it is helpful to
examine and summarize important lessons we learned.
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One key aspect of public health crisis and pandemic
preparedness is the need for high-quality data to guide
decision-making, practice, and research about prevention and
control. Furthermore, 2 open-access data sources were widely
used in research and decision-making about the COVID-19
pandemic [5], the COVID-19 dashboards released by the WHO
and the Johns Hopkins University Center for Systems Science
and Engineering (JHU CSSE). The 2 data sources collected data
in different ways and have been reported as having somewhat
inconsistent data in several countries [6]. However, a
comprehensive evaluation of the consistency between the 2 data
sources has not been conducted across multiple countries and
over the key time period of the pandemic, from 2020 to 2022.

Therefore, this study systematically examined the consistency
of the number for daily reported COVID-19 cases in 191
countries from 2 data sources, WHO and JHU CSSE, from 2020
to 2022.

Methods

Database
Given their wide use and numerous citations, we selected the
publicly accessible WHO COVID-19 dashboard and the JHU
CSSE COVID-19 dashboard as the major sources to investigate
data patterns concerning COVID-19 pandemic infection rates
[6]. The WHO dashboard was created by the WHO. In January
2020, the WHO developed the case definition of COVID-19
infection and requested all member countries to report the
number of daily reported cases through the International Health
Regulations national focal points. It also collected COVID-19
daily cases and death counts from internet-based public sources
(public dashboards and social media) as a supplement [7]. The
JHU CSSE dashboard was created by Johns Hopkins University
in early January 2020. It gathered data from publicly accessible
sources referenced in a version-controlled README file on
the repository [5].

For this study, we retrieved publicly accessible numbers of daily
reported COVID-19 cases in the 191 United Nations member
countries from both data sources between January 22, 2020 and
December 31, 2022. In total, there were 6 days with missing
values in the 2 data sources for all 191 countries and all study
days together, comprising 0.00003% (6/205,325) of all study
days. Considering the small number of missing values and the
fact that they were unlikely to create significant impact on our
results, we excluded those days from our analysis. Data before
January 22, 2020, were also not included, as the outbreak had
just initiated and the JHU CSSE COVID-19 dashboard was not
yet established.

Data Analysis
In total, 2 measures were used to assess consistency between
the 2 data sources. One measure was the ratio of the daily
number of reported cases from the JHU CSSE dashboard to that
from the WHO dashboard, aligned by calendar time. As an
example, in Afghanistan on March 31, 2022, the JHU CSSE
dashboard reported 264 newly reported cases and the WHO
dashboard reported 220. The ratio of JHU CSSE over WHO
dashboards was calculated as “264/220=1.2” for that day in

Afghanistan. To facilitate our description, we refer to the ratio
of daily numbers of reported cases between the 2 data sources
as “daily ratio” or, simply, “ratio.”

Based on the mean ratio of the 191 countries during the full
study time period, we classified the daily ratios for each country
into 5 categories of consistency: excellent (0.9≤mean ratio≤1.1),
high (0.8≤mean ratio<0.9 or 1.1<mean ratio≤1.2), moderate
(0.7≤mean ratio<0.8 or 1.2<mean ratio≤1.3), low (0.4≤mean
ratio<0.7 or 1.3<mean ratio≤1.6), and poor (mean ratio<0.4 or
1.6<mean ratio). Countries where the 2 dashboards had higher
consistency yielded ratios closer to 1.0, of course, and countries
where there were greater discrepancies between the 2 dashboards
had ratios either far below or far above 1.0.

To address certain unusual cases, we empirically built the
following rules to calculate the daily ratio in certain unusual
cases: (1) when the numerator and denominator were both 0,
we defined the ratio as 1, as this represented perfect agreement
between the dashboards; (2) when only the numerator was 0
and the denominator was 10 or greater, we defined the ratio as
0.5, and when the denominator was less than 10, we used the
fourth criterion listed below to define the value of the ratio; (3)
when the denominator was 0 and numerator was 10 or greater,
we defined the ratio as 2.0, and when the numerator was less
than 10, we used the fourth criterion below to define the value
of the ratio; and (4) when the numerator and denominator were
both less than 10 and their differences were less than 3
(explaining 0.1% of all data), between 4 and 6 (explaining
0.3%), or ≥7 (explaining 0.5%), we defined the ratio as 0.9 or
1.1, 0.7 or 1.3, 0.5 or 1.5, respectively, thus avoiding extremely
large or small ratios due to small numerators or denominators.
We mapped the mean and coefficient of variation (CV) of the
daily ratios between the 2 data sources for each of the 191
countries.

We graphed box plots and performed the Kruskal-Wallis rank
sum test to display and compare differences in the mean and
CV of the daily ratios across groups of countries defined by
income levels. The 191 countries were classified into 4
income-based categories according to the World Bank Analytical
Classifications of 2023 [8]: low-income countries, lower
middle-income countries, upper middle-income countries, and
higher-income countries. In addition, simple linear regression,
with the absolute relative difference in daily number used as
the dependent variable and time (date) as the independent
variable, was performed to examine trends in the daily
differences during the study period. A significant and positive
regression coefficient indicates worsening data consistency over
time, while a significant and negative regression coefficient
indicates improved data consistency.

SPSS statistics 26 (IBM Corp), R version 4.3.0 (R Core Team),
and Microsoft Excel spreadsheet 2021 were used for data
analysis. P<.05 was regarded as statistically significant.

Ethical Considerations
This study does not cause harm to humans and does not involve
individual information or commercial interest information. The
data used in this study cannot be used to identify individual
information, either directly or indirectly. Based on the given
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declarations, this study complies with the fundamental principles
expressed in the Declaration of Helsinki and meets the ethical
exemption requirements of the Ethical Review Measures for
Life Sciences and Medical Research Involving Humans
promulgated by China. Therefore, this research was exempted
from ethical review.

Results

For all observed dates combined, the median ratio between the
daily number of reported COVID-19 cases in the 2 data sources

for the 191 countries was 1.14 (IQR 1.07-1.34), with the lowest
mean ratio in Turkey (0.92) and the highest mean ratio in Sudan
(2.48) (Figure 1A). The ratios did not differ significantly across
the 4 categories of countries organized by income (P=.12). The
median CV of ratio between the daily number of reported
COVID-19 cases from the 2 data sources was 1.16 (IQR
0.66-2.25) for the 191 countries. The 4 types of countries had
significantly different CVs of ratio (H=10.08, P=.02) (Figure
1B).

Figure 1. Ratio of number of daily new cases from the Johns Hopkins University Center for Systems Science and Engineering COVID-19 dashboard
and from the World Health Organization COVID-19 dashboard by country income category, from January 22, 2020, to December 31, 2022. CV:
coefficient of variation; HIC: higher-income country; LIC: low-income country; LMIC: lower middle-income country; UMIC: upper middle-income
country.

In Figure 1, the ratio was calculated as the number of daily new
cases from the JHU CSSE COVID-19 dashboard divided by
the number from the WHO COVID-19 dashboard, for each
country. Figure 2 and Figure 3 display the variations in mean
and CV of ratio between the daily number of reported
COVID-19 cases from the 2 data sources across the countries.
Of the 191 countries, 60 had excellent consistency (mean ratio:
0.9‐1.1), while 37 had low consistency (mean ratio: 0.4‐0.7

or 1.3‐1.6) and 23 had poor consistency (mean ratio:<0.4 or
>1.6) (Figure 2). Most African and European countries had low
or poor data consistency and most Asian countries had high or
excellent data consistency. Strikingly, the CV of ratio between
the number of daily reported COVID-19 cases from the 2 data
sources during the study time period was higher than 100% in
110 countries (110/191, 57%), and 20% or less in only 8
countries (8/191, 4%) (Figure 3).

JMIR Public Health Surveill 2025 | vol. 11 | e65439 | p.809https://publichealth.jmir.org/2025/1/e65439
(page number not for citation purposes)

Liu et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 2. Mean ratio of number of daily new cases from the Johns Hopkins University Center for Systems Science and Engineering COVID-19
dashboard and from the World Health Organization COVID-19 dashboard across 191 countries from January 22, 2020, to December 31, 2022. The
ratio was calculated as the number of daily new cases from the Johns Hopkins University Center for Systems Science and Engineering COVID-19
dashboard divided by the number from the World Health Organization COVID-19 dashboard, for each country. NA: not available.

Figure 3. CV of ratio of number of daily new cases from the Johns Hopkins University Center for Systems Science and Engineering COVID-19
dashboard and from the World Health Organization COVID-19 dashboard across 191 countries from January 22, 2020, to December 31, 2022. The
ratio was calculated as the number of daily new cases from the Johns Hopkins University Center for Systems Science and Engineering COVID-19
dashboard divided by the number from the World Health Organization COVID-19 dashboard, for each country. CV: coefficient of variation; NA: not
available.

For the 191 countries combined and within all 4 income-defined
types of countries, the absolute relative difference between daily
number of reported COVID-19 cases from the 2 data sources

all increased slightly over the study time period, with R2 values
of 0.16, 0.08, 0.06, 0.14, and 0.14, respectively (Table 1).
Country-specific analyses showed that the absolute relative

difference increased in 84 countries but decreased in 40
countries significantly (Table 2). Notably, data inconsistency
between the 2 data sources increased significantly over time in

3 countries (Malta: R2=0.25; Montenegro: R2=0.30; United

States: R2=0.29).
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Table . Linear trends in ratio of number of daily reported cases from the Johns Hopkins University Center for Systems Science and Engineering
COVID-19 dashboard and from the World Health Organization COVID-19 dashboard from January 22, 2020, to December 31, 2022, by country income
category (dependent and independent variables of linear regression model were “the absolute value of (ratio-1)” and “time (date),” respectively).

P valueCoefficient of determination (R2)Linear regression modelCountry income

<.0010.16y^=−713.80+0.00029xGlobal

<.0010.08y^=−1110.18+0.00045xLICsa

<.0010.06y^=−1025.15+0.00041xLMICsb

<.0010.14y^=−781.22+0.00031xUMICsc

<.0010.14y^=−1453.78+0.00059xHICsd

aLIC: low-income country.
bLMIC: lower middle-income country.
cUMIC: upper middle-income country.
dHIC: higher-income country.
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Table . Linear trends in ratio of country-specific number of daily new cases from the Johns Hopkins University Center for Systems Science and
Engineering COVID-19 dashboard and from the World Health Organization COVID-19 dashboard from January 22, 2020, to December 31, 2022.

Based on coefficient of determination (R2) of linear regression models with statistical significance, we classified linear trends of ratio into 3 grades:

substantially (R2≥0.25), moderately (0.10<R2<0.25), and slightly (R2≤0.10). In addition, we did not detect significant changes in data consistency for
67 countries).

CountryLinear trend

Increased (n=84)

Malta (R2=0.25), Montenegro (R2=0.30), United

States (R2=0.29)

Substantially (n=3)

Australia (R2=0.18), Bulgaria (R2=0.11), Iran

(R2=0.13), Slovenia (R2=0.21)

Moderately (n=4)

Albania, Algeria, Antigua and Barbuda, Azerbai-
jan, Bahamas, Bangladesh, Barbados, Belgium,
Bhutan, Bolivia, Bosnia and Herzegovina, Brazil,
Brunei, Burundi, Cambodia, Canada, Chile, Co-
moros, Croatia, Cyprus, Czechia, Democratic
Republic of Congo, Denmark, Dominica, Domini-
can Republic, Ecuador, Ethiopia, Fiji, Finland,
Georgia, Grenada, Haiti, India, Iraq, Ireland,
Italy, Kazakhstan, Kenya, Kiribati, Kuwait, Laos,
Latvia, Liechtenstein, Lithuania, Maldives,
Marshall Islands, Mauritius, Mexico, Micronesia,
Monaco, Mongolia, Morocco, Namibia, Nauru,
Norway, Palau, Panama, Papua New Guinea,
Peru, Romania, Saint Kitts and Nevis, Samoa,
San Marino, Saudi Arabia, Seychelles, Slovakia,
Solomon Islands, South Africa, Sweden,
Switzerland, Thailand, Timor, Tonga, Ukraine,
United Kingdom, Vanuatu, Venezuela

Slightly (n=77)

Decreased (n=40)

Poland (R2=0.17), Spain (R2=0.11)Moderately (n=2)

Andorra, Argentina, Bahrain, Belarus, Burkina
Faso, Cameroon, Chad, Congo, Djibouti, Egypt,
El Salvador, Estonia, Germany, Greece, Guinea,
Hungary, Japan, Jordan, Madagascar, Malaysia,
Mali, Mauritania, Moldova, Myanmar, Nether-
lands, North Macedonia, Portugal, Russia, Sierra
Leone, Somalia, Togo, Tunisia, Turkey, Tuvalu,
United Arab Emirates, Uruguay, Yemen, Zambia

Slightly (n=38)

Afghanistan, Angola, Armenia, Austria, Belize,
Benin, Botswana, Cape Verde, Central African
Republic, China, Colombia, Costa Rica, Cote
d’Ivoire, Cuba, Equatorial Guinea, Eritrea,
Eswatini, France, Gabon, Gambia, Ghana,
Guatemala, Guinea-Bissau, Guyana, Honduras,
Iceland, Indonesia, Israel, Jamaica, Kyrgyzstan,
Lebanon, Lesotho, Liberia, Libya, Luxembourg,
Malawi, Mozambique, Nepal, New Zealand,
Nicaragua, Niger, Nigeria, Oman, Pakistan,
Paraguay, Philippines, Qatar, Republic of Korea,
Rwanda, Saint Lucia, Saint Vincent and the
Grenadines, Sao Tome and Principe, Senegal,
Serbia, Singapore, South Sudan, Sudan, Suri-
name, Sri Lanka, Syria, Tajikistan, Tanzania,
Trinidad and Tobago, Uganda, Uzbekistan,
Vietnam, Zimbabwe

No significant change (n=67)
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Discussion

Main Findings
This study systematically examined the consistency of number
of daily reported COVID-19 cases and number-based epidemic
cycles in 191 countries from the 2 most cited data sources
between 2020 and 2022. We generated 2 key findings. First,
there was a difference in global number of daily reported
COVID-19 cases between the WHO and JHU CSSE data, and
data consistency differed between the 4 categories of
income-defined countries and across the 191 countries. Second,
data inconsistency between the 2 data sources generally
decreased slightly over time, both for the 191 countries
combined and within the 4 types of income-defined countries,
but it changed differently over time across the 191 individual
countries.

Interpretation of Findings
Inconsistencies in the number of daily reported COVID-19 cases
between the WHO and JHU CSSE data likely reflect differences
in data collection and data release strategies across the 2 data
sources. The WHO data came primarily from official daily
counts reported by WHO member states, territories, and areas
[7], while the JHU CSSE data were derived from a combination
of more than 400 sources for over 3500-point locations [5].
Compared with the WHO data, the JHU CSSE data were
collected from a higher number of sources, potentially
explaining why the number of daily reported COVID-19 cases
from the JHU CSSE data was greater than that from the WHO
data for the whole world, the 4 types of income-defined
countries, and most individual countries during most dates [9].
The 2 data sources also adopted different data release strategies.
The JHU CSSE COVID-19 dashboard used automated methods
to extract data from each source every half hour and therefore
updated data hourly [5]. In contrast, the WHO COVID-19
dashboard relied on official reports from all WHO member
countries, territories, and areas, which were more prone to be
delayed and less frequently updated than the JHU dashboard
data [10].

Variations in data inconsistency between the WHO and JHU
CSSE data might also be due to diverse data publishing policies
and the evolution of data-releasing agencies (eg, delayed
reporting, data entry errors, and data collection strategies),
particularly at the local level across the 191 countries. As the
pandemic eased, some countries like Sweden reduced the
frequency of data release and even stopped publishing epidemic
data, particularly at the local level [11]. These practices likely
affected the original data collected by the WHO and the JHU
CSSE COVID-19 dashboards in different ways. In particular,
sources indexed by the JHU CSSE dashboard were more
extensive and were more likely to change over time than those
covered by the WHO dashboard [12].

Implications and Limitations
Our findings have 2 important implications. First, we do not
have clear empirical basis to explain the drivers behind
inconsistencies in the number of COVID-19 cases between the
WHO and JHU CSSE dashboards or the changes in data

inconsistency over time. A variety of internal and external
factors likely could have contributed to the magnitude and
pattern of the inconsistency, including but not limited to changes
in government intervention policies or testing capacities.

Policy makers, researchers, and public health practitioners
should recognize that the 2 data sources generate somewhat
different and even occasionally conflicting results when they
use the historical COVID-19 data collected by the WHO and
JHU CSSE dashboards to summarize pandemic control
experiences and lessons, conduct historical trend analyses, and
evaluate intervention strategies [13-15]. Because strong evidence
and detailed guidance are lacking concerning which of the 2
data sources is more valid for which specific time periods and
countries, we recommend users consider both, recognizing each
may have flaws. It also would be valuable to conduct further
research assessing the quality of the data sources. For example,
comparisons of the data sources with known cycles of the
COVID-19 epidemic may yield additional information about
the validity of each data source [16,17]. Another useful approach
to bridge the gaps in high-level data from mainstream sources
is to cross-validate them with data provided by local health
authorities whenever and wherever available. This may be
particularly useful for data on hospitalization and on fatalities,
which are less sensitive to testing policies, health care–seeking
behavior, and reporting bias [18].

Second, our results highlight the importance of gathering
consistent and accurate data to fight against future pandemics
or other public health emergencies [19]. Inconsistent data can
lead to undesired consequences in decision-making, research,
and prevention efforts [20,21]. Development of standardized
data collection and release protocols, along with infrastructure-
and competency-building to help all countries gather accurate
health data, will prepare us not just for current health situations
but also for future pandemics and broad public health
emergencies [22].

Our research is primarily limited by the unavailability of a gold
standard criterion. We assessed the consistency of 2 data sources
and cannot comprehensively assess the reliability or validity of
either, or identify which might be more accurate. No alternative
or recognized valid measure of COVID-19 infections or fatalities
exists worldwide. In addition, due to the unavailability of
detailed information about COVID-19 data collection methods
or data release policies across the 191 countries, we cannot
reasonably interpret exactly why data consistency variations
emerged across the 191 countries or why there were significant
increases or decreases in data consistency over time for some
countries. Future research may consider innovative strategies
to identify key factors contributing to the observed data
inconsistencies and significant changes in data consistency.
Hospitalization data might be considered as a surrogate gold
standard, for example, to approximate accuracy of other data
sources [23], perhaps providing valuable clues. Advanced data
analysis strategies, such as data harmonization or deep machine
learning, might also help uncover reasons behind the results we
report and be useful to address data accuracy in future public
health emergencies. Finally, evidence-based data collection and
release guidelines should be established by the WHO or other
governing bodies, perhaps supplemented with financial and
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technical support to those countries with limited resources to
follow international guidelines. With strong international
collaboration, we should be able to improve transparency,
consistency and overall quality of data emerging from public
health crises in the future.

Conclusions
We report a moderate difference in global average daily number
of reported COVID-19 cases between 2020 and 2022 in the
WHO and JHU CSSE datasets. The COVID-19 data
inconsistency changed significantly across the countries studied

and across time, both globally and in 124 individual countries.
Data users should be cautious in interpreting the data, given
inconsistency across the 2 most commonly cited COVID-19
data sources. Further research is recommended to develop
guidelines to support valid interpretation of existing COVID-19
data, explore possible reasons for discrepancies, and understand
factors such as governmental policies and data collection
systems that may lead to data inconsistency. With those efforts,
society can be best prepared to conduct valid health-related data
collection in response to future pandemics and public health
emergencies.
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Abstract

Background: Infectious diseases (IDs) have a significant detrimental impact on global health. Timely and accurate ID forecasting
can result in more informed implementation of control measures and prevention policies.

Objective: To meet the operational decision-making needs of real-world circumstances, we aimed to build a standardized,
reliable, and trustworthy ID forecasting pipeline and visualization dashboard that is generalizable across a wide range of modeling
techniques, IDs, and global locations.

Methods: We forecasted 6 diverse, zoonotic diseases (brucellosis, campylobacteriosis, Middle East respiratory syndrome, Q
fever, tick-borne encephalitis, and tularemia) across 4 continents and 8 countries. We included a wide range of statistical, machine
learning, and deep learning models (n=9) and trained them on a multitude of features (average n=2326) within the One Health
landscape, including demography, landscape, climate, and socioeconomic factors. The pipeline and dashboard were created in
consideration of crucial operational metrics—prediction accuracy, computational efficiency, spatiotemporal generalizability,
uncertainty quantification, and interpretability—which are essential to strategic data-driven decisions.

Results: While no single best model was suitable for all disease, region, and country combinations, our ensemble technique
selects the best-performing model for each given scenario to achieve the closest prediction. For new or emerging diseases in a
region, the ensemble model can predict how the disease may behave in the new region using a pretrained model from a similar
region with a history of that disease. The data visualization dashboard provides a clean interface of important analytical metrics,
such as ID temporal patterns, forecasts, prediction uncertainties, and model feature importance across all geographic locations
and disease combinations.

Conclusions: As the need for real-time, operational ID forecasting capabilities increases, this standardized and automated
platform for data collection, analysis, and reporting is a major step forward in enabling evidence-based public health decisions
and policies for the prevention and mitigation of future ID outbreaks.

(JMIR Public Health Surveill 2025;11:e59971)   doi:10.2196/59971

KEYWORDS

disease forecasting; machine learning; deep learning; epidemiology; One Health; decision-making; data visualization

Introduction

The frequency and magnitude of infectious disease (ID) events
have seen a drastic incline in the past few decades, mainly
attributed to climate change, urbanization, and globalization
[1]. These events often involve the emergence of novel
infectious agents or the re-emergence of a previously known
pathogen. Timely and accurate prediction of such ID events is
crucial for decision makers to decrease associated mortality,
morbidity, and economic losses [2]. However, the complex and

unpredictable nature of pathogen ecology makes forecasting
the spatiotemporal dynamics of IDs a challenging task [3].

Digital information related to ID events is being generated and
shared faster than ever before. Additionally, information
associated with disease occurrence, such as meteorology,
socioeconomics, demographics, land use, agriculture, social
media, and internet trends, is often readily available [4]. To
keep up with this unprecedented amount of data being generated,
machine learning (ML)– and deep learning (DL)–based
algorithms are being adopted by the research community. These
methods have shown to be better at detecting cryptic patterns
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arising from interactions between multiple features, which are
difficult, often impossible at times, to uncover with conventional
prediction methods [5].

The time-series models have been previously used for
forecasting ID events including brucellosis [6], Middle East
respiratory syndrome [7], campylobacteriosis [8], and Q fever
[5]. However, over the last decade, especially after the
COVID-19 pandemic outbreak, considerable progress has been
made in the field of ID surveillance, as the disease diagnosis,
reporting, and intelligence-sharing infrastructure continue to
grow on a global scale [9]. Dixion et al [5] compared the
performance of various forecasting approaches across several
diseases and countries and found that tree-based techniques had
better predictive performance compared to statistical and DL
techniques. Integrating diverse large-scale epidemiological data
from multiple sources has further enhanced the accuracy and
utility of disease prediction models [10]. Ensemble forecasting
techniques, which merge predictions from multiple models,
offer notable advantages over single-model approaches [11].
For example, Reich et al [12] used real-time multimodel
ensembles for seasonal influenza in the United States, while
Ma et al [13] demonstrated the effectiveness of integrating
internet search data along with ensemble forecasting techniques
to jointly forecast COVID-19 and influenza-like illnesses,
underscoring the value of diverse data sources in public health
forecasting.

Despite several advantages, ML and DL techniques do come
with a number of limitations, making them less desirable in the
real-world operational setting. We conducted a scoping
systematic review to determine the status and advances made
in the field of ID prediction using ML and DL, which were
published elsewhere [9]. One of our focuses in this systematic
review was to identify if and how researchers were incorporating
the necessary methods required to eventually enable the
operational deployment of their ID forecasting models. Through
this work, we identified multiple shortcomings in published
modeling techniques that could hinder their ability to support
operational biopreparedness and decision-making. Even though

most of the studies focused on increasing the prediction accuracy
of their models, which is critical for operational deployment,
they did not address other important decision-making metrics
such as computational efficiency, uncertainty quantification,
interpretability, and generalizability. Modern ML and DL
techniques are performance-driven, that is, they aim to generate
better predictive or classification accuracy by minimizing errors
[14]. As a result, other metrics that are crucial for operational
decision-making are often overlooked by the scientific
community. First, as the structural and functional complexities
of the forecasting models evolve, the computational resources
required to train such models also grow considerably. In
addition, these complexities result in an expanded number of
model hyperparameters that can be individually tuned using
numerous possible techniques. This ever-increasing complexity
gives rise to an even larger problem space with highly variable
results. Second, since most of these techniques are
nonparametric in nature, model uncertainties are not inherently
estimated. Hence, model uncertainties are often overlooked
even though these estimates are crucial for systematic and
transparent decision-making [15]. Third, ML and DL models
are considered black boxes, meaning that their internal logic
and inner workings are mostly hidden from the end user [9].
Consequently, verifying and understanding the rationale behind
the model forecasts are difficult and often neglected. With the
above considerations in mind, we developed an ID forecasting
pipeline that holistically focuses on these often neglected yet
essential performance metrics required for operational decision
support. By incorporating this pipeline into an interactive
dashboard, we created a capability that allows users to easily
visualize the ID forecasting results for use in operational
planning and decision-making.

Methods

Overview
The graphical flowchart illustrating our forecasting pipeline
including data ingest, preprocessing, model training, prediction,
and visualization is presented in Figure 1.

Figure 1. Graphical flowchart illustrating the infectious disease forecasting pipeline. ARIMA: autoregressive integrated moving average; LGBM: light
gradient boosting machine; LSTM: long short-term memory; PI: prediction interval; RF: random forest; RNN: recurrent neural network; SARIMAX:
seasonal autoregressive integrated moving average with exogenous factors; XGB: extreme gradient boosting.
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Case Count Data
The model outcome variable was case counts collected from
EpiArchive [16] and Food and Agriculture Organization’s
Emergency Prevention System-I [17]. We included the most
consistent, available, and interpretable disease case counts from
these sources. These data also included locations that reported
only 0 disease cases. In instances where only the disease
presence was reported without any information about the exact
number of cases, the region, or the date of occurrence, such
disease-location combinations were excluded from the analysis.
We included all the diseases that spanned across multiple
countries or regions and had a consistent reporting of disease
events for our study period. Data were collected at the
regional-level resolution for each country from January 2014

to December 2018, which contained case counts at either the
weekly or monthly temporal resolution.

Feature Data
We collected feature data from a variety of open sources across
the One Health landscape (Table 1). Broadly, the features
included historic case counts (case count lags up to 6 months),
country census data, socioeconomic factors, health data,
agricultural trade data, landscape, and climate records. The
feature information varied in spatial and temporal resolutions;
data were typically available at monthly or yearly resolutions
and covered either the country or regional level. A complete
list of countries, regions, and the total number of features
collected for each region is presented in Multimedia Appendix
1.

Table . The input feature data types, source, feature description by name, geographic location, geographic resolution, time period, and periodicity. The
table was originally published by Dixon et al [5].

PeriodicityTime periodGeographic resolutionGeographic locationIndividual featuresData type

Daily2009-2018Region levelCountries of interestIncidences of select
human diseases

Case counts [16]

Single instance2018Region levelCountries of interestGeopolitical borders
(country and within the
country)

Political borders [18]

Monthly2012‐2018Gridded 0.25 °×0.25 °,
1 °×1 °

GlobalAir temperature, humid-
ity, precipitation, soil
moisture, and wind
speed

Climate [19,20]

YearlyVariesCountry levelGlobalGross domestic productGross domestic product
[21]

N/AN/Aa43,200×17,200 (30 arc
seconds)

GlobalDigital elevation mapElevation [22]

Yearly2009‐2018Country levelGlobalDeaths by country,
year, sex, age group,
and cause of death

Mortality [23]

Yearly2009‐2017Country levelCountries of interestMunicipal waste gener-
ation and treatment

Municipal waste [24]

Single instance2019Varies by country; 1:
10-110 m

GlobalSocioeconomic and
political attributes

Sociopolitical and
physical data [25]

Every 5 years2009‐2015Country levelGlobalPopulation by age inter-
vals by location

Population [26]

Every 5 years2009‐201530 arc secondsGlobalPopulation densityPopulation density [27]

Yearly2009‐2017Country levelCountries of interestFreshwater resources,
available water,
wastewater treatment
plant capacity, surface
water

Water potability and
treatment [24]

aN/A: not applicable.

Data Preparation and Imputation
The harvested raw data contained information at varied spatial
and temporal resolutions in different file formats. These raw
data were harmonized to create the final datasets containing
monthly case counts and input features for each region within
the country. In situations where the feature data at the regional
level were missing, the features aggregated by an average at the
national level were used. Any features with more than 20%

missing values across all regions and dates were not included
as a predictor variable. The remaining missing values were
imputed temporally using spline and forward-fill techniques for
monthly and yearly feature data, respectively. Some features
could not easily be imputed temporally through these techniques
but were still sufficiently prevalent across regions to include in
the models. In these instances, the majority of the missing data
(less than 20% overall) came from only a few select regions.
For these special cases, we performed geoimputation using the
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k-nearest neighbor method and restricted input to only regional
feature data within the same country. We used distance-based
weights for the features with 5 neighboring samples for
imputation. The imputation techniques were implemented using
the “pandas” and “skforecast” libraries in Python (Python
Software Foundation) [26].

Model Choice

Overview
In our analysis, we included the following models discussed in
detail below: statistical time-series models (ie, autoregressive
integrated moving average [ARIMA], seasonal autoregressive
integrated moving average with exogenous factors [SARIMAX],
and Prophet), tree-based models (ie, random forest [RF], extreme
gradient boosting [XGB], and light gradient boosting machine
[LBGM]), and DL models (recurrent neural network [RNN],
long short-term memory [LSTM], and transformer).

Statistical Time-Series Models
The ARIMA model is a traditional statistical technique used in
time-series forecasting. These models use a linear,
regression-type equation, in which the predictors are lags of the
dependent variable or lags of the forecast errors. The SARIMAX
is an extension of ARIMA that takes seasonal trends into
account within time-series data. Because SARIMAX can also
accommodate exogenous features, it is often preferable to
traditional ARIMA. However, SARIMAX models may fail to
converge if those exogenous features are highly correlated. To
overcome this issue, the least absolute shrinkage and selection
operator (LASSO) regression was used for feature selection and
dimensionality reduction. These LASSO-selected features were
later used as input variables for SARIMAX. The modeling
techniques were implemented using “statsmodels” and “sklearn”
libraries in Python [28,29].

Prophet is a decomposable time-series model that uses 3 main
components to make its forecasts, namely, trend, seasonality,
and holidays [30]. The trend component models the nonperiodic
changes in the time series. Seasonality models the periodic, or
seasonal, changes in the time series; this can be an important
part of a disease forecasting model, as many diseases have
seasonal trends. The Prophet model was implemented using the
“darts” library in Python [31].

Tree-Based ML Models
Tree-based models make predictions by creating decision trees
that divide the feature space using a series of binary decision
thresholds. The RF is an extension of the decision tree method
that uses an ensemble of decision trees to increase performance
and reduce the risk of overfitting the training data. The XGB is
an implementation of a decision tree that uses stochastic gradient
boosting to sequentially improve prediction during training.
Because of this methodology, XGB achieves superior accuracy
in prediction tasks. LGBM is similar to XGB; however, it also
applies a novel sampling method and feature bundling process
that allows the method to get comparable performance to XGB
but uses far less memory and trains much faster. These modeling
techniques were implemented using “skforecast” library in
Python [32].

DL Models
The RNN is built on DL architecture with a hidden state that
memorizes sequential data. This added process provides the
model with an understanding of temporal information in a
time-series sequence. The LSTM is an extension of RNN with
additional parameters that incorporate different scales of
temporal information, which allow the model to effectively use
both long- and short-term temporal data in its prediction. Hence,
these models are routinely used in disease forecasting tasks.

Transformers [33] are another form of DL architecture that has
been recently outperforming other models in many applications
of ML. These models leverage a structure known as “attention,”
which allows them to model dependence in both short and long
temporal lags. Unfortunately, these models are especially slow
to train and often require very large amounts of data and
computational power. The DL techniques were implemented
as an encoder-record architecture using “darts” library in Python.

Model Training and Prediction
The model training involved hyperparameter tuning and model
fitting, whereas model testing involved generating 1-step ahead
forecasts (ie, monthly) and their prediction intervals (PIs). When
creating predictions, all feature data and disease case counts up
until the time of prediction were included in the model. The
model training included hyperparameter tuning using a 5-fold
time-series cross-validation split and model fitting. First, the
models were trained using 2014‐2016 data and tested on 2017
data. Subsequently, the model was retrained using 2014‐2017
data and tested on 2018 data in a sliding window manner. A
detailed description of model-specific hyperparameters and their
search space used for model training is presented in Multimedia
Appendix 1.

Model Evaluation
The forecasting models were evaluated in two ways: (1) F1-score
to evaluate the ability of a model to predict the presence or
absence of a disease in each region (ie, did the region report 1
or more cases during the testing period) and (2) mean absolute
error (MAE) for the subset of predictions where the disease was
detected in a region (case counts greater than 0). The multimetric
approach was adopted because of the high frequency of
time-location pairs that had no disease present. Without
separating these results, the MAE metric was largely driven by
the results of the high-frequency disease and regions. Finally,
we created ensemble models by selecting the best-performing
technique based on the MAE of the testing dataset. Other metrics
such as precision, recall, negative predictive value, true
negatives, false positives, false negatives, and true positives
were also estimated but not considered when building our
ensemble model.

Uncertainty Quantification and Interpretability
The 95% PIs for our forecasted values were estimated to account
for forecasting uncertainties. For statistical models (ARIMA,
SARIMAX, and Prophet), PIs were readily obtained along with
the model forecasts as a natural consequence of the model
construction. However, PIs were not directly available for ML
and DL techniques. Hence, we used Python packages that
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retroactively produced PIs using alternate techniques. The PIs
for tree-based models (RF, XGB, and LGBM) were estimated
by a bootstrapping technique using “skforecast” library, whereas
for DL models (RNN, LSTM, and transformer), PIs were
calculated by a nonparametric method known as quantile
regression using the “Darts” library [31,32]. For each model
forecast, we estimated the coverage probability of the 95% PIs
(ie, instances where the PIs surrounded the true value) as a
measure of calibration assessment for the prediction
uncertainties.

Feature importance, based on Shapley Additive Explanation
(SHAP) values for the best-performing models, was used as a
generalized approach to interpretability for tree-based and DL
models [34]. SARIMAX was the only statistical model that
allowed for feature input and interpretability, which was
provided by coefficient estimates from the model. However,
the SARIMAX model was unable to incorporate the large
number of features available for each region. To address this
limitation, a feature selection approach was applied using
LASSO regression to reduce the model’s input variables.

The historic case count data are important and most frequently
used predictive features in the ID prediction domain [9]. In our
analysis, we used case count lags up to 6 months. To estimate
the relative importance of these case count lags compared to
other features, we calculated 2 metrics, namely, the feature ratio
and mean reciprocal rank (MRR). A threshold of the top 10
features, as deemed by the models, was set to estimate the
feature ratio and MRR. The feature ratio was the total number
of lag case count features divided by the total number of features
(up to the top 10 features). The MRR, on the other hand, also
considers the position of the first relevant item in the ranked
list, that is, case count lags. The MRR was defined as the mean
of reciprocal ranks of case count lags across all features. The

values range from 0 to 1, with a higher score signifying the
greater relative feature importance rank of case count lags
compared to other features for obtaining model forecasts.

Spatial Generalizability Using Transfer Learning
We used the transfer learning framework to test the models for
their ability to produce accurate forecasts in regions that were
fairly new to the disease. These regions were strategically picked
by maximizing the global coverage and following the stratified
random sampling framework. First, only the country-disease
combinations where case count data were available were
selected. This process also included the regions that reported 0
disease cases during our study period. Next, one region within
the selected countries was randomly picked and denoted as the
target region. Then, we selected a similar region to the target
region to train the transfer learning models based on (1) the
target and similar region being part of the same country and (2)
the target and similar region containing comparable case counts
over the last 6 months. The similar region pretrained model was
then used to forecast the disease case counts of the target region,
and performance was assessed.

Ethical Considerations
Data used in this study are open source and do not identify
individual information, either directly or indirectly. Therefore,
this research was exempted from ethical review.

Results

Overview
The summary statistics of the disease-location combinations
aggregated at the country level are presented in Table 2, whereas
a detailed breakdown of this summary for both test and train
split is shown in Multimedia Appendix 1.

Table . Median (IQR) regional case counts per country and disease for the entire dataset from January 2014 to December 2018.

CountryDisease

United States,
median (IQR)

Sweden, medi-
an (IQR)

Saudi Arabia,
median (IQR)

Norway, medi-
an (IQR)

Japan, median
(IQR)

Israel, median
(IQR)

Germany, me-
dian (IQR)

Australia, me-
dian (IQR)

4 (0-25)1 (0-2)—a0 (0-2)0 (0-3)30 (0-1072)11 (0-42)3 (0-29)Brucellosis

1159 (0-
25,327)

1103 (0-
10,815)

—306 (0-1456)—998 (0-7666)148,616 (
50,644-
197,616)

7904 (0-
43,205)

Campylobacte-
riosis

——3 (0-71)—0 (0-0)——0 (0-0)MERSb

5 (0-26)———0 (0-1)46 (0-103)28 (0-769)55 (0-974)Q fever

————0 (0-2)—15 (0-897)—Tick-borne en-
cephalitis

4 (0-89)——15 (0-69)0 (0-1)0 (0-0)——Tularemia

aNot available.
bMERS: Middle East respiratory syndrome.

There were 757 disease-region combinations ran through 9
different models in this study. As the first step, we calculated
F1-scores to determine the ability of the forecasting models to
detect the presence or absence of a disease in a given region
(Table 3). Overall, tree-based models (ie, XGB, RF, and LGBM)

and Prophet consistently had better and comparable F1-scores
across the diseases. The DL models (ie, RNN, transformer, and
LSTM) had significantly lower F1-scores. Patterns were
consistent across all diseases in each region. The additional
evaluation metrics for model and disease combination including
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precision, recall, negative predictive value, true negatives, false
positives, false negatives, and true positives are presented in

Multimedia Appendix 1.

Table . F1-score for all models forecasting the presence or absence of disease for each region in 2017 and 2018.

ModelDisease

XGBgTransformerSARIMAXfRNNeRFdProphetLSTMcLGBMbARIMAa

0.670.590.660.560.670.690.550.670.65Brucellosis

0.960.940.910.950.960.970.960.960.93Campylobac-
teriosis

0.900.560.950.610.900.900.600.900.98MERSh

0.780.650.740.670.780.790.640.780.78Q fever

0.980.540.950.550.980.970.590.980.68Tick-borne
encephalitis

0.730.550.720.500.730.710.490.730.54Tularemia

aARIMA: autoregressive integrated moving average.
bLGBM: light gradient boosting machine.
cLSTM: long short-term memory.
dRF: random forest.
eRNN: recurrent neural network.
fSARIMAX: seasonal autoregressive integrated moving average with exogenous factors.
gXGB: extreme gradient boosting.
hMERS: Middle East respiratory syndrome.

Next, we assessed the performance of each model for the subset
of regions, where the total case counts were greater than 0 (ie,

the disease was present) based on MAE. The model with the
lowest MAE was inconsistent across diseases (Table 4).

Table . MAEa (95% CI) for each disease aggregated across all locations where the disease was present in 2017 and 2018.

ModelDisease

XGBh, MAE
(95% CI)

Transformer,
MAE (95%
CI)

SARIMAXg,
MAE (95%
CI)

RNNf, MAE
(95% CI)

RFe, MAE
(95% CI)

Prophet,
MAE (95%
CI)

LSTMd,
MAE (95%
CI)

LGBMc,
MAE (95%
CI)

ARIMAb,
MAE (95%
CI)

0.8 (0.4‐
1.1)

0.8 (0.5‐
1.6)

1.1 (0.7‐
1.6)

0.9 (0.5‐
1.2)

0.8 (0.5‐
1.1)

0.9 (0.5‐
1.2)

0.84 (0.5‐
1.14)

0.8 (0.5‐
1.1)

0.8 (0.5‐
1.1)

Brucellosis

43.1 (34.2‐
52.1)

50.9 (40.3‐
61.6)

243.7
(74.9‐
412.6)

46.6 (37.7‐
55.5)

39.8 (32.3‐
47.2)

43.4 (34.9‐
51.8)

45.2 (36.3‐
54.12)

43.8 (35.3‐
52.3)

237.9 (1.1‐
474.9)

Campylobac-
teriosis

1.2 (0.9‐
1.5)

1.4 (0.9‐
2.0)

1.9 (1.2‐
2.7)

1.3 (0.9‐
1.8)

1.5 (0.8‐
2.1)

1.4 (0.9‐
1.9)

1.18 (0.8‐
1.6)

1.5 (0.9‐
2.1)

28.9 (25.4‐
83.1)

Q fever

2.4 (0.6‐
4.1)

2.9 (0.7‐
5.2)

1.6 (0.6‐
2.6)

2.6 (0.7‐
4.6)

2.4 (0.6‐
4.1)

1.3 (0.5‐
2.2)

2.61 (0.7‐
4.53)

2.4 (0.7‐
4.1)

2.0 (0.6‐
3.3)

Tick-borne
encephalitis

0.6 (0.5‐
0.7)

0.6 (0.5‐
0.7)

0.7 (0.5‐
0.9)

0.6 (0.4‐
0.7)

0.6 (0.5‐
0.7)

0.6 (0.5‐
0.7)

0.58 (0.5‐
0.71)

0.6 (0.5‐
0.7)

0.6 (0.4‐
0.7)

Tularemia

aMAE: mean absolute error.
bARIMA: autoregressive integrated moving average.
cLGBM: light gradient boosting machine.
dLSTM: long short-term memory.
eRF: random forest.
fRNN: recurrent neural network.
gSARIMAX: seasonal autoregressive integrated moving average with exogenous factors.
hXGB: extreme gradient boosting.

The MAE of the best-performing model for each disease across
all locations (with case counts greater than 0) is presented in

Table 5, which we define as our “ensemble” model. Using this
technique and when averaging across all regions, prediction

JMIR Public Health Surveill 2025 | vol. 11 | e59971 | p.821https://publichealth.jmir.org/2025/1/e59971
(page number not for citation purposes)

Keshavamurthy et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


years, and diseases, we observed that the ensemble model had
the lowest MAE compared to other models (Table 6). While
the difference does not appear to be a large amount, the
difference is considerable, and the magnitude is visually

minimized by the large error in the ARIMA and SARIMAX
models. All the models included in our study had similar MAE
except for ARIMA and SARIMAX since they had a few outlier
predictions that skewed their MAE.

Table . Ensemble (best performing) models for each disease averaged across all regions where the disease was present in 2017 and 2018.

MAEa (95% CI)Best modelDisease

0.8 (0.5‐1.1)LGBMbBrucellosis

39.8 (32.3‐47.2)RFcCampylobacteriosis

1.2 (0.8‐1.6)LSTMdQ fever

1.4 (0.5‐2.2)ProphetTick-borne encephalitis

0.6 (0.4‐0.7)ARIMAeTularemia

aMAE: mean absolute error.
bLGBM: light gradient boosting machine.
cRF: random forest.
dLSTM: long short-term memory.
eARIMA: autoregressive integrated moving average.

Table . MAEa (95% CIs) for each model aggregated across all diseases and regions where the disease was present in 2017 and 2018.

MAE (95% CI)Model

115.2 (5.2‐225.2)ARIMAb

8.7 (6.5‐23.9)Ensemble

20.8 (16.5‐25.1)LGBMc

21.4 (16.9‐25.9)LSTMd

20.6 (16.3‐24.9)Prophet

19.0 (15.2‐22.8)RFe

22.1 (17.6‐26.7)RNNf

113.1 (34.6‐191.6)SARIMAXg

24.2 (18.8‐29.5)Transformer

20.5 (16.0‐25.0)XGBh

aMAE: mean absolute error.
bARIMA: autoregressive integrated moving average.
cLGBM: light gradient boosting machine.
dLSTM: long short-term memory.
eRF: random forest.
fRNN: recurrent neural network.
gSARIMAX: seasonal autoregressive integrated moving average with exogenous factors.
hXGB: extreme gradient boosting.

The average training time, which included hyperparameter
tuning and model fitting, along with prediction time (ie, the
time to generate 1-step ahead forecasts and their PIs) for each
model averaged across all diseases, regions, and periods are
presented in Figure 2. The LGBM followed by ARIMA were

the most time-efficient models. Although RF and XGB had a
training time comparable with other models, their average
prediction time was considerably higher mainly because of the
increased amount of time required by them to generate 95% PIs
using the bootstrapping technique.
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Figure 2. (A) Average hyperparameter tuning and model fitting time and (B) average training and prediction time for each model averaged across all
diseases, locations, and periods. ARIMA: autoregressive integrated moving average; LGBM: light gradient boosting machine; LSTM: long short-term
memory; RF: random forest; RNN: recurrent neural network; SARIMAX: seasonal autoregressive integrated moving average with exogenous factors;
XGB: extreme gradient boosting.

Feature Importance
For the tree-based models (ie, LGBM, RF, and XGB), we
selected up to 10 top features based on SHAP values that the
model deemed important and calculated feature ratio and MRR
to show how lag case count may be impacting our predictive
performance (Figure 3). Overall, the feature ratios were low
(<0.4) when aggregated across countries and diseases,
suggesting that non–lag case count features were more important
for forecasting compared to case lag data. Campylobacteriosis

and tick-borne encephalitis had higher MRR compared to other
diseases, indicating that lag case count features were ranked
relatively higher among the top 10 features for these diseases.
However, the low feature ratio and MRR for many diseases
highlight how the additional feature variables can be valuable
in disease forecasting, especially for less prevalent diseases. A
complete breakdown of feature ratios and MRRs for each
country-disease combination is presented in Multimedia
Appendix 1.
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Figure 3. Relative importance of case count lags to produce forecasts for tree-based models quantified as feature ratios and mean reciprocal ranks of
the most important features (up to the top 10) aggregated across countries (top row) and diseases (bottom row). Higher scores signify the greater relative
importance of case count lags compared to other features for obtaining model forecasts. LGBM: light gradient boosting machine; MERS: Middle East
respiratory syndrome; RF: random forest; XGB: extreme gradient boosting.

The coverage probability of the forecasting models represented
by the percent coverage of the true observations by 95% PIs is
presented in Table 7. The LGBM had a 94.4% (n=14,707)
coverage, indicating that the PIs were well calibrated, even
better than traditional statistical models like ARIMA and

SARIMAX. On the other hand, the DL models had less than
10% coverage, highlighting the fact that these models were not
thoroughly calibrated. This observation was true when the
coverage percentage was broken down across disease and
country combinations in Multimedia Appendix 1.
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Table . Coverage percentage of the 95% prediction intervals of the forecasting modelsa.

Coverage, n (%)Model

14,582 (93.6)ARIMAb

14,707 (94.4)LGBMc

1277 (8.2)LSTMd

13,086 (84)Prophet

13,756 (88.3)RFe

1246 (8)RNNf

13,959 (89.6)SARIMAXg

1262 (8.1)Transformer

13,491 (86.6)XGBh

aThe ideal coverage percentage is 95%.
bARIMA: autoregressive integrated moving average.
cLGBM: light gradient boosting machine.
dLSTM: long short-term memory.
eRF: random forest.
fRNN: recurrent neural network.
gSARIMAX: seasonal autoregressive integrated moving average with exogenous factors.
hXGB: extreme gradient boosting.

Results Visualization
We created an interactable dashboard to visualize the predictions
made by forecasting models (Figure 4). The information
presented in the user interface includes a time series of actual
and predicted values with 95% PI, model performance metrics,
and feature importance values for each disease and country or
region. In Figure 5, campylobacteriosis in Schleswig-Holstein,

Germany, for the year 2018 using the LGBM model is presented
as an example, showing uncertainty quantification by PIs and
feature importance as mean SHAP values. The lagging case
count feature for the past 6 periods was the most important
feature for the model, but variables related to global health
spending and monetary export value of cattle also ranked high
in feature importance.
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Figure 4. Dashboard in prediction view with values based on case counts scaled by population. LGBM: light gradient boosting machine; MAE: mean
absolute error; ML: machine learning.
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Figure 5. Dashboard with disease (“campy”=campylobacteriosis) and region (Schleswig-Holstein, Germany) selected in prediction view, which includes
model performance statistics in summary and model feature importance list. Pop-out box provides a detailed explanation of the clicked and highlighted
feature. LGBM: light gradient boosting machine; MAE: mean absolute error; ML: machine learning.

Spatial Generalizability Using Transfer Learning
The spatial generalizability for the forecasting models was tested
based on the performance of the pretrained ensemble model
from the location with a comparable disease pattern (ie, similar
region) to forecast the disease case counts of the selected region
(ie, target region). The model tested (ensemble or best model)
varied by location and included statistical (ARIMA: n=3) and
tree-based models (LGBM: n=2 and XGB: n=1). In most cases,
the MAE of a similar region was close to and often lower than
the MAE of the target region (Table 8). However,
campylobacteriosis forecasting in Kalmar, Sweden, was an

exception, where the model MAE increased from 5.01 to 16.98
when Västmanland feature data were used for training. It is
important to note that these are pairwise comparisons of a single
metric calculated across a single region and do not include
confidence bounds to determine if any differences are
statistically significant. However, given that over half of the
disease-region models produced an equal or lower MAE when
testing in a new region, if a power analysis was conducted
assuming a binary outcome and a continued trend, no amount
of data would be sufficient to show that the transfer learning
results would be significantly worse.
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Table . The mean absolute error (MAE) values representing spatial generalizability of transfer learning modelsa.

MAE of

transfer learning
forecast

MAE of

baseline forecast

Similar region

(cases in the past 6
months)

Ensemble modelTarget region

(cases in the past 6
months)

CountryDisease

2.35.41Akko (32)LGBMbJerusalem (34)IsraelBrucellosis

16.985.01Västmanland (124)XGBcKalmar (122)SwedenCampylobacteriosis

0.020.03Eastern Province
(0)

ARIMAeBisha (0)Saudi ArabiaMERSd

2.002.85Queensland (48)ARIMANew South Wales
(37)

AustraliaQ fever

0.250.20Brandenburg (3)ARIMASaxony-Anhalt

(3)

GermanyTick-borne en-
cephalitis

0.000.00Saga (0)LGBMIbaraki (0)JapanTularemia

aFor baseline forecasts, the models were trained and tested on target regions. For transfer learning forecasts, the models were trained on similar regions
and tested on target regions.
bLGBM: light gradient boosting machine.
cXGB: extreme gradient boosting.
dMERS: Middle East respiratory syndrome.
eARIMA: autoregressive integrated moving average.

Discussion

Principal Findings
As ML and DL techniques gain popularity in the ID forecasting
domain, they are being extensively used across a wide range of
pathogens with diverse ecology, geographic, and temporal
scales. However, there is limited consensus among the
forecasting community regarding the application and reporting
of these results in a manner that lends themselves useful for
operational decision-making in real-world circumstances [9].
In this study, we present a universal pipeline for analyzing data,
generalizing the results, and automating reporting. We also
address crucial operational metrics such as forecasting accuracy,
computational efficiency, spatiotemporal generalizability,
uncertainty quantification, and interpretability, which are
essential in an operational scenario. This generalized and
automated analytic pipeline is a major step toward addressing
operational demands in the ID forecasting domain and to better
inform public health and veterinary policies. We included 6 IDs
with diverse transmission dynamics spanning 8 countries and
213 regions. Additionally, we trained our models using a broad
range of data from demographic, geographic, climatic, and
socioeconomic factors within the One Health landscape. This
comprehensive approach enables our analysis to capture the
intricate interplay of variables that drive infectious disease
presence and transmission, more closely reflecting the complex
realities observed in the real world.

Model Performance
We assessed forecasting model accuracies by their ability to
detect the presence of a disease based on F1-scores and by their
ability to accurately forecast case counts when present using
MAE. This 2-step approach prevented the inflation of model
accuracy by the regions that did not encounter disease presence
during our study period. Though we did not find a single best

model suitable for all disease, region, and country combinations,
the tree-based models were consistently better than all other
models at detecting both disease presence and actual case counts
with better F1-scores and MAE values, respectively. Our
ensemble technique, which selects the best-performing model
for each disease-location pair, demonstrates superior forecasting
performance by reducing prediction noise compared to
single-model approaches, aligning with previous research
[35-37]. While ideal ensemble methods would dynamically
update to identify the best model at each time stamp, this
demands extensive data, computational resources, and
continuous validation. To address these challenges, we opted
for a simpler approach by selecting the best model based on
MAE for the testing dataset, minimizing resource and data
requirements. However, ensemble techniques still require
substantial computational power and analytic pipelines, posing
challenges for low- and middle-income countries with limited
resources. Investments in infrastructure, skill development, and
data-sharing initiatives are crucial to fully leverage ML and DL
techniques for ID forecasting in such settings.

Computational Efficiency
The computation time required for ID forecasting can broadly
be split into model training and model prediction time. In our
analysis, much of the training time was spent on hyperparameter
tuning. Autoregressive and tree-based models took less time to
tune than DL models. On the other hand, tree-based models (ie,
RF and XGB) took considerably longer to produce predictions
compared to the other models. This increase in time was mainly
because of the time required to compute bootstrap PIs. The
LGBM was an exception, as it used the least computational
time for both training and testing compared to all the other
models. Since our forecasting pipeline performed stepwise
forecasting for each month with models retrained only once a
year, more time was spent on predicting rather than model
training. Hence, when building a forecasting pipeline where the
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models are retrained once a year and predictions are made every
month, it is computationally optimal to choose models with
lower prediction time rather than training time.

The accuracy of modeling techniques can drastically differ with
the amount of time and computational resources spent on
fine-tuning the model. Here, we chose the initial hyperparameter
values for optimization based on their relative importance and
time required for overall analysis with the goal of achieving
comparable results. It is important to find a balance between
model complexity and computational efficiency according to
the individual operational needs and available resources.

Uncertainty Quantification
Since the effectiveness of health policies and operational
decision-making is driven by the accuracy of forecasts, policy
makers need to know the credibility of the models in the form
of prediction uncertainties [38]. In traditional statistical
techniques, such as ARIMA and SARIMAX, forecasting
uncertainties are computed based on probability theory and a
set of statistical assumptions and, therefore, are readily available.
However, generating such PIs is rather complicated in ML and
DL compared to traditional methods due to additional
uncertainties associated with noise distributions,
hyperparameters, overparameterization, and optimization that
should be accounted for [39]. Therefore, most of the ID
forecasting studies fail to report their model uncertainty despite
their recent popularity [9]. In our study, we used bootstrapping
and probabilistic methods to compute PIs around our point
estimates of ML and DL methods. Such bounds are crucial to
assessing future uncertainties, making operational decisions,
planning policies for a range of possible outcomes, and
comparing different forecast models thoroughly [40]. The
LGBM was the best-calibrated model with almost 95% of true
observations covered by 95% of PIs, followed by other
tree-based and statistical models. The DL models had the least
desirable coverage along with their inferior predictive
performance and narrow prediction band. This may not be
surprising, though as there is evidence in the literature that
uncertainty estimates around DL predictions often fail to capture
the true data distribution [41].

Spatiotemporal Generalizability
Overall, the predictive performance of transfer learning models
was comparable to their base models as presented in Table 8.
For example, using the Akko model to predict case counts of
brucellosis in Jerusalem created an increase in predictive
accuracy. This suggests the potential for spatial generalizability
of our ensemble, that is, an ability to predict existing diseases
in new regions with low error. However, campylobacteriosis
forecasting in Kalmar, Sweden, was an exception, where the
model MAE increased when Västmanland feature data were
used for training. Since campylobacteriosis tends to have higher
case counts, the difference in MAE cannot be directly
comparable to the other diseases with much lower case counts
and naturally lower MAE values. There are many possible
reasons for the difference seen in the results. For example, the
similar region model may not have contained the necessary
similarities to the target region required to enable a lower
prediction error, such as differences in regional management

practices. The ensemble model (best-performing model for
disease-location pair) was different between the test cases and
included both statistical (only case counts) and tree-based (many
features) models. More advanced transfer learning techniques
that include multiple input features to identify similarity and
emphasize model retraining by reallocating model weights
between target and similar regions could be considered to
improve spatial generalizability [2,42]. Regardless, these results
are encouraging, and a more comprehensive study is warranted.

Model Interpretability
We included interpretability for each model in the form of
feature importance, a critical metric that is often neglected in
the ID forecasting domain [9]. Interpretability provides insight
into the decision-making process of the prediction systems,
which is crucial for implementing appropriate disease mitigation
strategies. Our scoping systematic review of ID prediction
models showed that historic case counts are the most commonly
used input feature in the ID forecasting domain, while the other
important predictors, such as climate, demographics,
socioeconomics, and geography, are often neglected [9]. In this
study, we estimated lower feature ratio and MRR for lag case
count features across countries and diseases, indicating that the
non–case count features were equally important, if not more,
compared to case count lags. This study suggests that including
data related to the full disease ecology is critical for obtaining
accurate, reliable, and interpretable ID forecasts. For example,
cattle export was one of the important informative non–case
count features for forecasting campylobacteriosis in
Schleswig-Holstein, Germany. A direct causal association
between the disease and cattle exports cannot be made just by
a feature importance plot. However, campylobacteriosis is the
most commonly reported bacterial food-borne gastrointestinal
infection in the European Union that is closely associated with
the dairy industry [43]. Our results suggest that high dairy and
other agriculture activities, including cattle trading in
Schleswig-Holstein, could play an important role in the disease
prevalence in the region and, if adjusted, could result in disease
mitigation.

Data Visualization
To make the best-performing models and corresponding
predictions accessible to decision makers, we developed an
interactive data visualization dashboard. This dashboard
provides the raw data, the model predictions with accompanying
95% PIs and feature importance, overall model performance,
and an interactive global map. This dashboard allows a user to
visualize forecasts for up to a year into the future in any country
or region where the data exist and can be used to inform control
measures to reduce the spread of an ID within a country or
region.

Conclusions
Our study provides a generalized platform to analyze and report
ID forecasts with an emphasis on analytical accuracy,
computational efficiency, uncertainty quantification,
interpretability, and generalizability. These 5 aspects are crucial
in determining the forecasting approach optimal for each
situation’s operational needs. While all the forecasting
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techniques come with their own strengths and weaknesses,
choosing an optimal approach is usually a tradeoff between
computational efficiency, model complexity, and forecasting

accuracy. Recognizing and addressing such nuances will
facilitate the use of ID forecasts in an operational environment
for better preparedness and response during an ID emergency.
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Abstract

Background: Immunization is a cost-effective way to prevent infectious diseases in children, but parental hesitancy leads to
low vaccination rates, leaving children at risk. Caregivers of children with special health care needs are more hesitant about
vaccines than those of healthy children.

Objective: The aim of the study is to investigate the changes in caregivers’ vaccination hesitation of children with special health
care needs before, during, and after the COVID-19 pandemic in China and to identify associated factors for caregivers’ attitudes
toward National Immunization Program (NIP) and non-NIP vaccines.

Methods: We included 7770 caregivers of children with special health care needs (median age 7.0, IQR 2.4-24.1 months) who
visited the Vaccination Consultation Clinic at Children’s Hospital, Zhejiang University School of Medicine (Hangzhou, China)
from May 2017 to May 2023. General and clinical information was extracted from the immunization evaluation system for
children with special health care needs and medical records. We compared the differences in caregivers’willingness and hesitation
for vaccinating their children across the 3 stages of the COVID-19 pandemic using chi-square tests. Multinomial logistic regression
models were used to identify independent variables that were associated with caregivers’ willingness and hesitation toward NIP
and non-NIP vaccines.

Results: There is a statistically significant difference in caregivers’ vaccine hesitancy before, during, and after the COVID-19
pandemic (P<.05). During the COVID-19 pandemic, the percentages of choosing NIP, alternative non-NIP, and non-NIP vaccines
are highest (n=1428, 26%, n=3148, 57.4%, and n=3442, 62.7%, respectively) than those at other 2 stages. In comparison, caregivers’
hesitation toward NIP and non-NIP vaccines is lowest (n=911, 16.6% and n=2045, 37.3%, respectively). Despite the stages of
the COVID-19 pandemic, multiple factors, including children’s age and sex, parents’ educational level, comorbidities, and history
of allergy, were significantly associated with caregivers’ attitude toward NIP and non-NIP vaccines (P<.05). The profiles of risk
factors for hesitancy toward NIP and non-NIP vaccines are different, as indicated by the results from the logistic regression
models.

Conclusions: This study demonstrated that caregivers’ willingness to vaccinate their children with special health care needs
with NIP and non-NIP vaccines was highest during the COVID-19 pandemic in China, and their hesitancy was lowest. Additionally,
we have identified multiple factors associated with caregivers’willingness and hesitancy to vaccinate their children. These findings
provide evidence-based support for developing personalized health education strategies.

(JMIR Public Health Surveill 2025;11:e67487)   doi:10.2196/67487
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Introduction

Immunization is widely recognized as an exceptionally
cost-effective strategy for preventing and eliminating infectious
diseases in children. In China, a dual-tier vaccination program
is implemented. The government provides vaccines under the
National Immunization Program (NIP) at no cost across the
nation, whereas non-NIP vaccines incur some costs [1]. It is
mandatory for all children to receive NIP vaccines according
to governmental guidelines. The NIP vaccines in China, which
include 14 vaccines targeting 15 diseases, have achieved a
coverage rate exceeding 95% among children younger than 6
years of age at the national level [2,3]. In contrast, non-NIP
vaccines, which complement the NIP vaccines and are crucial
for comprehensive disease prevention and control, exhibit
relatively low coverage rates. These rates vary significantly
across different regions and socioeconomic groups primarily
because non-NIP vaccines are voluntary, self-funded, and not
required for school enrollment. Zhou et al [4] observed that the
coverage of non-NIP vaccines was lowest among left-behind
families and highest among local urban families. Generally, the
coverage rates for most non-NIP vaccines are below 50%, with
specific rates ranging from 1.8% for the third dose of the
rotavirus vaccine to 67.1% for the first dose of the varicella
vaccine [5].

Numerous factors can affect vaccine coverage rates. Studies
demonstrate a direct correlation between caregivers’ attitudes
toward vaccines and vaccination rates [6]. A significant number
of caregivers express hesitancy regarding vaccinating their
children often due to concerns about safety, perceived
inconvenience, financial costs [7], and a lack of trust in scientific
evidence [8]. This hesitancy results in insufficient vaccination
coverage and leaves children vulnerable to vaccine-preventable
diseases [9]. Notably, caregivers of children with special health
care needs are more hesitant about vaccines than those of healthy
children [10]. Children with special health care needs refers to
a population of children who either have or are at an elevated
risk for chronic physical, developmental, behavioral, or
emotional conditions. In China, about 2.12 million newborns
face birth defects or immune issues each year [11]. Recently,
there has been a focus on vaccinating children with special
health care needs, with researchers studying their vaccination
rates [12,13] and factors associated with their vaccine hesitancy
[14-16]. Expert groups from countries such as the United States,
Australia [17], and China [18] have developed guidelines and
consensus to improve vaccination rates for children with special
health care needs.

The global COVID-19 pandemic has heightened vaccine
awareness [19]. China approved emergency use of inactivated
COVID-19 vaccines for children aged 3 to 17 years in July 2021
[20]. Media focus on vaccination during the pandemic has
shifted public and caregivers’ attitudes toward vaccines [21,22].
A survey across 6 countries showed that the pandemic has
encouraged families who previously avoided vaccines to
consider influenza vaccination [23]. A meta-analysis showed
an increased willingness among caregivers to vaccinate their
children against seasonal flu during the COVID-19 pandemic
[24]. Caregivers of children with special health care needs may

be more anxious than the general population [25]. The
heightened public awareness of vaccines may lead to potential
changes in vaccination attitudes among caregivers of children
with special health care needs. However, there is a notable lack
of research addressing vaccine hesitancy within this specific
population.

In 2016, the Health Commission of Zhejiang province, China,
set up the Vaccination Consultation Clinic at the Children’s
Hospital, Zhejiang University School of Medicine [26].
Specialists there have been advising on vaccinations for children
with special health care needs. Therefore, we conducted this
retrospective study to investigate the attitudes toward vaccines
among caregivers of children with special health care needs and
evaluate the changes in caregivers’ hesitancy toward vaccines
before, during, and after the COVID-19 pandemic. In addition,
we also aimed to identify associated factors, including the stages
of the COVID-19 pandemic, for caregivers’ attitudes toward
NIP and non-NIP vaccines.

Methods

Study Design and Data Collection
Since 2016, the children’s hospital where this study was
conducted has established the sole vaccination consultation
clinic dedicated to providing assessments and tailored
vaccination recommendations for children with special health
care needs. The majority of these children were referred by
physicians from vaccination sites throughout the province. This
hospital is a grade A tertiary children’s hospital located in
Zhejiang province, primarily serving pediatric patients within
the province. In 2019, it was designated as a National Clinical
Research Center for Child Health, thereby broadening its patient
base. Based on this clinic, we conducted a retrospective analysis
of caregivers’ vaccination willingness monitoring data from
May 18, 2017, to May 31, 2023. Data collection used paper
questionnaires until March 31, 2021, followed by an electronic
monitoring system from April 1, 2021, onward. Trained research
assistants transferred data collected from paper questionnaires
into an electronic database managed by EpiData software (The
EpiData Association). A double data entry process was
implemented to ensure consistency and accuracy.

Ethical Considerations
This study was conducted according to the Declaration of
Helsinki [27] and was approved by the medical ethics committee
of the Children’s Hospital Zhejiang University School of
Medicine (2025-IRB-0005-P-01). This study involved secondary
analysis of existing anonymized data that posed no privacy risks
to individuals. The need for informed consent was waived by
the ethics committee of Children’s Hospital, Zhejiang University
School of Medicine. No financial compensation was provided
as the study did not involve direct participant interaction.

Study Population
Data were collected from children with special health care needs
who visited the Vaccination Consultation Clinic at Children’s
Hospital, Zhejiang University School of Medicine between May
18, 2017, and May 31, 2023. For the purposes of this study,
children with special health care needs are defined as children
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with a medical condition that has persisted or is anticipated to
persist for 12 months or longer, meeting at least one of the
following criteria: (1) a persistent need for prescribed
medications, (2) a persistent need for medical care that is higher
than the average for children at the same age, (3) a persistent
need for special treatments, (4) limitations on activities that are
available for the majority of children at the same age, and (5)
the presence of a persistent behavioral or developmental
condition that requires treatment or counseling [26,28]. In total,
7770 children with special health care needs were included in
this study.

Measurements
Information on demographics, family history of diseases, history
of adverse events following immunization, parental education
levels, parental attitudes toward vaccination, and reasons for
being referred to our Vaccination Consultation Clinic were
extracted from the immunization evaluation system for children
with special health care needs. Concurrently, medical records,
such as the specific diagnosis of health conditions, were obtained
from the hospital’s electronic medical records system.

We used 2 questions to measure caregivers’ hesitation toward
NIP and non-NIP vaccines. The first question is “What is your
attitude toward NIP vaccines?” There are three options: (1) I
would like to choose NIP vaccines for my child; (2) if there are
alternatives to the NIP vaccine (ie, alternative non-NIP
vaccines), I am willing to pay and choose the alternative
non-NIP vaccines for my child; and (3) I am not sure and
hesitating to choose the NIP vaccines. If caregivers chose the
option (3), we defined it as “hesitation toward NIP vaccines.”
The second question is “What is your attitude toward the
non-NIP vaccines?” There are two options: (1) I would like to
choose non-NIP vaccines for my child and (2) I am not sure
and hesitating. If caregivers chose the option (2), we defined it
as “hesitation toward non-NIP vaccines.”

Based on the timeline of the COVID-19 pandemic in Zhejiang
province, China, we defined stage I, II, and III. More
specifically, stage I was “before the COVID-19 pandemic,”
referred the time period from May 18, 2017, when the first
questionnaire was filled to January 22, 2020; stage II was
“during the COVID-19 pandemic,” referred from January 23,
2020, to December 18, 2022, when all the COVID-19 measures
were eased in Zhejiang province; and stage III as from
December 19, 2022, to May 31, 2023.

Statistical Analysis
First, we conducted a descriptive analysis to present the general
and clinical characteristics of the study population. Normality
was tested for the continuous variable, that is, children’s age in
our study. The distribution of age was not normal, so we
calculated the median and IQR. Categorical variables were
presented as numbers and percentages. In addition, we compared
the difference in the general characteristics of the study
population across 3 stages of the COVID-19 pandemic.
Regarding the nonnormally distributed variable, we used the
Kruskal-Wallis rank test, while for categorical variables,
chi-square tests were applied. Furthermore, we described the
spectrum of disease for all children enrolled in this study across
the 3 phases of the COVID-19 pandemic. In addition, we
described the disease spectrum of children with special health
care needs in the overall population and the subgroup of each
stage of the COVID-19 pandemic. Second, we described the
percentages of caregivers’ choices for vaccines at 3 stages of
the COVID-19 pandemic and compared the differences in the
percentages of choices across 3 stages using chi-square tests.
Finally, multinomial logistic regression models were used to
identify independent variables that were associated with
caregivers’ hesitation toward NIP and non-NIP vaccines. In
addition, we conducted separate logistic regression analyses for
different stages of the COVID-19 pandemic.

All statistical analyses were conducted using the R software
(version 4.3.1; R Foundation for Statistical Computing). The
statistical significance was indicated when P<.05 (2 tails).

Results

General and Clinical Characteristics of the Study
Population
Table 1 presents the general characteristics of the study
population. In total, 4418 (56.9%) children included in the
analysis were male, and 3534 (45.5%) were aged less than 6
months. A total of 6051 (77.9%) questionnaires were filled in
by mothers. Mothers of 3061 (39.4%) children had an
educational level of college or above, while fathers of 3004
(38.7%) children had an educational level of college or above.
There were statistically significant differences in children’s age,
caregiver who filled in the questionnaire, and maternal and
paternal educational level across the 3 COVID-19 pandemic
stages (all P<.001).
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Table . General characteristics of children and their caregivers (N=7770).

P valueStage IIIcStage IIbStage IaOverallItems

.50Child’s sex, n (%)

309 (59.3)3108 (56.6)1001 (56.8)4418 (56.9)    Male

212 (40.7)2379 (43.4)761 (43.2)3352 (43.1)    Female

<.0015.3 (2.0-18.2)7.6 (2.5-25.7)6.4 (2.3-19.6)7.0 (2.4-24.1)Age of the child
(months), median
(IQR)

<.001Age group of children (months), n (%)

273 (52.4)2416 (44)845 (48)3534 (45.5)    0‐6

82 (16.7)840 (15.3)306 (17.4)1228 (15.8)    7‐12

63 (12.1)755 (13.8)235 (13.3)1053 (13.6)    13‐24

70 (13.3)1001 (18.2)305 (17.3)1376 (17.7)    25‐72

33 (6.3)475 (8.7)71 (4)579 (7.4)    ≥72

<.001Caregiver who filled in the questionnaire, n (%)

359 (68.9)4208 (76.7)1484 (84.2)6051 (77.9)    Mother

128 (24.6)1049 (19.1)242 (13.7)1419 (18.3)    Father

34 (6.5)214 (3.9)33 (1.9)281 (3.6)    Others

0 (0)16 (0.3)3 (0.2)19 (0.2)    Missing

<.001Maternal educational level, n (%)

54 (10.4)883 (16.1)316 (17.9)1253 (16.1)    Middle school or be-
low

61 (11.7)855 (15.6)317 (18)1233 (15.9)    High school or
equivalent

107 (20.5)1378 (25.1)463 (26.3)1948 (25.1)    Two-year college or
associate degree

234 (44.9)2209 (40.3)618 (35.1)3061 (39.4)    Bachelor degree or
above

65 (12.5)162 (3)48 (3)275 (3.5)    Missing

<.001Paternal educational level, n (%)

53 (10.2)850 (15.5)302 (17.1)1205 (15.5)    Middle school or be-
low

65 (12.5)978 (17.8)358 (20.3)1401 (18)    High school or
equivalent

117 (22.5)1244 (22.7)435 (24.7)1796 (23.1)    Two-year college or
associate degree

223 (42.8)2170 (39.6)611 (34.7)3004 (38.7)    Bachelor degree or
above

63 (12.1)245 (4.5)56 (3.2)364 (4.7)    Missing

aStage Ⅰ was defined as the time period from May 18, 2017, to January 22, 2020.
bStage II was defined as the time period from January 23, 2020, to December 18, 2022.
cStage III was defined as the time period from December 19, 2022, to May 31, 2023.

Table 2 demonstrates the clinical characteristics of the study
population. A total of 2729 (35.1%) children had comorbidity,
4739 (61%) children had a history of allergies, and 330 (4.2%)
children had a history of adverse events following immunization.
Regarding the reasons to visit the vaccination consultation clinic,
5245 (67.5%) caregivers reported that they were referred by
doctors at the vaccination site, and 2198 (28.3%) caregivers

came to consult because they did not know whether children
with special health care needs can receive vaccines. In total,
336 (4.3%) caregivers came to consult because they did not
know whether certain medications applied to the child may
affect vaccination, and 130 (1.7%) caregivers due to adverse
events in previous vaccinations. In addition, 288 (3.7%)
caregivers were referred by the specialists because they were
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not sure about the vaccination of children with special health
care needs, and 376 (4.8%) caregivers came to consult because

their children were mandatory to be vaccinated in order to go
to school.

Table . Clinical characteristics of the study population (N=7770).

Stage IIIc, n (%)Stage IIb, n (%)Stage Ia, n (%)Overall, n (%)Items

Having comorbidity

222 (42.6)1915 (34.9)592 (66.4)2729 (35.1)Yes

299 (57.4)3572 (65.1)1170 (33.6)5041 (64.9)No

History of allergy

521 (100)3772 (68.7)446 (25.3)4739 (61)Yes

0 (0)1710 (31.2)1316 (74.7)3026 (38.9)No

0 (0)5 (0.1)0 (0)5 (0.1)Missing

History of AEFI d

22 (4.2)227 (4.1)81 (5)330 (4.2)Yes

499 (95.8)5178 (94.4)1681 (95.4)7358 (94.7)No

0 (0)82 (1.5)0 (0)82 (1.1)Missing

Reasons for visiting the vaccination consultation clinic

325 (62.4)3513 (64)1407 (79.8)5245 (67.5)Referred by doctors at the
vaccination site

193 (37)1716 (31.3)289 (16.4)2198 (28.3)Caregivers came to consult
because they did not know
whether children with spe-
cial health care needs can
receive vaccines

53 (10.2)275 (5)8 (0.4)336 (4.3)Caregivers came to consult
because they did not know
whether certain medications
applied to the child may af-
fect vaccination

19 (3.6)106 (1.9)5 (0.3)130 (1.7)Caregivers came to consult
because of adverse events in
previous vaccinations

9 (1.7)264 (4.8)15 (0.8)288 (3.7)Referred by the specialist
because they were not sure
about vaccination of chil-
dren with special health care
needs

63 (12.1)300 (5.5)13 (0.7)376 (4.8)Required by school entry

3 (0.6)58 (1.1)25 (1.4)86 (1.1)Missing

aStage Ⅰ was defined as the time period from May 18, 2017, to January 22, 2020.
bStage II was defined as the time period from January 23, 2020, to December 18, 2022.
cStage III was defined as the time period from December 19, 2022, to May 31, 2023.
dAEFI: adverse events following immunization.

Disease Spectrum of the Study Population
Multimedia Appendix 1 shows the spectrum of disease in the
overall study population and at each stage of the COVID-19
pandemic. The 3 most common diseases of those children with
special health care needs were circulatory system diseases,
nervous system diseases, and neonatal diseases in the overall
population, and this pattern remains the same at each stage.

Caregivers’ Attitude Toward NIP Vaccines and
Non-NIP Vaccines
Figure 1 shows caregivers’ choice for NIP vaccines or
alternative non-NIP vaccines and their hesitancy at each stage
of the COVID-19 pandemic. Figure 2 shows caregivers’ choice
of non-NIP vaccines and their hesitation at 3 stages of the
COVID-19 pandemic. During the COVID-19 pandemic (ie,
stage II), the percentages of choosing alternative non-NIP or
non-NIP vaccines are highest (n=3148, 57.4% and n=3442,

JMIR Public Health Surveill 2025 | vol. 11 | e67487 | p.837https://publichealth.jmir.org/2025/1/e67487
(page number not for citation purposes)

Li et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


67.7%, respectively) than those at the other 2 stages, while the
percentages of caregivers’ hesitation toward NIP and non-NIP
vaccines are lowest (n=911, 16.6% and n=2045, 37.3%,
respectively). The percentages of caregivers’ attitudes toward
NIP vaccines significantly differ across 3 stages of the

COVID-19 pandemic (P<.001; Table S1 in Multimedia
Appendix 2). The percentages of caregivers’ attitudes toward
non-NIP vaccines significantly differ across 3 stages of the
COVID-19 pandemic (P<.001; Table S2 in Multimedia
Appendix 2).

Figure 1. Caregivers’ choices for NIP and alternative non-NIP vaccines and their hesitancy at 3 stages of the COVID-19 pandemic. NIP: National
Immunization Program.

Figure 2. Caregivers’ choices for non-NIP vaccines and their hesitancy at 3 stages of the COVID-19 pandemic. NIP: National Immunization Program.

Associated Factors for Caregivers’ Choices of NIP
Vaccines and Alternative Non-NIP Vaccines and
Hesitations Toward NIP Vaccines
Table 3 presents the results of multinomial logistic regression
regarding the associated factors for caregivers’ choices of

alternative non-NIP vaccines and hesitations toward NIP
vaccines using caregivers’ choices for NIP vaccines as a
reference.
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Table . Associated factors for caregivers’ hesitation toward NIPa vaccines using multinomial logistic regression analysis.

Hesitation toward NIP vaccines, OR (95% CI)Choosing alternative non-NIP vaccines, ORb

(95% CI)

Variables

Stage of COVID-19 pandemic

ReferenceReference    I

0.6 (0.5-0.8)c1.3 (1.2-1.6)c    II

0.6 (0.4-0.8)d0.9 (0.7-1.2)    III

Children’s sex

ReferenceReference    Male

0.9 (0.8-1.1)0.8 (0.8-1.0)d    Female

Age groups of children (months)

ReferenceReference    0‐6

0.6 (0.5-0.7)c1.1 (0.9-1.3)    7‐12

0.4 (0.3-0.5)c0.8 (0.7-1.0)    13‐24

0.4 (0.3-0.5)c0.7 (0.6-0.8)c    25‐72

0.5 (0.4-0.6)c0.4 (0.3-0.5)c    ≥72

Caregivers who filled the questionnaire

ReferenceReference    Mother

1.1 (0.9-1.3)0.8 (0.7-0.9)c    Father

2.4 (1.6-3.4)c1.3 (0.9-1.8)    Others

Maternal educational level

ReferenceReference    Middle school or below

1.1 (0.8-1.4)1.2 (1.0-1.5)    High school or equivalent

1.2 (0.9-1.5)1.5 (1.2-1.8)d    Two-year college

1.3 (1.0-1.8)2.3 (1.8-3.0)c    Bachelor degree or above

Paternal educational level

ReferenceReference    Middle school or below

1.0 (0.8-1.3)1.1 (0.9-1.3)    High school or equivalent

1.0 (0.7-1.3)1.5 (1.2-1.9)d    Two-year college

0.9 (0.7-1.2)1.4 (1.1-1.8)d    Bachelor degree or above

Having comorbidity

ReferenceReference    No

1.2 (1.0-1.4)e1.0 (0.9-1.2)    Yes

History of allergy

ReferenceReference    No

0.7 (0.6-0.8)c0.6 (0.5-0.7)c    Yes

History of AEFIf

ReferenceReference    No

0.8 (0.5-1.1)1.2 (0.9-1.5)    Yes

aNIP: National Immunization Program.
bOR: odds ratio.
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cP<.001.
dP<.01.
eP<.05.
fAEFI: adverse events following immunization.

Choosing Alternative Non-NIP Vaccines Versus NIP
Vaccines
Stage II of the COVID-19 pandemic (P<.001), maternal
educational level of 2-year college (P=.002) and of bachelor
degree or above (P<.001), as well as paternal educational level
of 2-year college (P=.001) and bachelor degree or above
(P=.010) were significantly associated with higher odds to
choose alternative non-NIP vaccines. In contrast, the child being
female (P=.005), the child’s age of 25‐72 months (P<.001)
and older than 72 months (P<.001), fathers filling in the
questionnaire (P<.001), and having a history of allergy (P<.001)
were significantly associated with lower odds of choosing
alternative non-NIP vaccines.

Hesitation Toward NIP Vaccines Versus Choosing NIP
Vaccines
Caregivers other than parents filling in the questionnaire
(P<.001) and having comorbidity (P=.02) were significantly
associated with higher odds of hesitations toward NIP vaccines.
Stage II (P<.001) and III (P=.003) of the COVID-19 pandemic,

the child age older than 6 months (P<.001) and having a history
of allergy (P<.001) were significantly associated with lower
odds of hesitations toward NIP vaccines.

Associated Factors for Caregivers’Choices of Non-NIP
Vaccines and Hesitations Toward Non-NIP Vaccines
Table 4 presents the results of multinomial logistic regression
regarding the associated factors for caregivers’ hesitations
toward non-NIP vaccines using the willingness of choosing
non-NIP vaccines as a reference. The child age older than 72
months (P<.001), father (P<.001) and caregivers other than
parents (P=.006) filling in the questionnaire, having comorbidity
(P=.03), and having a history of allergy (P<.001) were
significantly associated with higher odds of hesitation toward
non-NIP vaccines. Stage II of the COVID-19 pandemic
(P<.001), the child age of 7-12 months (P=.01), 13-24 months
(P=.01), 25‐72 months (P=.001), maternal educational level
of bachelor degree or above (P=.001) and paternal educational
level of 2-year college (P=.002), and bachelor degree or above
(P=.003) were significantly associated with lower odds of
hesitation toward the non-NIP vaccines.
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Table . Associated factors for caregivers’ hesitation toward non-NIPa vaccines using multinomial logistic regression analysis.

Hesitation toward non-NIP vaccines, ORb (95% CI)Predictors

Stage of COVID-19 pandemic

Reference    I

0.6 (0.5-0.7)c    II

1.0 (0.8-1.3)    III

Children’s sex

Reference    Male

1.1 (1.0-1.2)    Female

Age groups of children (months)

Reference    0‐6

0.8 (0.7-1.0)d    7‐12

0.8 (0.7-1.0)d    13‐24

0.8 (0.7-0.9)c    25‐72

1.6 (1.3-1.9)c    ≥72

Caregivers who filled the questionnaire

Reference    Mother

1.6 (1.4-1.9)c    Father

1.5 (1.1-1.9)e    Others

Maternal educational level

Reference    Middle school or below

0.9 (0.8-1.1)    High school or equivalent

0.8 (0.7-1.0)    Two-year college

0.7 (0.6-0.8)c    Bachelor degree and above

Paternal educational level

Reference    Middle school or below

1.0 (0.8-1.2)    High school or equivalent

0.7 (0.6-0.9)e    Two-year college

0.7 (0.6-0.9)e    Bachelor degree and above

Having comorbidity

Reference    No

1.1 (1.0-1.2)d    Yes

History of allergy

Reference    No

1.3 (1.2-1.4)c    Yes

History of AEFIf

Reference    No

0.8 (0.7-1.1)    Yes

aNIP: National Immunization Program.
bOR: odds ratio.
cP<.001.
dP<.05.
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eP<.01.
fAEFI: adverse events following immunization.

In addition, we presented the results of the separate logistic
regression analysis for different stages of the COVID-19
pandemic in Tables S3-S8 in Multimedia Appendix 2.

Discussion

Principal Findings
This study used a large-scale, retrospective dataset to examine
shifts in caregivers’ hesitancy of choosing NIP and non-NIP
vaccines for children with special health care needs across the
pre-, during, and postpandemic periods of COVID-19.
Furthermore, we identified factors associated with vaccine
hesitancy, including the different phases of the COVID-19
pandemic. To the best of our knowledge, this study has
contributed to provide real-world evidence and comprehensive
data on vaccine hesitancy among caregivers of children with
special health care needs, addressing a gap in the existing
literature.

Our findings indicate that, irrespective of the stage of the
COVID-19 pandemic, the proportion of individuals opting for
alternative non-NIP vaccines surpassed those choosing NIP
vaccines. This trend may be attributed to the unique
characteristics of the population under study, that is, children
with special health care needs. These children differ from the
healthy, general pediatric population, as they are managing
certain health conditions. Consequently, their caregivers may
have greater caution when selecting vaccines. The alternative
non-NIP vaccines available are either inactivated vaccines, as
opposed to live-attenuated NIP vaccines, or vaccines with a
higher number of valences. It is understandable that caregivers
opt for inactivated vaccines over live-attenuated vaccines to
mitigate the potential side effects associated with live pathogens.
Furthermore, parents may prefer to administer vaccines with
multiple valences in a single injection to their child.

Our study revealed that caregivers’ acceptance of NIP vaccines
increased across the pre-, during, and postpandemic periods of
COVID-19. Wang et al [29] also found that there has been an
increasing acceptance of routine childhood vaccination and
COVID-19 vaccination from 2020 to 2021 via a repeated
cross-sectional survey. We found that the proportion of
caregivers of children with special health care needs willing to
vaccinate their children with alternative non-NIP vaccines was
highest during the pandemic. Concurrently, we observe the
lowest proportion of caregivers exhibiting hesitation toward
NIP vaccines at the same stage. These findings align with the
results of a multinomial logistic analysis, which indicated that
this stage (ie, during the pandemic) is associated with
significantly higher odds of caregivers’ willingness to select
alternative non-NIP vaccines. Additionally, stages II and III are
significantly associated with lower odds of caregivers’hesitation
toward NIP vaccines. Zhang et al [30] reported that the coverage
rate of non-NIP vaccines increased by 25.8% and 34.7%,
respectively, in 2020 and 2021 when it was the
nonpharmaceutical intervention period compared to the
prepandemic period (ie, in 2019). Our finding also echoed with

previous conclusion that the COVID-19 pandemic has caused
unprecedented impacts including parental trust in vaccines [31].
During the COVID-19 pandemic, both the government and the
mass media have substantially intensified their advocacy and
promotion of the COVID-19 vaccine. They have also enhanced
risk communication to raise awareness about the benefits and
risks of vaccination and to promote the scientific belief that the
benefits outweigh the risks during the COVID-19 pandemic
[32]. This heightened publicity has concurrently enhanced public
awareness regarding vaccines in general, potentially fostering
a more positive attitude and greater acceptance of vaccines
among the population. Consequently, caregivers have become
more inclined to vaccinate their children during the pandemic;
they are even willing to pay for the self-funded, alternative NIP
vaccines.

Regarding caregivers’ attitudes toward non-NIP vaccines, our
study indicates that caregivers’ willingness to vaccinate their
children with special health care needs was at its peak, and their
hesitancy was at its lowest during the pandemic. This
observation aligns with the results obtained from the
multinomial regression analysis. The increased willingness can
likely be attributed to the extensive promotion of vaccines,
particularly the COVID-19 vaccine, by governments and social
media platforms. However, following the COVID-19 pandemic,
our study observed a decline in the proportion of caregivers
opting for non-NIP vaccines and an increase in their hesitancy
toward these vaccines. In this study, stage III corresponds to
the 6-month period following the relaxation of COVID-19
measures in China, during which the Chinese public exhibited
a varied and mixed attitude toward vaccines. This period was
characterized by both trust and mistrust in vaccines, exacerbated
by reports of incidents such as “fake vaccines” or vaccine
scandals that were disseminated through social media. There
has been a scarcity of literature regarding the impact of the
COVID-19 pandemic on non-NIP vaccination intention for
children. Wang et al [33] found that in a community sample,
approximately 70% of parents did not change their intention
for self-paid, non-NIP vaccines for their children, and about
20% of parents increased their intention, while about 10%
decreased the intention after the COVID-19 pandemic. In this
study, a short period of stage III resulted in a limited sample
size for data collection, potentially leading to findings that may
be attributable to chance. Therefore, we recommend conducting
future studies with an increased sample size by extending the
study period during the “postpandemic” phase to validate or
refute our findings.

Our study indicated a sex disparity in caregivers’ selection of
alternative, self-funded non-NIP vaccines. Caregivers of female
children were less likely to choose these alternative non-NIP
vaccines compared to caregivers of male children. This pattern
remained the same before and during the pandemic but was
reversed after the pandemic when caregivers of female children
were more likely to choose the alternative non-NIP compared
to caregivers of male children. Although global immunization
coverage does not show significant differences between male
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and female children, certain countries and communities may
experience sex-related barriers to immunization due to prevailing
social and cultural norms [34]. The outbreak of the COVID-19
pandemic might have increased the intention of caregivers of
female children to choose paid alternative non-NIP vaccines
for them.

Regarding the age of children, our study indicated that
caregivers of older children demonstrated a lower propensity
to vaccinate their children with alternative non-NIP vaccines
or exhibited reduced vaccine hesitancy compared to caregivers
of very young children (ie, 0‐6 months). This pattern remains
the same in the separate logistic analysis in each stage. Notably,
our findings revealed that the likelihood of vaccine hesitancy
toward non-NIP vaccines among caregivers of children older
than 72 months was 1.58 times greater than that among
caregivers of children aged 0‐6 months. A potential
experiential factor may account for this finding. Non-NIP
vaccines are not mandatory for children, and advocacy or public
awareness efforts are less robust compared to those for NIP
vaccines. Advocacy predominantly targets young children,
typically younger than 6 years of age. Consequently, caregivers
of older children may lack awareness regarding the appropriate
timing and types of non-NIP vaccines beneficial for their
children. Therefore, our study suggests that it is important and
necessary to educate caregivers of children older than 6 years.

In this study, our findings indicate that fathers, in comparison
to mothers, exhibited a lower propensity to choose for alternative
non-NIP vaccines and demonstrated a greater likelihood of
hesitancy in selecting non-NIP vaccines for their children.
Furthermore, the analysis revealed that caregivers other than
parents showed a higher probability of hesitancy in choosing
non-NIP vaccines for children when compared to mothers. This
finding is noteworthy and may be attributed to the cultural norm
within Chinese families, where mothers predominantly assume
the role of primary caregiver and are chiefly responsible for
making medical decisions concerning their children. While it
is important to acknowledge the contributions of fathers and
other caregivers in child-rearing, their involvement and roles
may not be as prominent or comparable to those of mothers.

Our study demonstrates that a relatively high maternal and
paternal educational level, such as a 2-year college and bachelor
or above degree, is associated with the higher intention for
choosing alternative non-NIP vaccines and less hesitation to
both NIP and non-NIP vaccines, which is consistent with
previous studies. For instance, a study in Shanghai showed that
higher income, higher education, and greater access to vaccines
made respondents more willing to immunize their children with
non-NIP [35]. Economic status remained a significant factor in
determining the acceptability of non-NIP vaccines [36]. Parents’
high education is usually linked to high health literacy, which
greatly affects their ability to use health information to make
health decisions for their children [37].

In this study, caregivers of children with comorbidities exhibit
increased hesitancy regarding NIP and non-NIP vaccines. This
hesitancy is understandable, as the existing health conditions
of these children already present significant concerns, prompting
caregivers to exercise greater caution when considering

vaccination decisions. We also found that caregivers of children
with allergy had increased hesitancy regarding non-NIP
vaccines, which may stem from concerns about an elevated risk
of adverse effects following vaccination in children with a
history of allergies.

The vaccination of children with special health care needs is
unique, as their health issues may lead to delayed or missed
vaccinations, leaving them vulnerable to infections. We analyzed
how China’s macroprevention and control strategies for
COVID-19 may affect the vaccination intentions of this group
using a large sample. Our findings indicate that during the
COVID-19 pandemic, caregivers exhibited a marked increase
in their willingness to receive vaccinations, accompanied by a
significant decrease in vaccine hesitancy, compared to levels
observed both prior to and following the pandemic. This
empirical conclusion aligns with observations made by
physicians in vaccination clinics. The onset of the pandemic
appears to have heightened parental awareness regarding
vaccines, thereby enhancing vaccination rates. This study
revealed that a significant proportion of parents continue to
exhibit hesitancy toward vaccines, highlighting the persistence
of a knowledge gap and the potential for enhancement in health
education initiatives. Furthermore, the research identified several
factors associated with vaccine hesitancy, including the child’s
age and sex, the educational level of the parents, and the
presence of an allergy history. These findings aim to furnish
evidence-based support for the formulation of personalized and
targeted health education strategies in future endeavors. The
findings of this study further indicate the necessity for social
mobilization from a macrolevel perspective to collaboratively
enhance vaccine awareness and advance health equity.

Strengths and Limitations
To the best of our knowledge, this study is the first to use a
large sample size (N=7770) to examine attitudes, specifically
hesitancy, toward vaccinations among caregivers of children
with special health care needs before, during, and after the
COVID-19 pandemic. Additionally, our study has documented
a comprehensive set of variables, which allows us to apply
multivariate regression analysis to identify associated factors
for caregivers’ attitudes toward NIP and non-NIP vaccines in
China. We consider it to be among the few studies of its kind
conducted globally.

However, several limitations merit consideration. First, this
study used a cross-sectional design, which restricts our ability
to infer causality and confines our analysis to assessing
associations. Second, we did not use a standardized or validated
instrument, such as the Vaccine Hesitancy Scale, to measure
vaccine hesitancy. Instead, we used 2 self-developed questions
as a proxy for assessing vaccine hesitancy. Third, our study
exclusively assessed caregivers’willingness or attitudes toward
vaccinating their children with NIP or non-NIP vaccines. It is
important to acknowledge the potential discrepancy between
the respondents’ self-reported willingness to vaccinate and their
actual vaccination behavior, as survey responses may not always
accurately reflect real-world actions [38].
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Conclusions
This study demonstrated that caregivers’willingness to vaccinate
their children with special health care needs with NIP and
non-NIP vaccines was highest and their hesitancy was lowest
during the COVID-19 pandemic in China. Additionally, we
have identified multiple factors associated with caregivers’

willingness and hesitancy of vaccinating their children. These
findings provide evidence-based support for developing
personalized health education strategies and further indicate the
necessity for social mobilization at a macrolevel to
collaboratively enhance vaccine awareness and health literacy
regarding vaccinating children with special health care needs.
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Abstract

Background: Vaccination against COVID-19 is a critical measure for managing the pandemic and achieving herd immunity.
In 2021, Slovenia had a significantly lower COVID-19 vaccination rate compared to the average rate in the European Union,
with individuals aged younger than 37 years showing the highest hesitancy. Previous studies primarily explored vaccination
willingness before vaccines were available to young people, leaving a gap in understanding the factors influencing vaccination
behavior and differences within the population of young people.

Objective: This study aimed to investigate a wide set of predictors influencing COVID-19 vaccination intention and behavior
among young people in Slovenia. Specifically, we aimed to compare vaccinated and unvaccinated young people, further categorizing
the unvaccinated group into those who were hesitant, those who intended to vaccinate in the near future, and those who refused
vaccination.

Methods: An integrated model, based on the health belief model and theory of planned behavior, was developed, and it included
additional contextual factors (such as trust in science, trust in vaccines, conspiracy theory tendencies, etc) and health-related and
sociodemographic characteristics. Data were collected in August 2021 via the online access survey panel JazVem (Valicon),
targeting individuals aged 15-30 years in Slovenia. Quotas ensured that the sample (n=507) was quasi-representative according
to age, gender, education, and region. Bivariate analyses and multinomial logistic regression were performed to explore the
determinants of vaccination intention and behavior.

Results: Among respondents, 45.8% (232/507) were vaccinated, 30.0% (152/507) refused vaccination, 12.4% (63/507) were
hesitant, and 11.8% (60/507) intended to undergo vaccination in the near future. Vaccinated individuals were predominantly aged
23-26 years, had higher education, and reported above-average material status. Refusers were more common among the youngest
(15-18 years) and oldest (27-30 years) groups, had lower education, and showed higher conspiracy theory tendencies. Multinomial
regression analysis revealed that unvaccinated respondents who perceived greater COVID-19–related health consequences were
more likely to delay vaccination (adjusted odds ratio [aOR] 2.0, 95% CI 1.2-3.3) or exhibit hesitancy (aOR 1.9, 95% CI 1.1-3.2)
compared with vaccinated respondents. Subjective norms were less influential among hesitant individuals (aOR 0.4, 95% CI
0.2-0.7) and refusers (aOR 0.3, 95% CI 0.2-0.7) than among vaccinated individuals. Self-efficacy in managing health problems
was less evident among those who delayed vaccination to the near future (aOR 0.5, 95% CI 0.3-0.9) than among vaccinated
individuals.

Conclusions: This study underscores the complexity of vaccination intentions and behaviors among young people, emphasizing
the necessity for public health strategies promoting vaccination to be tailored to the specific reasons for nonvaccination within
different subgroups. Interventions aimed at addressing vaccine hesitancy and delays should particularly focus on individuals with
lower education and material disadvantages. By fostering trust and enhancing self-efficacy, these interventions could more
effectively promote vaccine uptake.
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Introduction

The rapid development of COVID-19 vaccines is considered
as a pandemic success story, and vaccination against COVID-19
is considered as one of the most effective preventive measures
[1,2]. The herd immunity threshold for SARS-CoV-2 has been
assumed to be between 50% and 67%, and the administration
of SARS-CoV-2 vaccines was suggested to be an important
strategy to reach this threshold [3]. It has been suggested that
around 75% to 90% of the population needs to be vaccinated
against COVID-19 to successfully control the pandemic [4].
Slovenia lagged far behind this goal; it was among the countries
with the lowest vaccination rate against COVID-19 in the
European Union (EU) since vaccination against COVID-19
became available to citizens [5]. By the end of 2021, the 27 EU
member states had vaccinated an average of 77% of their
population aged 18 years or older. However, Slovenia reported
a vaccination completion rate of only 65.6% among adults [6].

Individuals showing the most hesitancy regarding COVID-19
vaccination in Slovenia were those younger than 37 years [7].
This is consistent with the findings of previous studies globally
that among adults, younger age groups had a lower willingness
to be vaccinated against COVID-19 [8-15]. Vaccination against
COVID-19 among those most likely to get infected and to
transmit the virus, such as young people in school settings, was
identified as a crucial strategy for reducing ongoing transmission
and preventing outbreaks [16]. This approach was considered
essential for establishing herd immunity; protecting elderly
people and immunocompromised individuals from severe
outcomes, hospitalization, and death [17]; and ensuring the
continued functioning of the workforce [16].

The vaccination behavior of young people is complex, as
highlighted by a systematic review of qualitative studies on
adolescents’ understanding and attitudes toward vaccines [18].
It has been suggested that health literacy plays a crucial role in
adolescents’ comprehension of the benefits and risks of
vaccination. However, other factors, such as peer influence,
parental guidance, trust in health care providers, and
misconceptions about the vaccine’s safety and efficacy, also
significantly influence vaccine uptake among adolescents [18].
Given the unprecedented speed at which COVID-19 vaccines
were developed compared to historical vaccine development
and testing timelines, a higher degree of hesitancy toward
COVID-19 vaccination was somewhat anticipated. A study
examining the factors that discourage individuals from
participating in vaccine trial registries or clinical trials identified
primary concerns related to the safety of novel vaccines and a
lack of trust in those involved in vaccine development [19].

Similar findings were obtained for vaccination behavior related
to COVID-19, with attitude toward vaccination, trust in health
staff and scientists, time of information, and conspiracy beliefs
about COVID-19 being identified as the best predictors of the

intention of vaccination among young adults in Spain at the
beginning of the vaccination campaign [20]. Chaufan [21], for
example, questioned the prevailing risk-benefit analysis with
regard to younger people. If vaccine uptake significantly reduces
health risks in the general population, the younger population
has a much lower risk of COVID-19–related complications.
Given their lower risk of COVID-19–related health
complications, the reluctance to vaccinate in this population
group, which is often seen as unreasonable, may seem
understandable [22]. Their perceived benefits of vaccination
seem to be more collectively beneficial, while the risks
associated with vaccination are perceived to be individual. This
vaccination was new, and there was no broad-based data
available on the efficacy and immunogenicity of the vaccination
in the young population at the beginning of the vaccination
campaign against COVID-19 [23].

Another scoping review suggested that the primary factors of
young people’s acceptance of the COVID-19 vaccine include
the desire to protect themselves and close family members or
friends, fear of infection, professional recommendations, and
employer obligations [24]. On the other hand, the primary
hesitancy factors include concerns about the safety of the
vaccine and its side effects, effectiveness, and efficacy, as well
as a lack of trust in the pharmaceutical industry and government,
conspiracies, and favoring natural immunity [24]. The same
study also suggested the need for additional research into
COVID-19 vaccine–related decision-making dynamics for
specific adolescent and youth population age ranges to better
understand how vaccination-related behavior is influenced by
environmental or social factors as well as personal health and
susceptibility [24].

The significant affective distress experienced by the younger
population due to COVID-19–related protective measures,
particularly isolation and social distancing [25], may
substantially influence both their willingness to receive the
vaccination, as suggested by a study [26], and their actual uptake
of COVID-19 vaccination. This is especially pertinent if
vaccination is perceived as a means to achieve greater mobility
and fewer restrictions on in-person social interactions. Negative
emotions (affective responses) associated with recommended
protective behaviors may impact core beliefs (cognitive
responses) and undermine evidence-based reasoning, thereby
diminishing the perceived importance of these behaviors in
decision-making processes (behavioral responses) [25]. These
findings highlight that vaccination intention and behavior depend
on several contextual factors. Most studies conducted prior to
our research primarily focused on investigating the willingness
to receive COVID-19 vaccination at a time when vaccines were
not yet available to young people. Furthermore, studies
involving the youth have often relied on opportunistic samples,
predominantly drawn from student populations [27-30]. Such
approaches have resulted in narrow and unrepresentative
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samples that fail to adequately reflect the broader category of
young people. Our study aims to address these limitations.

The main aim of this study is to investigate a wide set of
predictors influencing COVID-19 vaccination intention and
behavior among young people in Slovenia. Specifically, based
on a quasi-representative sample of young people in Slovenia,
this study aims to gain a deeper understanding of the cognitive,
affective, and behavioral determinants of vaccine uptake within
this population. It examines factors related to COVID-19
vaccination intention and behavior, including sociodemographic
and health-related variables, as well as other predictors identified
in previous studies and theoretical frameworks as significant in
influencing vaccination behavior [14,24]. The study adopts and
further develops the model by Shmueli [31], incorporating
factors from 2 behavioral models (health belief model [HBM]
and theory of planned behavior [TPB]) along with additional
social factors such as trust in science and tendency toward
conspiracy theories. These factors have been shown to be strong
predictors of the willingness to receive the COVID-19 vaccine
in the adult population [32]. Building on this integrated model,
the study contributes by comparing vaccinated and unvaccinated
young people and further categorizing the unvaccinated group
into those who are hesitant, those who intend to vaccinate, and
those who refuse vaccination. Our goal is to enhance the body
of research that explores the decision-making processes within

distinct groups of young people. The study seeks to better
understand and inform public health strategies for increasing
vaccination rates for COVID-19 and future viral outbreaks
among young people.

Methods

Framework of the Study
Based on the study by Schmueli [31], we developed an
integrated model that integrates the constructs of 2 prominent
health behavior theories (HBM and TPB) and includes a number
of other contextual factors (eg, trust in science, trust in vaccines,
conspiracy theory tendencies, etc) and health-related and
sociodemographic characteristics of the studied population to
identify the predictors of COVID-19 vaccination intention and
behavior among young people in Slovenia (Figure 1). The HBM,
which has generated a great deal of research interest in various
health-related behaviors to date, is based on a set of core beliefs
(cognitive factors) regarding risk susceptibility, risk severity,
benefits, and barriers [33]. According to the widely tested TPB
[34,35], the underlying behavioral intention as a direct
antecedent of behavior is determined by the attitude toward the
behavior, subjective norms, and perceived behavioral control.
Both models aim to predict behavior, and in our case, we target
COVID-19 vaccination–related behavior.

Figure 1. Framework of the predictors of COVID-19 vaccination intention and behavior.
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Study Design
The data for this cross-sectional study were collected using an
online survey questionnaire administered by the online survey
panel JazVem (Valicon, a Slovenian marketing research
company) [36]. Existing members of the JazVem online survey
panel were contacted via email to participate in the survey.
Members voluntarily sign up with the JazVem online survey
panel, agree with the terms and privacy conditions of the online
survey panel, sign participation consent, provide baseline
information, and regularly receive emails inviting them to take
part in different research studies. For participation in JazVem
surveys, panelists receive small incentives in the form of points,
which can be redeemed for modest rewards. Online panels
operate under rigorous recruitment and quality assurance
protocols to ensure participants can enroll only once, avoid
overexposure to surveys, and maintain high levels of
engagement. More information about the study design can be
found in the CHERRIES (Checklist for Reporting Results of
Internet e-Surveys) in Multimedia Appendix 1.

Data Collection
The online questionnaire used in this study was developed by
the authors and included 79 questions in the Slovene language,
which took around 15 to 20 minutes to answer. The
questionnaire covered questions about the perception of
COVID-19–related protective measures, questions regarding
behavior for vaccination against COVID-19, questions related
to HBM and TPB constructs, questions about trust in science
and vaccines, questions about the respondent’s health, and
questions related to sociodemographic characteristics. The
questionnaire and measurement instruments were evaluated for
content validity by 8 experts from the fields of public health,
health communication, sociology, communication studies,
statistics, social science methodology, and psychology.

Data were collected between August 11, 2021, and August 17,
2021. Eligible participants were aged 15 to 30 years and resided
in Slovenia. Quotas were used to achieve a quasi-representative
sample of the general population in Slovenia according to age,
gender, education, and region based on data from the Statistical
Office of the Republic of Slovenia. Based on quota sampling,
1197 JazVem panelists were invited to participate in the online
survey. Among these, 568 clicked on the link for the online
survey and 555 viewed the introduction page of the survey. Of
the 568 respondents, 525 fully completed the survey, with a
completion rate of 92.4% (525/568). After the data screening
and cleaning procedures, the final sample comprised 507
respondents. The data were weighted to match the general
population distribution according to age, gender, education, and
region. More information about the data collection can be found
in the CHERRIES in Multimedia Appendix 1.

Measurement Instruments

Vaccine Uptake
The dependent variable vaccine uptake was measured with the
following three questions: (1) “Please tell us about your decision
regarding the COVID-19 vaccination. Have you been vaccinated
against COVID-19?” (2) “Do you intend to get vaccinated
against COVID-19 in the next 30 days?” and (3) “Do you intend

to get vaccinated against COVID-19 in the next 6 months?”
The classification and naming of unvaccinated respondents was
guided by the Stages of Change model [37]. This model posits
several behavioral stages preceding the desired recommended
behavior, which in our case was vaccination behavior: (1)
Precontemplation: individuals in this stage are not considering
vaccination; (2) Contemplation: individuals in this stage are
considering vaccinating in the next 6 months, and according to
the theory, they are considering the recommended behavior but
still weighing the pros and cons; and (3) Preparation: individuals
in this stage intend to get vaccinated in the next 30 days, and
according to the theory, they may have taken some initial steps,
such as seeking information or planning an appointment. Based
on the respondents’ answers, we computed vaccine uptake
variables and divided the respondents into 4 categories as
follows: respondents who reported being vaccinated were
categorized as “vaccinated respondents;” respondents who
reported not being vaccinated but intended to get vaccinated in
the next 30 days were categorized as “delayers;” respondents
who reported not being vaccinated but intended to get vaccinated
in the next 6 months were categorized as “hesitant respondents;”
and respondents who reported not being vaccinated and who
did not intend to get vaccinated in the next 30 days or 6 months
were categorized as “refusers.”

The independent variables (ie, predictors of vaccine uptake
among young people) were arranged into 5 groups: HBM
variables, TPB variables, confounding variables, health-related
variables, and sociodemographic variables.

HBM Variables
Perceived health severity was measured with an item adapted
from Shmueli [31], with respondents asked to assess on a 5-point
Likert scale (1 [insignificant consequences] to 5 [very serious
consequences]) the possible health consequences in the case of
COVID-19 infection.

Perceived financial severity was measured with an item adapted
from Shmueli [31], with respondents asked to assess on a 5-point
Likert scale (1 [insignificant consequences] to 5 [very serious
consequences]) the possible financial consequences in the case
of COVID-19 infection.

Perceived benefits were measured using 3 items from Chu and
Liu [38], with 1 item assessing the perceived individual benefits
of COVID-19 vaccines (eg, “COVID-19 vaccines are effective
in preventing COVID-19”) and 2 items assessing the perceived
community benefits of COVID-19 vaccines (eg, “Having myself
vaccinated against COVID-19 is beneficial for the health of
others in my community”). Exploratory factor analysis (EFA)
indicated that the items represent a single factor, explaining
79.1% of the variance. The Cronbach alpha (α=.95)
demonstrated outstanding internal consistency.

Fear was measured with an item from Chu and Liu [38], with
respondents asked to assess on a 5-point scale (1 [not at all] to
5 [very much]) how afraid they feel when they think about
COVID-19.

Health motivation was measured with 2 items from Shmueli
[31]. These items (“I make sure to eat healthy and diverse food
every day” and “I ensure that I exercise and work out regularly”)
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were summed in an index and demonstrated acceptable internal
consistency (α=.77; r=0.6; P<.001; rSB=0.77).

The HBM also includes susceptibility, perceived barriers, and
cues to action, which were measured in our study but only in
the subsample of unvaccinated respondents. Because the purpose
of this study is to compare different groups of young people,
including those who accept vaccination, we did not include
these variables in the analysis.

TPB Variables
Attitudes toward COVID-19 vaccines were measured using 6
items adapted from Chu and Liu [38]. Respondents were asked
to evaluate how they personally feel about COVID-19
vaccination using 5-point scales with various descriptors
(negative to positive, undesirable to desirable, bad to good,
harmful to beneficial, foolish to wise, and pointless to
meaningful). The EFA indicated that the items represent a single
factor, explaining 85.7% of the variance, and the Cronbach
alpha (α=.97) demonstrated outstanding internal consistency.

Subjective norms were measured using an adapted scale
comprising 3 items from Chu and Liu [38]. Respondents were
asked to indicate their level of agreement on a 5-point Likert
scale (1 [strongly disagree] to 5 [strongly agree]) with statements
concerning their similar or significant others (eg, “Most people
who are similar to me have been or will be vaccinated against
COVID-19”). The EFA showed that the items represent a single
factor, explaining 71.5% of the variance, and the Cronbach
alpha (α=.88) demonstrated good internal consistency.

To measure self-efficacy, 3 items adapted from the General
Self-Efficacy Scale of Schwarzer and Jerusalem [39] were used
to ask respondents to rate their agreement on a 5-point scale (1
[strongly disagree] to 5 [strongly agree]) with statements related
to managing their health (eg, “If unexpected events related to
my health occur, I know how to handle them effectively”). The
EFA revealed that the items represent a single factor, explaining
65.3% of the variance. The Cronbach alpha (α=.85) indicated
good internal consistency.

Confounding Variables
Life satisfaction was measured using a single-item question
asking respondents to assess their current satisfaction with life
on a scale from 0 (extremely dissatisfied) to 10 (extremely
satisfied).

Similarly, trust in the health care system was measured using
a single-item question asking respondents to rate their trust in
the Slovenian health care system on a scale from 0 (don’t trust
at all) to 10 (completely trust).

Trust in science was measured using the Trust in Science and
Scientists Inventory [40]. However, since the EFA did not
confirm the unidimensionality of the original scale, the measure
was slightly adjusted to include 9 items. These items asked
respondents to assess their agreement on a 5-point Likert scale
(1 [strongly disagree] to 5 [strongly agree]) with statements
related to the value of and trust in science (eg, “I believe that
the work of scientists contributes to a better life for everyone”).
The EFA revealed that the items represent a single factor,

explaining 55.1% of the variance, and the Cronbach alpha
(α=.92) demonstrated outstanding internal consistency.

Trust in vaccines was measured using 2 items that asked
respondents to indicate their agreement on a 5-point Likert scale
(1 [strongly disagree] to 5 [strongly agree]) with statements
related to the safety and efficiency of COVID-19 vaccines (eg,
“I trust that the vaccines available to us against the coronavirus
that causes COVID-19 are safe”). The 2 items were summed in
an index and demonstrated outstanding internal consistency
(α=.92; r=0.8; P<.001; rSB=0.92).

Conspiracy theory tendency was measured using 3 items adapted
from the Slovenian public opinion research #Novanormalnost
[41]. Respondents were asked to assess their agreement with
statements suggesting COVID-19 is a part of a conspiracy (eg,
“Vaccination against the coronavirus that causes COVID-19 is
an attempt to control the population”), using a 5-point Likert
scale (1 [strongly disagree] to 5 [strongly agree]). The EFA
revealed that the 3 items represent a single factor, explaining
70.3% of the variance, and the Cronbach alpha (α=.87) showed
good internal consistency.

Following events related to the pandemic was measured using
a single-item question that asked respondents to assess the extent
to which they follow pandemic-related events on a 5-point Likert
scale (1 [I don’t follow events at all] to 5 [I follow events very
often]).

Health-Related Variables
Perceived health status was measured using a single-item
question on a 5-point Likert scale (1 [very bad] to 5 [excellent]),
asking respondents to evaluate their current physical and mental
health. The online questionnaire also included a question asking
respondents to indicate whether they have a long-term (chronic)
condition.

Additionally, single-item questions were used to determine
whether respondents have a health or medical professional
background and whether they received an influenza vaccine in
the past year.

Potential COVID-19 past infection was measured by asking
respondents to report their perceived probability of having been
infected with COVID-19 in the past (probably infected or
probably not infected).

Sociodemographic Variables
The online questionnaire included questions asking respondents
to indicate their gender and age, with age transformed from a
numeric to a categorical variable (15-18 years, 19-22 years,
23-26 years, and 27-30 years) to examine differences across
specific age groups. Respondents were also asked to report their
current education level (elementary school or less; 2-, 3-, 4-, or
5-year high school; and college, university, or higher education)
and their activity status (high school student, student, employed,
and unemployed).

Single-item questions were used to determine whether
respondents have a partner, consider themselves religious, and
live in urban or rural settlements. Respondents were also asked
to assess their mother’s or primary carer’s education level
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(elementary school or less; 2-, 3-, 4-, or 5-year high school; and
college, university, or higher education) and their material status
on a scale from 1 (significantly below average) to 5
(significantly above average). Due to a low number of
observations in categories 1 (significantly below average) and
5 (significantly above average), the material status variable was
recoded according to 3 categories: below average, average, and
above average.

Statistical Analysis
Before the analysis, the data were weighted using the random
iterative weighting method according to gender, age group,
education, and region. The weighting process was conducted
by Valicon, the JazVem online panel survey provider. The
prevalence of vaccination-related behavior was measured as the
percentage of vaccinated respondents, delayers, hesitant
respondents, and refusers in the total study sample. A series of
EFAs were conducted to determine the internal structure of the
selected measurement instruments. Factors were extracted using
principal axis factoring with oblimin rotation. We performed
EFA using the following criteria: (1) eigenvalue greater than 1,
(2) scree test, (3) items loading on the same factor (≥0.04), (4)
no cross-loading, and (5) conceptual interpretability of factors.
The quality of the measurement instrument was also assessed
using reliability analysis, and the Cronbach α coefficient was
computed, which ranges between 0 and 1.0. The rough
guidelines are that a value of .9 or higher indicates outstanding
internal consistency, a value of .8 or higher indicates good
internal consistency, a value between .7 and .8 indicates
acceptable reliability, and a value between .6 and .7 indicates
questionable reliability [42]. For 2-item scales, reliability was
estimated using the Spearman-Brown coefficient (rSB), which
was calculated based on the interitem Pearson correlation (r).
Bivariate analyses were performed to compare groups according
to sociodemographic characteristics, health-related variables,
confounding variables, HBM variables, and TPB variables,
using chi-square tests for categorical variables and ANOVA
along with appropriate post hoc tests (Games-Howell) for
continuous variables.

Multinomial logistic regression analysis was used to estimate
the selected determinants of vaccine uptake with “vaccinated”
as the reference group for comparisons. The selection of
variables for the multinomial regression model was guided by
their statistical significance in bivariate analyses and their
theoretical relevance to the research question, ensuring the
inclusion of predictors with stronger explanatory power while
minimizing the risk of overfitting. Variables that did not show
statistically significant associations with the outcome in bivariate
analyses were excluded. While the inclusion of all variables
was initially considered, challenges with model convergence

underscored the importance of a parsimonious model that
prioritizes interpretability and robustness. The final model,
therefore, balances these considerations to provide reliable and
meaningful insights. Confounding variables were included in
the multinomial regression model alongside the primary
independent variables (HBM and TPB variables, and
sociodemographic and health-related variables). By
incorporating these confounders into the model, we aimed to
account for their potential influence on the outcome variable
and to isolate the association between the primary independent
variables and the dependent variable. This approach ensures
that the estimated effects of the primary predictors are adjusted
for the potential bias introduced by the confounding variables.
We report adjusted odds ratios (aORs) and 95% CIs. Data were
analyzed using IBM SPSS version 27 software.

Ethical Considerations
Data collection was conducted by the online survey panel
provider Valicon, who is a member of the European Society for
Opinion and Market Research (ESOMAR), and the data
collection and research adhere to the International Chamber of
Commerce and ESOMAR international code and professional
standards of social research practice. We (the authors) had no
access to the respondents’ information and were provided with
an anonymized dataset that did not contain any identifiable
personal information. The study was conducted in accordance
with the Code of Ethics for Researchers of the University of
Ljubljana [43] and the World Medical Association’s Declaration
of Helsinki on Ethical Principles for Medical Research Involving
Human Subjects [44]. The study received approval from the
Ethics Committee of the Faculty of Social Sciences, University
of Ljubljana (number: 801-2024-025/TD).

Results

Participant Characteristics
The results showed that the majority of respondents (232/507,
45.8%) had been vaccinated against COVID-19, 30.0%
(152/507) refused vaccination, 12.4% (63/507) were hesitant,
and 11.8% (60/507) reported that they intended to be vaccinated
against COVID-19 in the near future (ie, delayers). The
respondents were on average 23.4 years old (SD 4.4 years),
comprising 51.6% (262/507) men and 48.4% (245/507) women
(Table 1). The majority had completed high school (290/507,
57.3%), were employed (194/507, 38.3%), were students
(184/507, 36.2%), and had a partner (258/507, 50.9%). On
average, respondents reported the perceived material status as
average (mean 2.1, SD 0.64). Most participants identified as
religious (316/507, 62.3%) and resided in urban areas (260/507,
51.3%).
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Table 1. Sociodemographic participant characteristics in the total sample and according to COVID-19 vaccination–related behavior groups.

P valueChi-square
(df)

Refusers
(n=152, 30.0%),
n (%)

Hesitant individu-
als (n=63, 12.4%),
n (%)

Delayers (n=60,
11.8%), n (%)

Vaccinated individ-
uals (n=232,
45.8%), n (%)

Total sample
(N=507), n (%)

Variable

.432.8 (3)Gender

73 (27.9)29 (11.1)33 (12.6)127 (48.5)262 (51.6)Male

79 (32.2)34 (13.9)27 (11.0)105 (42.9)245 (48.4)Female

<.00139.7 (9)Age (years) groups

39 (38.2)17 (16.7)18 (17.6)28 (27.5)102 (20.2)15-18

25 (20.3)14 (11.4)18 (14.6)66 (53.7)123 (24.3)19-22

35 (26,3)11 (8.3)6 (4.5)81 (60.9)133 (26.3)23-26

54 (36.5)20 (13.5)17 (11.7)57 (38.5)148 (29.2)27-30

<.00125.6 (6)Education

28 (40.6)14 (20.3)12 (17.4)15 (21.7)69 (13.6)Elementary school or
less

90 (31.0)34 (11.7)35 (12.1)131 (45.2)290 (57.3)2-, 3-, 4-, or 5-year
high school

35 (23.8)15 (10.2)12 (8.2)85 (57.8)147 (29.1)College, university, or
higher education

<.00134.9 (9)Activity status

43 (40.6)14 (13.2)18 (17.0)31 (29.2)106 (20.9)High school student

37 (20.1)16 (8.7)22 (12.0)109 (59.2)184 (36.2)Student

65 (33.5)28 (14.4)16 (8.2)85 (43.8)194 (38.3)Employed

8 (34.8)4 (17.4)4 (17.4)7 (30.4)23 (4.5)Unemployed

.067.4 (3)Partner status

69 (27.7)32 (12.9)39 (15.7)109 (43.8)249 (49.1)Do not have a partner

83 (32.2)31 (12.0)21 (8.1)123 (47.7)258 (50.9)Have a partner

<.00124.5 (6)Material status (n=494)

35 (43.2)11 (13.6)9 (11.1)26 (32.1)81 (16.4)Below average

92 (31.9)36 (12.5)37 (12.8)123 (42.7)288 (58.3)Average

24 (19.2)15 (12.0)8 (6.4)78 (62.4)125 (25.3)Above average

.00817.4 (6)Mother’s or primary carer’s education (n=488)

16 (40.0)6 (15.0)5 (12.5)13 (32.5)40 (8.2)Elementary school or
less

89 (36.8)31 (12.8)23 (9.5)99 (40.9)242 (49.4)2-, 3-, 4-, or 5-year
high school

44 (21.4)24 (11.7)26 (12.6)112 (54.4)206 (42.2)College, university, or
higher education

.067.5 (3)Religiousness

54 (28.3)22 (11.5)15 (7.9)100 (52.4)191 (37.7)Nonreligious

98 (31.0)41 (13.0)45 (14.2)132 (41.8)316 (62.3)Religious

.00413.1 (3)Settlement type

63 (24.2)28 (10.8)32 (12.3)137 (52.7)260 (51.3)Urban

90 (36.3)35 (14.1)28 (11.3)95 (38.3)247 (48.7)Rural

The majority of respondents reported having a very good
(254/507, 50.2%) or good (150/507, 29.6%) health status (mean
3.7, SD 0.8). Additionally, 67.9% (344/507) of respondents

indicated that they were probably not infected by coronavirus
in the past (Table 2).
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Table 2. Health-related participant characteristics in the total sample and according to COVID-19 vaccination–related behavior groups.

P valueChi-square
(df)

Refusers (n=152,
30.0%), n (%)

Hesitant individu-
als (n=63,
12.4%), n (%)

Delayers (n=60,
11.8%), n (%)

Vaccinated indi-
viduals (n=232,
45.8%), n (%)

Total sample
(N=507), n (%)

Variable

.0520.9 (12)Perceived health status

3 (50.0)0 (0.0)1 (16.7)2 (33.3)6 (1.2)Very bad

5 (15.6)4 (12.5)5 (15.6)18 (56.3)32 (6.3)Bad

39 (26.0)21 (14.0)27 (18.0)63 (42.0)150 (29.6)Good

82 (32.3)34 (13.4)20 (7.9)118 (46.5)254 (50.2)Very good

25 (39.1)3 (4.7)6 (9.4)30 (46.9)64 (12.6)Excellent

.234.3 (3)Long-term (chronic) condition

128 (32.0)48 (12.0)43 (10.8)181 (45.3)399 (78.7)No

25 (23.1)15 (13.9)17 (15.7)51 (47.2)108 (21.3)Yes

.00214.4 (3)Potential COVID-19 past infection

91 (26.5)36 (10.5)46 (13.4)171 (49.7)344 (67.9)Probably not infect-
ed

62 (38.0)27 (16.6)14 (8.6)60 (36.8)163 (32.1)Probably infected

.155.3 (3)Health or medical professional background

135 (31.5)55 (12.9)46 (10.7)192 (44.9)428 (84.4)No

18 (22.5)8 (10.0)14 (17.5)40 (50.0)79 (15.6)Yes

<.00119.1 (3)Influenza vaccine in the past year

147 (32.2)60 (13.1)55 (12.0)195 (42.7)457 (90.1)No

5 (10.0)3 (6.0)5 (10.0)37 (74.0)50 (9.9)Yes

Bivariate Analyses and Comparisons Among
Vaccination-Related Behavior Groups
Bivariate analyses and comparisons among vaccination-related
behavior groups (Table 1) showed that vaccinated individuals
were predominantly aged 23 to 26 years (81/133, 60.9%) and
were more likely to have a higher education (85/147, 57.8%)
and above-average material status (78/125, 62.4%). In
comparison, refusers were more common among younger (15-18
years: 39/102, 38.2%) and older age groups (27-30 years:
54/148, 36.5%), had lower levels of education (elementary or
less: 28/69, 40.6%), reported below-average material status
(35/81, 43.2%), and were more likely from rural areas (90/247,
36.3%; Table 1). Additionally, refusers more often reported a
potential COVID-19 past infection (62/163, 38.0%; Table 2).
Results also showed that delayers shared characteristics with
both vaccinated individuals and refusers, whereas hesitant
respondents shared more characteristics with refusers, including
rural residence, a lower education level, and a higher rate of
potential COVID-19 past infection (Tables 1 and 2).

Table 3 presents participant characteristics across vaccination
behavior groups based on confounding, HBM, and TPB
variables. Vaccinated individuals reported significantly higher
trust in the health care system (mean 6.5, SD 2.2), science (mean

3.9, SD 0.6), and COVID-19 vaccines (mean 3.9, SD 0.9)
compared to refusers (Table 3). Conspiracy belief tendencies
were on average the highest among refusers (mean 3.6, SD 1.0)
and on average the lowest among vaccinated individuals (mean
1.9, SD 1.0). Pandemic-related events were followed more
closely by vaccinated individuals (mean 3.1, SD 1.0) and
delayers (mean 2.9, SD 0.9) than hesitant individuals (mean
2.7, SD 1.0) and refusers (mean 2.5, SD 1.0). Delayers perceived
greater health (mean 2.8, SD 0.9) and financial (mean 2.7, SD
1.1) consequences from COVID-19 compared to refusers.
Vaccinated individuals perceived the greatest benefit of
vaccination (mean 4.0, SD 0.9), while refusers perceived the
lowest benefit (mean 1.8, SD 0.8). Fear of COVID-19 was the
lowest among refusers (mean 1.9, SD 1.0) and the highest among
delayers (mean 3.0, SD 1.2). According to the TPB model,
vaccinated individuals had the highest average scores for
positive attitudes toward COVID-19 vaccines (mean 4.1, SD
1.1) and subjective norms (mean 3.8, SD 0.9), which gradually
decreased among other groups and were the lowest on average
among refusers (Table 2). Self-efficacy in coping with health
problems was the highest among vaccinated individuals (mean
3.8, SD 0.7) and refusers (mean 3.7, SD 0.8) but was the lowest
among delayers (mean 3.4, SD 0.7). Health motivation did not
differ significantly between groups (Table 3).
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Table 3. Descriptive statistics of confounding variables, health belief model variables, and theory of planned behavior variables in the total sample and
according to COVID-19 vaccination–related behavior groups.

P valueANOVAa F
(df)

Refusers (n=152,
30.0%), mean
(SD)

Hesitant individu-
als (n=63, 12.4%),
mean (SD)

Delayers (n=60,
11.8%), mean
(SD)

Vaccinated indi-
viduals (n=232,
45.8%), mean
(SD)

Total sample
(N=507), mean
(SD)

Variable

Confounding variables

.102.1 (3, 502)6.5 (2.5)6.8 (1.9)6.1 (2.1)6.8 (2.0)6.6 (2.2)Life satisfaction
(scale 0-10)

<.00119.8 (3, 502)4.7 (2.5)b,c,d5.8 (2.4)d5.8 (1.6)b,c6.5 (2.2)b5.8 (2.4)Trust in the
health care sys-
tem (scale 0-10)

<.00146.1 (3, 502)3.1 (0.8)b,c,d3.4 (0.67)b,d3.6 (0.6)b,c3.9 (0.6)b,c,d3.5 (0.8)Trust in science
(scale 1-5)

<.001226.6 (3,
502)

1.6 (0.8)b,c,d,e2.5 (0.9)b,c,d,e3.1 (0.8)b,c,d,e3.9 (0.9)b,c,d,e3.0 (1.3)Trust in vaccines
(scale 1-5)

<.00198.3 (3, 502)3.6 (1.0)b,c,d,e3.1 (0.8)b,c,d,e2.6 (0.8)b,c,d,e1.9 (1.0)b,c,d,e2.7 (1.2)Conspiracy theo-
ry tendency
(scale 1-5)

<.00112.6 (3, 502)2.5 (1.0)b,c2.7 (1.0)b,d2.9 (0.9)c3.1 (1.0)b,d2.9 (1.0)Following events
related to the
pandemic (scale
1-5)

Health belief model variables

<.00123.3 (3, 502)1.9 (0.8)b,c,d2.7 (0.9)d2.8 (0.9)b,c2.4 (0.9)b2.3 (1.0)Perceived health
severity (scale 1-
5)

<.0016.1 (3, 502)2.0 (1.00)b,c2.3 (1.0)2.7 (1.1)c2.4 (1.2)b2.3 (1.1)Perceived finan-
cial severity
(scale 1-5)

<.001221.8 (3,
502)

1.8 (0.8)b,c,d,e2.5 (0.9)b,c,d,e3.1 (0.7)b,c,d,e4.0 (0.9)b,c,d,e3.0 (1.3)Perceived bene-
fits (scale 1-5)

<.00131.0 (3, 502)1.9 (1.0)b,c,d2.9 (1.0)d3.0 (1.2)c2.8 (1.1)b2.6 (1.2)Fear (scale 1-5)

.870.2 (3, 502)3.6 (1.0)3.6 (0.8)3.5 (0.9)3.5 (0.9)3.5 (0.9)Health motiva-
tion (scale 1-5)

Theory of planned behavior variables

<.001260.2 (3,
502)

1.4 (0.7)b,c,d,e2.4 (0.9)b,c,d,e3.0 (1.0)b,c,d,e4.1 (1.1)b,c,d,e3.0 (1.5)Attitudes (scale
1-5)

<.001159.5 (3,
502)

1.9 (0.8)b,c,d,e2.5 (0.9)b,c,d,e3.1 (0.6)b,c,d,e3.8 (0.9)b,c,d,e3.0 (1.1)Subjective norms
(scale 1-5)

<.0014.8 (3, 502)3.7 (0.8)c3.6 (0.7)3.4 (0.7)b,c3.8 (0.7)b3.7 (0.7)Self-efficacy
(scale 1-5)

aGames-Howell post hoc test.
bCategory has a statistically different mean value (P<.05) of the corresponding variable in comparison to the mean value in the other category with the
same superscript.
cCategory has a statistically different mean value (P<.05) of the corresponding variable in comparison to the mean value in the other category with the
same superscript.
dCategory has a statistically different mean value (P<.05) of the corresponding variable in comparison to the mean value in the other category with the
same superscript.
eCategory has a statistically different mean value (P<.05) of the corresponding variable in comparison to the mean value in the other category with the
same superscript.

Predictors of Vaccine Uptake
The results of multinomial logistic regression models with
predictors of vaccine uptake, using “vaccinated respondents”

as the reference group for comparisons, are shown in Table 4.
Variables included in the multinomial regression model were
selected based on their statistical significance in bivariate
analyses and their theoretical relevance to the research question
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(more details are provided in the Statistical Analysis subsection
in the Methods section). Multinomial regression analysis (Table
4) showed that young adults aged 23 to 26 years (compared
with those aged 27 to 30 years) were less likely to delay
vaccination (aOR 0.1, 95% CI 0.031-0.5). Young adults who
had completed elementary school or less (compared to
respondents with higher levels of education) were more likely
to delay vaccination (aOR 9.8, 95% CI 1.6-61.1) or were hesitant
toward vaccination (aOR 11.7, 95% CI 1.5-89.7). Results also
showed that young people who were high school students
(compared with unemployed respondents) were less likely to
be hesitant (aOR 0.0081, 95% CI 0.0002-0.4; Table 4).
Similarly, respondents who were students (aOR 0.1, 95% CI
0.0077-0.9) or employed (aOR 0.1, 95% CI 0.0059-0.6;
compared with unemployed respondents) were also less likely
to refuse vaccination. Participants whose mothers or primary
carers had completed elementary school or less were
significantly more likely to refuse vaccination (aOR 6.6, 95%
CI 1.3-34.4) compared to those with university-educated mothers

or primary carers. Similarly, those whose mothers or primary
carers finished high school were more likely to refuse
vaccination (aOR 2.8, 95% CI 1.0-8.0) compared to the same
university-educated group. The results also showed that
respondents who felt that COVID-19 could have greater health
consequences for them were more likely to delay vaccination
(aOR 2.0, 95% CI 1.2-3.3) or be hesitant toward it (aOR 1.9,
95% CI 1.1-3.2). In addition, more negative attitudes toward
COVID-19 vaccines were more likely among delayers, hesitant
respondents, and refusers than among vaccinated respondents
(Table 4). Compared with vaccinated young people, subjective
norms were significantly less likely to be present among hesitant
respondents (aOR 0.4, 95% CI 0.2-0.7) and refusers (aOR 0.3,
95% CI 0.2-0.7). Self-efficacy to cope with health problems
was less present among respondents who delayed vaccination
(aOR 0.5, 95% CI 0.3-0.9) than among vaccinated respondents

(Table 4). For the data in Table 4, the R2 was 0.7 (Cox and

Snell) and 0.8 (Negelkerke), and the model χ2 was 610.2 (df=81;
P<.001).
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Table 4. Predictors of vaccine uptake by multinomial logistic regression (vaccinated respondents as the reference group).

Refusers, aOR (95% CI)Hesitant individuals, aOR (95% CI)Delayers, aORa (95% CI)Predictor variable

Sociodemographic variables

Age group (reference: 27-30 years)

3.13 (0.1-124.9)22.2 (0.8-60.2)2.9 (0.2-39.4)15-18 years

0.2 (0.035-1.2)0.8 (0.2-3.6)0.6 (0.12-2.6)19-22 years

0.4 (0.1-1.5)0.3 (0.1-1.1)0.1b (0.031-0.5)23-26 years

Education (reference: college, university, or higher education )

6.8 (0.7-65.3)11.7b (1.5-89.7)9.8c (1.6-61.1)Elementary school or less

4.0c (1.3-12.6)2.5 (0.9-7.4)1.9 (0.7-5.5)2-, 3-, 4-, or 5-year high school

Activity status (reference: unemployed)

0.1 (0.00088-3.0)0.0081b (0.0002-0.4)0.2 (0.007-4.1)High-school student

0.1c (0.0077-0.9)0.1 (0.015-1.2)0.7 (0.1-6.0)Student

0.1c (0.0059-0.6)0.2 (0.023-1.4)0.4 (0.1-3.1)Employed

Material status (reference: above average)

3.3 (0.7-17.3)1.3 (0.3-5.6)1.8 (0.4-7.5)Below average

1.3 (0.4-4.4)0.6 (0.2-1.9)1.9 (0.7-5.5)Average

Mother’s or primary carer’s education (reference: college, university, or higher education)

6.6c (1.3-34.4)4.2 (0.9-19.7)2.2 (0.5-9.8)Elementary school or less

2.8c (1.0-8.0)1.4 (0.5-3.5)0.9 (0.4-2.0)2-, 3-, 4-, or 5-year high school

Settlement type (reference: rural)

0.9 (0.3-2.1)0.9 (0.4-2.1)0.9 (0.4-2.0)Urban

Health-related variables

Potential COVID-19 past infection (reference: probably infected)

0.9 (0.3-2.6)0.6 (0.2-1.4)1.2 (0.5-2.9)Probably not infected

Influenza vaccine in the past year (reference: yes)

1.5 (0.2-13.0)1.9 (0.4-10.3)1.4 (0.4-5.0)No

Cofounding variables

1.0 (0.8-1.3)1.2 (1.0-1.5)1.1 (0.9-1.4)Trust in the health care system

2.1 (0.9-5.0)1.2 (0.5-2.6)2.2 (0.9-4.9)Trust in science

0.5 (0.2-1.1)0.7 (0.4-1.5)0.7 (0.3-1.3)Trust in vaccines

1.3 (0.7-2.3)1.5 (0.8-2.6)0.9 (0.5-1.6)Conspiracy theory tendency

0.8 (0.5-1.3)0.8 (0.5-1.2)0.9 (0.6-1.4)Following events related to the pandem-
ic

Health belief model variables

0.8 (0.4-1.4)1.9b (1.1-3.2)2.0b (1.2-3.3)Perceived health severity

0.8 (0.5-1.3)0.8 (0.5-1.2)1.3 (0.9-1.8)Perceived financial severity

0.6 (0.3-1.4)0.5 (0.2-1.1)0.7 (0.3-1.3)Perceived benefits

0.7 (0.5-1.1)1.2 (0.8-1.8)0.9 (0.6-1.3)Fear

Theory of planned behavior variables

0.2d (0.1-0.4)0.5b (0.3-0.9)0.5c (0.3-0.9)Attitudes

0.3d (0.2-0.7)0.4b (0.2-0.7)0.7 (0.4-1.3)Subjective norms
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Refusers, aOR (95% CI)Hesitant individuals, aOR (95% CI)Delayers, aORa (95% CI)Predictor variable

1.0 (0.5-2.0)0.9 (0.5-1.7)0.5c (0.3-0.9)Self-efficacy

aaOR: adjusted odds ratio.
bP<.01.
cP<.05.
dP<.001.

Discussion

Principal Findings
The aim of this study was to gain a deeper understanding of the
determinants influencing vaccination intention and behavior
among young people in Slovenia, an EU country where the
adult COVID-19 vaccination rate significantly lagged the EU
average. We applied an integrated model to analyze and compare
vaccinated and unvaccinated young people, further categorizing
the unvaccinated people into 3 groups: those hesitant to
vaccinate, those willing but delaying vaccination, and those
refusing vaccination against COVID-19. Our goal was to
enhance the body of research exploring the decision-making
processes within these distinct groups of young people regarding
COVID-19 vaccination.

In our study, a substantial proportion of respondents
self-reported being vaccinated against COVID-19. This rate
was slightly higher than the vaccination rate of the general
population (aged 18 years or older) in Slovenia, which was
approximately 43% for the first dose by the end of August 2021
[5]. Compared to the vaccinated general population, this is a
favorable percentage, as previous studies have indicated that
younger adults are among the groups with lower willingness to
be vaccinated against COVID-19 [8-15]. This finding may be
partially explained by policy interventions in Slovenia during
the time of data collection. Notably, the introduction of the so
called “COVID-19 pass” (certificate of recovery, vaccination,
or testing) was designed to facilitate safer and freer mobility of
citizens within the EU. Several studies have shown that the
implementation of COVID-19 passes improved both vaccination
uptake and intention [45].

Our study demonstrated that unvaccinated individuals are not
a homogeneous group. Not all respondents who were
unvaccinated at the time of data collection had explicitly refused
vaccination against COVID-19. Specifically, almost half of
these respondents indicated that they had considered getting
vaccinated but had not yet done so. Some of these were hesitant,
while others expressed a willingness to be vaccinated but had
not yet taken action. Only half of the unvaccinated respondents
explicitly refused vaccination against COVID-19.

In comparison to the findings of other studies [46], our study
did not find gender to be a significant factor influencing
vaccination behavior. However, the influence of other
sociodemographic and health-related variables on vaccine uptake
among young people aligns with previous research [46]. Key
predictors of vaccination were age, education level, activity
status, material status, mother’s or primary carer’s education,
settlement type, potential COVID-19 past infection, and

influenza vaccination in the past year. Vaccinated individuals
were predominantly aged 23 to 26 years, were more likely to
have higher education, and had above-average material status.
In contrast, vaccine refusers were more common among the
youngest (15-18 years) and oldest (27-30 years) age groups,
had lower education levels (elementary or less), had mothers
or primary caregivers with lower education, reported
below-average material status, were more likely to reside in
rural areas, and more frequently reported a potential past
COVID-19 infection. These findings suggest that the factors
significantly predicting vaccination behavior are closely related
to the primary socioeconomic and cultural resources available
to an individual [47]. Delayers, while distinct from both
vaccinated individuals and refusers, shared some
sociodemographic and health-related characteristics with each
group. Hesitant respondents, on the other hand, shared more
characteristics with refusers, including rural residence, lower
education levels, and higher rates of potential past COVID-19
infection.

The factors from the HBM and TPB models that significantly
differentiated the vaccinated respondents from all other groups
were greater trust in science, trust in vaccines, trust in the health
care system, and positive attitudes toward COVID-19
vaccination. These characteristics appeared to be strongly
associated with higher levels of education, as suggested by
previous studies [48,49]. Perceived health consequences of
COVID-19, negative attitudes toward vaccines, and weaker
levels of subjective norms were associated with a greater
likelihood of delaying or refusing vaccination. Among
unvaccinated respondents, perceived self-efficacy in coping
with health problems emerged as a significant factor, particularly
for those who were delaying vaccination, as this group reported
the lowest levels of self-efficacy. Interestingly, despite
exhibiting heightened fear of COVID-19 and perceiving the
health and financial burdens of contracting the disease as greater
than those reported by other groups, delayers may experience
affective and cognitive conflict [25]. This conflict likely stems
from the simultaneous presence of fear of contracting the disease
and negative attitudes toward COVID-19 vaccines. Combined
with low confidence in their ability to manage health issues,
this internal conflict may explain their expressed willingness
to vaccinate but delay in taking action.

The findings of our study indicated that hesitant respondents
shared many similarities with delayers, including the same
identified conflict between fear of COVID-19 and negative
attitudes toward vaccines. However, hesitant respondents
exhibited higher self-efficacy in coping with health problems
and reported lower levels of subjective norms. Vaccination
refusers, in contrast, reported lower levels of subjective norms,
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were more likely to have mothers or primary carers with lower
levels of education (elementary school or less), and were more
likely to hold negative attitudes toward COVID-19 vaccination.
Notably, they exhibited a concerning combination of increased
self-efficacy in coping with health problems and the highest
scores for conspiracy theory tendencies. This profile aligns with
a group previously described in the literature as dysfunctionally
empowered [50].

Strengths and Limitations
The strength of this study lies in its comprehensive approach
to examining the factors influencing COVID-19 vaccine uptake
among young people in Slovenia. It addresses a critical research
gap by focusing on the specific population group of young
people who have frequently demonstrated hesitant attitudes
toward vaccination [13]. By comparing vaccinated and
unvaccinated individuals and further categorizing the
unvaccinated individuals based on their willingness to be
vaccinated, the study provides a detailed analysis of the factors
underlying vaccination intention and hesitancy. These insights
could inform the development of more targeted and effective
public health interventions and strategies to address vaccine
hesitancy and improve vaccination rates among the youth.

This study also has some limitations. First, data collection
through an online access survey panel may have resulted in
overrepresentation of certain demographic groups among young
adults who have internet access and are more digitally literate.
This could exclude other groups and affect the
representativeness of the results. Second, the survey relied on
self-reported behavior, which is subject to bias. Third, the
cross-sectional design of the study precludes the identification
of cause-and-effect relationships. Fourth, variables, such as
susceptibility, perceived barriers, and cues to action, from the
HBM were measured only in the subsample of unvaccinated
respondents. As these variables were not included in the
analysis, the study may not fully capture all factors influencing
vaccine decision-making across the entire sample. Fifth, the
multinomial regression analysis results showed wide CIs,
indicating greater uncertainty in the estimated effects of the
predictor variables on vaccination-related behavior groups. This
may result from small sample sizes, overly complex models,
sparse data, or other factors. This should be carefully considered
when interpreting our findings. Future research using similar
methodological frameworks and a similar design should address
these issues to enhance the robustness and interpretability of
the results. Finally, the data are limited to the social, cultural,
and political contexts of Slovenia, where specific
COVID-19–related protective measures and crisis
communication may have significantly influenced the
vaccination behavior of the youth [25].

Implications
Our findings suggest that young people exhibit different attitudes
toward vaccination against COVID-19. Consequently, public
health authorities should implement diverse strategies tailored
to address these attitudes and fears, and the underlying factors
influencing them. This recommendation extends beyond
COVID-19 and is equally relevant to other diseases, particularly

those with lower immunization coverage and vaccination rates
[51].

According to the stages of change model [37], which provides
a framework for understanding how individuals progress toward
a desired behavioral change, such as COVID-19 vaccination,
we can categorize vaccine refusers as being in the first stage of
behavior change, known as precontemplation. Individuals in
this stage are often unaware of the problem, are unmotivated to
address it, or may even deny its relevance to themselves.
Effective strategies for this group include raising awareness of
the issue, providing clear information about the benefits of
vaccination, and addressing misconceptions with targeted
communication tailored to their specific concerns about vaccine
safety and health risks. The groups of delayers and hesitant
individuals appear to be either in the contemplation or
preparation stage. Those in the contemplation stage are
considering vaccination but have not yet made a definitive
decision. Strategies for this group should focus on helping them
weigh the perceived benefits of vaccination, such as protection
against COVID-19 and its potential health and financial
consequences, against the perceived costs, such as potential
vaccine side effects. Delayers, on the other hand, seem to align
more with the preparation stage. They are actively planning to
get vaccinated but remain the most uncertain group when it
comes to making health-related decisions. To support this group,
strategies should include encouragement to finalize their
decision, such as prompting them to schedule a vaccination
appointment and offering reliable information on the
effectiveness, safety, and availability of vaccines.

Conclusions
This cross-sectional study provides survey data on the
vaccination behavior (vaccination uptake and refusal) and
intention (delayed vaccination and hesitancy) of young people
regarding COVID-19 vaccination. It also examines the
sociodemographic, health-related, and behavioral predictors of
these intentions, integrating constructs from 2 health behavior
theories: HBM and TPB.

The findings of our study highlight that young people exhibit
diverse behavioral and volitional positions regarding COVID-19
vaccination. Several sociodemographic, health-related, and
behavioral factors, such as educational level, material status,
subjective norms, perceived self-efficacy, attitudes toward
vaccines, fear of contracting the disease, and conspiracy theory
tendencies, significantly influence these positions. With regard
to vaccination as the desired behavior, individuals are positioned
in different stages of behavior change. From a normative
perspective, these stages should be carefully considered when
designing and implementing measures to promote vaccination
for both COVID-19 and other diseases among young people.
Greater efforts should be made to target individuals with lower
levels of education, those with material disadvantages, and those
residing in rural areas.

The findings of this study can guide health policy makers and
professionals in optimizing young people’s willingness to
vaccinate and can provide valuable insights for addressing other
vaccinations, future infectious disease outbreaks, and the
implementation of effective preventive measures. Interventions
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should be tailored to address the primary reasons for
nonvaccination, with priority target groups based on their
potential for behavior change. Determined refusers may not be
the most effective group to focus on initially. Instead, delayers,

who demonstrate the greatest willingness to vaccinate among
unvaccinated individuals, require targeted strategies, such as
those aimed at increasing their self-efficacy in managing
health-related decisions.
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Abstract

Abstract: The total fertility rate (TFR) is a biased estimate of the population reproductive potential when there is a sex-ratio
imbalance at birth, and it does not account for the mortality of women of childbearing age. This study aimed to estimate the
reproduction rate (Rt), which adjusts for the sex-ratio imbalance and the mortality of women of childbearing age, and to assess
the differences in the timing of when the population reached the replacement level of the TFR and Rt. We first estimated the Rt
using the probability of survival in women and the number of female births. Then, using a time-series analysis, we compared the
time series of the TFR and Rt in the Korean population between 1975 and 2022. We found the Rt showed a below replacement
level of the population a year earlier than the TFR. However, the estimate of the time-series analysis of Rt was not significantly
different from the estimates of the TFR. Our finding suggests that the Rt can provide timely information on the adjusted population
reproductive potential and is easier for the public to interpret compared to TFR.

(JMIR Public Health Surveill 2025;11:e63603)   doi:10.2196/63603

KEYWORDS

fertility rate; reproducibility; reproduction rate; population control; Korea; sex ratio; imbalance; mortality; woman; female;
childbearing age; reproductive age; giving birth; assessment; time series; Korean; impact analysis; birth control; reproduction

Introduction

Between 1962 and 1993, Korea implemented a successful family
planning policy. In 1993, this policy was discontinued; in 2004,
childbirth-promoting policies were implemented (Multimedia
Appendix 1). In 2023, Korea had the lowest fertility rate (0.8)
worldwide [1]. The total fertility rate (TFR), the average
offspring number per childbearing-age females (15‐49 years),
is a common metric to assess population change potential.
However, this cohort-based measure is biased when there is
male-to-female sex-ratio imbalance at birth [2,3]. The TFR does
not account for mortality rates among childbearing-age women,
possibly affecting population reproducibility [2,4]. These
limitations reduce TFR’s ability to accurately reflect a country’s
population replacement dynamics. Therefore, the net
reproduction rate (Rt), the number of daughters a woman of
childbearing age would produce under prevailing fertility and
mortality conditions, is better. Like other real-time
epidemiological metrics (eg, the effective reproduction number
in infectious disease modeling) [5], the Rt can be calculated

and updated regularly with new population data; it can provide
timely insights into population sustainability. The Rt is easier
for public understanding, as a population is below the
replacement level when the Rt < 1 [6], in contrast to the TFR,
with a threshold of 2.1. Despite this, no previous studies have
evaluated the population reproducibility using the Rt in Korea.

This study assessed the differences in the timing of reaching
population replacement level of the TFR and Rt and the
estimated difference of the time series of the TFR and Rt by
two major population control policies.

Methods

We collected the annual number of live births, number of
women, mortality rate of women, and male-to-female ratio of
women of childbearing age between 1975 and 2022 through
the Korean National Statistic Agency [7] to calculate the TFR
and Rt (Multimedia Appendix 2). To identify the different
estimates of policy impact (1975-1993: family planning policy;
1993-2004: childbirth encouragement policy), we conducted
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an interrupted time series (ITS) with segmented regression to
examine the time trend and its level change in the TFR and Rt.
We also conducted a cross-correlation analysis to evaluate the
temporal relationship between the TFR and Rt. Then, we
compared the estimates of Rt multiplied by 2.1 (TFR threshold
level) with the TFR estimates along with 95% CIs. All analyses
were conducted using R software (version 4.4.0; R Foundation
for Statistical Computing).

Results

The number of live birth number decreased from 874,030 in
1975 to 249,186 in 2022. Similarly, the male-to-female sex ratio
decreased from 112 in 1975 to 105 in 2022 (Figure 1A). The
TFR remained below 2.1 since 1984 (TFR=2.04) and decreased
further to 0.78 in 2022 (Figure 1B). The Rt remained below 1
since 1983 (Rt=0.98) and decreased to 0.4 in 2022 (Figure 1C).
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Figure 1. The annual number of live births, total fertility rate (TFR), and reproduction rate (Rt) in South Korea, 1975-2022. (A) The bar-colored blue
and sky-blue indicate the annual number of male and female births, respectively. The blue solid line indicates the yearly sex ratio of male to female
births. (B) The interrupted time series model with the TFR. The interruption (dashed vertical line) was set to 1993 (when the family planning policy
was discontinued) taking into account for the transition period of the policy and 2004 (when the birth encouragement policy was implemented) to
identify the changes in the TFR level and slope. The horizontal dashed line indicates a critical threshold of the TFR at 2.1. The dashed orange line
indicates the annual TFR based on a counterfactual scenario without changing the birth control policy, and the orange shaded area indicates 95%
confidence intervaIs (CIs) of the TFR. (C) The interrupted time series model with the estimated Rt; the critical threshold of Rt=1. An Rt < 1 indicates
that the population’s reproductive performance falls below the replacement level. The dashed orange line indicates the annual Rt based on a counterfactual
scenario without changing the birth control policy, and the orange shaded area indicates 95% CIs of Rt.

The ITS showed an immediate increase in the mean TFR (55%)
and Rt (26%) and an increased slope change of 9% in the TFR
and 4% in Rt following the family planning policy
discontinuation (Figure 1B and 1C and Table 1). After the birth
encouragement policy introduction, the slope of the TFR (3%)

and Rt (1%) increased, with no significant level change. When
the Rt was multiplied by 2.1, the estimates were within the 95%
CI of the TFR estimate (Table 1). A high correlation between
the TFR and Rt at lag 0 indicated no temporal differences
(Multimedia Appendix 3).
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Table . Estimates from the interrupted time-series analysis using the total fertility rate and reproduction rate in South Korea, 1975-2022.

Mean reproduction rate, (95% CIs)

multiplied by 2.1b
Mean reproduction rate, % (95%

CIs)a
Mean total fertility rate, % (95%

CIs)a

54.4 (38.4 to 71.0)25.9 (18.3 to 33.8)54.9 (33.1 to 67.2)Immediate level change following
the discontinuation of family plan-
ning

8.8 (6.9 to 11.6)4.2 (3.3 to 5.5)8.9 (7.6 to 10.4)Post-intervention slope change fol-
lowing the discontinuation of family
planning

2.5 (0.2 to 4.2)1.2 (0.1 to 2.0)3.2 (1.3 to 4.8)Immediate level change following
the birth-encouragement policy im-
plementation

6.9 (-9.7 to 23.5)3.3 (-4.6 to 11.2)5.8 (-5.5 to 16.4)Post-intervention slope change fol-
lowing the birth-encouragement
policy implementation

aEstimates of the mean and 95% confidence intervals (CIs) from the interrupted time series with a segmented regression model to examine the time
trend and its level change.
bEstimates of the reproduction rate were multiplied by 2.1 (threshold level of total fertility rate) along with 95% CIs.

Discussion

The threshold level of the population replacement was captured
a year earlier through the Rt compared to the TFR. This is likely
due to sex-ratio imbalances in Korea.

The trend levels and slope changes of the TFR and Rt increased
following the birth control policy discontinuation [8]. These
significant level changes were likely affected by previous birth
control policies [9]. However, after the child encouragement
policy implementation in 2004, the TFR and Rt were far below
the population replacement threshold, consistent with a previous
study that reported no positive effect of child encouragement
policies on the fertility rate [10], likely due to sociocultural
factors influencing fertility behavior (eg, changing gender roles
and economic pressures) [10]. Our study could be applied to
other countries experiencing similar socioeconomic and cultural

dynamics, particularly those with comparable fertility patterns
and sex-ratio imbalances [4].

This study had limitations. Sensitivity analyses were not
included in the parameter estimation models. The ITS models
were interrupted in 1993 to reflect the discontinuation of the
family planning policy, accounting for the policy transition
period. The ITS may not fully capture the nonlinear trends after
2015. We did not consider the qualitative characteristics of each
policy.

The Rt can be used as a useful and timely metric of population
reproducibility, particularly in the presence of sex-ratio
imbalance at birth. Furthermore, the Rt threshold of 1 may be
easier for public interpretation compared to the TFR, as the
public became familiar with the Rt parameter during the
COVID-19 pandemic.
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Abstract

Background: Black cisgender women account for only 2% of pre-exposure prophylaxis (PrEP)-eligible people in the United
States who use PrEP to prevent HIV. Owing to the low PrEP use, Black cisgender women continue to contract HIV more frequently
than women from every other racial group. Intervention efforts that can bridge the link between knowing that PrEP prevents HIV
and support with access to PrEP are necessary for Black cisgender women.

Objective: The purposes of the vlogs through the campaign were to share information about ways to prevent HIV using PrEP
and fact-based education and provide access to PrEP resources with active links to local PrEP providers at local community health
centers.

Methods: In Phase 1, the study team formerly piloted full-length video blog posts (ie, vlogs; 10‐12 min each) with 26 women
during an emergency department visit. Using the findings from Phase 1, Phase 2 involved a prospective 6-month social media
marketing campaign. The study team led a Texas-Development CFAR-funded pilot grant to disseminate brief vlog snippets (30
s) of excerpts from full-length vlogs with a larger group of Black women in Harris County. Community members, who were aged
18‐55 years, usually consume content that is often viewed by Black cisgender women (ie, health and beauty) and reside in
neighborhoods (based on zip code) in Harris County where most residents are Black or African American. They were shown a
series of brief vlog snippets on their social media pages, along with a brief message about PrEP and an active hyperlink to local
PrEP resources. The study team assessed implementation outcomes, including the feasibility and acceptability, appropriateness
of vlogs, access to PrEP resources at local clinics, and clinical outcomes such as increased PrEP awareness among Black cisgender
women.

Results: Within 6 months, the campaign reached 110.8k unique individuals (the number of unique accounts that have seen your
content at least once) who identified as women. When stratified by age, video plays (the number of times a video starts playing)
at 50% of the vlogs (n=30,877) were most common among women aged 18‐24 years (n=12,017) and least common among
women aged 45‐54 years (n=658). Key performance indicators showed that 1,098,629 impressions (the number of times a user
saw the vlog) and 1,002,244 total video plays resulted in 15,952 link clicks to local PrEP resources.

Conclusions: The campaign demonstrated the feasibility and acceptability of this approach with Black cisgender women and
illustrated preliminary effectiveness at supporting access to local PrEP resources with Black cisgender women. Further dissemination
and implementation of this approach is necessary to fully assess whether vlog viewership and clicks on links to PrEP resources
can meaningfully empower Black cisgender women to access PrEP and help them to assess whether PrEP is personally a useful
HIV prevention option.

(JMIR Public Health Surveill 2025;11:e67367)   doi:10.2196/67367
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Introduction

Background
Pre-exposure prophylaxis (PrEP) describes a medication that
is proven to be 99% effective when taken as prescribed to reduce
the risk of getting HIV by taking a pill or injection among people
who do not have HIV but may be vulnerable to being introduced
to or “exposed” to it. The marginal use of PrEP hinders progress
toward decreasing the incidence of HIV cases among Black
cisgender women. Black women account for nearly 60% of new
HIV cases among women in the United States while comprising
less than 15% of the female population [1,2] and also accounting
for 67% of new HIV diagnoses among all women in the southern
part of the United States [3]. Additionally, Black women in
Houston are 18.4 times more likely to be living with HIV [4]
than other women in the United States. Optimal progress toward
ending the HIV epidemic (EHE) goals requires strategies that
will interrupt transmission pathways among women in HIV
hotspot locations. PrEP, when taken as prescribed as an oral
daily or bimonthly injection medication, can reduce the risk of
HIV through sex by 99% [5,6]. Interim findings of the
PURPOSE 1 trial presented at the AIDS 2024 Conference
confirm that lenacapavir, a long-acting injectable PrEP
technology that can be taken twice a year, offered 100%
protection against HIV transmission among cisgender women
enrolled [7]. However, less than 2% of eligible Black cisgender
women in the United States take PrEP [8].

The critical gap between the availability of PrEP and use by
Black cisgender women, arguably the most HIV-vulnerable
demographic of women in the United States, requires the
attention of researchers and interventionists. The identified
barriers to PrEP uptake with Black women include limited PrEP
awareness, low perceived HIV risk, concerns about adverse
effects, concerns about costs, limited marketing, and distrust in
the health care system [9]. Real-life competing priorities (ie,
housing instability and food insecurity) trump HIV prevention
for many Black women [10]. Social and structural factors,
including racism, sexism, and classism, are often barriers to
PrEP access, especially among young Black women [10,11].
Black women have cited medical racism as a key reason for
distrusting the medical system and, as a result, not choosing to
use PrEP [10-13]. These barriers, in addition to legacy of
medical mistrust [13-15], the dehumanization of Black women
[16], and stigmatizing experiences within health care settings
[15-18], create a seemingly impermeable barrier to the
possibility of increasing PrEP use among Black women.
However, public messaging of PrEP as an effective HIV
prevention message via innovation by culturally immersed
thought leaders, researchers, and interventionists who are of the
community can be believed to be true, real, and relatable for
Black cisgender women.

To date, there is a paucity of research focused on behavioral
interventions that can overcome the complex barriers that
suppress PrEP uptake among Black cisgender women. As such,
progress towards EHE has been slow within and among sexual
networks of Black cisgender women and there has been no
significant decrease in HIV incidence or any meaningful
increase in PrEP uptake within the last decade [8], which is a
significant unmet population health need.

The time that it takes between intervention development and
integration of innovative, evidence-based interventions (EBIs)
into routine clinical practice can worsen the structural and
systemic barriers that impede PrEP use among Black cisgender
women. This process can take over a decade, leaving the science
outdated, EBIs being ineffective, and improvement in clinical
outcomes unaddressed. The measures of acceptability and
feasibility in this study are poised to inform the adoption,
scale-up, and sustainability of EBIs intending to increase PrEP
initiation from the perspective of Black cisgender women. The
acceptability of EBIs typically refers to the perception among
stakeholders that a given treatment, service, practice, or
innovation is agreeable, or palatable, which can change over
time [19]. In this research, we are interested in Black cisgender
women’s acceptability of HIV prevention vlogs as a pathway
for both information dissemination and linkage to PrEP
resources at local clinics. The research team designed the vlogs
with an intentional focus on race, gender, and culture to meet
the needs of Black cisgender women. Local clinics already use
webpages to provide information about PrEP to community
members. In this case, vlogs could drive traffic to the clinic
webpages. Lastly, the feasibility measure will indicate how well
vlogs can be used to motivate access to PrEP. Findings of
feasibility and acceptability measures related to the influence
of vlog use, as a health communication strategy, through a social
media campaign on information access to PrEP knowledge and
access to PrEP will produce a meaningful addition to the paucity
of research on behavioral interventions that overcome complex
barriers to PrEP access and use with Black cisgender women,
and may inform pathways to facilitate PrEP uptake with Black
women in the future.

Some progress has been made with identifying facilitators to
PrEP uptake with Black women, including women’s
empowerment and advocacy, a need for increased PrEP-specific
education, and the positive influence of PrEP-engaged women’s
testimonials [9]. In a study (2017‐2019) where 26% of
cisgender women (145/565) in NYC initiated PrEP, Latina
women (29.7%, 79/565) and Black women (26.1%, 47/565)
were more likely to initiate PrEP when compared to White
women (16.3%, 14/565) [10]. Findings demonstrated that PrEP
initiation was related to PrEP awareness, low income, unstable
housing, receipt of navigation services, and reports of
noninjection substance use and a recent sexual relationship with
an HIV-positive partner [10]. Although some research has been
done, there is a need for more focus on health communication
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with tailoring to the population. Black women shared a limited
awareness of PrEP exacerbated by the lack of Black
women-specific marketing [9]. In a qualitative study assessing
the permanent perceptions Black cisgender women made based
on external influences such as media messaging, researchers
determined that an internal belief that PrEP is not for
heterosexual people was developed because some Black
cisgender women felt that commercials and marketing for PrEP
were geared toward male same gender–loving couples and
people of trans experience [20]. Opportunities to support Black
women-specific social marketing could increase awareness and
knowledge regarding the potential sexual health benefits of
PrEP [9]. Additional research outcomes suggest that Black
women want to know that the out-of-pocket costs for PrEP will
be affordable, that they will have insurance coverage, that they
will have positive interactions with informed and culturally
competent clinical staff, access to a discreet and convenient
clinic, and that PrEP will be safe for them [10]. Emerging
research has demonstrated a growing interest in social
media–based sexual health interventions for Black women [21].

Goal of This Study
This project addressed social and structural determinants of
HIV for Black cisgender women by using an intersectional
framework that brought together health communication through
the lens of culture, race, and gender. Study findings here will
contribute to EHE goals by potentially increasing PrEP access
among HIV-naïve Black women and informing the Project
ROLE intervention, which is currently being developed and
will be fully tested to assess the efficacy of a new vlog series
among Black cisgender women that will address PrEP
knowledge, uptake, persistence, and adherence from the
perspectives of both Black women and health care providers of
Black women through community health centers and on social
media through a NIMH-funded R34 mechanism
(1R34MH136826-01). Findings of the Texas Development
Center for AIDS Research pilot study substantiated the
feasibility of social media as a plausible source of information
to Black cisgender women for PrEP access and a pathway to
increase uptake for Black cisgender women in Harris County.
The purpose of the study was to better understand Black
cisgender women’s behaviors when engaging in social
media-based HIV prevention interventions designed to provide
direct access to web-based sexual health resources related to
PrEP. Our research question was, “Can a culturally tailored
social media-based vlog HIV prevention intervention motivate
Black cisgender women to seek online access to PrEP
resources?”

Methods

Prior Work
With the awareness of literary findings on the facilitators and
barriers to PrEP uptake among Black cisgender women, the
research presented here is an extension of a research concept
piloted in an emergency department, whereby vlogs, which can
be described as videos of blog posts, were used to debunk
culturally believed myths in the Black community on how HIV
and sexually transmitted infections are transmitted [22-27].

Behavioral Framework of the Prior Study
The premise of the health communication message of the vlogs
stemmed from findings of a qualitative research study where
Black cisgender women enrolled in an emergency department
setting described a minimized value for sex [28]. Women who
used the word “just” to describe sexual acts demonstrated a
higher prevalence of experience with condomless sex, a previous
diagnosis of a sexually transmitted disease (STI), and abuse.
Misperceptions about what is safe or risky needs to be proven
or refuted in order to promote sexual health and inform healthy
sexual decision-making. The goal of the vlogs in the prior study
that was a response to the research study (2015‐2016) was to
resonate with Black women and create an opportunity to replace
common misconceptions with the correct information needed
to inform healthy sexual decision-making. Based on the protocol
of the prior study approved by the University of Texas Health
Science Center at Houston–Committee for the Protection of
Human Subjects (CPHS), the proposed long-term programming
stemming from the pilot study was to explore the utility of social
media in reaching marginalized populations.

Overview of Methods of the Prior Study
Investigators completed a pilot randomized controlled trial of
an HIV prevention intervention of vlogs comparing 2
educational strategies, a storytelling strategy versus an
interactive gaming strategy, to assess and compare changes in
knowledge pre- and post-intervention. In total, 26 Black
cisgender women aged 18‐45 years who reported heterosexual
sex within the last 3 months were enrolled [23-27]. The team
used actors who reflected the target audience on the premises
of race, gender, and colloquialism as the communication method
in an effort to enhance cultural relevance with the intervention’s
content. The vlog strategy was innovative, relatable, and
motivating for Black women.

Study Design
A test of whether vlogs could motivate online access to PrEP
resources among Black cisgender women using 2 aims through
a 90-day social media campaign was conducted. The findings
of Aim 1, which include the development and testing of the
vlog intervention, have been detailed in other studies [10].

During Aim 2, the social media campaign’s performance was
evaluated by assessing whether vlog viewership translated to
linking Black women in Harris County to local PrEP resources.
We assessed the primary outcome, engagement rate by reach,
and secondary outcomes, post interactions, and visualizations
(ie, views initiated, viewership, and completion rates) and
evaluated the social media campaign’s feasibility and
acceptability at linking Black cisgender women to local PrEP
resources. The social media consultant developed a report with
metrics, analytics, and key performance indicators (including
engagement with the campaign; vlog reach to Black women,
ie, visualization; community engagement; and quantity of vlog
material consumed ie, time) that measure study outcomes to
quantify how well vlogs performed at motivating independent
access to PrEP information as measured by clicks on hyperlinks
to local PrEP resources.
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Study Population
The social media campaign aimed to engage adult Black
cisgender women aged 18‐45 years who self-reported on their
social media page profiles that they were assigned female at
birth.

Eligible participants included cisgender women in Harris County
who were (1) assigned female sex at birth and currently
identified as female, (2) between 18 and 45 years of age, (3)
fluent in English, and (4) had a phone or internet access.

Study Procedures

Development of the Marketing Strategy
A certified Social Media Advertisement expert designed a
marketing campaign for implementation across social media
websites, including Facebook and Instagram, using an algorithm
to target individuals self-identifying as female, aged 18‐45
years, usually consume content that is often viewed by Black
cisgender women (ie, health and beauty), and reside in
neighborhoods (based on zip code) in Harris County where most
residents are Black or African American. These women were
shown a series of brief vlog snippets on their social media pages,
along with a brief message about PrEP and an active hyperlink
to local PrEP resources. This strategy included a bi-monthly
evaluation with an adjustment approach to reach a balanced
sample and sustain active engagement with the target
community. The study team reviewed the algorithm and made
revisions as necessary before launching the campaign. In 2022,
Facebook changed its demographic collection procedures and
does not allow researchers to create inclusion criteria and
exclude by race. Therefore, it is probable that non-Black women
viewed the material.

Development of the Study’s Landing Page
The social media ads provided active links to a landing page
that housed access to local PrEP resources. The landing page
was housed on the academic health center’s website and was
co-developed and managed by a web developer and the PI of
the grant. The landing page’s content included a link to a brief
survey, described as a pre-screening tool, where individuals
could describe brief demographic factors (eg, race and gender).
Below the link to the brief survey, a question, “Did you Know?”
is followed by a few sentences describing the status of HIV in
the South with Black women and how the Texas D-CFAR pilot
project aims to address the current health inequity. A table titled,
“Pre-Exposure Prophylaxis (PrEP) Providers in Houston” is
provided with the name of each local PrEP-providing agency,
their physical address, and active links to their website and
social media pages for ease of access to those who visit the
page. The bottom of the landing page contains a link to the
Texas-Development CFAR pilot protocol page, which provides
more details about the study, inclusive of a project summary,
background information, objectives, funding and collaborators,
as well as a bio of project leadership [24].

Development of 60-Second Vlog Trailers
A study team member with robust vlogging experience on social
media created 10 vlog trailers with brief excerpts from each
vlog for the social media campaign. The trailers highlighted

excerpts on PrEP within engaging aspects of vlogs with
intentions to garner the immediate interest of Black women.
The study team reviewed all 10 trailers, recommended edits,
and collectively chose the top 5. When the trailers were refined
and finalized, the social media ad expert launched the campaign
with all 5 trailers.

Development of Post Content to Accompany Vlog
Trailers
Each social media post included written content with at least
280 characters, including the hyperlink to local PrEP resources
on the study’s landing page. An example of a post was, “What
does it mean to be at risk for HIV? Check out the vlog and click
on the link to learn more about PrEP” (83 characters). We
included hashtags like #PrEPforHER, #OWNYourHealth, and
#PreventHIV, when character limits allowed.

Launching the Campaign
The social media ad expert launched the campaign on March
1, 2023, and concluded on September 8, 2023. Viewers of the
vlog trailers were identified by an algorithm led by the social
media ad expert who mobilized clicks on advertisements through
social media sites using a strategy with established effectiveness.
The social media ad expert tracked whether viewers clicked on
referral sources. His algorithm determined how often the trailers
were shown to social media audiences. Through careful
monitoring on a weekly basis, the trailers with the least activity
were removed from the campaign in an iterative fashion. The
highest performing trailers (n=2) remained for the duration of
the campaign. There was no participant enrollment process for
individuals to view the social media campaign, and only publicly
available data associated with paid advertisements were used
to collect data. Individuals were not engaged on an individual
basis. The social media campaign was publicly available.

Access to Local PrEP Clinics Through the Social Media
Campaign
The project links cisgender women in an EHE priority
jurisdiction to local PrEP resources, providing them with access
to local PrEP clinic information through a landing page from a
social media campaign, and introduced PrEP as an effective
HIV prevention option through highly trafficked social media
channels as a means of encouraging PrEP initiation with Black
cisgender women in Harris County using vlogging for sexual
health. Harris County residents who viewed the vlogs on their
social media page had access to more information about PrEP
by clicking on hyperlinks to local PrEP resources that
accompany the vlog trailers. Hyperlinks were connected to
websites and social media pages of local PrEP providers for
review and following.

Ethical Considerations
The University of Texas Health Science Center at
Houston–CPHS determined this study did not meet the
regulatory definition of human subjects’ research. Thus, no
further review was required.

Data Analysis
A report developed with Facebook Insights and Google
Analytics was used to evaluate the performance of the social
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media campaign. The analytic strategy collected data based on
age, gender, race, and interest in health and beauty. Descriptive
statistics assessed the self-identified gender and age of the
profiles of individuals who engaged with the campaign. The
study team also evaluated key performance indicators that
included impressions (the number of times a user saw the vlog),
video plays (the number of times a video starts playing), and
the number of clicks to local PrEP resources (the total number
of times users have clicked on a specific link). The study team
also evaluated the economic cost of implementing a sexual
health–focused social media campaign to increase PrEP access
to Black cisgender women.

Results

Intervention Characteristics
Social media platforms that were leveraged for the campaign
included Facebook and Instagram. Key performance indicators
of the social media campaign stratified by age revealed that
young people aged 18‐24 years engaged most with the
campaign (Table 1). Video plays at 50% of the vlogs (n=30,877)
were most common among women aged 18‐24 years
(n=12,017) and least common among women aged 45‐54 years
(n=658). Video plays at 50% means that individuals started
playing the video and watched 50% of the video. Table 2 shows
an overview of women engaging with the social media campaign
by age. Across cohorts, women aged 18‐24 years were mostly
represented, followed by a decrease in engagement with social
media campaign in each subsequent cohort, with women aged
45‐54 years being the least represented.

Table . Key performance indicators of the social media campaign, stratified by age (March-September 2023).

Video
plays

Video
plays at
100%

Video
plays at
95%

Video
plays at
75%

Video
plays at
50%

Video
plays at
25%

Amount
spent
(USD)

Cost per
link click
(USD)

Impres-
sions

ReachLink
clicks

Age

(years)

465,2626413707210,19212,01715,752$2967.69$1.27491,65639,968233018‐24

302,02649135652749410,12916,741$2337.52$1.27336,52438,816183425‐34

217,758356742925204807314,534$2124.98$1.28250,78229,376166235‐44

17,1982863354136581255$180.76$1.4319,667259212645‐54

1,002,24415,17917,35123,30330,87748,282$7610.94$1.281,098,629110,7525952Total

Table . Age distribution of women engaging with the social media campaign over 6 months.

Total count (approximate)Age group (years)

013-17

225018-24

180025-34

160035-44

10045-54

055-64

065+

A line graph was used to assess the trend in clicks of the
campaign over time (Figure 1). The trend reveals a steady link

click rate of around 40 across the breadth of the 6-month
campaign, largely within a 20‐60 link click rate.

Figure 1. Summary of the trend in link clicks over the breadth of the social media campaign.
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The final report showed 1,098,629 impressions and 1,002,244
total video plays and resulted in 15,952 link clicks to local PrEP
resources. The campaign reached more individuals on Instagram

(59,776) than on Facebook (57,623), but there were more clicks
on Facebook (3101) than on Instagram (2703) (Figure 2).

Figure 2. Social media campaign performance based on placement per platform with a mobile device only. All platforms apart from Facebook and
Instagram have a value of 0.

The evaluation of the economic cost of the social media
campaign revealed that the cost was $1.28 per link click. The
total amount spent was $7410.94 across the 6-month campaign.

When stratified by social media platform, the campaign
performed slightly better on Instagram than on Facebook,
costing $3992.85 versus $3411.55, respectively (Table 3).

Table . Key performance indicators: by overall campaign and by platform (March-September 2023).

ValueKey performance indicators and measures

Overall social media campaign

110,752    Reach (post engagement), n

1,098,629    Total impressions, n

5952    Link clicks, n

$7410.94    Cost (USD)

$1.28    Cost per click (USD)

Platform

    Facebook

57,623        Reach, n

3101        Link clicks, n

$3411.55        Cost (USD)

    Instagram

59,776        Reach, n

2703        Link clicks, n

$3,992.85        Cost (USD)

JMIR Public Health Surveill 2025 | vol. 11 | e67367 | p.874https://publichealth.jmir.org/2025/1/e67367
(page number not for citation purposes)

Hill et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Discussion

Study Findings and Comparison With Previous Works
The social media campaign over 6 months reached close to 6000
women. The campaign primarily used Facebook and Instagram.
The highest engagement was observed among individuals aged
18‐24 years, particularly women, who accounted for the most
video plays (n=12,017). Engagement was the lowest among
women aged 45‐54 years (n=658). The distribution of
engagement showed a consistent decline in participation across
older age groups, with women aged 18‐24 years being the
most represented and women aged 45‐54 years the least. The
final report indicated 1,098,629 impressions and 1,002,244 total
video plays, leading to 15,952 link clicks to local PrEP
resources. The campaign reached more individuals on Instagram
(59,776) than on Facebook (57,623), but Facebook generated
more clicks (3101) compared to Instagram (2703).

When exploring the distribution of women who engaged with
the social media campaign, it was evident that younger women
were more likely to be represented. This finding supports
existing research demonstrating that mobile health apps or
electronic sexual and reproductive health interventions are
effective in engaging young Black women [29,30]. Additionally,
the findings align with previous research demonstrating that
generational differences exist in the ways in which women
access health information [28]. Many people access health
information through their smartphones as the first step in
gathering valid and correct information. This may be different
from older generations, such as older millennials, generation
X, or boomers, who developed sexual and reproductive health
practices before the invention and proliferation of the internet
and, as such, sought out professionals such as physicians, nurses,
and other health care providers as trusted sources of sexual and
reproductive health information. While seeking out medical
professionals is a trusted and effective route, mobile health and
e-health apps now remove the barrier of access to and utilization
of health care and providers, due to the nature of needing
insurance or being insured, in addition to costs related to
co-pays, transportation, and time to take off work [29].
Additionally, these approaches to HIV prevention remove the
burden of actively participating in one’s sexual health wellness
and accommodate diverse lifestyles [29,31]. Moreover, the
findings of this study demonstrate that women aged 18‐35
years engaged in the social media campaign. Given that newer
cases of STIs such as chlamydia, gonorrhea, and syphilis are
the highest among women aged 18‐25 years [19] and new
HIV diagnoses are reported among women aged 25‐35 years
[19], it is advantageous to explore the sustainability and scale-up
of such an intervention to address the current public health
needs. The decrease in engagement as age increased could
indicate the need for tailored approaches in future campaigns,
perhaps targeting specific age groups with content that resonates
more with their interests and preferences [32].

Silva et al [29] sampled male and female youth aged 16‐49
years on social media (including Twitter, subsequently
rebranded X, and Facebook), along with other mass media
platforms, in a study supporting intergenerational

communication on sexual reproductive health and family
planning with youth. While findings show strong potential,
findings also showed that young people still need supportive
guidance and approval from trusted adults in their region of the
world (eg, sub-Saharan Africa) [29]. Another study assessed
sexual health promotion campaigns on Twitter and Facebook
and found significant potential with health promotion initiatives
based on the number of interactions with users [29]. Although
social media has been explored for health promotion and sexual
health generally, the focus on PrEP engagement appears to be
missing. This reveals a meaningful gap and unmet need that
this study was poised to fill.

Although minimal, a greater number of women used Instagram
as opposed to Facebook. However, link clicks on Facebook
were higher than that on Instagram. It would be advantageous
to retain both social media sites for future programming, as each
site tends to garner a different viewership demographic [33].
Despite the differences in user preferences, both platforms were
deemed acceptable to women engaged in the social media
campaign over 6 months.

Compared to the over 1 million impressions and over 1 million
total video plays, clicks to the local PrEP resources were close
to 16,000, demonstrating that while women are interested in
the campaign and videos, there is less engagement with PrEP.
This may point to a critical point in women’s decision-making
in terms of their self-assessment of HIV risk or vulnerability
and the need to try a new HIV prevention strategy. The novelty
of the innovation reinforces the fact that such social media
campaigns for Black women are scant, and the scale-up of these
interventions would make engaging in HIV prevention practices
commonplace and more widely adopted. This study, however,
is the first of its kind to actually embed local PrEP resources
within the vlogs to drive traffic to the clinics. This is an ideal
strategy as it addresses the retention of participants. Findings
from this study suggest that social media campaigns as an
intervention strategy to increase PrEP access are likely a
compatible complement to EHE goals and outreach efforts to
enhance access to PrEP providers among populations who are
vulnerable to new HIV diagnoses. Video plays were over 1
million views, surpassing the expectations of the investigative
team while solidifying the feasibility of this approach at reaching
cisgender women through social media with PrEP messaging.

Limitations
There are limitations to our study. First, there were 2 breaks in
the campaign, stalled by communication gaps within the team
and logistical challenges within the institution occurring between
March 23, 2023 and March 30, 2023 and May 30, 2023 and
June 27, 2023. Although this occurred, our findings remain
robust, and if the study team had not had breaks in the campaign,
the results could have been similar or higher for reach, clicks,
vlog views, and accessing local PrEP clinic resources. Second,
in regard to the racial profile of the study population, the ability
of any social media campaign on Facebook or Instagram to
market advertisements by race was removed. In lieu of this
sudden and unpredicted change, the study team and consultant
advertisement expert used 2 proxies in lieu of race, which were
content, specifically health and beauty, and zip codes in areas
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where a significant majority were Black. As an example, zip
code 77033 was one of several zip codes used. According to
the United States Postal Service, the majority of residents in
77033, specifically 75.4% as of January 13, 2025, are Black or
African American. Individuals who resided in zip code 77033
often viewed health and beauty content and described
themselves as female; they were shown the vlogs during the
social media campaign. Based on the expertise of our consultant,
the team was confident that this approach would garner
viewership from a majority Black female population. However,
it is likely that the vlogs were viewed by a minority of non-Black
women.

Future Research
Future studies examining implementation outcomes such as
acceptability could engage the users in focus groups or in-depth
qualitative interviews to determine reasons for staying on the
site or linking to local PrEP clinics. Given that many clinics
operate on limited budgets, it may be advantageous to invest in
a formal feedback session on their webpage for opportunities

to garner usage of the site further and enhance the user
experience and ability to get the information needed quickly.
Future studies could also investigate the appropriateness of such
an intervention. Additionally, the utilization of a hybrid type 2
design to examine the scale-up and testing of both the
intervention effectiveness and implementation strategy would
allow for the simultaneous assessment of HIV prevention via
vlogs with multiple sites.

Conclusions
The campaign demonstrated the feasibility, acceptability, and
appropriateness of this approach with Black cisgender women
and illustrated preliminary effectiveness at supporting access
to local PrEP resources with Black cisgender women. Further
dissemination and implementation of this approach is necessary
to fully assess whether vlog viewership and clicks on links to
PrEP resources can meaningfully empower Black cisgender
women to access PrEP and help them to assess whether PrEP
is personally a useful HIV prevention option.
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Abstract

Background: Mental illness affects an estimated 25% of the global population, with treatment gaps persisting worldwide. The
COVID-19 pandemic has exacerbated these challenges, leading to a significant increase in mental health issues globally. In Saudi
Arabia, the lifetime prevalence of mental disorders is estimated at 34.2%, yet 86.1% of those with a 12-month mental disorder
report no service use. To address these challenges, digital health solutions, particularly electronic referral (e-referral) systems,
have emerged as powerful tools to improve care coordination and access. Saudi Arabia has pioneered the nationwide Saudi
Medical Appointments and Referrals Centre (SMARC), a centralized e-referral system using artificial intelligence and predictive
analytics.

Objectives: This study aims to analyze Saudi Arabia’s novel nationwide e-referral system for mental health services, using
SMARC platform data to examine referral patterns, and service accessibility. This study also aims to demonstrate how digital
health technology can inform and improve mental health care delivery and policy making.

Methods: This retrospective, cross-sectional study used secondary data from SMARC on 10,033 psychiatric e-referrals in Saudi
Arabia during 2020‐2021. Referrals were assessed by patient sociodemographic variables, geographic data, and e-referral
characteristics including date, type, bed type, and reason for e-referral. Descriptive statistical analyses identified referral patterns,
while regression modeling determined predictors of external referrals to other regions.

Results: Analysis of 10,033 psychiatric e-referrals revealed that 58.99% (n=5918) were for patients aged 18‐44 years, 63.93%
(n=6414) were for men, and 87.10% (n=8739) were for Saudi nationals. The Western Business Unit generated 45.17% (n=4532)
of all e-referral requests. Emergency cases were the most common type of referral overall, followed by routine inpatient and
routine outpatient department referrals. However, in the Northern Business Unit, routine inpatient referrals were most frequent.
Two-thirds of requests were for ward beds, while critical beds were rarely requested. “Unavailable subspecialty” was the primary
reason for referrals across all regions. The utilization of the mental health e-referral system varied across regions, with the Northern
Border and Albaha regions showing the highest rates, while Madinah, Eastern, and Riyadh regions demonstrated lower use.
Temporal analysis showed almost similar monthly patterns in 2020 and 2021. There was an overall increase in referrals in 2021
compared with 2020.

Conclusions: This pioneering study of mental health e-referrals in Saudi Arabia demonstrates how digital health transformation,
particularly through an e-referral system, has significantly enhanced access to mental health services nationwide in Saudi Arabia.
The success of this digital initiative demonstrates how digital health solutions can transform health care access, particularly in
mental health services, offering a valuable model for other health care systems.

(JMIR Public Health Surveill 2025;11:e64257)   doi:10.2196/64257
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Introduction

Mental illness remains a serious global health concern, with the
World Health Organization estimating that it affects 25% of the
population worldwide [1-3]. Significant treatment gaps persist
globally, as around 70% of those needing mental health
management lack access to care [4-8]. This high rate of untreated
patients partly stems from specialist shortages and geographic
barriers distancing patients from care [9,10], contributing to a
major treatment gap. Furthermore, stigma and lack of mental
health literacy continue to be significant barriers to seeking
care, particularly in Middle Eastern countries [11].

The global landscape of mental health has evolved significantly
in recent years, with the COVID-19 pandemic exacerbating
existing challenges and creating new ones. Recent studies have
shown that these gaps have widened during the COVID-19
pandemic, with a significant increase in mental health issues
reported globally [12,13]. A meta-analysis estimated that the
pandemic led to an additional 53.2 million cases of major
depressive disorder and 76.2 million cases of anxiety disorders
globally in 2020 alone [14]. These findings underscore the
urgent need for scalable and accessible mental health
interventions worldwide.

In response to these challenges, digital health solutions have
emerged as powerful tools to improve coordination and access
to mental health care. Electronic referral (e-referral) systems,
in particular, have shown promise in reducing wait times,
improving care coordination, and increasing access to specialist
care [15,16]. The Kingdom of Saudi Arabia (KSA) has been an
early pioneer in leveraging digital health through the nationwide
Saudi Medical Appointments and Referrals Centre (SMARC).
This centralized e-referral system was revamped and relaunched
in 2019 to unify and streamline referrals across the country’s
13 administrative regions. The advanced SMARC platform uses
artificial intelligence and predictive analytics to coordinate
referrals between public and private hospitals, addressing
previous fragmentation. As of 2019, the majority of
governmental and private Saudi health care facilities are
connected to SMARC, enabling efficient nationwide referral
management—a major milestone in the KSA’s health sector
digital transformation under Saudi vision 2030 [17,18].

Recent studies have highlighted significant challenges and
opportunities to improve mental health care in Saudi Arabia.
Estimates show that 34.2% of the general Saudi population
experience a mental disorder during their lifetime [19].
Regarding depressive disorders, there was about a 60% increase
in number of new cases from 1.42 million cases in 2011 to 2.28
million cases in 2021. The incidence rate also rose by around
23% during the same period, going from 4,913.71 to 6,039.77
per 100,000 people [20]. Despite this high prevalence, access
to mental health care remains limited, with a national survey
revealing that about 84% (597/711) of participants with a
12-month mental disorder reported no service use [21]. Barriers

to care include low perceived need for help, cultural stigma,
and attitudinal obstacles [22]. These findings emphasize the
critical role that e-referral systems such as SMARC could play
in addressing these challenges.

SMARC facilitates analysis of mental health patterns at a
national scale, providing a unique opportunity for
epidemiological and health services research on mental illnesses
[1,2]. However, no large-scale studies have been conducted to
date in the KSA, making such analysis a high priority [23]. This
innovative study is the first to examine Saudi Arabia’s adoption
of an e-referral system for mental health services, establishing
digital monitoring of mental health care referrals. By analyzing
national referral trends using SMARC platform data, it provides
crucial insights into care patterns and resource distribution. The
research showcases Saudi Arabia’s innovative use of technology
to evaluate and enhance mental health service provision and
accessibility. Our findings, derived from SMARC data,
illuminate potential gaps in the mental health care system and
could inform evidence-based policies and interventions. This
aligns with the Saudi’s digital-driven health care transformation,
offering valuable insights to optimize mental health care delivery
throughout Saudi Arabia. Ultimately, this study contributes to
the broader goal of improving mental health outcomes by
leveraging technology to guide strategic health care decisions
and resource allocation.

Methods

Study Design and Setting
This descriptive study of psychiatric health care delivery used
data by the SMARC system between January 2020 and
December 2021. The SMARC system is concerned with all
e-referrals across the KSA. Unlike conventional referral systems,
this system primarily serves e-referral between secondary,
tertiary, and specialized health care providers. The SMARC
system routinely collects an array of data concerning each
e-referral request.

A descriptive approach was chosen for this study due to several
key factors. First, this is the first comprehensive analysis of the
Saudi national e-referral system for mental health services,
necessitating an exploratory approach to establish baseline
patterns and trends. Second, the descriptive nature of our study
provides a crucial foundation for generating hypotheses that
can guide future in-depth research. Third, given the novelty of
the data source and the lack of prior comprehensive analyses
in this context, a descriptive approach allows for a broad
understanding of the current landscape of mental health referrals
in Saudi Arabia. Finally, our descriptive findings offer
immediate, actionable insights for policy makers and health
care planners, which is particularly valuable given the urgency
of addressing mental health needs in the region.

To initiate a referral request, a treating physician has to first
identify the need and type of the referral, emergency or routine
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(both inpatient and outpatient). The Office of Coordination and
Eligibility for Treatment, which is allocated in every hospital,
digitally uploads the referral request at SMARC e-referral
system. The Office of Coordination and Eligibility for Treatment
can identify 3 potential receiving hospitals or can leave the task
to the e-referral system.

The referral request is sent, through the e-referral system, to the
potential receiving hospitals for acceptance. The e-referral
system has built-in time frames for requests to be accepted,
depending on the referral type. For emergency requests, the
system allows hospitals 72 hours to accept the request, while
routine requests have 14 days. If the initially identified hospitals

reject the request within the allotted time frame, further hospitals
will receive the request for acceptance consideration. Once the
allotted time frame elapses with no acceptance, the request will
automatically be escalated to SMARC medical referral
management team to secure an acceptance. The team will look
at alternative options including other governmental and private
hospitals, both at the same region and other regions if needed.
During the process of referral initiation and acceptance, all
patients continue receiving the necessary health care
management at the referring hospital, to ensure stability, until
being transferred to the receiving hospital. Figure 1 describes
the process of mental referral request initiation and acceptance.

Figure 1. Flowchart depicting the process of initiating and accepting psychiatric e-referral requests through the SMARC in Saudi Arabia from January
2020 to December 2021. This cross-sectional study analyzed data on 10,033 psychiatric e-referrals across all regions of Saudi Arabia during this 2-year
period. e-Referral: electronic referral; SMARC: Saudi Medical Appointments and Referrals Centre.

Study Variables
All e-referral data provided by the SMARC system were used
in this analysis, totaling 10,033 referrals. The variables included
sociodemographic variables such as age, sex, and nationality
of the patient with the e-referral request, as well as the patient’s
administrative area of residence and business unit (BU) from
which the request originated. BU refers to a geographical and
administrative area designated for health care service delivery.
The health care system comprises 5 BUs, each managed by a
government-owned holding company. The units are distributed
based on geographical coverage: Central BU includes Riyadh
and AL Qassim; Western BU covers Makkah, Madinah, and

Albaha; Eastern BU includes the Eastern region; Northern BU
consists of Al-jouf, Northern Border, Tabuk, and Hail; and
Southern BU includes Aseer, Jazan, and Najran. Each BU is
tasked with managing and providing health care services within
its respective regions.

Other variables pertain to the e-referral request itself, including
the date, type, bed type, and reason. The type of e-referral
includes routine outpatient department (OPD), routine inpatient,
and emergency. Routine referrals (both OPD and inpatient) are
those that do not require prompt intervention and are supposed
to be accepted within 14 days. An emergency e-referral is a case
requiring medical or surgical intervention within 72 hours to
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avoid mortality or morbidity. The bed type refers to OPD, ward
bed, or critical bed. A critical bed indicates a case needing
admission to the intensive care unit. Reasons for e-referral
include unavailable specialty, unavailable physician, unavailable
machine (meaning no tools), and unavailable bed (meaning no
available bed at the hospital).

Statistical Analysis
Descriptive statistics were calculated for all variables, including
frequencies and percentages. To explore potential regional
differences, we conducted cross-tabulations of each variable
across the 5 BUs and performed χ² tests to assess associations.
STATA (version 16; StataCorp LLC) was used for all analyses.
Furthermore, we generated color-coded maps using ArcGIS
software (ArcGIS 10.0; Environmental Systems Research
Institute, Inc) to visually represent the distribution of e-referrals
requests across different administrative areas.

Ethical Considerations
This study was conducted in accordance with the Declaration
of Helsinki and approved by the institutional review board of
the Ministry of Health (MOH) (IRB log No. 23‐77-E; date:
September 20, 2023). The requirement for individual informed
consent was waived due to the retrospective nature of the study
and the use of deidentified data. Patient privacy and

confidentiality were strictly maintained throughout the research
process. All data obtained from the SMARC system were
anonymized prior to analysis. Access to the dataset was
restricted to authorized research team members and stored on
secure, password-protected servers. The study did not involve
any direct contact with patients or any intervention that could
affect their care. We confirm that no images or information that
could lead to the identification of individual participants is
included in this manuscript or any supplementary materials.

Results

Sociodemographic Characteristics of Psychiatry
Patients With e-Referral Requests
Of the 10,033 patients with a psychiatry-related e-referrals
during the study period, 58.99% (n=5918) were aged 18‐44
years, followed by those aged 45‐64 years (n=1869, 18.63%).
Patients younger than 18 years or older than 65 years comprised
relatively few requests. Nearly two-thirds of requests were for
men (6414/10,033, 63.93%) compared with women
(3619/10,033, 36.07%). The majority (8739/10,033, 87.1%)
were Saudi nationals. Approximately 45% (n=4532) of all
e-referral requests originated from the Western BU, while the
other regions each generated around one-third or less than this
proportion (Table 1).
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Table . Sociodemographic characteristics of psychiatry patients with e-referral requests in Saudi Arabia from January 2020 to December 2021a.

Participants (N=10,033), n (%)Characteristics

Age (years)

844 (8.41)<11

617 (6.15)12‐17

5918 (58.99)18‐44

1869 (18.63)45‐64

785 (7.82)>65

Sex

6414 (63.93)Male

3619 (36.07)Female

Nationality

1294 (12.90)Non-Saudi

8739 (87.10)Saudi

Business unit

1128 (11.24)Central

1220 (12.16)Eastern

4532 (45.17)Western

1603 (15.98)Northern

1550 (15.45)Southern

Year

4179 (41.65)2020

5854 (58.35)2021

aThis cross-sectional study analyzed data on 10,033 psychiatric e-referral requests across the 5 business units (Central, Eastern, Western, Northern, and
Southern) in Saudi Arabia between January 2020 and December 2021. Data used were the data routinely collected by the Saudi Medical Appointments
and Referrals Centre (SMARC) system. The SMARC system is concerned with all e-referral requests in Saudi Arabia.

Sociodemographic Characteristics of Psychiatry
Patients With e-Referral Requests According to BUs
Table 2 shows the sociodemographic characteristics of patients
with a psychiatry-related e-referral request for each of the 5

BUs. In general, the patients being referred for psychiatric care
in each BU were similar in characteristics to those identified
for the population as a whole. These associations within regions
were all significant at the P<.001 level.
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Table . Sociodemographic profile of psychiatric e-referral patients across different business units in Saudi Arabia from January 2020 to December

2021a.

Southern (1550/10,033,
15.45%), n (%)

Northern (1603/10,033,
15.98%), n (%)

Western (4532/10,033,
45.17%), n (%)

Eastern (1220/10,033,
12.16%), n (%)

Central (1128/10,033,
11.24%), n (%)

Characteristics

Age (years) ( P
<.001)

180 (11.61)121 (7.55)341 (7.52)130 (10.66)72 (6.38)<11

108 (6.97)73 (4.55)260 (5.74)105 (8.61)71 (6.29)12‐17

864 (55.74)829 (51.72)2878 (63.50)643 (52.70)704 (62.41)18‐44

253 (16.32)334 (20.84)799 (17.63)253 (20.74)230 (20.39)45‐64

145 (9.35)246 (15.35)254 (5.60)89 (7.30)51 (4.25)>65

Sex (P<.001)

988 (63.74)998 (62.26)2998 (66.15)739 (60.57)694 (61.52)Males

562 (36.26)605 (37.74)1534 (33.85)481 (39.43)434 (38.48)Females

Nationality (P<.001)

234 (15.10)189 (11.79)658 (14.52)106 (8.69)107 (9.49)Non-Saudi

1316 (84.90)1414 (88.21)3874 (85.48)1114 (91.31)1021 (90.51)Saudi

aThis cross-sectional study analyzed data on 10,033 psychiatric e-referral requests across the 5 business units (Central, Eastern, Western, Northern, and
Southern) in Saudi Arabia between January 2020 and December 2021. Data used were the data routinely collected by the Saudi Medical Appointments
and Referrals Centre (SMARC) system. The SMARC system is concerned with all e-referral requests in Saudi Arabia. Correlation between variables
was examined through a χ² test, revealing a highly significant difference at a significance level of P≤.001.

e-Referrals Characteristics of Psychiatry Patients by
BU
Table 3 presents the results of psychiatry e-referral requests
overall and for each of the 5 BUs. Out of the 3 types of
psychiatry e-referrals , the most common type was for
emergency cases and the least reported type was routine OPD
e-referral. Emergency psychiatric e-referral was also the most
common type for each BU with the exception of the Northern

BUs, where routine inpatient e-referral was the highest. With
regard to bed types, two-thirds of all requests were for ward
beds; very few requests were for critical beds. Ward beds were
also the most commonly requested type of bed across BUs.
“Unavailable subspecialty” was the most commonly reported
reason for the psychiatry-related e-referrals overall, whereas
the “unavailability of a machine” was the least reported reason.
Among each BUs, a similar pattern was observed for the reason
for the e-referral.
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Table . Characteristics of psychiatric e-referralsa across different business units in Saudi Arabia from January 2020 to December 2021b.

Total (N=10,033),
n (%)

Southern
(1550/10,033,
15.45%), n (%)

Northern
(1603/10,033,
15.98%), n (%)

Western
(4532/10,033,
45.17%), n (%)

Eastern
(1220/10,033,
12.16%), n (%)

Central
(1128/10,033,
11.24%), n (%)

Characteristic

e-Referral types
(P<.001)

2918 (29.08)437 (28.19)326 (20.34)1297 (28.62)447 (36.64)411 (36.44)    Routine OPDc

3075 (30.65)410 (26.45)675 (42.11)1473 (32.50)325 (26.64)192 (17.02)    Routine inpatient

4040 (40.27)703 (45.35)602 (37.55)1762 (38.88)448 (36.72)525 (46.54)    Emergency

Bed type (P<.001)

2918 (29.08)437 (28.19)324 (20.21)1292 (28.51)447 (36.64)409 (36.26)    OPD

6828 (68.06)1064 (68.65)1224 (76.36)3090 (68.18)750 (61.48)709 (62.85)    Ward

287 (2.86)49 (3.16)55 (3.43)150 (3.31)23 (1.89)10 (0.89)    Critical

Reason of e-refer-
ral (P<.001)

6893 (68.70)1107 (71.42)1046 (65.25)3197 (70.54)776 (63.61)767 (68)    Unavailable sub-
specialty

2352 (23.44)292 (18.84)473 (29.51)944 (20.83)394 (32.30)249 (22.07)    Unavailable
physician

314 (3.13)96 (6.19)61 (3.81)97 (2.14)34 (2.79)26 (2.30)    Unavailable ma-
chine

474 (4.72)55 (3.15)23 (1.43)294 (6.49)16 (1.31)86 (7.62)    Unavailable bed

ae-referral: electronic referral.
bThis cross-sectional study analyzed data on 10,033 psychiatric e-referrals across the 5 business units (Central, Eastern, Western, Northern, and Southern)
in Saudi Arabia between January 2020 and December 2021. Data used were the data routinely collected by the Saudi Medical Appointments and Referrals
Centre (SMARC) system. The SMARC system is concerned with all e-referral in Saudi Arabia. . Correlation between variables was examined through
a χ² test, revealing a highly significant difference at a significance level of P≤.001.
cOPD: outpatient department.

Trends and Patterns of Psychiatry e-Referral Requests
Figure 2 shows the trend of psychiatry-related e-referral requests
across months separately for 2020 and 2021. For both years,

the pattern was similar across the months between March and
December, with slightly higher peaks for 2021. However, there
is a clear discrepancy or divergence between years in the pattern
of requests between January and March.
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Figure 2. Monthly trend of psychiatric e-referrals in Saudi Arabia from January 2020 to December 2021, based on data routinely collected by the Saudi
Medical Appointments and Referrals Centre (SMARC). This cross-sectional study analyzed data on 10,033 psychiatric e-referrals processed through
the SMARC system across all regions of Saudi Arabia during this 2-year period. The line graph depicts the pattern of psychiatric e-referrals per month.
e-Referral: electronic referral.

Geographic Patterns of Psychiatric e-Referral Requests
Across Different Administrative Areas in Saudi Arabia
Figure 3 shows the administrative regions’ rates of e-referral
requests per 10,000 people. The Northern Border and Albaha

regions had the highest rates and fell into the highest quantile.
In contrast, the Madinah, Eastern, and Riyadh regions had the
lowest rates of e-referral requests per 10,000 people. See Table
S1 in Multimedia Appendix 1 for more details on the rates by
region.
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Figure 3. usGeographic distribution of psychiatric e-referral requests per 10,000 people across administrative regions of Saudi Arabia from January
2020 to December 2021, based on data from a cross-sectional study of 10,033 e-referrals. The map, developed using ArcGIS, depicts the rate of psychiatric
e-referrals per 10,000 people in each region, with darker shades of blue indicating higher rates (upper quantiles) and lighter shades indicating lower
rates (lower quantiles). The map highlights regional variations in the utilization of the Saudi Medical Appointments and Referrals Centre for psychiatric
referrals during the study period. e-Referral: electronic referral.

Discussion

Principal Findings
This national study primarily aims to analyze psychiatric
e-referral patterns across Saudi Arabia, while also providing an
overview of the sociodemographic and clinical characteristics
of mental health referrals across different BUs under the new
health care transformation, emphasizing regional needs. The
analysis is enabled by Saudi Arabia’s investments in advanced
digital health systems, the nationwide e-referral platform
SMARC, allowing examination of mental health referral trends
at an unprecedented scale. Our findings indicate that e-referrals
predominantly involved Saudi nationals, males, and working-age
adults (aged 18‐44 years), with most referrals from the Western
BU and an increase in 2021 compared with 2020. Moreover,
among these mental health referrals, emergency referrals were
the most common e-referral type, ward beds being the most
requested, and the essential cause was the lack of specialized
providers.

Males were referred more frequently than females in the
e-referral data. More than half of referrals were for males,
highlighting a considerable gender imbalance that warrants
further investigation into the underlying causes. The higher

male referral rate may stem from men delaying or avoiding
mental health treatment, leading to increased severity when
finally referred, as untreated conditions may worsen over time
[24,25]. This is supported by our findings where more
emergency referrals were initiated for males compared with
females, indicating the potential delay in seeking help (Table
S2 in Multimedia Appendix 1). This delay in help-seeking
among men has been linked with a higher risk of suicide [26],
potentially explaining the higher referral rate. Broader literature
supports this trend, reporting higher psychiatric emergency
referrals and admission rates to psychiatric units for males
compared with females [27,28].

The gender variation in referrals could also be attributed to
differences in the prevalence of mental disorders. Males are
more frequently associated with drug and substance use,
disruptive disorders, schizophrenia, and a higher risk of suicide
[29-33], often requiring more intensive resources. Conversely,
females tend to experience higher rates of depression, anxiety,
and somatic complaints [6,34], which can often be managed
without referral. Studies in Saudi Arabia reflect similar patterns,
with substance use and disruptive disorders more common in
males, and anxiety and depressive disorders more prevalent
among females [19,35].
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These differences may have influenced the referral rates due to
the availability of the required health care resources for each
condition, since a referral is initiated when the needed resources
such as psychiatry subspecialty are not available at the patient’s
initial point of care. Nevertheless, these findings do not assess
the general mental health care access in Saudi Arabia. Despite
limited data of mental health care access, two-thirds of patients
with depression who accessed primary health care were females
[36], suggesting that both males and females can access mental
health care services. However, our data lack detailed diagnostic
information, necessitating further research to confirm these
speculations and develop evidence-based recommendations.

The peak referral rate among 18‐ to 44-year-olds indicates a
need for youth-focused mental health services and preventive
strategies. Previous research found that this age group has a
high mental illness burden [37,38]. However, responsibilities,
such as work-life balance, finances, and caregiving [39,40],
may contribute to increased mental health issues as reflected in
higher referral requests among this age group.

Monthly referral patterns showed a bimodal distribution with
peaks in March and October (Figure 1). This pattern suggests
that there may be specific factors driving increased demand for
mental health services during these months. These trends are
likely due to the COVID-19 pandemic, , as pandemic waves
escalated in Saudi Arabia during these months [41]. Isolation,
anxiety, and stress likely increased emotional health needs
during the pandemic, while lockdowns reduced access to
in-person mental health services [42]. Social distancing, job
losses, and fear of contracting the virus may have increased
depression and anxiety [43]. During pandemic peak periods,
mental health facilities may have had to limit in-person
appointments or close, delaying referral processes [12].

Regional variation in referrals warrants more research. The
Western region had the highest proportion of referrals, possibly
due to its higher population density and mental health resources
versus other regions. The Western region has more psychiatric
manpower and hospital beds per capita compared with the
Central region. For example, the Western region has a slightly
higher proportion of psychiatrists (2.88 per 100,000 people vs
2.68 per 100,000 people) and psychiatric beds (1.32 per 10,000
people vs 1.03 per 10,000 people) than the Central region (Table
S1 in Multimedia Appendix 1). This greater capacity may enable
more internal referrals. Distinguishing internal versus external
referrals by region could elucidate the observed patterns.

Saudi Arabia National Health Care System
Saudi Arabia’s health care system serves 34 million people
across 13 regions through a mix of public and private facilities.
Aligning with Vision 2030 reforms, the system aims to improve
quality, efficiency, and value by integrating the public and
private sectors [44,45]. This involves establishing 5 new BUs
to manage the regions alongside national insurance companies,
overseen by the MOH and new insurance centers.

Fortunately, under Vision 2030, the MOH is pioneering a new
health care paradigm focused on enhancing social, mental, and
physical well-being through a patient-centered model of care
(MOC) [46]. Structured around 6 systems, including mental

health within chronic care [47], the MOC seeks to tailor health
care delivery to individual needs. The MOH is developing a
national mental health strategy following the MOC’s principles
of patient-centered and integrated services starting at the
community level [23]. This addresses care gaps and establishes
accessible, quality services, supported by the new “National
Committee for Mental Health Promotion” [48].

Applying e-Referral Findings to Enhance Mental
Health Systems
International and national studies have highlighted the difficulty
in measuring quality via health care utilization rates and the
significant variation in service quality among countries, cities,
hospitals, and even among BUs [44,49,50]. In our study, mental
health referrals varied significantly across BUs by demographic
and clinical characteristics. Referral rates for those younger
than 18 years peaked in the Eastern BU and then Southern BU,
ages 18‐44 years in the Western BU, and older adults in the
Northern BU. Increasing child psychiatrists, youth mental health
programs, school initiatives, and young adult services are
suggested for these BUs [51]. Female referrals were slightly
higher in the Eastern BU, mirroring the overall elevated referral
rate for females found in a prior study examining total referral
patterns across all health conditions, not just mental health
specifically [44]. It is recommended to tailor gender-specific
services for women and develop outreach programs to encourage
support-seeking, especially for mental health issues associated
with women such as pre- and postpartum mental issues [52,53]
across all BU regions, particularly those with high referrals.
These findings provide actionable evidence for decentralizing
and customizing mental health services for local needs.

The Southern BU had double or triple the referrals due to
unavailable machines compared with other BUs, aligning with
a previous study showing that the Southern BU had the highest
referral rate for all health care scopes [44]. However, in this
study, the Central BU had the highest referrals due to
unavailable beds. Referrals from unavailable services or
psychiatrists were similar across BUs. OPD referrals were
highest in the Central and Eastern BUs, while routine inpatient
referrals were highest in the Northern BU, and emergency
conditions referrals were highest in the Central and Southern
BUs. To enhance the distribution of mental health resources, a
system could be implemented to standardize essential services
and psychiatrists across BUs [54]. Infrastructure investments,
increased psychiatric beds, and expanded outpatient and
inpatient services may be especially beneficial for BUs with
high e-referrals rates.

The World Health Organization advocates integrating mental
health into primary care to enhance access, reduce stigma,
promote social integration, and build health care capacity for
mental disorders [55]. Aligning with this, Saudi Arabia has
expanded mental health training for primary care physicians
and general practitioners to provide community-based services
[56,57]. General practitioners in primary care settings typically
address minor mental health disorders through counseling, while
more complex cases require specialist care [23]. Ongoing
training is needed to enhance care quality by mental health
professionals. Nonetheless, primary care plays a key role in
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early detection of mental health issues and appropriate e-referral
to specialized care based on condition severity and complexity
[56].

Policy Implications
Our analysis revealed regional differences in Saudi Arabia’s
mental health e-referral patterns. We propose several policies
to improve e-referral rates based on our findings. First, invest
in preventive measures, including reducing stigma through
awareness campaigns, to decrease the prevalence and severity
of mental health issues. This can be achieved through education,
counseling or support access, physical activity promotion, stress
management programs, community networks, early intervention
for at-risk groups, and encouraging early help-seeking before
severity worsens, potentially decreasing late-stage e-referral
[58-61]. Second, strengthening primary care providers’ mental
health training could enable earlier identification and
management [62]. Integrated care models with mental health
professionals also facilitate connections across levels, aligning
with Saudi Arabia’s new health clusters unifying primary,
hospital, and specialty care [63,64]. Third, expand telehealth
and e-mental health tools to increase access to mental health
services [65,66]. Fourth, grow the qualified mental health
workforce through education and training investments to expand
capacity [67]. Overall, multifaceted strategies focused on
training, integration, technology, capacity building, and stigma
reduction could enhance Saudi Arabia’s mental health e-referral
system and outcomes.

It is important to note that this study was conducted during the
peak of the COVID-19 pandemic, which may have influenced
the observed referral patterns. While this timing introduces
potential biases, it also provides a unique opportunity to
understand mental health service utilization during a global
crisis. Our findings serve as a crucial baseline for future
comparisons with postpandemic periods. This research not only
contributes to national policy making but also adds to the limited
global literature on mental health service evaluations during
extraordinary circumstances. Future studies should aim to
compare these findings with postpandemic data to fully
understand the long-term impacts of the crisis on mental health
referral patterns and service delivery. Such comparisons will
be invaluable in developing resilient mental health systems
capable of adapting to both routine and crisis scenarios.

Limitations
This study’s limitations stem from its reliance on secondary
e-referral data, which lack detailed clinical information and
comprehensive mental health infrastructure data across regions.
This restricted our ability to conduct in-depth analyses of referral
trend drivers and fully evaluate care access gaps. The study’s

timing during the peak of the COVID-19 pandemic may have
introduced biases in referral patterns, potentially limiting the
generalizability of findings to noncrisis periods. However, this
unique context also offers valuable insights into mental health
service needs and utilization during global emergencies. We
acknowledge that e-referral data alone cannot capture the full
complexity of mental health issues in Saudi Arabia, and the
scarcity of comparable research in Saudi Arabia limited
contextualization of our findings. To address these limitations,
we propose future research directions including longitudinal
studies incorporating detailed diagnostic information, cultural
factors, and resource availability data. Future qualitative research
could explore whether regional differences exist in mental health
attitudes and help-seeking behaviors. Furthermore, integrating
socioeconomic data may provide further insights into factors
influencing health care utilization. Collaborative research
involving religious scholars would provide valuable insights.
Postpandemic research is also crucial to determine how referral
patterns have evolved. These comprehensive approaches would
not only address current study limitations but also offer a more
nuanced understanding of mental health in Saudi Arabia,
informing targeted interventions and policy development to
improve mental health care delivery and access nationwide.

Conclusions
This nationwide study provides the first in-depth analysis
specific to mental health e-referral patterns in Saudi Arabia,
enabled by the large study sample of more than 10,033 referrals.
Mental e-referrals predominantly involved Saudi nationals,
males, and working-age adults (aged 18-44 years), with most
referrals from the Western regions and a notable increase in
2021 compared with 2020. Emergency referrals were most
common, with ward beds being the most requested due to a lack
of mental health specialty services. Regional variations in
e-referral patterns were observed. Given the widespread
challenges in mental health care globally, these findings
emphasize the importance to expand community-based services
and implement preventive measures—challenges encountered
by many health care systems worldwide. The SMARC e-referral
system’s ability to facilitate large-scale epidemiologic analysis,
identify care patterns, and inform policy demonstrates the value
of digital health platforms in improving coordination and
transforming mental health care delivery. This study provides
an exemplar that could serve as a model for other nations
seeking to address mental health system challenges. This
research not only informs national mental health policies but
also contributes to the global understanding of mental health
service delivery during extraordinary circumstances, paving the
way for more resilient and adaptable health care systems.
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Abstract

Background: The centralization of childbirth and newborn care in large maternity units has become increasingly prevalent in
Europe. While this trend offers potential benefits such as specialized care and improved outcomes, it can also lead to longer travel
and waiting times, especially for women in rural areas.

Objective: This study aimed to evaluate the association between hospital maternity unit (HMU) volumes, road travel distance
(RTD) to the hospital, and other neonatal outcomes.

Methods: We conducted a population-based cohort study including all live births in hospitals without intensive care units
between 2016 and 2019 in the Lombardy region, Italy. Given the hierarchical structure of our data (births nested within hospitals),
we employed log-binomial regression models with random intercepts to estimate relative risks and 95% CIs for evaluating the
association between HMU volumes (≥1500 births/year) and RTD (<5 km) with the risk of being transferred and/or death after
birth (primary outcome). Secondary outcomes included a low Apgar score at 5 minutes and low adherence to antenatal care
(ANC). We controlled for several potential confounders including adherence to the ANC pathway for the primary and low Apgar
outcomes. To explore the influence of HMU volumes on the primary outcome, we identified the fractional polynomial model
that best described this relationship.

Results: Of 65,083 live births, 71% (n=45,955) occurred in low-volume hospitals (<1000 births/year), 21% (n=13,560) involved
long-distance travel (>15 km), 1% (n=735) were transferred and/or died after birth, 0.5% (n=305) had a low Apgar score at 5
minutes, and 64% (n=41,317) completely adhered to ANC. The risk of transfer and/or death increased as HMU volume decreased,
ranging from 1% for hospitals with 1000‐1500 births/year to a 3.6-fold high risk for hospitals with <500 births/year (compared
to high-volume hospitals). Travel distance did not affect the primary outcome. Neither HMU volume nor RTD were associated
with low Apgar scores. Conversely, the risk of complete adherence to ANC decreased with lower HMU volumes but increased
with shorter RTD. Additionally, high-volume hospitals demonstrated a decreasing trend in the frequency of the primary outcome,
with transfer and/or death rates ranging from 2% to 0.5% and flattening to 0.5% in hospitals, with activity volume ≥1000 mean
births/year.

Conclusions: Our findings showed an excess risk of neonatal transfer and/or death for live births in HMUs with low activity
volumes without an intensive care unit. In contrast, RTD primarily affected adherence to ANC. Moreover, data suggest that 1000
births/year could be an optimal cutoff for maternity hospitals to ensure an appropriate standard of care at delivery.

(JMIR Public Health Surveill 2025;11:e58944)   doi:10.2196/58944

KEYWORDS

maternity level; road travel distance; delivery; regionalization; neonatal outcome; childbirth; newborn; cohort; birth;
population-based; maternal; maternal outcomes; neonatal; European; health system; health care system; perinatal care; antenatal;
mortality; neonatal mortality; perinatal
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Introduction

Driven by a commitment to improving maternal and neonatal
outcomes, several European health care systems, including the
Italian National Health Service (NHS) have embraced the
regionalization of perinatal care in large maternity units since
the 1980s. Perinatal regionalization aims to optimize access to
quality care by organizing maternity and neonatal services into
distinct levels based on the complexity of care required. This
approach involves (1) ensuring that pregnant women and
newborns are directed to the appropriate level of care based on
their needs, (2) implementing early screening and assessment
mechanisms to identify women at risk, and (3) facilitating timely
and appropriate transfers between levels of care when necessary.
By implementing these strategies, perinatal regionalization can
improve outcomes for both mothers and infants while ensuring
the efficient use of health care resources [1-4].

While perinatal regionalization offers potential benefits, its
implementation remains debated. Robust, real-world evidence
is needed to inform decision-makers about both the advantages
of centralization (eg, reduced travel time, specialized care) and
the potential disadvantages (eg, increased travel distance for
some women). Moreover, only a few studies have
comprehensively examined the combined effects of hospital
maternity unit (HMU) volume and road travel distance (RTD)
on maternal and neonatal outcomes [5-7]. However, the
centralization of HMUs inevitably leads to the closure of some
units and increases the distance (and travel time) to the hospital
for some mothers.

Regionalization of perinatal care in HMUs with at least 1000
births/year has been undertaken since 2010 in Italy, although
some maternity units continue to record fewer than 500
births/year. Despite the heterogenous geographical conformation
of Italy, the distances between maternity units are relatively
modest, compared to those reported by North American studies
[8]. This finding combined with the ongoing efforts to
regionalize HMU volumes to units with at least 1000 births/year,
makes Italy an ideal setting to investigate the relationship
between HMU volume, travel distance, and perinatal outcomes.

In this study, we conducted a population-based cohort study in
Lombardy, the largest and most populous region of Italy, to
investigate the singular and combined effects of HMU volumes
and RTD on specific outcomes in births occurring in hospitals
without intensive care units (ICUs). Additionally, we studied
the influence of perinatal factors like antenatal care (ANC) and
sociodemographic features of the mothers.

Methods

Data Source and Study Cohort
The study cohort consisted of all live infants born in Lombardy
from January 1, 2016, to December 31, 2019. Lombardy is a
region in Italy that accounts for approximately 16% of the
country’s population, comprising nearly 10 million inhabitants.
The health care utilization of all residents of Lombardy is
covered by the government-funded NHS, which employs an
automated system of databases to collect a variety of
information. This system includes demographic and
administrative data for all beneficiaries of the Regional Health
Service (approximately covering the entire resident population),
such as residence municipalities. Additional databases include
the hospital discharges registry, which records all patients
discharged from public or private hospitals; the outpatient drug
prescription registry that reports all dispensations of
NHS-reimbursable drugs; and the specialist visits and diagnostic
exams registry including a specific automated system that
collects data from the regional Department of Mental Health,
accredited by the NHS and focused on outpatient specialist
mental health care. Lastly, the Certificates of Delivery
Assistance provide detailed information about pregnancy,
childbirth, and fetal presentation at delivery. A unique
deidentification code is systematically used for all databases;
as a result, linking these records enables the creation of a large
birth cohort and establishing relevant traits and care pathways
for mothers and newborns.

The criteria for selecting the study cohort almost completely
overlapped with those previously reported by our group [9].
Briefly, using the Certificates of Delivery Assistance database,
we identified all live births in Lombardy between 2016 and
2019 and available identification codes to women who met the
inclusion criteria: (1) were beneficiaries of the NHS and had
been residents of Lombardy for at least one year before
pregnancy, (2) were aged 15 to 55 years at delivery, and (3)
delivered between 22 to 42 weeks of gestation, based on the
first day of the last menstrual period ascertained via maternal
reports or ultrasonography. All births recorded in maternity
hospitals equipped with an ICU were excluded. Further, records
with incomplete data were excluded because baseline covariates
such as sociodemographic and gestational information may be
missing for some women, and limiting analyses to the subset
of women for whom complete data were available would not
result in a significant loss of information (Figure 1).
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Figure 1. Flowchart of inclusion and exclusion criteria. NHS: National Health Service.
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The results were reported in agreement with the STROBE
(Strengthening the Reporting of Observational Studies in
Epidemiology) statement guidelines [10].

Categorization of HMU and RTD
The HMU volumes for each hospital were obtained based on
the mean number of births recorded between 2016 and 2019.
Categories were defined based on the activity volume of the
hospital in which the birth occurred (ie, volumes ≤500
births/year, 500‐1000 births/year, 1000-1500 births/year, and
>1500 births/year).

The RTD between the hospital and the mother’s residence
municipalities was calculated according to the distance matrix
(ie, an open-source distance matrix database provided by the
Italian Institute of Statistics) [11]. Births were classified based
on the mother having traveled <5 km, 5‐15 km, 15‐21.5 km,
or ≥21.5 km to the HMU.

Outcomes
The primary outcome of interest was transfer to a different
hospital or death of the infant during the same birth
hospitalization. The secondary outcomes included (1) a low
Apgar score (<7) at 5 minutes after birth [12] and (2) complete
adherence of the mothers to ANC during pregnancy. Maternal
ANC adherence was evaluated based on the promptness and
appropriateness of the number and timing of ANC interventions,
including prenatal visits, ultrasound examinations, and
laboratory tests, in relation to the length of pregnancy. In
particular, the ANC assessment included (1) appropriateness of
prenatal visits (ie, at least 5 visits during pregnancy or 2-4 visits
for women with a gestational duration of <27 weeks); (2)
promptness of prenatal visits (ie, at least 1 of the 4 visits within
the 12th week of gestation); (3) appropriateness of ultrasound
examinations (ie, ≥2 examinations during pregnancy, with at
least 1 within the 12th week of gestation); and (4)
appropriateness of laboratory tests, defined as completion of
recommended tests for each trimester [13]. Women were
identified as treatment-adherent if they followed all 4 of the
recommendations.

Definitions of the Covariates
Several baseline maternal characteristics were considered.
Sociodemographic features included nationality, marital status,
employment, and educational attainment (ie, low: ≤5 years,
medium: 6‐13 years, and high: ≥14 years of study
corresponding to primary education or none, lower or upper
secondary education, and at least a bachelor’s degree,
respectively). Clinical information was obtained from the
inpatient hospital registry, the outpatient drug prescriptions
registry, and the specialist visits and diagnostic exams registry.
Maternal comorbidities, including psychiatric comorbidities,
medical comorbidities, obstetric characteristics, and health care
utilization measures (ie, number of hospitalizations and distinct
prescription drugs used as general markers of comorbidity) [14]
were evaluated. Concomitant medications (ie, nonsteroidal
anti-inflammatory drugs, antidepressants, antiepileptics,
psycholeptics, antihypertensive drugs, and antidiabetic drugs)
were measured from 1 year before the last menstrual period

through the 22nd week of gestation. Information regarding the
ANC of mothers was measured during pregnancy.

Ethical Considerations
According to the Italian Medicines Agency guidelines [15],
retrospective studies that do not involve direct contact with
patients do not need written consent to process personal data
when they are used for research purposes. Thus, no ethics board
review or approval was required.

To preserve privacy, each identification code was automatically
anonymized, with only the Regional Health Authority having
access to identifying information, which may be released upon
request from judicial authorities to guarantee data
deidentification.

Statistical Analysis
The baseline maternal characteristics and distribution of the
ANC received by mothers during pregnancy were described

overall and stratified by the primary outcome. The t test, χ2 test,
or Fisher exact test were used as appropriate. Moreover, the
distribution of outcomes was expressed as absolute and relative
percentages across HMU volumes and RTD categories. The
Cochran-Armitage trend test was implemented for trend
analysis.

As our data had a multilevel structure—with births (level 1)
nested within hospitals (level 2)—log-binomial regression
models with random intercepts were used to estimate relative
risks (RRs) with 95% CIs for associations between HMU
volumes (reference: ≥1500 births/year) and RTD (reference:
RTD<5 km) and other outcomes of interest. The interaction
between HMU volumes and RTD was also assessed. Models
were adjusted for a disease score that was calculated based on
the primary outcome, including all covariates listed above. For
analyses in which ANC adherence was the outcome of interest,
we excluded variables related to the ANC pathway from the
disease score calculations.

A stratified analysis was performed by HMU volume,
categorized as low (<1000 births/year) and high (≥1000
births/year) HMU volumes. Further, RTD was categorized as
short (<15 km) and long RTD (≥15 km). Finally, to examine
the influence of HMU volumes on the primary outcome (ie,
transfer to a different hospital or death), a fractional polynomial
model (FPM) was applied (first, second, or third degree), which
described the relationship through a stepwise selection [16].
FPMs are particularly useful to preserve the continuous nature
of the covariates in regression models while accounting for
potential nonlinear relationships. Hospitals were the statistical
units for this analysis.

All analyses were performed using the SAS (version 9.4; SAS
Institute). P values <.05 were considered statistically significant.

Results

Among the 175,366 live births recorded in Lombardy between
January 1, 2016, and December 31, 2019, 30,730 births were
excluded because the mothers had not received health care from
the NHS for at least 1 year before pregnancy, while 9 were
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excluded because the mothers were younger than 15 or older
than 55 years. Furthermore, 216 births were excluded because
the gestational age at delivery was outside the range of 22 to
42 weeks, 75,395 births were excluded because they occurred
in hospitals with an ICU, and 3933 births were excluded because
complete sets of information about the mothers were not
available (Figure 1). The final cohort consisted of 65,083 live
births, of which 735 (1.13%) newborns were either transferred
to another hospital (n=731) or died (n=4), 305 (0.47%) had a
low Apgar score at 5 minutes after birth, and 41,317 (63.5%)
fully adhered to ANC.

Mothers of newborns included in this cohort had a mean age of
32 (SD 5.4) years and mean gestational duration of 39 (SD 1.4)
weeks. Most mothers had moderate educational attainment,
were employed and married at delivery, and were of Italian
nationality, and 55% (35,799/65,083) had already given birth.
Maternal comorbidities were generally less prevalent and did
not significantly differ across groups, except for psychoses and
substance dependence, which were more common among
mothers whose newborns experienced hospital transfer or death.
Additionally, mothers in the transfer or death group showed
higher rates of antiepileptic and antidiabetic drug use (Table 1).
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Table . Sociodemographic, clinical, and pregnancy characteristics of mothers in Lombardy from 2016‐2019.

P valueaIndividuals transferred
and/or experienced death
(n=735)

Individuals not transferred
and/or experienced death
(n=64,348)

Live births (N=65,083)Cohort characteristics

Sociodemographic characteristicsb

.6432.17 (5.49)32.27 (5.36)32.27 (5.37)    Age (years), mean (SD)

<.001    Educational attainment, years of studyc, n (%)

177 (24.08)18,859 (29.31)19,036 (29.25)        ≥14

335 (45.58)29,385 (45.67)29,720 (45.66)        6‐13

223 (30.34)16,104 (25.03)16,327 (25.09)        ≤5

<.001    Employed, n (%)

416 (56.60)41,835 (65.01)22,832 (35.08)        No

319 (43.40)22,513 (34.99)42,251 (64.92)        Yes

.99    Married, n (%)

456 (62.04)39,932 (62.06)24,695 (37.94)        No

279 (37.96)24,4416 (37.94)40,388 (62.06)        Yes

.01    Italian nationality, n (%)

500 (68.03)46,474 (72.22)18,109 (27.82)        No

235 (31.97)17,874 (27.78)46,974 (72.18)        Yes

Maternal comorbiditiesd, n (%)

.227 (0.95)387 (0.60)394 (0.61)Depression and anxiety

.391 (0.14)43 (0.07)44 (0.07)Preeclampsia

.083 (0.41)87 (0.14)90 (0.14)Hypertension

.105 (0.68)214 (0.33)219 (0.34)Diabetes

.551 (0.14)69 (0.11)70 (0.11)Obesity or overweight

.0484 (0.54)116 (0.18)120 (0.18)Psychosese

>.991 (0.14)139 (0.22)140 (0.22)Neuropathic, nonneuropath-
ic, and other pain

.022 (0.27)19 (0.03)21 (0.03)Substance dependence

Concomitant medication, n (%)

.2820 (2.72)1375 (2.14)1395 (2.14)    Antidepressants

.114 (0.54)155 (0.24)159 (0.24)    Psycholeptics

.0210 (1.36)416 (0.65)426 (0.65)    Antiepileptics

.2213 (1.77)811 (1.26)824 (1.27)    Antihypertensive drugs

<.00122 (2.99)729 (1.13)751 (1.15)    Antidiabetic drugs

.2134 (4.63)2406 (3.74)2440 (3.75)    NSAIDsf

Health care utilization, n (%)

.4198 (13.33)7935 (12.33)8033 (12.34)    Hospitalization

.29559 (76.05)47,827 (74.33)48,386 (74.35)    Number of distinct pre-
scription drugs (≥1)

Pregnancy characteristicsb, n (%)

<.00137.33 (3)39.01 (1.41)38.99 (1.44)    Gestational duration
(weeks), mean (SD)

<.00131 (4.22)846 (1.31)877 (1.35)    Multiple pregnancy

<.001    Parity
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P valueaIndividuals transferred
and/or experienced death
(n=735)

Individuals not transferred
and/or experienced death
(n=64,348)

Live births (N=65,083)Cohort characteristics

384 (52.24)28,888 (44.89)29,284 (44.99)        Nulliparous

351 (47.76)35,460 (55.11)35,799 (55.01)        Others

Secondary outcomes, n (%)

<.001100 (13.61)205 (0.32)305 (0.47)    Low Apgar score at 5
minutes

<.001370 (50.34)40,947 (63.63)41,317 (63.48)    Complete adherence to
ANC

Antenatal maternal careg

.001632 (85.99)57,709 (89.68)58,341 (89.64)Appropriateness of gyneco-
logical visits

.45688 (93.61)60,650 (94.25)61,338 (94.25)Promptness of gynecological
visits

.18680 (95.52)60,317 (93.74)60,997 (93.72)Appropriateness of ultra-
sound examinations

<.001Appropriateness of laboratory tests, n (%)

420 (57.14)46,298 (71.95)46,718 (71.78)Complete adherence

269 (36.60)16,353 (25.41)16,622 (25.54)Partial adherence

46 (6.26)1697 (2.64)1743 (2.68)Nonadherence

at test, Chi-square, or Fisher exact test, as appropriate.
bData related to the current pregnancy.
c≥14: at least bachelor’s degree; 6‐13: lower or upper secondary education; ≤5: primary education or none.
dMeasured from one year before pregnancy through 22 weeks of gestation.
eIncluded diagnoses of migraine/headache, epilepsy, bipolar disorder, personality disorder, other psychiatric disorders, psychosis or schizophrenia, and
sleep disorder.
fNSAID: nonsteroidal anti-inflammatory drug.
gANC: antenatal care.

Figure 2 illustrates the distribution of outcomes by HMU volume
and RTD. The rate of the primary outcome (transfer or death)
significantly increased with decreasing HMU volume (P
trend<.001). Hospitals with fewer than 500 births/year had a
rate of 2.41%, compared with 0.72% in hospitals with 1500
births/year (Figure 2A). No significant differences were
observed for RTD (P trend=.84). However, the lowest rate of
the primary outcome was consistently observed in births with

both high HMU volumes (≥1000 births/year) and short RTD
(<15 km), representing the “best scenario” compared with all
other combinations of volume and distance. Although too
uncommon for detailed analysis across all categories, low Apgar
scores were more prevalent in low HMUs with longer RTD (P
trend<.002) (Figure 2B). Complete adherence to ANC decreased
with lower HMU volume and increased with shorter RTD (P
trend<.001, Figure 2C).

JMIR Public Health Surveill 2025 | vol. 11 | e58944 | p.900https://publichealth.jmir.org/2025/1/e58944
(page number not for citation purposes)

Cantarutti et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 2. Distribution of maternal and neonatal outcomes based on HMU volume and RTD in Lombardy (N=65,083). (A) Transfer to a different
hospital or death; (B) low Apgar score; (C) ANC adherence. ANC: antenatal care; HMU: hospital maternity unit; RTD: road travel distance.

The association between low HMU volume and the primary
outcome was confirmed by log-binomial regression models
(Figure 3). Newborns born in maternity units with fewer than
500 births/year highlighted had up to a 3-fold higher risk of
being transferred or dying compared with those delivered in
hospitals with 1500 or more births/year (adjusted RR 1.69, 95%
CI 0.65-4.41) and newborns born in hospitals with an HMU
volume between 500‐1000 and <500 (adjusted RR 3.57, 95%
CI 1.26-10.13), respectively (Figure 3A). In contrast, no
statistically significant associations were observed when

evaluating the RTD and its interaction with volumes while
considering the low Apgar score as a secondary outcome (Figure
3B). Conversely, the RR of adhering to ANC recommendations
decreased with lower HMU volume. Women who delivered in
maternity units with 1000‐1500 births/year had a 9% (95%
CI 7%‐11%) lower adherence rate, whereas those in units with
<500 births/year had a 14% (95% CI 11%‐17%) lower
adherence rate compared to high-volume hospitals. Additionally,
longer RTD was associated with a 3% (95% CI 1%‐6%) lower
adherence rate (Figure 3C).
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Figure 3. Association between HMU volumes, RTD, and primary and secondary outcomes in Lombardy in 2016‐2019 (N=65,083). (A) transfer to
a different hospital or death; (B) low Apgar score; (C) ANC adherence. ANC: antenatal care; HMU: hospital maternity unit; RTD: road travel distance.

These results were confirmed through a stratified analysis by
hospital birth volume (high: ≥1000 births/year, low: <1000
births/year) (data not shown). Figure 4 shows the distribution
of the percentage of newborns who were transferred to a
different hospital or died as a function of HMU volumes. The
FPM identified was 1x+ln (x)∗1x, where x represents the mean
number of births in each hospital in 2019. Each point on the
graph represents a hospital included in our cohort. The solid

black line demonstrates a clear decreasing trend in the frequency
of the primary outcome (ie, percentage of individuals transferred
to a different hospital and/or died), ranging from 2% in hospitals
with lower activity volumes to 0.5% in those with higher activity
volumes. There is also a specific trend of the curve flattening
at an HMU volume of 1000 births/year or greater, where the
frequency of the primary outcome was around 0.5%.
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Figure 4. Distribution of the percentage of newborns who were transferred to a different hospital or died as a function of HMU volumes in Lombardy
in 2016‐2019.

Discussion

Our findings showed an excess risk of both neonatal transfer
and death for live births delivered in HMUs with low activity
volumes, comparable to services without ICUs. In contrast, the
distance between the mothers’ residences and hospital locations
did not affect the primary outcome. Neither HMU volume nor
RTD were significantly associated with low Apgar scores.
However, mothers referred to hospitals with higher activity
volumes and shorter travel distances demonstrated better
adherence to ANC pathways, suggesting that being assisted by
a lower-volume and distant hospital is associated with poorer
ANC and correlates with a higher risk of neonatal problems.
Finally, the data show a flattening trend in the prevalence of
transfer to a different hospital or death in hospitals with an
activity volume of 1000 births/year or more. This finding
suggests this cutoff as the acceptable number of births for each
maternity hospital to ensure an appropriate standard of care at
delivery.

Maternity care reconfiguration is a complex and controversial
issue in health care. It involves consolidating or closing small,
less specialized maternity units and centralizing childbirth
services at larger, more specialized hospitals. There are a number

of reasons supporting the regionalization of HMUs. These
include (1) declining birth rates, (2) improved safety and
outcomes, and (3) saving costs.

In many countries, including Italy, the birth rate has declined
for several decades. This has reduced the number of
births—mainly at already small hospitals—increasing the risk
of inefficient operation, low occupancy rates, and increasing
maternal and neonatal adverse outcomes. However,
regionalization of perinatal care could be the right solution to
improve outcomes for mothers and newborns. For example, in
Portugal and many other countries, regionalization involved the
closure of a massive number of HMUs with fewer than 1000
births/year. This has consistently reduced several maternal and
neonatal adverse outcomes such as the stillbirth rate, which
ranged from 4 per 1000 births in 2000 to 2.2 per 1000 births in
2021 [17]. In contrast, in Italy, despite a decreased number of
births, the stillbirth rate has remained consistent over the years,
ranging from 2.4 to 2.2 per 1000 births during the same period.
However, several studies have shown that women who give
birth at large hospitals with high volumes of deliveries tend to
have better outcomes, including lower rates of complications
and infant mortality [18]. Our results are consistent with findings
from other studies that reported significantly lower rates of
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stillbirths and neonatal mortality in both rural and urban regions
after the closure of low-volume HMUs [19].

While data indicate lower neonatal mortality rates in
high-volume birth hospitals at an early age, closing low-volume
units requires extreme caution due to potential disadvantages,
and is the subject of ongoing debate. Studies have raised
concerns about increased unplanned out-of-hospital births and
high neonatal mortality and stillbirth rates following closures
[20,21]. Furthermore, studies in vast rural areas with limited
access to perinatal care have revealed high rates of adverse birth
outcomes and increased stress and anxiety among pregnant
women [22,23]. However, our results did not show an
association between long distances traveled to access perinatal
care and the analyzed neonatal outcomes, except among
hospitals with a low volume of activity and for full adherence
to ANC.

Moreover, centralizing childbirth services can help to reduce
health care costs by eliminating duplication of services and
improving the efficient use of resources. However, there are
several potential drawbacks to maternity care reconfiguration
including increased travel times for women (if women must
travel farther and for a longer time to give birth, this can increase
their risk of complications), which may make receiving adequate
prenatal care more difficult. Unfortunately, in this study, we
were only able to calculate the distance to access perinatal care,
which is a proxy for travel time rather than the time travel itself.
Moreover, the closure of small maternity units can leave some
women with limited access to childbirth services, especially in
rural or geographically disadvantaged areas. It must be
considered that access to ANC is often guaranteed in nonhospital
settings (eg, public clinics) and that low-level hospitals can
offer adequate ANC while organizing a structured referral to
large hospitals for delivery. High-performing hospitals and
well-equipped neonatal ICUs can also manage critical situations
without the need to transfer newborns.

The decision to regionalize perinatal care units is complex and
must be made on a case-by-case basis, considering all relevant
factors. There is no one-size-fits-all solution that would be
suitable for all communities, and health care providers and
policy makers should consider several factors before making
decisions about maternity care reconfiguration. These include
the specific needs of the community, availability of
transportation, and access to specialized care.

A strength of our study is the large, population-based sample
reporting real-world evidence on the associations between HMU
volumes and RTD, and the transfer to a different hospital or
death (identified through a robust definition), low Apgar score
at 5 minutes, and complete adherence to ANC. Moreover, we
considered the individual prenatal care pathway for each mother,
strengthening our analysis by addressing a potential confounding
factor.

A limitation of our study is the lack of data on the actual time
to travel to HMUs, as only data on RTD were available; we
acknowledge that factors such as traffic congestion, mode of

transportation, and individual driving habits could influence
actual travel times. In addition, due to privacy concerns, we
lack data on the exact location of the mothers’ residence;
therefore, we used the mothers’ residence municipality for the
calculation of the RTD. This misclassification might have
reduced the difference in outcomes between RTD categories,
thus underestimating the effect of RTD on outcomes. However,
we believe that the RTD data used in our analysis provides a
valuable approximation of accessibility, particularly when
considered in conjunction with other factors such as HMU
volumes and neonatal outcomes. Moreover, we were not able
to consider several other factors, such as smoking, alcohol, illicit
drug use, and social factors related to migration status that may
affect access to both ANC and the HMU and influence the
outcomes of interest. Additionally, the exclusion of mothers
who experienced a stillbirth or those with missing information
for sociodemographic or clinical characteristics likely affected
less healthy women. However, missing data were infrequent (at
most 0.4% for employment status). Nevertheless, outcome
prevalence did not vary between complete and incomplete cases,
supporting the hypothesis of data “missing at random” (data
not shown). In our previous study, we showed that multiple
imputations did not change the complete-case analysis results
[24]. Finally, our results are derived from Lombardy, a specific
Italian region, which may impact the generalizability of results.
However, we believe that our study’s key insights can apply to
a broader range of settings, particularly those with similar health
care systems and demographic characteristics. However, cultural
beliefs and preferences regarding childbirth and health care can
affect the decision-making process for mothers and health care
providers. While our study provides valuable insights into the
relationship between HMU volume, RTD, and neonatal
outcomes in Lombardy, it is important to consider these factors
when applying the findings to other regions. Several studies
have reported that regionalized care enhances patient outcomes
by concentrating specialized expertise at high-volume centers
and fostering collaboration among health care providers within
a defined region [25]. Moreover, studies have consistently
demonstrated the benefits of regionalized care for high-risk
infants, particularly those born very or late preterm and
very-low-birth weight (<32 weeks of gestation) [26,27]. Further
research may be needed to assess the generalizability of our
results in diverse settings.

In conclusion, our results support the requirement outlined in
the Italian Ministry of Health’s decree 70/2015, which mandates
at least 1000 deliveries per year in HMUs as a standard. It is
necessary to emphasize that maternal-newborn separation caused
by the transfer of the newborn can be incredibly detrimental to
their development and bonding, making neonatal transfer a
major concern [28]. Therefore, it is important to have a
comprehensive plan to mitigate any potential negative impacts
of maternity care reorganization. This plan should include
measures to ensure that women have access to appropriate
prenatal care and that they are able to give birth in a safe and
supportive environment, regardless of their location, as
advocated by the World Health Organization.
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