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Abstract

Background: Low cardiorespiratory fitness (CRF) is an independent predictor of morbidity and mortality. Most health care settings use some type of electronic health record (EHR) system. However, many EHRs do not have CRF or physical activity data collected, thereby limiting the types of investigations and analyses that can be done.

Objective: This study aims to develop a nonexercise equation to estimate and classify CRF (in metabolic equivalent tasks) using variables commonly available in EHRs.

Methods: Participants were 42,676 healthy adults (female participants: n=9146, 21.4%) from the Aerobics Center Longitudinal Study examined from 1974 to 2005. The nonexercise estimated CRF was based on sex, age, measured BMI, measured resting heart rate, measured resting blood pressure, and smoking status. A maximal treadmill test measured CRF.

Results: After conducting nonlinear feature augmentation, separate linear regression models were used for male and female participants to calculate correlation and regression coefficients. Cross-classification of actual and estimated CRF was performed using low CRF categories (lowest quintile, lowest quartile, and lowest tertile). The multiple correlation coefficient ($R$) was 0.70 (mean deviation 1.33) for male participants and 0.65 (mean deviation 1.23) for female participants. The models explained 48.4% (SE estimate 1.70) and 41.9% (SE estimate 1.56) of the variance in CRF for male and female participants, respectively. Correct category classification for low CRF (lowest tertile) was found in 77.2% (n=25,885) of male participants and 74.9% (n=6,850) of female participants.

Conclusions: The regression models developed in this study provided useful estimation and classification of CRF in a large population of male and female participants. The models may provide a practical method for estimating CRF derived from EHRs for population health research.

(JMIR Public Health Surveill 2022;8(7):e34717) doi:10.2196/34717
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**Introduction**

**Background**

The use of data from electronic health records (EHRs) beyond day-to-day medical management is rapidly emerging in the fields of digital health, public health, and epidemiology [1,2]. However, access to cardiorespiratory fitness (CRF), a valuable health metric, is limited. This limitation is primarily due to the medical service (cardiopulmonary stress test) being costly, time-consuming, and generally focused on cardiac patients [3-5].

CRF is a comprehensive measure of one’s functional capacity (mL O₂·kg⁻¹·min⁻¹) driven by the combination of heart, lung, and muscle function [6]. It is an important marker of health status in the general adult population [3,6]. Further demonstrating the importance of CRF, the American Heart Association released a scientific statement proposing that CRF be considered a clinical vital sign. The scientific rationale behind the statement is driven by the voluminous evidence that demonstrates low CRF is a strong independent predictor of adverse health outcomes (ie, all-cause mortality, cancer, stroke, heart disease, and diabetes incidence) [3].

**Prior Work**

To help increase accessibility to CRF data, researchers have developed an array of nonexercise estimated CRF (NEECRF) equations to estimate CRF [7-9]. NEECRF equations commonly include age, gender, resting heart rate, smoking status, BMI, and self-reported physical activity status (PAS) [8,10-12]. Studies have shown NEECRF to predict all-cause and cardiovascular disease mortality on par with measured CRF [13,14]. However, the assessment of PAS required to calculate NEECRF in patients is not typically conducted or documented in health care settings [15]. Therefore, using an NEECRF model without PAS (non-PAS) may be more feasible.

In a 2019 comprehensive NEECRF review, a few peer-reviewed non-PAS NEECRF equations were identified in adult populations reporting correlations and SE estimates [8]. Most of the equations were developed using only age, height, and weight combinations, and some used variables not commonly found in EHRs (eg, waist girth, predicted/ideal weight, or exercise mode).

Though correlations were moderate to high, the sample populations were too small to determine the classification accuracy of low CRF. Accurate classification of low CRF is essential for large-scale investigations [3,16]. Low CRF (lowest tertile) classification was recently investigated by Peterman et al [9], who found Baynard’s [7] simplified non-PAS NEECRF equation to have poor classification ability in a sizable (n=4871) adult population. Other researchers have also suggested that simple non-PAS NEECRF formulas have low validity, and nuanced approaches are warranted [16,17]. Investigators have also noted that valid non-PAS NEECRF models may have broad applications for public health, epidemiology, surveillance, practice, and research [3,8,9,16,18].

**Goal of This Study**

Because it is standard practice to assess and document resting heart rate, blood pressure, BMI, and smoking status during a typical clinic visit, the primary aim of this study was to develop new models for NEECRF that could potentially be used in large-scale population health investigations using variables commonly found in EHRs. To accomplish this, we compared a non-PAS NEECRF equation to clinically measured CRF and evaluated its ability to estimate and classify CRF.

**Methods**

**Study Sample**

The Aerobics Center Longitudinal Study (ACLS) is a prospective epidemiological investigation of participants that began in 1970 [19]. The original data set for this investigation included 43,257 healthy adults who voluntarily participated in a comprehensive preventive medical examination at the Cooper Clinic in Dallas, Texas between 1974 and 2005. At baseline, all participants were free of diabetes, heart disease, stroke, cancer, positive electrocardiograms, and completed a maximal graded exercise test. Each participant gave informed consent to join the longitudinal study. The research population demographic primarily consists of Caucasian college-educated adults of middle to high socioeconomic status with an average age at baseline of 43.5 (range 20-79) years.

**Ethical Approval**

The study was reviewed and approved annually by the Cooper Institute Institutional Review Board, and all participants provided written informed consent.

**Measurements**

Predictor variables were assessed during a preventive health examination that included objective measurements of age, BMI, resting heart rate, systolic blood pressure, diastolic blood pressure, and self-reported smoking status between 1974 and 2005 at the Cooper Clinic. Age was verified at the time of the examination. Height and weight were measured on a calibrated scale using US customary units and converted to metric scales for this investigation. BMI was calculated from measured height and weight as kg/m². Manual auscultation was used to measure resting blood pressure while seated. Resting heart rate was calculated using the R-R interval on an electrocardiogram while seated. CRF was expressed as absolute metabolic equivalent tasks (METs; 1 MET = 3.5 mL O₂·kg⁻¹·min⁻¹) based on the total duration of a symptom-limited maximal Balke graded exercise test [6]. Following American College for Sports Medicine Guidelines, patients were encouraged to give maximal effort, and the test end point was volitional exhaustion or termination by the physician for medical reasons [6]. METs were calculated based on the final treadmill speed and grade [6]. The Balke graded exercise test is highly correlated (r=0.94) with maximal graded cardiopulmonary exercise testing [20,21]. A standardized medical questionnaire was used to ascertain demographic information, lifestyle habits, and chronic disease status. More detailed information on the preventive health examination is available in prior ACLS publications [10,13].
Statistical Analysis

Data Exclusion

Data were first examined for outliers and skewness. We removed the outliers from the data set by removing participants with predictor variables (continuous) beyond the ±3 σ interval. To do this, we calculated the mean and SD of each predictor variable, excluding smoking (categorical). Any participant with at least one predictor variable above 3 SDs or below 3 SDs was flagged as an outlier. After removing outliers and incomplete entries (n=581), the data set comprised 33,530 male participants and 9146 female participants, 98.7% of the original 43,257 participants.

Regression

The main analysis was based on apparently healthy adults at baseline. Using a supervised machine learning technique, we conducted separate linear regression analyses for men and women to predict non-PAS NEECRF based on nonlinear augmentation of the predictor variables [1]. We also considered advanced machine learning models but did not find them advantageous. The male and female non-PAS NEECRF prediction equations were formulated to minimize the average mean squared error, where \( N \) is the number of samples in our data set:

\[ \text{The prediction equation used age, height (Ht), weight (Wt), BMI, resting heart rate (rHR), systolic blood pressure (SBP), diastolic blood pressure (DBP), and smoking. All variables were continuous except for smoking status (nonsmoker=0, current smoker=1). Data were standardized by subtracting the mean and dividing by the SD for each variable. Next, separate models were then trained for male and female participants. We augmented the original 8 variables with second order and interaction terms, and regressed them linearly to the dependent variable. In this way, the nonlinearity was transferred from the regressor to the independent variables, while the model’s overall interpretability was maintained. The augmentation procedure added the following 28 second order and interaction terms: } \]

\[ \text{Wt}^2, \text{Wt} \times \text{Ht}, \text{Wt} \times \text{Age}, \text{Wt} \times \text{rHR}, \text{Wt} \times \text{SBP}, \text{Wt} \times \text{DBP}, \text{Wt} \times \text{BMI}, \text{Ht}^2, \text{Ht} \times \text{Age}, \text{Ht} \times \text{rHR}, \text{Ht} \times \text{SBP}, \text{Ht} \times \text{DBP}, \text{Ht} \times \text{BMI}, \text{Age}^2, \text{Age} \times \text{rHR}, \text{Age} \times \text{SBP}, \text{Age} \times \text{DBP}, \text{Age} \times \text{BMI}, \text{rHR}^2, \text{Ht} \times \text{SBP}, \text{Ht} \times \text{DBP}, \text{rHR} \times \text{BMI}, \text{SBP}^2, \text{SBP} \times \text{DBP}, \text{SBP} \times \text{BMI}, \text{DBP}^2, \text{and DBP} \times \text{BMI} (\text{for a total of 36 variables}). Because smoking status was a categorical variable, it was not used to create the additional variables. The augmented data set was input into an elastic net linear regressor and trained and evaluated via 10-fold cross-validation [22]. Optimal model hyperparameters were calculated for the male (\( \alpha=0.001, \lambda=1.0 \)) and female (\( \alpha=0.004, \lambda=1.0 \)) data sets through the cross-validation procedure. Pearson correlation coefficients were then calculated using the non-PAS NEECRF equations for the male and female data sets (shown in Multimedia Appendix 1). Lastly, for comparison, we cross-validated Baynard’s [7] simplified non-PAS NEECRF equation (77.96 – 10.35 (sex; M=0, F=1) – 0.92 (BMI) – 0.32 (age)) [9].}

Classification Accuracy

We cross-classified non-PAS NEECRF and CRF for three specified cut points (lowest quintile, lowest quartile, and lowest tertile) commonly used in epidemiological investigations to define low CRF [3]. Next, CRF distributions were then grouped by males and females where \( \alpha \) served as the value of the \( \alpha \)-th percentile using the calculation non-PAS NEECRF>\( \alpha \). After classification, we determined the non-PAS NEECRF accuracy, sensitivity, positive predictive value, and \( F_1 \) score. The reference standard was the measured CRF, and low CRF was defined as a positive test. All analyses were performed in scikit-learn version 0.22.2 (NumFOCUS).

Results

Descriptive statistics are provided in Table 1. Correlation coefficients between each independent variable and CRF are presented in Multimedia Appendix 1. The multiple Rs and mean deviations for non-PAS NEECRF (in METs) were high at 0.70 (mean deviation 1.33) for male participants and moderate at 0.65 (mean deviation 1.23) for female participants. The models explained 48.4% (SE estimate 1.70, 95% CI 0.05-3.97) of the variance in CRF for male participants and 41.9% (SE estimate 1.56, 95% CI 0.05-3.48) for female participants. Multimedia Appendix 1 provides a simple independent variable input Google Sheet for researchers and data scientists to easily calculate NEECRF. Table 2 provides the findings regarding the accuracy, positive predictive, and sensitivity values using the lowest quintile, quartile, and tertile to classify low CRF for male and female participants. While overall classification accuracy was meaningful for a nondiagnostic test across the three models, the optimal model was the lowest tertile. Combined male and female positive predictive value were 0.60, sensitivity 0.67, and \( F_1 \) score 0.63 [23,24]. The \( F_1 \) score is the best practice summary metric consisting of the harmonic mean of positive predictive value and sensitivity for classification (0=low, 1=high) [23]. Assuming a balanced data set (n=2529) by Peterman et al [16], we calculated the \( F_1 \) scores from their reported findings for equations applicable to EHRs [16]. We found \( F_1 \) scores ranging from 0.04 to 0.56. Based on a residual plot (Multimedia Appendix 1), we found the model was most accurate for CRF MET values in the 7.5 to 12.5 METs range but tended to underestimate MET values >12.5 METs and overestimate MET values <7.5 METs. Notably, this is a common finding in non-PAS NEECRF studies [3]. Similar to Peterman et al [9], we cross-validated Baynard’s [7] non-PAS NEECRF equation with our reference CRF data set and found low positive correlations for male (\( r=0.49 \), mean deviation 1.60) and female (\( r=0.43 \), mean deviation 1.46) participants.
Table 1. Baseline characteristics of participants.

<table>
<thead>
<tr>
<th></th>
<th>All (N=42,676)</th>
<th>Male participants (n=33,530)</th>
<th>Female participants (n=9146)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>44.1 (9.6)</td>
<td>44.1 (9.5)</td>
<td>44.1 (10.2)</td>
</tr>
<tr>
<td>BMI (kg/m^2), mean (SD)</td>
<td>25.8 (3.8)</td>
<td>26.5 (3.5)</td>
<td>23.3 (3.7)</td>
</tr>
<tr>
<td>Resting heart rate (bpm), mean (SD)</td>
<td>60.9 (10.5)</td>
<td>60.1 (10.4)</td>
<td>64.0 (10.1)</td>
</tr>
<tr>
<td>Systolic blood pressure (mmHg), mean (SD)</td>
<td>118.9 (13.4)</td>
<td>120.7 (12.7)</td>
<td>112.4 (13.9)</td>
</tr>
<tr>
<td>Diastolic blood pressure (mmHg), mean (SD)</td>
<td>80.0 (9.6)</td>
<td>81.1 (9.3)</td>
<td>76.0 (9.3)</td>
</tr>
<tr>
<td>Smoker, n (%)</td>
<td>6361 (14.9)</td>
<td>5569 (16.7)</td>
<td>792 (9.7)</td>
</tr>
<tr>
<td>Measured CRF^a (mL/kg/min), mean (SD)</td>
<td>11.5 (2.5)</td>
<td>12.0 (2.4)</td>
<td>9.8 (2.0)</td>
</tr>
</tbody>
</table>

^aCRF: cardiorespiratory fitness (maximal oxygen consumption).

Table 2. Predictive accuracy of nonexercise estimated CRF classification of lowest cardiovascular fitness against the reference CRF.

<table>
<thead>
<tr>
<th>Group</th>
<th>Low CRF^a (lowest quintile)</th>
<th>Low CRF (lowest quartile)</th>
<th>Low CRF (lowest tertile)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ACC (%) PPV (%) SEN (%)</td>
<td>ACC (%) PPV (%) SEN (%)</td>
<td>ACC (%) PPV (%) SEN (%)</td>
</tr>
<tr>
<td>Male participants</td>
<td>81.5 44.7 69.2</td>
<td>79.5 50.9 67.4</td>
<td>77.2 59.9 66.7</td>
</tr>
<tr>
<td>Female participants</td>
<td>80.6 43.9 57.8</td>
<td>77.9 55.4 55.6</td>
<td>74.9 60.4 66.9</td>
</tr>
</tbody>
</table>

^aCRF: cardiorespiratory fitness.
^bACC: accuracy.
^cPPV: positive predictive value.
^dSEN: sensitivity.

Discussion

Principal Findings

Using a greater combination of clinical measures commonly found in EHRs, this study compared non-PAS NEECRF with objectively measured CRF in the largest population to date [10,11,25-27]. Overall, our model may provide a more applicable method for estimating and classifying CRF than previous methods [8,9,16]. Moreover, because the vital signs and medical information used to calculate non-PAS NEECRF are routinely captured during health care visits, our approach places nominal demand on health care staff and patients for collecting data. From a public health perspective, a moderate positive predictive value is practical, given that non-PAS NEECRF is a nondiagnostic test that is no cost and easily accessible [24]. Likely, some individuals classified with low fitness may be at the lower end of the fit spectrum and benefit from health promotion [24]. From a clinical perspective and considering moderate sensitivity, we concur with previous investigators that, while estimation equations are applicable for epidemiological investigations, they should not replace clinical exercise testing for patient diagnosis and management [3,16]. Our findings show that the ACLS non-PAS NEECRF may provide a useful assessment of CRF to conduct population health research.

Comparison to Prior Work

Comparatively, PAS-based NEECRF models have demonstrated higher positive correlation values (0.71-0.93) along with a higher degree (~90%) of correct classification accuracy for low CRF than non-PAS NEECRF models [3]. Because physical activity is a key contributor to CRF, including a PAS variable in an NEECRF model improves accuracy [3,8,16]. However, a recent review of distinct EHRs across 20 countries found that only 18.8% of family practice clinics had structured PAS questionaries embedded within the EHR, with documented PAS in the EHR ranging from 10% to 86% [15]. Notably, no validated questionaries designed for PAS-based NEECRF calculations were used. Therefore, the ability to conduct large-scale studies aggregating existing EHR data across local, domestic, or international systems to predict CRF is unlikely. Conversely, our model may provide a global approach to aggregating EHR data across systems to predict CRF and conduct analyses.

In 2019, Wang et al [8] provided a comprehensive list of peer-reviewed non-PAS NEECRF models that used some combination of age, BMI, or gender to predict CRF [8]. Samples were from small populations, and moderate to high correlations were reported generally without SE estimates [8]. Notably, the validity and usefulness of these simplified types of equations have been called into question [8,9,16,17]. We found that the findings from such investigations may be limited because the studies only reported correlations and lacked sufficient sample sizes to calculate prediction values for low CRF. It is also important to note that high correlation values do not necessarily result in a more accurate classification of low CRF [9,16].

Recently, Peterman et al [16] determined the ability of 7 non-PAS NEECRF equations to accurately classify low NEECRF (tertile) compared to measured CRF in a demographically comparable cohort (n=2529) to ACLS. Only 3 of the 7 equations apply because of variables not commonly found in EHRs. On balance, the classification accuracy of low
CRF (tertile) appeared to be better for ACLS. In a separate investigation, Peterman et al [9] also tested Baynard’s [7] simplified non-PAS NEECRF using the Ball State cohort (n=4871) to assess classification accuracy. The equation had an $r$ of 0.76; however, there was poor accuracy for detecting individuals positive for low CRF (37%). We also cross-validated Baynard’s [7] equation with our data set and found low correlations, thus did not attempt to determine accuracy [9]. Although the ACLS and Ball State cohorts are demographically similar, our finding is expected to some degree because the ACLS equation is specifically trained from the ACLS data set [9,16]. Moreover, these equations need to be tested in epidemiological investigations with EHR data to see how well they predict health outcomes.

Limitations
This study is not without limitations. Our study’s primary limitation regarding correlation was that the measured reference CRF was conducted using a Balke graded maximal exercise test that estimates absolute METs. This testing strongly correlates with adults’ maximal graded cardiopulmonary exercise testing and is routinely used for clinical and epidemiological purposes [3,20,21]. Though the ACLS data set provides the largest known healthy female data set for clinically measured CRF, a larger female sample size may have provided a slightly better predictive model [3,27]. Nonetheless, our analyses demonstrated reasonable correlation and classification. Our analyses are based on a large predominantly Caucasian cohort; it is unknown if the results generalize to other ethnic groups. Notably, the homogeneity of the ACLS cohort may have strengthened the internal validity of our results by limiting possible confounders. The main strength of this investigation is that it was conducted on the largest cohort to date with a larger number of objectively measured predictive variables to estimate non-PAS NEECRF.

Conclusions
The ACLS non-PAS NEECRF equation may provide a useful population health metric for CRF. More work should be conducted regarding diverse populations, the incidence of chronic conditions, and longitudinal repeated measures analyses toward improving public health and surveillance capability.
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Abstract

Undiagnosed malnutrition is a significant problem in high-income countries, which can reduce the quality of life of many individuals, particularly of older adults. Moreover, it can also inflate the costs of existing health care systems because of the many metabolic complications that it can cause. The current methods for assessing malnutrition can be cumbersome. A trained practitioner must be present to conduct an assessment, or patients must travel to facilities with specialized equipment to obtain their measurements. Therefore, digital health care is a possible way of closing this gap as it is rapidly gaining traction as a scalable means of improving efficiency in the health care system. It allows for the remote monitoring of nutritional status without requiring the physical presence of practitioners or the use of advanced medical equipment. As such, there is an increasing interest in expanding the range of digital applications to facilitate remote monitoring and management of health issues. In this study, we discuss the feasibility of a novel digital remote method for diagnosing malnutrition using facial morphometrics. Many malnutrition screening assessments include subjective assessments of the head and the face. Facial appearance is often used by clinicians as the first point of qualitative indication of health status. Hence, there may be merit in quantifying these subtle but observable changes using facial morphometrics. Modern advancements in artificial intelligence, data science, sensors, and computing technologies allow facial features to be accurately digitized, which could potentially allow these previously intuitive assessments to be quantified. This study aims to stimulate further discussion and discourse on how this emerging technology can be used to provide real-time access to nutritional status. The use of facial morphometrics extends the use of currently available technology and may provide a scalable, easily deployable solution for nutritional status to be monitored in real time. This will enable clinicians and dietitians to keep track of patients remotely and provide the necessary intervention measures as required, as well as providing health care institutions and policy makers with essential information that can be used to inform and enable targeted public health approaches within affected populations.
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Introduction

Background

Malnutrition in older adults in many high-income countries is an unrecognized condition that is increasing in prevalence as the population ages [1]. The impact of malnutrition on morbidity and mortality in older adults is a problem that necessitates urgent attention. The aging process brings about biological, physiological, social, and psychological changes, coupled with a higher morbidity prevalence, which can negatively affect nutritional status [2].

Malnutrition in older adults, also coined as anorexia of aging, has severe implications, resulting in a significantly poor quality of life [3,4]. The loss of swallowing function, polypharmacy, cachexia, and lack of social support can exacerbate malnutrition [5,6]. Malnutrition occurs because of insufficient food intake, the inability of the body to absorb nutrients, or because of the presence of catabolic diseases such as chronic obstructive pulmonary disease or cancer. This can cause a reduction in fat and muscle mass, further leading to impaired physical and cognitive function [7]. Malnutrition can occur gradually over significant periods without being detected, as the symptoms may not be critical to warrant immediate medical attention. However, the severity of malnutrition may be significantly elevated if it is associated with a disease or inflammation. In geriatric patients with diseases, it is evident that a reduction in food intake causes increased muscle breakdown because of increased resting energy expenditure [8].

Malnutrition has been found to lead to sarcopenia, and sarcopenia may aggravate malnutrition, leading to the aggravation of morbidity and mortality [9,10]. Sarcopenia is defined as an age-related loss of muscle mass, where muscle mass is lost involuntarily over time, leading to a decrease in muscle protein synthesis, strength, and function [11]. In a recent review, both malnutrition and sarcopenia were examined concomitantly, and the findings for the management and interventions of these 2 conditions were found to overlap considerably [12]. Hence, the newly proposed clinical syndrome, called malnutrition-sarcopenia syndrome, should be assessed simultaneously to improve health outcomes [13]. Older adults have an increased risk of malnutrition compared with other adult populations, and it has been estimated that 2% to 16% of community-dwelling older adults are deficient in their protein and energy needs [14]. The effects of poor skeletal muscle mass (SMM) can be detrimental as they reduce the prognosis of many diseases, including diabetes, heart disease, chronic kidney disease, sepsis, and cancer [15-20]. In a community-based, cross-sectional study conducted on 722 stroke- and dementia-free participants aged 50 to 75 years, an increase in SMM was observed to protect against ischemic stroke, especially in men [21]. In another study in which the prevalence of sarcopenia in 414 patients with diabetes and 396 control participants was examined, type 2 diabetes was independently associated with sarcopenia, with a 15.7% prevalence in patients with diabetes compared with 6.9% in the control group [17].

Apart from physiological and metabolic implications, malnutrition and sarcopenia in older adults have been widely established to have financial implications and are burdens to health care resources [22]. Patients who are malnourished are associated with more frequent hospitalizations, increased length of hospital stays, and increased readmissions and hospitalization costs [23]. Approximately 40% of patients are malnourished upon hospital admission, and depending on the severity, they are faced with approximately 31% to 38% increase in hospital costs [24].

However, it is difficult to detect subclinical malnutrition because of the absence of clear indicators. This could lead to a lack of identifying poor nutritional practices among older adults, as malnutrition does not often present with immediate problems. Therefore, better screening options for the diagnosis of subclinical malnutrition must be recognized and identified [25,26]. This could potentially ease the burden on the health care system, reduce the cost of resources, improve the quality of patients’ lives, and extend the healthy living years of older adults.

It is imperative that malnutrition and the prognostic value of treatment options to manage malnutrition be identified. The face is often used by health practitioners to make qualitative assessments of health and nutritional status. Modern advancements in sensor and computing technologies enable features in the face to be accurately digitized and could potentially allow these previously intuitive assessments to be quantified. In this paper, we discuss the feasibility of a novel digital remote method for diagnosing malnutrition using facial morphometrics.

Current Methods of Diagnosing Malnutrition

Until 2016, there were no universally accepted screening tools or criteria used as the gold standard to identify malnutrition risk [27]. The Global Leadership Initiative on Malnutrition assembled a set of criteria for identifying and diagnosing malnutrition in older adults in hospitals [27]. This initiative comprises a 2-step method in which a validated screening tool is used to identify patients who are at risk of malnutrition. This is followed by an assessment to diagnose and grade the severity of malnutrition. The Global Leadership Initiative on Malnutrition grouped the diagnosis of malnutrition into two distinct categorical criteria: phenotypic (which included weight loss, low BMI, and reduced SMM) and the other etiologic criteria comprising reduced food intake, disease burden, or inflammation [27].

One of the most widely used traditional methods for assessing malnutrition is the subjective global assessment tool. It is an integrated tool that assesses nutritional status based on patients’ past records and physical examinations, and subsequently classifies patients into three categories: well-nourished, moderately malnourished, or severely malnourished [28]. Anthropometric measurements such as midarm circumference and triceps skinfold thickness have been used as basic methods of correlating the percentage of body fat and lean muscle mass [29]. In addition to the subjective global assessment, bioelectrical impedance analysis and ultrasound techniques have been recognized as accurate methods for measuring lean body tissue, which is a key indicator of nutritional status [30]. Other established methods used to assess SMM include scans using...
computerized tomography (CT), dual-energy x-ray absorptiometry, and magnetic resonance imaging (MRI), which are costly and time consuming [31,32]. Analytic morphomics is an emerging field that uses cross-sectional images to provide a global assessment of a patient beyond the localized specific pathology of interest (Englesbe et al [33]). Through the application of CT-based analytic morphomics, Lee et al [31] developed the Morphomic Malnutrition Score as a means of providing standardization and objective measurements for conventional diagnostics. This method provides an in-depth assessment to distinguish between healthy individuals and individuals who are severely malnourished. Although these methods are highly accurate, conducting them can be cumbersome and resource intensive, as they require a trained practitioner to be present to conduct the assessment, and patients need to travel to specialized facilities to obtain their measurements. In cases where older adults do not frequent clinics or hospitals, malnutrition and sarcopenia could be left undetected for extended periods or until the onset of a disease, leading to several negative implications. If malnutrition monitoring and assessments could be delivered or enhanced through the use of readily accessible and cost-effective imaging technologies, this could greatly reduce the burden on rapidly inflating health care costs. More importantly, the implementation of such methods would significantly improve access to and quality of care for older adult patients who are malnourished.

**Telemonitoring and Digital Health Care Systems**

**Overview**

Digital health care is one such approach that allows for malnutrition and nutritional status to be monitored remotely without requiring the physical presence of practitioners or advanced equipment. As we enter the Fourth Industrial Revolution, the widespread availability and improvements in data science and infocommunication (integration of information and telecommunication technology sectors) technologies have rapidly expanded the vast range of available services and applications in the health care sector [34-39]. Digital health care, in its many forms, is rapidly gaining traction as a scalable and telecommunication technology (ICT) systems to which telemonitoring can be applied. In both high- and low-income nations, smartphones have been used as platforms for several aspects of life, such as identity verification and personal banking, and are increasingly being adopted for use in the capture, management, and transmission of personal health data [51-54]. These smart devices are outfitted with sensors such as GPS trackers, accelerometers, cameras, and depth sensors and are progressively updated each year with newer and more powerful components. The incorporation of these advanced sensors may offer a scalable solution for population-wide telemonitoring of nutritional status and allow early detection of malnutrition in the community.

**Facial Morphometrics and Malnutrition Screening**

A relatively unexplored method that may offer predictive capabilities in the area of malnutrition screening is the application of facial morphometrics. Facial morphometrics is the study of the contours and structures of faces using geometric mapping tools that allow landmarks and features to be identified [55]. Although facial changes during weight loss and undernutrition have been reported since the time of Leonardo Da Vinci, their implications and ability to predict nutritional status have been recognized only recently [56-62].

The newly integrated depth sensors in personal smart devices may present a novel solution that may be beneficial for the remote monitoring of malnutrition. These depth sensors capture 3D depth data of objects, enabling the use of applications such as augmented reality–based applications, as well as the generation of 3D point clouds for 3D modeling [63]. Most recently, a notable application that highlights the current level of sophistication and accuracy of depth sensors is Apple’s 3D face recognition–based encryption system, known as Face ID [64]. The degree of security offered by the Face ID system can
be attributed to the level of 3D detail that the True Depth camera can capture. A total of 30,000 infrared dots are projected onto the target object and captured by an infrared-sensitive camera, allowing fine details such as contours and recesses to be detected by the camera [65]. This granularity has enabled its use in a wide range of applications, ranging from the analysis of human facial emotions to the customization of prosthetics and medical equipment requiring precise fit [63,66-71].

With depth cameras becoming the mainstay in smartphones beyond the iPhone, there may be potential for developing telemonitoring applications that involve the extraction and correlation of facial morphological features with health indices. Typical facial landmarks include the eyes, nose, chin, cheekbones, and the overall shape of the face. The extraction and analysis of features such as geodesic distances or ratios between these landmarks can serve as informative discriminatory tools in the quantification of shape and variation [72].

These quantified features could serve as proxy markers for the nutritional status of the human body. This has been demonstrated in several studies, which have observed correlations between superficial tissues that affect the overall morphology of the face such as the zygomatic fat pads and masseter and temporalis muscles with nutritional status and whole-body SMM [73-83]. The quantification of these tissues involves the use of techniques such as ultrasound, MRI, and CT scans. However, these methods can be expensive, time consuming, and stressful for patients. Therefore, the application of facial morphometrics using widely available depth sensors could provide a more accessible and less invasive solution for larger populations.

The use of facial morphometrics in the field of health sciences is not new. However, most of the research has primarily been conducted in the fields of aesthetics, orthodontics, and prosthetics. There have been attempts to explore the correlation between facial features and nutrition-focused indices such as BMI and waist-to-hip ratio [84-91]. Earlier studies used 2D images and relied on planar distances or 2D angularity to identify features that account for BMI variations [87,89,92-99]. Recent studies have explored the use of 3D meshes for more detailed geometric modeling of faces using tools such as 3D scanners or stereophotogrammetry [86,100-102]. However, these technologies require a specialized setup, and individuals must be physically present for the scans to be conducted, thus limiting the number of individuals that can be recruited. The widespread availability of personal smartphones integrated with accurate depth cameras presents an opportunity for more scalable research in this area, allowing the acquisition of larger data sets within a shorter amount of time.

With these capabilities in mind, this paper further discusses the relevance of certain facial features that have the potential to provide diagnostic value in identifying changes in SMM and overall nutritional status.

**Facial Features With Clinical Significance**

**Overview**

With imaging tools capable of deriving facial morphology accurately, both direct and indirect tissue losses can potentially be captured as additional features for analysis. Direct measurements of tissue loss can include the quantification of protrusions and depressions that form from tissue atrophy, whereas indirect measurements include features that become more prominent when there is a loss of fat or muscle tissue, such as certain bone processes and ridges, or the angulation of the jawline [73,100,103].

The degree of bone prominence is important in determining nutritional status [104,105]. Physical examinations of malnutrition typically observe the prominence of bone structures in the clavicle, scapular, acromion, and patellar regions to determine the degree of muscle and subcutaneous fat loss [104]. Certain superficial structures that have a lesser degree of covering tissue, such as the zygomatic process or mandible, are immediately distinguishable. Other bone structures such as those in the orbit, zygomatic bone, and other anatomical details of the mandible or jaw may become more prominent in the case of malnourishment, following the loss of muscle and fat tissue [105].

**Segmentation of the Face**

To discuss potential features, we segment the face into three regions: upper face, midface, and lower face (Figure 1).
**Upper Face**

The upper face comprises the regions between both temples, including the eyes and the surrounding periorbital region. The primary superficial tissues that contribute to craniofacial morphology in this region include the temporalis muscle, periorbital fat pads, and bones that make up the orbital rim [59,106,107]. These features are significantly affected by malnutrition and loss of fat or skeletal muscle in the region [104,108].

The temporalis muscle, as well as the superficial and deep temporal fat pads, contribute to most of the volume in the temple regions [109]. As it is easily accessible and palpable, the temporalis muscle is frequently used as an indicator of malnutrition in physical examinations [104]. The temporalis muscle is a fan-shaped muscle situated beneath the temples, which runs from the side of the skull down to the back of the lower jaw, forming a convexly shaped area that blends in with the lateral orbital rim [107]. On several occasions, this muscle has been shown to be an effective surrogate marker for sarcopenia and SMM in the rest of the body. Many studies have reported correlations between the temporalis muscle and other indicators of SMM, such as the psoas muscle, lumbar skeletal muscle cross-sectional area, and patient grip strength [75,76,78,82,83,110-112].

In the case of atrophy of the underlying fat pads and the temporalis muscle, this region could appear sunken, thus increasing the prominence of the temporal orbital rim [106]. The frontal process of the zygomatic bone and the superior border of the zygomatic arch become more prominent and can result in sharp angulation along the orbital rim [109]. These features cast a shadow that accentuates the temporal hollows, resulting in a gaunt appearance [106].

The morphology of the periorbital region also changes significantly in the case of tissue loss and is largely determined...
by the volume of the periorbital fat pads. These comprise the temporal fat pad, the preaponeurotic fat pad, the nasal fat pads, and the central fat pad \[113\] (Figure 2). In cases of lipoatrophy, the loss of volume in these fat pads has been observed to accentuate the superior, medial, and lateral edges of the orbital rim, contributing to a sunken, skeletonized appearance \[109\]. The increasing hollowness of the orbit coupled with skin laxity can also contribute to the development of infraorbital dark circles \[114\].

**Figure 2.** Overview of facial fat pads. Superficial fat compartments in the midface include the nasolabial fat pad, medial cheek, buccal fat pad, and deep medial cheek fat (Swift et al \[115\]).

Certain confounders may arise because of the natural changes around the eye regions, which may complicate the identification of malnutrition. Age contributes to a decrease in brow projection from the superior orbital rim \[106\]. Youthful brows have a more prominent anterior projection because of the underlying support from the retro-orbicularis oculi fat. During aging, subsequent remodeling and thinning of the superomedial and inferolateral orbital rim can result in changes to the morphology and decreased projection of the brows from the superior orbital rim \[106\]. This makes the superciliary arch more prominent and visible in older adults. Therefore, it is important to carefully distinguish this from excess atrophy of fat and muscle tissue.

It has been well established that the morphology around the periorbital fat pads is affected by many factors because of aging \[59,116,117\]. The tissues around the eyes, such as the muscles that support the eyelids, tend to weaken. Fat pads that support the eye may migrate lower to take the form of bags, and a reduction in fat and underlying muscle fibers can also give the eyelids a sunken and hollow appearance. The loss of skin elasticity and development of eyelid folds or ptosis can lead to additional contours forming around the eye \[59\]. Future research will need to account for these variabilities that may exist because of age, gender, and ethnicity to differentiate between malnutrition and the natural process of aging \[72\].

**Midface**

The midface comprises the regions bound by the cheekbones as the upper boundary and the lips as the lower boundary. Key tissue groups that affect the morphology of this region include the masseter muscle, the various zygomatic-malar fat pads, and the zygomatic bone \[106,107\].

The masseter muscle is a masticatory muscle located over the zygomatic bone, running from the temporal bone to the lower jaw \[107\]. Given the prominence and superficiality of the masseter muscle on the side of the face, it contributes to the facial contour of the cheek. The thickness of the masseter muscle significantly affects the overall morphology of the face \[107,118-128\]. The morphological effects of masseter muscle thickness have been well documented in the field of aesthetic medicine, where prescriptive volume loss through the use of botulinum toxin type A demonstrates noticeable changes in the shape of the face \[118\]. Given the superficiality of the muscle, Murakami et al \[77\] developed a tool to estimate the mass of the masseter muscle using surface measurements obtained with a vernier caliper. These were paired with thickness measurements derived from ultrasound images to determine the overall mass of the masseter muscle. This was shown to be an accurate method of assessment when compared with the results measured using MRI \[77\].

Similar to the usability of the temporalis muscle as a surrogate marker for SMM, the masseter muscle has also been found to be correlated with whole-body SMM and the psoas, limb, and trunk muscles \[74,77,79,80,126,129\]. Relationships have been established between the masseter muscle and aspects of physical fitness in older adults \[130\]. In some studies, the thickness of the masseter muscle was found to be a better predictor of mortality and sarcopenia than the psoas muscle, which is a commonly referenced muscle in the diagnosis of sarcopenia \[78-81,110,131,132\].

Given the masseter muscle’s key function as one of the primary muscles of mastication, its strength has also been found to be correlated with the chewing ability \[74,130,133\]. Research has shown that the development or attrition of the masticatory muscles is related to chewing activity and is indirectly linked to dietary habits \[74,77,122,123,130\]. In patients who experience loss of appetite or decreased food intake because of medical,
social, or psychological reasons, the masticatory muscles have been found to rescind in size [77,81,134]. This will likely affect the external morphology of the cheeks and jaw and could potentially indicate a risk of malnutrition.

There are several fat compartments in the zygomatic-malar region of the face. The deep midface compartments include the medial and lateral suborbicularis oculi fat, the medial portion of the buccal fat pad, and the deep medial cheek fat. Superficial compartments include the nasolabial and middle cheek superficial fat compartments (Figure 2) [107,116]. The fat pads in this region are typically considered in malnutrition-specific physical examinations. In these examinations, practitioners typically look for hollow, sunken, and narrow faces as these can be an indication of malnutrition [104,108]. In extreme scenarios of tissue loss such as HIV-specific lipoatrophy, exacerbated atrophy in these fat pads can manifest as significant concavities in the buccal and malar areas [105] (Figure 3). This greatly accentuates the zygomatic bone and can form many depressions in the midfacial region.

Figure 3. Visible atrophy of adipose tissue and protruding facial bone structures in both cheeks because of antiretroviral therapy for HIV, indicated by red arrows (Szczerkowska-Dobosz et al [105]).

Subcutaneous buccal fat pads are also a significant area of aging-associated fat loss [59]. The loss of overall volume, decreased tissue support for facial features, and a reduction in skin elasticity can lead to the hollowing of the cheeks. These factors can affect the morphology of the face and, as such, will need to be accounted for when identifying features correlated with malnutrition.

Lower Face
The lower face comprises the mandible and the surrounding tissues of the lower cheeks, chin, and neck. These structures contribute significantly to the overall shape of the face and are often easily perceptible, except in cases of excess facial hair. As such, the lower face is a key point of reference in many facial morphological studies and BMI prediction algorithms [89,95,98,135,136].

https://publichealth.jmir.org/2022/7/e33478
The lower mandible contributes to the morphology of the lower face and accentuates the jawline. Aesthetic surgeons refer to a youthful jawline as one characterized by a straight line from the chin to the mandibular angle [137,138]. Excess subcutaneous fat in the region may cause certain skinfolds and disrupt this angular definition of the jawline, which can lead to the lower face becoming more squarish than oval [84,89]. Conversely, malnutrition and periods of unintentional weight loss can lead to atrophy of subcutaneous fat and the underlying muscle tissues, resulting in a more pronounced jawline.

The jawline can be a potentially important feature in predicting malnutrition or sarcopenia. In a study exploring the relationship between face shape and waist-to-hip ratio, Mayer et al [89] showed that a 2D face shape had a correlation coefficient of 0.63 (Figure 4). Participants with a lower BMI were likely to have jawlines that were sharper and more angular, whereas the jawlines of participants with a higher BMI were wider and rounder. In the Coetzee et al [84] study identifying quantifiable visual cues that contribute to weight, 2 out of the 3 primary cues that showed predictive potential to determine BMI from facial images were the perimeter-to-area ratio and the cheek-to-jaw width ratio (Figure 5). These features are largely dependent on the amount of tissue in the lower facial regions, thus indicating the importance of identifying the jawline as a differential landmark.

**Figure 4.** Changes in BMI (kg/m2) as reflected in face shape (Mayer et al [89]).

**Figure 5.** Perimeter-to-area ratio (left) and cheek-to-jaw width ratio (right; adapted from Coetzee et al [84]).

Although subcutaneous fat affects the overall shape of the jawline, aging is another important factor that changes the overall morphology of this facial feature [106,135,138-140]. A strong mandibular border with prominent jawline definitions is typically a sign of a youthful face, whereas aging contributes to squaring of the face and a loss of jawline definition. This is because of the descent of the hyoid bone and larynx, leading to a blunting of the cervicomental angle. Together with ptosis of the unsupported skin, chin pad, and facial portion of the platysma muscle, it results in the development of ptotic jowls [106,135,141]. This can potentially complicate the analysis of mandibular morphology and can affect its usability in malnutrition assessment, especially in older adults. Other confounding factors that may mask the contours of the chin and mandible regions include facial hair or aesthetic fillers.
**Challenges**

Facial morphology technology provides several exciting opportunities as a diagnostic tool for malnutrition and body composition. However, there remain important challenges that need to be overcome.

Developing a comprehensive database that accounts for potential confounders and isolating the degree of correlation between various facial morphological features and overall SMM and nutritional status is necessary. Many factors can influence facial variations outside of weight and SMM, such as gender, ethnicity, age, and medical conditions [72,142,143]. The rate and degree of facial development throughout the course of growth spurts and aging may also vary depending on ethnicity, which could further complicate the effects of either parameter [144]. The development of facial morphology databases will need to account for these factors such that specific features most relevant to malnutrition can be isolated.

Facial morphology holds potential as a diagnostic tool in the context of malnutrition on the premise that SMM is correlated with facial tissues. However, this correlation may not always be consistent, particularly for complex medical conditions. Certain diseases such as critical illness myopathy have been noted to affect muscles in the body differently, resulting in significant muscle loss in the limbs and trunk while sparing the masseter and other craniofacial muscles [142]. Controlling for these potential confounders will become an important consideration if facial morphology is to be used as a population-wide diagnostic tool.

There can also be disproportionate tissue loss in specific parts of the face, which may confound the degree of importance of the respective facial regions. For example, patients undergoing highly active antiretroviral therapy for HIV infections or patients with connective tissue diseases such as panniculitis are known to develop asymmetrical and dynamic facial lipoatrophy [105]. This form of lipoatrophy can manifest in different ways in age- or lifestyle-related malnutrition, and care should be taken to distinguish between the two.

The use of facial morphology as a diagnostic tool may also require additional considerations because of aesthetic variables. The presence of facial hair, such as beards and mustaches, may impair the ability of features derived from the lower half of the face to be used in the analysis. Cosmetic or reconstructive surgery used for the concealment of facial anomalies or to improve one’s appearance is also becoming relatively common in many countries [145]. These can have a significant impact on the morphology of the face and are important factors to consider in these demographics.

Certain ethical and societal considerations may need to be reviewed to increase the adoption of facial morphometrics as a tool in public health. The face is an important and sensitive identifiable feature, and any application incorporating digital 3D scans of the face will need to ensure that patient privacy and data security are not compromised. The development of digital health applications using personal smartphones may also widen the digital divide and potentially alienate certain segments of the population [146]. Populations of lower socioeconomic status may not have access to these devices, and older adult patients may have difficulties navigating certain aspects of newer technologies [35]. These populations are the most vulnerable to malnutrition and its associated complications. To ensure that these segments of the population who may not be able to afford or be familiar with digital technologies are not excluded, there is a need to consider both affordability as a potential barrier to entry, as well as the ergonomics and accessibility of the user experience.

**Discussion**

**Conclusions**

Undiagnosed malnutrition is becoming a significant problem that can reduce the quality of life of many individuals and inflate the costs of existing health care systems because of the many metabolic complications it can cause. Many high-income countries are faced with a rapidly aging population that may lead to poor food intake, disease etiology, and improper access to food, which may give rise to an increase in the prevalence of malnutrition. Given the need for specialized equipment and trained practitioners for the diagnosis of malnutrition, the development of simpler and more scalable methods for assessing malnutrition has been a long-standing challenge for public health.

Recent advancements in artificial intelligence, computing, data science, and infocommunication technologies present a wealth of opportunities that will shape and revolutionize the landscape of health care. This paper aims to stimulate further discussion and discourse on how adopting this emerging technology could provide real-time access to nutritional status. We explored the feasibility of a novel, noninvasive approach to tackling malnutrition in the community. The use of facial morphometrics extends the use of currently available technology, providing a scalable and easily deployable method for the real-time monitoring of nutritional status. Clinicians and dietitians will be able to keep track of patients remotely and provide the necessary intervention measures as required. Finally, it will furnish health care institutions and policy makers with essential information that can facilitate necessary interventions targeted at affected populations.
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Abstract

Background: Digital technologies have been central to efforts to respond to the COVID-19 pandemic. In this context, a range of literature has reported on developments regarding the implementation of new digital technologies for COVID-19–related surveillance, prevention, and control.

Objective: In this study, scoping reviews of academic and nonacademic literature were undertaken to obtain an overview of the evidence regarding digital innovations implemented to address key public health functions in the context of the COVID-19 pandemic. This study aimed to expand on the work of existing reviews by drawing on additional data sources (including nonacademic sources) by considering literature published over a longer time frame and analyzing data in terms of the number of unique digital innovations.

Methods: We conducted a scoping review of the academic literature published between January 1, 2020, and September 15, 2020, supplemented by a further scoping review of selected nonacademic literature published between January 1, 2020, and October 13, 2020. Both reviews followed the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) approach.

Results: A total of 226 academic articles and 406 nonacademic articles were included. The included articles provided evidence of 561 (academic literature) and 497 (nonacademic literature) unique digital innovations. The most common implementation settings for digital innovations were the United States, China, India, and the United Kingdom. Technologies most commonly used by digital innovations were those belonging to the high-level technology group of integrated and ubiquitous fixed and mobile networks. The key public health functions most commonly addressed by digital innovations were communication and collaboration and surveillance and monitoring.

Conclusions: Digital innovations implemented in response to the COVID-19 pandemic have been wide ranging in terms of their implementation settings, the digital technologies used, and the public health functions addressed. However, evidence gathered through this study also points to a range of barriers that have affected the successful implementation of digital technologies for public health functions. It is also evident that many digital innovations implemented in response to the COVID-19 pandemic are yet to be formally evaluated or assessed.

(JMIR Public Health Surveill 2022;8(7):e34605) doi:10.2196/34605
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Introduction

Background

Digital technologies, such as artificial intelligence (AI), robotics, and wearables, have been widely used in worldwide efforts to respond to the COVID-19 pandemic. In this context, a range of studies has reported on developments regarding the implementation of new digital technologies for COVID-19–related surveillance, prevention, and control. To consolidate this literature, several reviews have been undertaken [1-4]. Broadly, the aim of these reviews has been to describe the characteristics of digital technologies that have been reported on within the early scientific literature. Golinelli et al [2] searched MEDLINE and medRxiv to identify the relevant literature on the use of digital technologies in health care during the COVID-19 pandemic. The included papers were then analyzed in terms of article characteristics and the type of technology and patient needs addressed. A review conducted by Budd et al [1] provided a qualitative overview of the breadth of digital innovations introduced as part of the global public health response to the COVID-19 pandemic, the types of public health activities they addressed, and the key potential barriers to their implementation. Vargo et al [4] further reviewed digital technology use during the COVID-19 pandemic based on searches of 4 databases: Web of Science, Scopus, PubMed, and Google Scholar. The review synthesized the evidence from included papers in relation to 4 key areas of technologies, users, activities, and effects within the spheres of health care, education, work, and daily life [4]. More recently, Mbunge et al [3] undertook a critical review of emerging technologies for tackling the COVID-19 pandemic, focusing on prevention, surveillance, and containment, based on searches of the following sources: Google Scholar, Scopus, ScienceDirect, PubMed, IEEE Xplore Digital Library, ACM Digital Library, Wiley Library, and SpringerLink [3]. Although providing valuable overviews of the digital response to the COVID-19 pandemic, existing reviews have also been limited by a focus on academic sources, thereby potentially missing developments reported in wider nonacademic literature while also tending to focus on the early period of the pandemic.

Study Aims

In this study, we present the findings of a further scoping review on the implementation of digital technologies in response to the COVID-19 pandemic. The scoping review expands on the work of existing reviews by drawing on additional data sources while also considering literature published over a longer time frame (ie, January to September 2020). Although focusing on academic literature, the scoping review also goes beyond existing reviews by drawing on additional data sources while consolidating this literature, several reviews have been undertaken [1-4]. By analyzing data regarding the number of implemented digital innovations and their characteristics, this study goes another step beyond existing reviews, all of which have analyzed digital technology trends by considering the number of papers reporting on different technology types and functions [1-4].

The specific research questions addressed by this scoping review were as follows:

1. What are the main characteristics of the literature reporting on digital innovations used in the context of the COVID-19 pandemic?
2. What has been the geographical setting of the digital innovations implemented in response to the COVID-19 pandemic?
3. What types of implemented digital innovations have been discussed in the academic and nonacademic literature in relation to COVID-19–related surveillance, prevention, and control?
4. Which key public health functions have been addressed by the digital innovations implemented in response to the COVID-19 pandemic?

Methods

Overview

The scoping review followed the approach specified in PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-Analyses extension for Scoping Reviews) checklist [7]. A completed PRISMA-ScR checklist for the review is presented in Multimedia Appendix 1. A study protocol was developed presenting key elements of the proposed approach and methods to be used. The approach comprised 2 parallel methodological approaches—one for the review of academic literature and the other for the review of nonacademic literature.

Search Strategy

For the academic literature search, we developed and ran a search strategy in 2 bibliographic databases—EMBASE and Scopus—using the same strategy for both databases. The search...
terms used in this study are presented in Multimedia Appendix 2. The search was limited to articles published between January 1 and September 15, 2020 (the date of the search), and included English-language and non-English-language articles. The search strategy drew on a strategy developed for a previous scoping review on digital technologies for infectious disease surveillance, prevention, and control, which was peer-reviewed using the Peer-Review of Electronic Search Strategies approach [8]. In addition to the database searches, we also conducted targeted searches using Google Scholar to identify a small number of additional academic articles where the results of the database search strategies revealed evidence gaps.

For the nonacademic literature search, we ran a search strategy using the news aggregation software Feedly [9]. To conduct the Feedly search, we identified relevant information sources covering digital technological innovation and health innovation based on expert consultation and internal piloting. The search strategy applied to these information sources was broadly aligned with that used for the academic literature search. However, because of the limitations of the Feedly search function, the search string used was shorter and more generic than that used for the academic search. The used search terms are presented in Multimedia Appendix 2. The Feedly search traced backward to capture articles published between January 1 and September 15, 2020 (the date of the initial search), but also captured articles published over a period of 4 weeks from the initial search date (ie, between September 15 and October 13, 2020). To manage the scope of the study, the nonacademic literature search was limited to English-language sources only. As with the academic literature search, we also conducted targeted searches to identify a small number of additional nonacademic articles. In addition to a systematic Google search, targeted searching of nonacademic literature included scraping selected websites to identify relevant articles. The selection of websites focused on addressing gaps in the evidence produced by the Feedly-based searches, specifically the limited number of articles reporting on developments within the European Union or European Economic Area (EU/EEA) region compared with those reporting on technological developments outside the EU or EEA.

**Study Selection**

Articles captured by both searches were screened against defined inclusion and exclusion criteria to determine their eligibility for the study. Multimedia Appendix 3 presents the used inclusion and exclusion criteria. In the review of academic literature, non-English articles were included in the study selection but only if an English-language abstract or summary was available. Screening was undertaken by 2 study teams, each comprising 2 researchers—one study team for the review of academic literature and one study team for the review of nonacademic literature. Before commencing the study selection, both study teams engaged in pilot screening exercises for 100 articles to ensure consistency in the application of the eligibility criteria.

The 2 reviewers discussed the areas of uncertainty or disagreement until full agreement on inclusion or exclusion was reached. To further ensure consistency across the study teams, we held weekly cross-project meetings. During these meetings, any articles for which a reviewer was unsure were marked and discussed with the other study team to determine inclusion or exclusion. A shared log of the inclusion and exclusion decisions was maintained across the 2 study teams.

**Data Extraction**

We extracted data from the included articles using Microsoft Excel extraction templates: one template for the review of academic literature and one for the review of nonacademic literature. Both extraction templates included columns to capture information relating to the core research questions regarding the types and nature of implemented digital innovations, as well as broader information regarding the article type and identified barriers to implementing digital innovations in the discussed countries and regions. Where possible, drop-down menus were used to limit the range of responses that could be submitted, thereby facilitating data filtering and analysis. To ensure a consistent extraction approach, the 2 project teams conducted pilot extraction exercises using a small number of articles. The used extraction templates and drop-down menus are presented in Multimedia Appendix 4.

**Data Analysis**

To analyze the extracted data, we used the software package R. Descriptive quantitative analysis focused on statistical and graphical summaries for each column of data captured using drop-down menus in the extraction template, together with relevant cross-analyses. Data extracted on barriers to the implementation of digital innovations were analyzed qualitatively.

**Key Study Variables**

**High-Level Technology Groups and Specific Digital Technologies**

In extracting data on digital innovations, we coded data on the specific digital technologies that have been used within these innovations, as well as the technology groups to which these technologies belong. The used coding approach drew on an earlier scoping review of the use of digital technologies for the prevention, surveillance, and control of infectious diseases. In this study, specific technologies identified in the literature were clustered into high-level technology groups of similar or conceptually related digital technologies [10]. For this study, definitions for each specific digital technology and each high-level technology group were established using the European Commission’s Digital Single Market glossary, supplemented, where necessary, by definitions from relevant academic literature [11]. The coding approach is presented in Textbox 1.
Textbox 1. Coding of specific digital technologies into high-level technology groups.

<table>
<thead>
<tr>
<th>High-level technology group and specific digital technology</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Advanced manufacturing technologies</td>
</tr>
<tr>
<td>• 3D printing</td>
</tr>
<tr>
<td>• Autonomous devices and systems</td>
</tr>
<tr>
<td>• Drones</td>
</tr>
<tr>
<td>• Robotics</td>
</tr>
<tr>
<td>• Blockchain or distributed ledger technology</td>
</tr>
<tr>
<td>• Blockchain or distributed ledger technology</td>
</tr>
<tr>
<td>• Cloud computing or cloud-based networks</td>
</tr>
<tr>
<td>• Cloud computing or cloud-based networks</td>
</tr>
<tr>
<td>• Cognitive technologies</td>
</tr>
<tr>
<td>• Artificial intelligence</td>
</tr>
<tr>
<td>• Expert systems</td>
</tr>
<tr>
<td>• Machine learning</td>
</tr>
<tr>
<td>• Natural language processing</td>
</tr>
<tr>
<td>• Facial recognition</td>
</tr>
<tr>
<td>• (Artificial) neural networks</td>
</tr>
<tr>
<td>• Crowdsourcing platforms</td>
</tr>
<tr>
<td>• Crowdsourcing</td>
</tr>
<tr>
<td>• Data analytics (including big data)</td>
</tr>
<tr>
<td>• Data mining</td>
</tr>
<tr>
<td>• Data analytics</td>
</tr>
<tr>
<td>• Big data</td>
</tr>
<tr>
<td>• Health informatics</td>
</tr>
<tr>
<td>• Parallel computing</td>
</tr>
<tr>
<td>• Social media and mobile data analysis</td>
</tr>
<tr>
<td>• eHealth</td>
</tr>
<tr>
<td>• Digital health, eHealth, and mobile health</td>
</tr>
<tr>
<td>• Electronic health records</td>
</tr>
<tr>
<td>• Telemedicine</td>
</tr>
<tr>
<td>• Imaging and sensing technologies (including Geographic Information System)</td>
</tr>
<tr>
<td>• Geographic Information System</td>
</tr>
<tr>
<td>• Image processing</td>
</tr>
<tr>
<td>• Infrared sensing</td>
</tr>
<tr>
<td>• Satellite communication or imaging (including earth observation and remote sensing)</td>
</tr>
<tr>
<td>• Immersive technologies</td>
</tr>
<tr>
<td>• Virtual or augmented reality</td>
</tr>
<tr>
<td>• Integrated and ubiquitous fixed and mobile networks</td>
</tr>
<tr>
<td>• Cellular networks</td>
</tr>
</tbody>
</table>
**Key Public Health Functions**

We also coded each digital innovation as fulfilling ≥1 of the following seven key public health functions: (1) screening and diagnostics, (2) surveillance and monitoring, (3) contact tracing, (4) forecasting, (5) signal or outbreak detection and validation, (6) pandemic response, and (7) communication and collaboration. The use of these public health key functions followed a mapping of the European Centre for Disease Prevention and Control’s priorities against the 10 essential public health operations of the World Health Organization’s Regional Office for Europe [12] and the US Center for Disease Control’s 10 essential public health services [13]. On the basis of this mapping exercise, the public health key functions used in this study were also refined to suit the COVID-19 context. For example, to better reflect the diverse range of activities undertaken to ensure safe access to and management of essential resources during the COVID-19 pandemic, including at the population level, *pandemic response* was included as a key public health function. Similarly, to reflect its centrality in response to the pandemic, contact tracing was also included as a distinct key public health function. **Textbox 2** presents the high-level definitions of these key public health functions for the purposes of this study. The key public health functions used in this study were neither exhaustive nor definitive. For example, the used functions do not cover the application of emerging digital technologies to the development of treatments or vaccines. Other studies may adopt alternative approaches to identifying and defining key public health functions.

As with the classification of technologies, our data extraction template included columns to record instances in which a digital...
innovation addressed >1 key public health function. For example, digital innovations performing surveillance and monitoring functions and signal or outbreak detection and validation were coded with both these public health functions. The coding of key public health functions was based on data extracted from the academic or nonacademic sources being reviewed. The emphasis within the article guided the assessment of how the codes were applied. The collation of data from multiple sources on the same innovations allowed us to capture where digital innovations addressed >2 key public health functions.

Textbox 2. Key public health functions and definitions.

<table>
<thead>
<tr>
<th>Public Health Function</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Screening and diagnostics</td>
<td>Identifying (including self-identifying) COVID-19 symptoms and the presence of SARS-CoV-2 in individuals</td>
</tr>
<tr>
<td>Surveillance and monitoring</td>
<td>Systematic collection and analysis of relevant data such as SARS-CoV-2 infection rates and excess deaths along with ongoing monitoring of COVID-19 symptoms or adherence to COVID-19 restrictions at the individual and population levels</td>
</tr>
<tr>
<td>Contact tracing</td>
<td>Identifying and alerting people who have been in contact with someone diagnosed with COVID-19 and who are therefore at high risk of having been exposed to SARS-CoV-2, so that they can take appropriate and sometimes mandated action (e.g., self-isolating)</td>
</tr>
<tr>
<td>Forecasting</td>
<td>Predicting COVID-19 infections or health outcomes at the individual and population levels</td>
</tr>
<tr>
<td>Signal or outbreak detection and validation</td>
<td>Detecting and validating outbreaks of COVID-19</td>
</tr>
<tr>
<td>Pandemic response</td>
<td>Responses to the pandemic that have helped widen safe access to and management of essential resources required by individuals and populations for COVID-19 prevention and response</td>
</tr>
<tr>
<td>Communication and collaboration</td>
<td>Communication involves informing, educating, and empowering individuals and populations about COVID-19, and collaboration refers to working together across disciplines or sectors to share knowledge and improve the collective COVID-19 response</td>
</tr>
</tbody>
</table>

Results

Search Results

The search of academic databases returned a total of 5018 articles, of which 1408 (28.06%) were duplicates. Title and abstract screening of the remaining 3610 articles resulted in 3309 (91.66%) articles being excluded, with 301 (8.34%) deemed eligible for full-text review. Through targeted searches, we also included an additional 6 articles. Of these 307 articles, 81 (26.4%) were excluded during data extraction and analysis, resulting in 226 (73.6%) unique articles being included in the review of the academic literature.

For the review of nonacademic literature, the Feedly-based literature search returned a total of 4537 articles, of which 144 (3.17%) were duplicates. Title screening of the remaining 4393 articles resulted in 3904 (88.87%) articles being excluded, with 489 (11.13%) included for full-text review. We also included an additional 23 articles through targeted searching (n=10, 43% articles) and web scraping (n=13, 57% articles). Of these 512 articles, 107 (20.9%) were excluded during the data extraction and analysis. This resulted in 79.2% (406/512) unique nonacademic articles being included. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagrams for the 2 scoping reviews are presented in Figure 1.
Characteristics of the Included Literature

All articles included in the review of academic literature fell into one of the following 3 article types: brief journal comment, editorial, letter, or opinion (98/226, 43.4% of articles), research articles (86/226, 38.1% articles), and detailed journal perspective, policy review, or practice reviews (42/226, 18.6% of articles). The 86 articles categorized as research articles were further analyzed in terms of their study type, with the following results: 67 (78%) primary studies, 2 (2%) mathematical models or simulations, 2 (2%) scoping reviews, and 14 (16%) other literature reviews. The study type of one of the research articles was unclear. All articles included in the review of nonacademic literature were news articles, blog posts, or press releases.

The publication dates of the included articles by month are shown in Table 1. For the review of academic literature, most included articles (203/226, 89.8% of articles) were published in April, May, June, July, and August, with June being the month in which the highest number of included articles (46/226, 20.4% articles) were published. For the review of nonacademic literature, a higher number of included articles (250/406, 61.6%) were published in March, April, and May. For comparison, 34% (138/406) of articles were published in June, July, August, and September. Across both reviews, a small number of articles were published in February, September, and October.

For articles identified by the review of academic literature, we analyzed the geographical location of key contributors’ (first, last, and corresponding authors’) organizations. The country with the highest number of key contributor organizational affiliations was the United States (64/226, 28.3% of articles). Other countries with a high number of key contributor organizational affiliations included China (23/226, 10.2% of articles), the United Kingdom (20/226, 8.8% of articles), and India (13/226, 5.8% of articles). Table 2 presents the 10 countries with the highest number of key contributor organizational affiliations.
Table 1. Number of articles by publication date (by month) in the review of academic literature and nonacademic literature (review time frame for academic literature: January 1, 2020, to September 15, 2020; review time frame for nonacademic literature: January 1, 2020, to October 13, 2020).a

<table>
<thead>
<tr>
<th>Publication date</th>
<th>Included articles, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Review of academic literature (N=226)</strong></td>
<td></td>
</tr>
<tr>
<td>January</td>
<td>0 (0)</td>
</tr>
<tr>
<td>February</td>
<td>3 (1.3)</td>
</tr>
<tr>
<td>March</td>
<td>10 (4.4)</td>
</tr>
<tr>
<td>April</td>
<td>38 (16.8)</td>
</tr>
<tr>
<td>May</td>
<td>39 (17.3)</td>
</tr>
<tr>
<td>June</td>
<td>46 (20.4)</td>
</tr>
<tr>
<td>July</td>
<td>39 (17.3)</td>
</tr>
<tr>
<td>August</td>
<td>41 (18.1)</td>
</tr>
<tr>
<td>September</td>
<td>10 (4.4)</td>
</tr>
<tr>
<td>**Review of nonacademic literature (N=406)**b</td>
<td></td>
</tr>
<tr>
<td>January</td>
<td>0 (0)</td>
</tr>
<tr>
<td>February</td>
<td>6 (1.5)</td>
</tr>
<tr>
<td>March</td>
<td>66 (16.3)</td>
</tr>
<tr>
<td>April</td>
<td>108 (26.7)</td>
</tr>
<tr>
<td>May</td>
<td>76 (18.8)</td>
</tr>
<tr>
<td>June</td>
<td>36 (8.9)</td>
</tr>
<tr>
<td>July</td>
<td>31 (7.7)</td>
</tr>
<tr>
<td>August</td>
<td>33 (8.1)</td>
</tr>
<tr>
<td>September</td>
<td>38 (9.4)</td>
</tr>
<tr>
<td>October</td>
<td>11 (2.7)</td>
</tr>
</tbody>
</table>

aDue to rounding, the percentages for the nonacademic review do not add up to 100.
bFor one article within the review of nonacademic literature, no publication date was recorded. Although 406 articles were reviewed, the articles listed against months in the table therefore add up to 405.

Table 2. Top 10 countries in which key contributors’ organizations were based in the review of academic literature (review time frame: January 1, 2020, to September 15, 2020; N=226).

<table>
<thead>
<tr>
<th>Country of key contributors’ organization</th>
<th>Included articles, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>United States</td>
<td>64 (28.3)</td>
</tr>
<tr>
<td>China (mainland)</td>
<td>23 (10.2)</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>20 (8.8)</td>
</tr>
<tr>
<td>India</td>
<td>13 (5.8)</td>
</tr>
<tr>
<td>Australia</td>
<td>8 (3.5)</td>
</tr>
<tr>
<td>France</td>
<td>8 (3.5)</td>
</tr>
<tr>
<td>Taiwan</td>
<td>8 (3.5)</td>
</tr>
<tr>
<td>Singapore</td>
<td>7 (3.1)</td>
</tr>
<tr>
<td>South Korea</td>
<td>7 (3.1)</td>
</tr>
<tr>
<td>Spain</td>
<td>6 (2.7)</td>
</tr>
</tbody>
</table>

Number of Digital Innovations Implemented in Response to the COVID-19 Pandemic

Through our review of the academic literature, we identified 561 instances of the implementation of digital innovations to tackle the COVID-19 pandemic. Our review of the nonacademic literature identified 497 digital innovations. The 2 reviews were conducted independently. As such, the digital innovations identified by the review of nonacademic literature are not necessarily presented as unique from those identified by the
review of academic literature. Although there is likely to be some crossover between the innovations captured by the 2 reviews, it is also the case that the more experimental review of nonacademic literature has captured some innovations, in particular those developed by private companies, that have not been captured within the review of academic literature, particularly as developments occurred rapidly during the first few months of the pandemic in 2020.

**Geographic Context of Digital Innovations Implemented in Response to the COVID-19 Pandemic**

The identified digital innovations were analyzed by the geographical context in which they were implemented at both the regional and country levels. In the academic literature, 66.5% (373/561) of digital innovations were implemented in non-EU/EEA countries, with 21.4% (120/561) of digital innovations being implemented within EU/EEA countries. Approximately 12.1% (68/561) of digital innovations identified in our review were implemented worldwide. The countries with the highest number of implemented digital innovations, according to academic literature, were the United States of America (107/561, 19.1% of digital innovations), China (71/561, 12.7% of digital innovations), and India (28/561, 5% of digital innovations). The most common EU or EEA country implementation settings were France (18/561, 3.2% of digital innovations), Spain (18/561, 3.2% of digital innovations), and Italy (12/561, 2.1% of digital innovations; see Table 3).

**Table 3.** Top 10 countries in which the highest number of digital innovations have been implemented in the review of academic literature and nonacademic literature (review time frame for academic literature: January 1, 2020, to September 15, 2020; review time frame for nonacademic literature: January 1, 2020, to October 13, 2020).

<table>
<thead>
<tr>
<th>Implementation setting</th>
<th>Digital innovations, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Review of academic literature (N=561)</strong></td>
<td></td>
</tr>
<tr>
<td>United States</td>
<td>107 (19.1)</td>
</tr>
<tr>
<td>China</td>
<td>71 (12.7)</td>
</tr>
<tr>
<td>India</td>
<td>28 (5.0)</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>25 (4.5)</td>
</tr>
<tr>
<td>France</td>
<td>25 (4.5)</td>
</tr>
<tr>
<td>Spain</td>
<td>18 (32)</td>
</tr>
<tr>
<td>South Korea</td>
<td>16 (29)</td>
</tr>
<tr>
<td>Singapore</td>
<td>13 (23)</td>
</tr>
<tr>
<td>Canada</td>
<td>12 (21)</td>
</tr>
<tr>
<td>Italy</td>
<td>12 (21)</td>
</tr>
<tr>
<td><strong>Review of nonacademic literature (N=497)</strong></td>
<td></td>
</tr>
<tr>
<td>United States</td>
<td>141 (28.4)</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>60 (12.1)</td>
</tr>
<tr>
<td>China</td>
<td>38 (7.6)</td>
</tr>
<tr>
<td>Italy</td>
<td>13 (2.6)</td>
</tr>
<tr>
<td>Spain</td>
<td>11 (2.2)</td>
</tr>
<tr>
<td>Germany</td>
<td>10 (2)</td>
</tr>
<tr>
<td>Singapore</td>
<td>10 (2)</td>
</tr>
<tr>
<td>France</td>
<td>8 (1.6)</td>
</tr>
<tr>
<td>India</td>
<td>8 (1.6)</td>
</tr>
<tr>
<td>Australia, Israel, and The Netherlands</td>
<td>7 (1.4)</td>
</tr>
</tbody>
</table>

Evidence from the nonacademic literature supports this overarching picture, with most of the identified digital innovations implemented in non-EU or EEA countries (320/497, 64.4% of digital innovations) and a smaller number of digital innovations implemented within the EU or EEA (89/497, 17.9% of digital innovations). According to the nonacademic literature, the most common implementation settings were the United States (141/497, 28.4% of digital innovations), the United Kingdom (60/497, 12.1% of digital innovations), and China (38/497, 7.6% of digital innovations), with Italy (13/497, 2.6% of digital innovations), Spain (11/497, 2.2% of digital innovations), Germany (10/497, 2% of innovations), and France (8/497, 1.6% of digital innovations) being the most common EU or EEA country implementation settings (Table 3).

**Types of Digital Innovations Implemented in Response to the COVID-19 Pandemic**

The digital innovations were also analyzed in terms of the types of digital technology they incorporated. As explained previously, we analyzed innovations in terms of the specific digital
technologies they incorporated and the high-level technology groups to which these specific technologies belonged.

In the academic literature, the most commonly implemented high-level technology group was *integrated and ubiquitous fixed and mobile networks* (185/561, 33% of digital innovations incorporated at least one digital technology falling under this high-level group; Figure 2, left frame). Other high-level technology groups with a high number of digital innovations were *data analytics* (93/561, 16.6% of digital innovations), *cognitive technologies* (72/561, 12.8% of digital innovations), and *web-based tools and platforms* (60/561, 10.7% of digital innovations). The most commonly used specific digital technology was smartphone apps (144/561, 25.7% of all digital innovations and 144/185, 77.8% of digital innovations within the *integrated and ubiquitous fixed and mobile networks* high-level technology group).

In the nonacademic literature, *integrated and ubiquitous fixed and mobile networks* were also the most commonly implemented high-level technology group (133/497, 26.8% of digital innovations; Figure 2, right frame). Other high-level technology groups with a high number of digital innovations were *cognitive technologies* (109/497, 21.9% of digital innovations), *eHealth* (92/497, 18.5% of digital innovations), and *web-based tools and platforms* (90/497, 18.1% of digital innovations). The most commonly included specific digital technology, according to the nonacademic literature, was AI (90/497, 18.1% of all digital innovations and 90/109, 82.6% of digital innovations within the *cognitive technologies* high-level technology group).

**Figure 2.** Number of digital innovations using each high-level technology group in the review of academic literature (left) and nonacademic literature (right; review time frame for academic literature: January 1, 2020, to September 15, 2020; review time frame for nonacademic literature: January 1, 2020, to October 13, 2020). GIS: Geographic Information Systems.

### Key Public Health Functions Addressed by Digital Innovations Implemented in Response to the COVID-19 Pandemic

The key public health function addressed by the highest number of digital innovations in the academic literature was communication and collaboration (264/561, 47.1% of digital innovations addressed this public health function; Table 4). Other key public health functions addressed by a large number of digital innovations were surveillance and monitoring (199/561, 35.5% of digital innovations), pandemic response (126/561, 22.5% of digital innovations), and screening and diagnostics (103/561, 18.4% of digital innovations).
Table 4. Number of digital innovations addressing each key public health function in the review of academic literature and nonacademic literature (review time frame for academic literature: January 1, 2020, to September 15, 2020; review time frame for nonacademic literature: January 1, 2020, to October 13, 2020).

<table>
<thead>
<tr>
<th>Key public health function</th>
<th>Digital innovations, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Review of academic literature (N=561)</td>
<td></td>
</tr>
<tr>
<td>Communication and collaboration</td>
<td>264 (47.1)</td>
</tr>
<tr>
<td>Surveillance and monitoring</td>
<td>199 (35.5)</td>
</tr>
<tr>
<td>Pandemic response</td>
<td>126 (22.5)</td>
</tr>
<tr>
<td>Screening and diagnostics</td>
<td>103 (18.4)</td>
</tr>
<tr>
<td>Contact tracing</td>
<td>77 (13.7)</td>
</tr>
<tr>
<td>Forecasting</td>
<td>30 (5.3)</td>
</tr>
<tr>
<td>Signal or outbreak detection and validation</td>
<td>8 (1.4)</td>
</tr>
<tr>
<td>Review of nonacademic literature (N=497)</td>
<td></td>
</tr>
<tr>
<td>Surveillance and monitoring</td>
<td>197 (39.6)</td>
</tr>
<tr>
<td>Pandemic response</td>
<td>169 (34.0)</td>
</tr>
<tr>
<td>Screening and diagnostics</td>
<td>167 (33.6)</td>
</tr>
<tr>
<td>Communication and collaboration</td>
<td>130 (26.2)</td>
</tr>
<tr>
<td>Contact tracing</td>
<td>52 (10.5)</td>
</tr>
<tr>
<td>Forecasting</td>
<td>27 (5.4)</td>
</tr>
<tr>
<td>Signal or outbreak detection and validation</td>
<td>6 (1.2)</td>
</tr>
</tbody>
</table>

a For both the academic and nonacademic review, the number of digital innovations add up to more than the overall sample size (N) and the percentages add up to more than 100. This is because each digital innovation could be assigned more than one key public health function in our review.

The public health function addressed most commonly by digital innovations in the nonacademic literature was surveillance and monitoring (197/497, 39.6% of digital innovations), followed by pandemic response (169/497, 34% of digital innovations) and screening and diagnostics (167/497, 33.6% of digital innovations; Table 4). Compared with the academic literature, the function of communication and collaboration was addressed by a smaller number of innovations (130/497, 26.2% of digital innovations).

Cross-analysis

For each country in which digital innovations were implemented, we cross-analyzed the number of high-level technology groups with which implemented innovations were associated. According to the academic literature, China had implemented digital innovations across the largest number of high-level technology groups (digital innovations were implemented with technologies from 15/17, 88% of the high-level technology groups). This was followed by the United States (14/17, 82% of high-level technology groups) and the United Kingdom (13/17, 76% of high-level technology groups). The EU or EEA countries with digital innovations covering the highest number of technology groups were France (11/17, 65% of high-level technology groups) and Italy (9/17, 53% of high-level technology groups). In the nonacademic literature review, the countries implementing technologies covering the largest number of high-level technology groups were the United States (15/17, 88% of high-level technology groups), the United Kingdom (12/17, 71% of high-level technology groups), China (10/17, 59% of high-level technology groups), and Italy (10/17, 59% of high-level technology groups). Tables presenting a further analysis of the implementation setting and high-level technology groups are presented in Multimedia Appendix 5.

For each key public health function, we cross-analyzed the high-level technology groups with which digital innovations were most associated. For communication and collaboration (the public health function addressed most frequently by digital innovations in the academic literature), most digital innovations incorporated technologies within the following high-level technology groups: integrated and ubiquitous fixed and mobile networks (88/561, 15.7% of digital innovations), social media platforms (56/561, 10% of digital innovations) and data analytics (including big data) (42/561, 7.5% of digital innovations), and web-based tools and platforms (38/561, 6.8% of digital innovations). For surveillance and monitoring (the public health function addressed most frequently by digital innovations in the nonacademic literature), most digital innovations incorporated technologies within the following high-level technology groups: integrated and ubiquitous fixed and mobile networks (60/497, 12.1% of digital innovations), web-based tools and platforms (44/497, 8.9% of digital innovations), and wearables (including ingestibles) (28/497, 5.6% of digital innovations). Tables presenting a further analysis of key public health functions and high-level technology groups are presented in Multimedia Appendix 5.
Discussion

Summary of Key Findings
Following the COVID-19 pandemic, actors worldwide turned to digital technologies to assist the public health response. This study suggests that the most common implementation settings for digital innovations implemented to tackle the COVID-19 pandemic were the United States, the United Kingdom, China, and India. Meanwhile, within the EU/EEA region, Italy, Spain, Germany, and France were the most common implementation settings. The study suggested that a high number of digital innovations implemented in response to the COVID-19 pandemic used technologies within the integrated and ubiquitous fixed and mobile network technology group, including cellular networks, smartphone and tablet computing devices, smartphone apps, and Bluetooth. Smartphone apps have been the specific technology most used by digital innovations in response to the COVID-19 pandemic, with uses ranging from contact-tracing apps [5,6,14-23] and self-assessment apps [24] to apps supporting population surveillance and monitoring of regulation compliance [25]. The study also found that data analytics (including big data) and cognitive technologies, the latter including AI and machine learning, have also been incorporated into many COVID-19–related digital innovations. According to the results of this study, communication and collaboration and surveillance and monitoring have been the public health functions most commonly addressed by digital innovations implemented in response to the COVID-19 pandemic. Both these functions have been addressed by a wide range of technologies, covering nearly all high-level technology groups used in this study. Other functions addressed by a large number of innovations were screening and diagnostics and pandemic response.

Comparison With Other Studies
To the best of our knowledge, this study is the first to provide a broad overview of the geographical context in which digital technologies have been implemented in response to the COVID-19 pandemic. Mbunge et al [3] reviewed the evidence regarding leading countries in the application of AI models for COVID-19, finding that China was the country with the highest frequency in this respect, but did not review the geographic distribution of wider forms of digital innovation [3]. Although most digital innovations identified in our study were implemented in non-EU/EEA countries, it is also worth noting that in this study, EU/EEA countries featured more prominently as implementation settings than in an earlier scoping review that examined digital technologies implemented for infectious disease surveillance, prevention, and control more broadly [10].

This study’s findings on the types of digital technologies used by digital innovations have commonality with the results of other reviews on digital technologies and public health in response to the COVID-19 pandemic. In their review, for example, Vargo et al [4] found that the types of technological hardware most reported in relation to the health care sector were computerized tomography machines (in most cases discussed in combination with AI-based learning approaches) and mobile devices, with computers or mobile apps being among the most prominent forms of software used. Similarly, a review of digital technologies in health care conducted by Golinelli et al [2] found that many studies reported on the use of AI tools, big data analytics, mobile apps, and mobile tracing. More broadly, the wider array of digital technologies identified in this scoping review aligns with the digital technologies identified in other reviews. For example, in their review of digital technologies for COVID-19 prevention, surveillance, and containment, Mbunge et al [3] identified the following emerging technologies to be relevant in tackling COVID-19: AI, social media platforms, Internet of Medical Things, virtual or augmented reality, blockchain, additive manufacturing, 5G cellular technology and smart applications, geographic information systems, big data, and autonomous robots.

The findings of this study also illustrate certain differences from other reviews. For example, in the study by Vargo et al [4], video-based communication platforms were found to be a commonly reported on technological software. Meanwhile, Golinelli et al [2] reported a high number of articles reporting on telehealth or telemedicine. The difference between the high reportage of such technologies in other reviews and the relatively lower numbers found in this review may perhaps be explained by the fact that this study included only telemedicine-based innovations when the innovations had been implemented specifically to tackle the COVID-19 pandemic.

The study’s finding that digital technologies introduced in response to the COVID-19 pandemic are principally oriented toward 4 public health functions—communication and collaboration, surveillance and monitoring, screening and diagnostics, and pandemic response—is also in line with the findings of other reviews [1,2]. For example, Golinelli et al [2] identified the following 4 key patient needs that were addressed by technologies cited within the early scientific literature: diagnosis, surveillance, prevention, and treatment. Meanwhile, the review conducted by Budd et al [1] identified 4 overarching public health functions performed by technologies: digital epidemiological surveillance, rapid case identification, interrupting community transmission, and public communication. Each of these taxonomies broadly mirrors the functions most commonly addressed in this review, with the exception that, unlike the study by Golinelli et al [2], this study did not consider technologies related to COVID-19 treatment or therapeutics. In the sense that they emphasize the communicative or collaborative function of many COVID-19 digital innovations, the findings of this study are more closely aligned with the review conducted by Budd et al [1]. This emphasis on communication provides support for the broader literature on the role of social media in public health communication during the pandemic [26]. The literature has highlighted the role of social media in facilitating forms of communication such as scientific exchange and the transmission of information from formal public health agencies and other bodies, as well as the potential for such platforms to act as vectors for the spread of misinformation [1,26].

In conducting this scoping review, we encountered evidence of a range of barriers to the successful implementation of digital innovation, including potential risks. In addition to the limitations of the technologies themselves, these include
investment and financial barriers, infrastructural barriers (including a lack of required physical and network infrastructure), human resource barriers, data availability and quality barriers, social barriers (including low uptake and low access to technologies), ethical barriers (including privacy concerns and risks of increased socioeconomic inequality), security and safety barriers, and legal or regulatory barriers. In their review, Budd et al [1] identified similar legal, ethical, and privacy barriers, as well as organizational and workforce barriers, to the implementation of technologies for the COVID-19 pandemic. The extent to which these factors present an obstacle to the implementation of technologies depends on the specific contexts (eg, geographical, cultural, political, and economic) within which technologies are developed and implemented. Therefore, the literature suggests that an effective rollout of technologies will require interventions tailored to the specific characteristics of target regions, recognizing both barriers and enablers that may exist [27]. For instance, in regions without the necessary infrastructure to support cellular and data coverage, automated applications that do not require continuous network access may be more appropriate than other applications [27].

Although this study presents evidence regarding the technologies used by digital innovations, the public health functions addressed, and barriers to implementation, it has not systematically examined the performance of individual technologies or the extent to which technologies have been evaluated or comparatively assessed (see the Limitations section). The wider literature provides examples of evaluative studies in specific contexts, including statistical evaluations of diagnostic accuracy [28], epidemic modeling [29,30], and qualitative evaluations [31], which demonstrate that the performance of digital technologies implemented in response to the COVID-19 pandemic can vary significantly, depending not only on endogenous technological factors but also on broader exogenous factors, including legal, infrastructural, and social issues [28,29,30,31]. It is also evident that a large number of the technologies introduced in response to the COVID-19 pandemic have not yet been formally evaluated or assessed.

Therefore, the rapid proliferation of digital public health technologies in response to the COVID-19 pandemic has underscored the need for further studies to evaluate the performance of emerging digital technologies, as well as rigorous oversight mechanisms [1,3]. Such approaches should help not only to verify the performance of new technologies but also to identify the underpinning barriers that stand in the way of those technologies realizing their potential. At the same time, oversight mechanisms should also help to strike a balance between the opportunities presented by new innovations and potential risks, such as ethical and privacy risks, that they may pose [32].

Limitations

This study has sought to provide a broad characterization of the evidence regarding the implementation of digital innovations to tackle the COVID-19 pandemic. This study followed a systematic approach in line with the PRISMA checklist for scoping reviews. Drawing on 2 scoping reviews—a review of academic literature, supported by a supplementary, experimental review of nonacademic literature—the review considers evidence from a wide range of sources, from peer-reviewed publications to news articles, press releases, and blogs. Although the methodological approach is well suited to the objectives of the study, it is also subject to several limitations.

The first limitation of the study relates to the scope of information sources. For the review of academic literature, we relied on 2 databases, EMBASE and Scopus, supplemented by structured targeted searches using Google Scholar. Similarly, our review of nonacademic literature was also limited in that it only considered articles published by a selected set of information sources. For example, in focusing on information sources available within Feedly, the nonacademic search strategy did not include national public health institute websites (although our search strategy identified several digital innovations developed and implemented by public health institutes). We cannot rule out the possibility that running the searches in additional databases, including those used by other reviews of digital technology use for the COVID-19 pandemic, might have led us to identify further examples of digital innovations implemented in response to the COVID-19 pandemic.

We adopted broad inclusion criteria during study selection to maximize the scope of the included evidence. However, it was also necessary to limit the review’s scope to keep it manageable within the resources available for this study. Our decision to focus on implemented digital innovations, thereby excluding innovations still at the conceptual stage, was an example of this. Another was our focus on specific key public health functions, meaning that innovations oriented toward other functions were excluded. In both cases, such decisions led to the inevitable exclusion of digital innovations developed in response to the COVID-19 pandemic.

Another limitation of this scoping review was related to the categories used to code technologies and key public health functions. To extract data, we used drop-down menus to classify digital innovations by technology (specific digital technology and high-level technology groups) and by key public health function. The categories used for the drop-down menus (described earlier as key study variables) were carefully selected after several discussions between team members and drew on earlier studies [10]. Although these categories helped classify and organize the data for the purposes of quantitative analysis, inevitably, there is also an element of subjectivity in the application of these categories to digital innovations. It is also not claimed that these categories are definitive or exhaustive in any way. They represent only one approach to classifying implemented technologies and the role they have performed in supporting public health efforts.

We also faced some technical limitations in analyzing data on the types of nonacademic sources included in the review. Initially, the sources were categorized as news articles, blog posts, or press releases. However, as most sources were news articles, it was decided to merge these 3 categories into one during the analysis stage. The decision also reflected the challenges faced during the export of the included articles into...
a Microsoft Excel file (a measure taken to mitigate the potential risk of URL changes). With the article content exported to Microsoft Excel, it was not always possible to determine the original format (eg, whether a source was an original news article or an article based on a press release).

Finally, while reviewing evidence on the technologies used by digital innovations, the public health functions addressed, and the key barriers to implementation, a systematic evaluation of the performance of individual technologies and innovations is beyond the scope of this study. The incorporation of an evaluative aspect into the study was not feasible because of the limited amount of information on the performance of digital technologies within the reviewed sources, including the lack of evidence of formal evaluation or assessments undertaken. This study highlights the need for further evaluative studies and oversight mechanisms moving forward.

Conclusions

In this study, scoping reviews of academic and nonacademic sources were used to obtain an overview of the evidence regarding implemented digital innovations to tackle the COVID-19 pandemic. This scoping review sought to gain an understanding of the characteristics of the literature reporting on digital technology use for COVID-19 and an understanding of the number, nature, and geographical distribution of digital innovations implemented during the first 10 months of the COVID-19 pandemic. This study built on the evidence base established by existing reviews by incorporating new sources and approaches to analysis. This study highlighted key trends related to the implementation settings, technologies used, and public health functions addressed by COVID-19–related digital innovations. This study also identified a wide-ranging set of barriers and risks that may affect the effective implementation of digital technologies for the COVID-19 pandemic. The existence of such barriers highlights the need for contextually appropriate technological interventions. Although this study did not critically evaluate the effectiveness of digital innovations, the findings from the broader literature point to the fact that technologies introduced as part of the COVID-19 pandemic response demonstrate varying levels of performance and that, in many cases, technologies have yet to be evaluated or comparatively assessed. These findings highlight the need for further evaluation and oversight mechanisms to balance opportunities and risks.
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Abstract

Background: Penile cancer is a relatively rare genital malignancy whose incidence and mortality are rising in many countries. Objective: This study aims to assess the recent incidence and mortality patterns and incidence trends of penile cancer. Methods: The age-standardized incidence and mortality rates (ASIR and ASMR, respectively) of penile cancer in 2020 were estimated from the Global Cancer Registries (GLOBOCAN) database. Incidence trends of penile cancer from 1973 to 2012 were assessed in 44 populations from 43 countries using the Cancer Incidence in Five Continents plus (CI5plus) and the Nordic Cancer Registries (NORDCAN) databases. Average annual percentage change was calculated to quantify trends in ASIR using joinpoint regression.

Results: Globally, the estimated ASIR and ASMR of penile cancer were 0.80 (per 100,000) and 0.29 (per 100,000) in 2020, equating to 36,068 new cases and 13,211 deaths in 2020, respectively. There was no significant correlation between the ASIR (P=.05) or ASMR (P=.90) and Human Development Index. In addition, 15 countries saw increasing ASIR for penile cancer, 13 of which were from Europe (United Kingdom, Lithuania, Norway, Estonia, Finland, Sweden, Cyprus, Netherlands, Italy, Croatia, Slovakia, Russia, and the Czech), and 2 from Asia (China and Israel).

Conclusions: Although the developing countries still bear the higher incidence and mortality of penile cancer, the incidence is on the rise in most European countries. To mitigate the disease burden resulting from penile cancer, measures to lower the risk for penile cancers, including improving penile hygiene and male human papillomavirus vaccination, may be warranted.

(JMIR Public Health Surveill 2022;8(7):e34874) doi:10.2196/34874
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Introduction

Penile cancer is rare and can occur anywhere on the penis, although most cases arise from the squamous epithelium of glans, coronal sulcus, and prepuce or foreskin. About 95% of penile cancer is classified as squamous cell carcinoma but penile cancer also includes sarcoma, melanoma, and basal cell carcinoma [1,2]. The estimated age-standardized incidence of penile cancer worldwide was 0.80 per 100,000 person-years in 2018, and the incidence is predicted to increase by more than 56% by 2040, according to the Global Cancer Registries (GLOBOCAN) Cancer Tomorrow prediction tool [3]. The change can be largely attributed to the increasing aging of the population, as penile cancer mostly affects older men with a peak in incidence in the sixth decade [4]. In certain Asian, African, and South American countries, the incidence of penile cancer constitutes up to 10% of malignancies in men [4,5]. The 5-year survival rate of penile cancer is about 65% but greater in countries with greater access to treatment [6]. The treatments for penile cancer can be disfiguring and affects the patient’s quality of life and sexual function [4,7].

There are many causes of penile cancer. Factors that increase the risk include phimosis, poor personal hygiene, and persistent high-risk human papillomavirus (HPV) infection [8,9]. Phimosis can lead to poor sanitation under the preputial skin and accumulation of smegma, which has been proved to be carcinogenic in animals [4,10-12]. Phimosis may also aggravate balanitis and dermatitis, and is related to the development of aggressive penile malignancies [4,13,14]. Uncircumcised men with poor genital hygiene, even without phimosis, may also have retention of microorganisms and secretions [12,15,16]. A meta-analysis study reported that the pooled detection rate of HPV DNA among penile cancer cases was 50.8% [17]. HPV-16, HPV-6, and HPV-18 are the most common types involved [17-19]. Precancerous lesions associated with HPV infection increase the risk of invasive penile cancer, such as Bowen disease, erythroplasia of Queyrat, and bowenoid papulosis [4]. Furthermore, lack of circumcision, tobacco use, ultraviolet A phototherapy, lichen sclerosis, penile trauma, and low socioeconomic status are also found to be associated with penile cancer [8]. The incidence of penile cancer is negatively correlated with the Human Development Index (HDI) [20].

The incidence of penile cancer has been increasing in many areas in the past few decades [21-23]. There was a 21% increase, from 1.1 to 1.3 per 100,000, in penile cancer incidence in England between 1979 and 2009 [24]; in Norway, the incidence of penile cancer increased from 0.6 to 0.9 per 100,000 between 1956 and 2015 [21]; the incidence of penile cancer in Germany increased from 1.2 per 100,000 in 1961 to 1.8 per 100,000 in 2012 [22]. While previous studies have focused on the incidence trend of penile cancer in specific regions and populations, few reports are available on global patterns and long-term trends in the burden of penile cancer. Understanding the epidemiology of penile cancer can help shed light on factors underlying changing trends.

We aimed to examine the geographical variations in incidence and mortality patterns of penile cancer among 185 countries in 2020 and the long-term incidence trends in 43 countries with 44 populations during the period between 1973 and 2012. Our objective is to inform future research and assist policymakers in adopting sound cancer control initiatives.

Methods

Data Source

The estimated data were extracted from the GLOBOCAN Database from the International Agency for Research on Cancer (IARC) [25] to assess the global burden of penile cancer in 185 countries and regions in 2020 [26]. The population-based penile cancer incidence data, with the requirement of at least 15 consecutive years of data, were from Cancer Incidence in 5 Continents (CI5) volumes [27], CI5plus [28], and the Nordic Cancer Registries (NORDCAN) database [29]. The quality of the data sources used in this paper has been evaluated in previous studies to assess the incidence trends of other cancers [30-32]. The CI5plus database contains updated annual incidence rates for 124 selected populations from 108 cancer registries published in CI5, representing 43 countries, for the period from 1973 to 2012 [32]. The NORDCAN database and program include detailed information and results on cancer incidence, mortality, and prevalence in each of the Nordic countries over 5 decades.

Four levels of HDI were used to further assess the cancer burden according to a binary proxy of development (low and medium HDI vs high and very high HDI) in GLOBOCAN 2020. The incidence data of Denmark, Finland, Iceland, Norway, and Sweden were extracted from the NORDCAN database for the years 1953-2016 [33]. The incidence data of Australia, Croatia, Czech Republic, New Zealand, and Russia were supplemented by their corresponding official national cancer data (Table 1) [34-38]. For volume XI, years 2008-2012 included plotting the overall age-standardized rate by country. Overall, incidence trends were evaluated for 44 populations from 43 countries. As many as 24 out of 43 countries were nationally representative and the representativeness of data in the remaining 19 countries has been verified in previous studies [39,40].

Statistical Analysis

The age-standardized rates were calculated using the World standard population [41]. Trends in incidence are shown with smoothed lines on fitting locally weighted regression (LOWESS) curves, and joinpoint regression (Joinpoint regression program 4.9.0.0, available through the Surveillance Research Program of the US National Cancer Institute) was used to assess temporal trends, which involves fitting a series of joined straight lines to age-standardized incidence rates (ASIRs) trends [42]. Changes in annual incidence rates of penile cancer were calculated as an annual percentage change (APC) in each segment. The joinpoint analysis provided the average annual percentage change (AAPC). To comprehensively estimate the magnitude and direction of trends, we calculated the AAPC and the corresponding 95% CI for the last available 15 years (1998-2012) and those available during the completed period in each country from the database. Correlation analysis was used to test the correlation between the ASIR or
age-standardized mortality rate (ASMR) and HDI. All statistical analyses were done using R software 3.6.0 (R Core Team).

**Results**

**Prediction of Incidence and Mortality Patterns in 2020**

The global estimated ASIR of penile cancer was 0.8 (per 100,000) in 2020, with estimates indicating 36,068 newly diagnosed cases (Figure 1A and Multimedia Appendix 1). The ASIR of penile cancer varied among 5 continents, with higher ASIRs being observed in Southern Africa, South Asia, and South America. In 2020, the largest number of incident cases was estimated to have occurred in India (n=16,677), China (n=4628), and Brazil (n=1658). The highest ASIRs were found in Eswatini (7.0 per 100,000), Uganda (4.6 per 100,000), and Botswana (4.4 per 100,000), while the lowest were mostly concentrated in countries in Northern Africa, such as Nigeria and Libya (less than 0.01 per 100,000).

Estimates suggest that 13,211 men with penile cancer died in 2020 globally, corresponding to an ASMR of 0.29 cases per 100,000 (Figure 1B and Multimedia Appendix 2). Geographical patterns of ASMR were similar to those of ASIR, and the highest penile cancer ASMRs were noted in Eswatini (3.5 per 100,000) and Uganda (2.4 per 100,000). The largest number of deaths occurred in India (n=4760), China (n=1565), and Brazil (n=539) in 2020.

Both ASIR and ASMR in low- and middle-income countries were nearly twice as those in high-income countries (Multimedia Appendices 1 and 2). Low- and middle-income countries accounted for 40.20% (14,499/36,068) of the incidence and 47.73% (6305/13,211) of the deaths from penile cancer globally, respectively. There was no significant correlation between the ASIR or ASMR and HDI ($\rho = 1.43, P = .05; \rho = -0.01, P = .90$; Figure 2).

**Figure 1.** Estimated age-standardized incidence rate (world) in 2020 for penile cancer (A) and estimated age-standardized mortality rate (world) in 2020 for penile cancer (B). GLOBOCAN 2020 [25]). Data obtained from GLOBOCAN 2020. Map produced by the IARC and WHO. [26].
Figure 2. Distribution between (A) age-standardized incidence and (B) mortality rates of penile cancer and HDI (GLOBOCAN 2020). HDI: human development index.

**Incidence Rates in 2008-2012**

Among 44 populations from 43 countries included in the analysis, the highest ASIR of penile cancer between 2008 and 2012 was in Uganda (2.2 per 100,000), followed by Brazil (2.1 per 100,000), Thailand (1.4 per 100,000), and India (1.4 per 100,000) (Figure 3). The lowest ASIR was in Kuwait (0.1 per 100,000) and ASIRs were less than 0.5 per 100,000 in East Asia and West Asia.
Figure 3. Age-standardized (world standard population) rates of penile cancer incidence, 2008-2012. SEER: Surveillance, Epidemiology, and End Results Program.

Trends in Incidence

The trends in the ASIR of penile cancer between one year and another in 44 populations from 43 countries are displayed in Figure 4. Limited data in some populations meant we could calculate the AAPCs of penile cancer only in 40 populations from 39 countries (Table 1). The largest increase in ASIR was in Israel (AAPC 7.2, 95% CI 3.4 to 11.1; \( P = .001 \)), followed by Cyprus (4.6, 95% CI 0.2 to 9.1; \( P = .04 \)), Croatia (3.6, 95% CI 2.2 to 5.0; \( P < .001 \)), and Lithuania (2.6, 95% CI 0.8 to 4.4; \( P = .007 \)). ASIRs for penile cancer have significantly increased in 15 populations of which 7 were from Northern Europe (United Kingdom, \( P < .001 \); Lithuania, \( P = .007 \); Norway, \( P = .002 \); Estonia, \( P = .02 \); Finland, \( P = .001 \); Sweden, \( P = .006 \); and Cyprus, \( P = .04 \)). In Uganda, the ASIR trend of penile cancer showed a rapid increase between 2007 and 2012. The corresponding APC was 53.3 (95% CI 12.4 to 109.0; \( P = .01 \)).

ASIRs of penile cancer in 5 out of 40 populations, including 3 from Northern America and 2 from Asia, significantly decreased. These decreases were in the Philippines (−2.9, 95% CI −4.5 to −1.2; \( P = .002 \)), India (−2.5, 95% CI −3.4 to −1.6; \( P < .001 \)), the USA White (−1.9, 95% CI −3.1 to −0.6; \( P = .006 \)), the USA Black (−0.8, 95% CI −1.4 to −0.3; \( P = .006 \)), and Canada (−0.7, 95% CI −1.2 to −0.2; \( P = .004 \)). In Thailand, the ASIR of penile cancer decreased between 1988 and 2012. The corresponding APC was −3.4 (95% CI −4.9 to −1.8; \( P < .001 \)).

ASIRs of penile cancer in other parts of Europe, apart from France and Switzerland, increased over the 15-year period (1998-2012; Figure 5). These increases were significant in Russia (AAPC 1.1, 95% CI 0.3 to 1.9; \( P = .01 \)), United Kingdom (1.8, 95% CI 0.8 to 2.8; \( P = .002 \)), Finland (3.0, 95% CI 0.2 to 5.9; \( P = .006 \)), Croatia (4.1, 95% CI 0.7 to 7.5; \( P = .02 \)), Slovakia (4.7, 95% CI 3.2 to 6.2; \( P = .001 \)), and Cyprus (4.6, 95% CI 0.2 to 9.1; \( P = .04 \)). In Asia, significant increases were only observed
in Israel (9.7, 95% CI 1.6 to 18.5; \( P = .02 \)), whereas ASIR decreased in India (–3.0, 95% CI –5.2 to –0.8; \( P = .01 \)) and the Philippines (–5.1, 95% CI –8.0 to –2.2; \( P = .003 \)).

Figure 4. Age-standardized incidence rates of penile cancer. (A) Trends in penile cancer incidence increasing. (B) Trends in penile cancer incidence decreasing. *Regional data.
Table 1. International variation in carcinoma of penis incidence rates.

<table>
<thead>
<tr>
<th>Countries</th>
<th>Registries</th>
<th>Database source</th>
<th>Period</th>
<th>APC</th>
<th>AAPC (%)</th>
<th>AAPC (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td>National</td>
<td>[43]</td>
<td>1993-2012</td>
<td>0.9</td>
<td>−0.7 to 2.6</td>
<td></td>
</tr>
<tr>
<td>Australia</td>
<td>National</td>
<td>[34]</td>
<td>1982-2016</td>
<td>0.1</td>
<td>−0.5 to 0.6</td>
<td></td>
</tr>
<tr>
<td>Brazil</td>
<td>Goiania</td>
<td>CI5plus</td>
<td>1993-2012</td>
<td>−0.0</td>
<td>−5.8 to 6.1</td>
<td></td>
</tr>
<tr>
<td>Bulgaria</td>
<td>National</td>
<td>CI5plus</td>
<td>1998-2012</td>
<td>1.3</td>
<td>−0.5 to 3.1</td>
<td></td>
</tr>
<tr>
<td>Canada</td>
<td>Alberta, British Columbia, Manitoba, Newfoundland, Nova Scotia, Ontario, Prince Edward Island, Saskatchewan</td>
<td>CI5plus</td>
<td>1983-2012</td>
<td>−0.7d</td>
<td>−1.2 to −0.2</td>
<td></td>
</tr>
<tr>
<td>China</td>
<td>Shanghai</td>
<td>CI5plus</td>
<td>1988-2012</td>
<td>1.6d</td>
<td>0.1 to 3.2</td>
<td></td>
</tr>
<tr>
<td>Colombia</td>
<td>Cali</td>
<td>CI5plus</td>
<td>1983-2012</td>
<td>1.8</td>
<td>−0.3 to 4.0</td>
<td></td>
</tr>
<tr>
<td>Costa Rica</td>
<td>National</td>
<td>CI5plus</td>
<td>1982-2011</td>
<td>0.2</td>
<td>−1.1 to 1.6</td>
<td></td>
</tr>
<tr>
<td>Croatia</td>
<td>National</td>
<td>[44]</td>
<td>1988-2017</td>
<td>3.6d</td>
<td>2.2 to 5.0</td>
<td></td>
</tr>
<tr>
<td>Cyprus</td>
<td>National</td>
<td>CI5plus</td>
<td>1998-2012</td>
<td>4.6d</td>
<td>0.2 to 9.1</td>
<td></td>
</tr>
<tr>
<td>Czech Republic</td>
<td>National</td>
<td>[45]</td>
<td>1977-2018</td>
<td>2.0d</td>
<td>1.6 to 2.4</td>
<td></td>
</tr>
<tr>
<td>Denmark</td>
<td>National</td>
<td>NORDCAN database</td>
<td>1953-2016</td>
<td>0.1</td>
<td>−0.1 to 0.4</td>
<td></td>
</tr>
<tr>
<td>Ecuador</td>
<td>Quito</td>
<td>CI5plus</td>
<td>1991-2011</td>
<td>−1.3</td>
<td>−6.6 to 4.4</td>
<td></td>
</tr>
<tr>
<td>Estonia</td>
<td>National</td>
<td>CI5plus</td>
<td>1983-2012</td>
<td>2.2d</td>
<td>0.4 to 4.0</td>
<td></td>
</tr>
<tr>
<td>Finland</td>
<td>National</td>
<td>NORDCAN database</td>
<td>1953-1982</td>
<td>−1.9d</td>
<td>−3.1 to −0.7</td>
<td></td>
</tr>
<tr>
<td>France</td>
<td>Bas-Rhin, Calvados, Doubs, Isere</td>
<td>CI5plus</td>
<td>1979-2012</td>
<td>−0.5</td>
<td>−1.5 to 0.5</td>
<td></td>
</tr>
<tr>
<td>Germany</td>
<td>Saarland</td>
<td>CI5plus</td>
<td>1973-2012</td>
<td>0.9</td>
<td>−0.9 to 2.7</td>
<td></td>
</tr>
<tr>
<td>India</td>
<td>Chennai</td>
<td>CI5plus</td>
<td>1983-2012</td>
<td>−2.5d</td>
<td>−3.4 to −1.6</td>
<td></td>
</tr>
<tr>
<td>Ireland</td>
<td>National</td>
<td>CI5plus</td>
<td>1994-2012</td>
<td>−0.1</td>
<td>−1.8 to 1.6</td>
<td></td>
</tr>
<tr>
<td>Israel</td>
<td>National</td>
<td>CI5plus</td>
<td>1988-2012</td>
<td>7.2d</td>
<td>3.4 to 11.1</td>
<td></td>
</tr>
<tr>
<td>Italy</td>
<td>Biella, Naples, Parma, Romagna, Ragusa</td>
<td>CI5plus</td>
<td>1986-2012</td>
<td>2d</td>
<td>0.7 to 3.2</td>
<td></td>
</tr>
<tr>
<td>Japan</td>
<td>Miyagi Prefecture, Nagasaki, Osaka Prefecture</td>
<td>CI5plus</td>
<td>1973-1986</td>
<td>1.4</td>
<td>−1.9 to 4.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CI5plus</td>
<td>1986-1992</td>
<td>−10.6</td>
<td>−22.3 to 2.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CI5plus</td>
<td>1992-2012</td>
<td>1</td>
<td>−0.7 to 2.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CI5plus</td>
<td>1973-2012</td>
<td>−0.7</td>
<td>−3.2 to 1.8</td>
<td></td>
</tr>
<tr>
<td>Korea</td>
<td>Busan, Seoul, Gwangju, Incheon</td>
<td>CI5plus</td>
<td>1993-2012</td>
<td>−3.1</td>
<td>−6.1 to 0.1</td>
<td></td>
</tr>
<tr>
<td>Lithuania</td>
<td>National</td>
<td>CI5plus</td>
<td>1993-2012</td>
<td>2.6d</td>
<td>0.8 to 4.4</td>
<td></td>
</tr>
<tr>
<td>The Netherlands</td>
<td>National</td>
<td>CI5plus</td>
<td>1989-2012</td>
<td>1.3d</td>
<td>0.5 to 2.1</td>
<td></td>
</tr>
<tr>
<td>New Zealand</td>
<td>National</td>
<td>[37]</td>
<td>1983-2009</td>
<td>−1.3d</td>
<td>−2.6 to −0.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[37]</td>
<td>2009-2018</td>
<td>6.1</td>
<td>−0.3 to 12.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[37]</td>
<td>1983-2018</td>
<td>0.5</td>
<td>−1.2 to 2.3</td>
<td></td>
</tr>
<tr>
<td>Norway</td>
<td>National</td>
<td>NORDCAN database</td>
<td>1953-2016</td>
<td>0.6d</td>
<td>0.2 to 1.0</td>
<td></td>
</tr>
<tr>
<td>Philippines</td>
<td>Manila</td>
<td>CI5plus</td>
<td>1983-2012</td>
<td>−2.9d</td>
<td>−4.5 to −1.2</td>
<td></td>
</tr>
<tr>
<td>Poland</td>
<td>Kielce</td>
<td>CI5plus</td>
<td>1998-2012</td>
<td>1.7</td>
<td>−6.6 to 10.9</td>
<td></td>
</tr>
<tr>
<td>Countries</td>
<td>Registries</td>
<td>Database source</td>
<td>Period</td>
<td>APC&lt;sup&gt;a&lt;/sup&gt;</td>
<td>AAPC (%)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>AAPC (95% CI)</td>
</tr>
<tr>
<td>--------------</td>
<td>------------------------------------------------</td>
<td>-----------------</td>
<td>------------</td>
<td>-----------------</td>
<td>---------------------</td>
<td>---------------</td>
</tr>
<tr>
<td>Russia</td>
<td>National</td>
<td>[38]</td>
<td>1998-2019</td>
<td>1.6&lt;sup&gt;d&lt;/sup&gt;</td>
<td>1.1 to 2.0</td>
<td></td>
</tr>
<tr>
<td>Slovakia</td>
<td>National</td>
<td>CI5plus</td>
<td>1971-2012</td>
<td>1.4&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.6 to 2.1</td>
<td></td>
</tr>
<tr>
<td>Slovenia</td>
<td>National</td>
<td>CI5plus</td>
<td>1983-2012</td>
<td>−0.5</td>
<td>−1.9 to 0.9</td>
<td></td>
</tr>
<tr>
<td>Spain</td>
<td>Basque, Tarragona, Granada, Girona</td>
<td>CI5plus</td>
<td>1988-2012</td>
<td>0.2</td>
<td>−0.9 to 1.4</td>
<td></td>
</tr>
<tr>
<td>Sweden</td>
<td>National</td>
<td>NORDCAN database</td>
<td>1960-1989</td>
<td>−0.5</td>
<td>−1.1 to 0.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>NORDCAN database</td>
<td>1989-2016</td>
<td>1.0&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.3 to 1.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>NORDCAN database</td>
<td>1960-2016</td>
<td>0.2</td>
<td>−0.1 to 0.4</td>
<td></td>
</tr>
<tr>
<td>Switzerland</td>
<td>Geneva, Neuchatel, Vaud</td>
<td>CI5plus</td>
<td>1988-2012</td>
<td>−0.2</td>
<td>−2.3 to 1.9</td>
<td></td>
</tr>
<tr>
<td>Thailand</td>
<td>Chiang Mai</td>
<td>CI5plus</td>
<td>1983-1988</td>
<td>13.8</td>
<td>−4.1 to 35.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CI5plus</td>
<td>1988-2012</td>
<td>−3.4&lt;sup&gt;d&lt;/sup&gt;</td>
<td>−4.9 to −1.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CI5plus</td>
<td>1983-2012</td>
<td>−0.6</td>
<td>−3.6 to 2.5</td>
<td></td>
</tr>
<tr>
<td>Uganda</td>
<td>Kampala</td>
<td>CI5plus</td>
<td>1993-2004</td>
<td>1.2</td>
<td>−7.9 to 11.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CI5plus</td>
<td>2004-2007</td>
<td>−46.8</td>
<td>−86.7 to 112.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CI5plus</td>
<td>2007-2012</td>
<td>53.3&lt;sup&gt;d&lt;/sup&gt;</td>
<td>12.4 to 109</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CI5plus</td>
<td>1993-2012</td>
<td>2</td>
<td>−17.8 to 26.5</td>
<td></td>
</tr>
<tr>
<td>United Kingdom</td>
<td>East England, East Midlands, London, Northeast, Northern Ireland, Northwest, Scotland, Southeast, Southwest, West Midlands, Yorkshire-Humber</td>
<td>CI5plus</td>
<td>1995-2012</td>
<td>1.6&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.9 to 2.3</td>
<td></td>
</tr>
<tr>
<td>USA Black</td>
<td>SEER&lt;sup&gt;f&lt;/sup&gt; (9 registries): Atlanta, Connecticut, Detroit, Hawaii, Iowa, New Mexico, San Francisco-Oakland, Seattle-Puget Sound, and Utah</td>
<td>CI5plus</td>
<td>1978-2012</td>
<td>−0.8&lt;sup&gt;c&lt;/sup&gt;</td>
<td>−1.4 to −0.3</td>
<td></td>
</tr>
<tr>
<td>USA White</td>
<td>SEER&lt;sup&gt;f&lt;/sup&gt; (9 Registries): Atlanta, Connecticut, Detroit, Hawaii, Iowa, New Mexico, San Francisco-Oakland, Seattle-Puget Sound, and Utah</td>
<td>CI5plus</td>
<td>1978-2012</td>
<td>−1.9&lt;sup&gt;c&lt;/sup&gt;</td>
<td>−3.1 to −0.6</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>APC: annual percentage change.

<sup>b</sup>AAPC: average annual percentage change.

<sup>c</sup>CI5plus: Cancer Incidence in Five Continents plus.

<sup>d</sup>Statistically significant (<i>P</i> < .05).

<sup>e</sup>NORDCAN: Nordic Cancer Registries.

<sup>f</sup>SEER: Surveillance, Epidemiology, and End Results Program.
Discussion

This study comprehensively describes the global pattern and incidence trend of penile cancer. We found that the higher incidence and mortality of penile cancer remain centered in developing settings, such as Southern Africa, South Asia, and South America. In examining temporal trends in incidence, we found that the ASIRs of penile cancer have increased in 15 of 40 populations, 13 of which were in Europe, and decreased in 5 populations.

Although penile cancer is a rare disease, its incidence varies greatly in different regions of the world. In this study, the highest ASIRs of penile cancer occurred in Southern Africa, especially in Eswatini (ASIR: 7.0 per 100,000) and Uganda (ASIR: 4.6 per 100,000) [46,47]. Human immunodeficiency virus (HIV) and HPV are the major public health problems in Southern Africa [48,49]. The immune system clearly plays an important role in the clearance and persistence of HPV infection and in the development of penile cancer [50]. Immunocompromised patients have a higher risk of malignant transformation of HPV lesions. Men who are HIV positive have a 2- to 3-fold increased risk for penile cancer compared with their negative counterparts [50,51]. A study of heterosexual men from Uganda showed that HPV prevalence in the penis was 90.7% among men who are HIV positive and 60.9% among men who are HIV negative [52]. The prevalence of HPV in penis could also be responsible for the high incidence of penile cancer in South American countries, such as Brazil, Colombia, and Argentina [53-56].

We found a significantly increasing trend in the ASIR of penile cancer among most European countries (Italy, the Netherlands, Croatia, Czech Republic, Slovakia, and Russia) during the study period, especially in Northern Europe (United Kingdom, Lithuania, Norway, Estonia, and Cyprus). Consistent with our results, an increasing trend in the ASIR of penile cancer was previously observed in Norway (1956-2015) [21], Netherlands (1989-2006) [57], and the UK (1979-2009) [24]. Similar to our findings, population-based studies reported a stable incidence of penile cancer in Australia during 1982-2005 and in France during 1989-2011 [23,58]. Two Finnish studies reported the decreasing trend of penile cancer ASIR in 1955-1977 and 1971-1995, respectively [59,60]. Moreover, the significantly increasing trend in the ASIR of penile cancer in Finland since 1998 has been described in this study. Our study found that the other 2 populations with a significant increase in the ASIR of penile cancer were China and Israel, which is consistent with the ASIR trend in China between 2005 and 2015, as described by Lu et al [61].

There are many reasons for the increasing trend in the ASIR of penile cancer observed in the aforesaid countries. Increased exposure of the population to HPV and decreasing rates of
circumcision in children may play an important role. Childhood circumcision has a strong protective effect against penile cancer [4]. In the United Kingdom, the proportion of boys circumcised fell from 35% in the early 1930s to 6.5% by the mid-1980s; however, circumcision became much less popular after the mid-1940s [62]. The populations with an increasing trend of ASIR for penile cancer had lower rates of circumcision, except for Israel [63]. The incidence is negligible in Israel owing to the practice of religious neonatal circumcision. However, not all increasing trends can be explained by falling rates of childhood circumcision. In recent decades, there have been more immigrants from Muslim countries to European countries such as Russia, France, Norway, the Netherlands, and UK, and therefore, the number of men undergoing circumcision in some countries may rise. Smoking rates decreased substantially between 1970 and 2009 across Europe, which is unlikely to account for the increasing trends in ASIR of penile cancer [64]. The increase in HPV prevalence may explain why the incidence of some cancers that are attributed to high-risk HPV infections, such as anal cancer, cervical cancer, and oropharyngeal cancer, have risen [65-67]. Several studies have reported a strong association between HPV and a higher rate of partner change [51,68]. The significantly higher risk of HPV detection is associated with a younger age at first sexual intercourse and an increase in the number of lifelong female sexual partners. Both of these factors have changed in higher-income countries [69,70]. In the past 40 years, China’s opening to the world has brought about economic recovery, but it has also led to changes in sexual behavior, which is reflected in the increase in the incidence of sexually transmitted diseases and changes in the pattern of HIV transmission [71,72].

We found that ASIR decreased in Brazil, Canada, the United States, and most Asian countries, including India, Japan, Korea, Philippines, and Thailand. Although male HPV vaccines are available in Brazil, the United States, and Canada, vaccination would not have had sufficient time to influence the rates of penile cancer in these countries. The major determinant of male circumcision in India is religion; Muslims practice male circumcision for cultural reasons, whereas the predominantly Hindu population does not. This hinders the national promotion of circumcision and is linked to the lower popularity of circumcision [73]. The improvement of personal hygiene might be responsible for the decrease in the incidence of penile cancer in some developing countries, which tend to have a large disease burden. Studies have shown that penile cancer cases in Brazil and India were mainly concentrated in areas that have the lowest HDI [74,75]. Consistent with the study of Goodman et al [76], the decreasing trends in the ASIR of penile cancer were observed in the United States, in both Whites and Blacks, which can be explained by the increasing rate of circumcision. A national probability sample of 1410 American men aged 18-59 years suggested a steady increase in the prevalence of circumcision from a low of 31% (1932) to 85% (1965) [77]. The prevalence of circumcision in the ethnic groups mentioned in this survey was negatively correlated with the incidence of penile cancer found in our analysis: Whites (81%) have a much higher circumcision rate than Blacks (65%).

The incidence trend of penile cancer observed in this study is similar to other long-lag HPV-related cancers, such as vulvar cancer and anal cancer [78,79]. The incidence trend of the other 2 cancers may not be directly comparable with penile cancer due to the different attributable risks. However, the increasing trend in some high-income countries is consistent, such as UK, Italy, and the Netherlands [78,79]. Currently, routine HPV vaccination of boys and men is implemented in several countries, such as Australia, Canada, the United States, and Austria [80]. Vaccination of boys and men may further reduce the incidence of penile cancer, anal cancer, and head and neck cancer; additionally, it may reduce the incidence of cervical cancer and its precursors by herd protection [81]. Expanding the benefits of HPV vaccination to boys and men in countries with a high burden of HPV infection should be evaluated as soon as possible.

The results in our study are enhanced by using 3 data sources (GLOBOCAN, CI5plus, and NORDCAN) that include the most recent data possible. Nonetheless, several limitations should be noted for this study. First, the estimates of incidence and mortality of penile cancer were obtained from GLOBOCAN, which is based on the best available data; however, in countries where the estimations are based on potentially biased, insufficient, and proxy data, the estimates should be interpreted with caution. Second, although the data for incidence trend analysis were extracted from a high-quality database (CI5plus), some regional data may not be representative of the entire country. Third, the analysis of data from several countries was based on small numbers, subject to substantial random variation, because of the rarity of the disease. Because of insufficient statistical power, we were unable to detect significant trends in smaller populations. Fourth, we were not able to describe trends in incidence by histological subtype or morphologic variant, nor perform age-period-cohort analysis in terms of risk factors associated with penile cancer due to data unavailability. This study could not demonstrate causality in the ASIR trend of penile cancer. Notwithstanding these weaknesses, these data are the largest currently available and allow comparisons across countries because of the uniform approach applied.

Further research is, however, needed to explain the observed regional differences. As a large proportion of penile cancer is attributable to HPV, the efficacy of HPV vaccines in high-risk groups should be assessed as soon as possible. Future research should also continue to explore the association of risk factors with prognosis in patients with penile cancer and to follow the evolution of incidence and survival of this cancer.

In conclusion, this study provides a comprehensive update on the global patterns and trends in the incidence of penile cancer. While the higher incidence and mortality of penile cancer remain in some developing countries, these have significantly increased in most European populations studied, but have also decreased in a few countries. Although there are many causes of penile cancer, HPV infection, poor penile hygiene, and lack of circumcision may play important roles. Improving penile hygiene and promoting the widespread use of male HPV vaccines should be part of prevention programs for penile cancer in the future.
Acknowledgments
The authors gratefully acknowledge all cancer registries and their staff who have contributed in sharing their data needed for this study. We thank Qianglin Fang, Chongguang Yang, Yawen Jiang, Siyang Liu, Huicui Meng, Jinqui Yuan, and Yiqiang Zhan for their comments during the preparation of this manuscript. This study was supported by the Natural Science Foundation of China Excellent Young Scientists Fund (82022064), Natural Science Foundation of China International/Regional Research Collaboration Project (72061137001), Natural Science Foundation of China Young Scientist Fund (81703278), the National Science and Technology Major Project of China (2018ZX10721102), the Sanming Project of Medicine in Shenzhen (SZSM201811071), the High Level Project of Medicine in Longhua, Shenzhen (HLPM201907020105), the National Key Research and Development Program of China (2020YFC0840900), the Shenzhen Science and Technology Innovation Commission Basic Research Program (JCYJ20190807155409373), Special Support Plan for High-Level Talents of Guangdong Province (2019TQ05Y230), and the Fundamental Research Funds for the Central Universities (58000-31620005). All funding parties did not have any role in the design of the study or in the explanation of the data.

Data Availability Statement
The data that support the findings of this study are available from the corresponding author, HZ, upon reasonable request.

Conflicts of Interest
CKF owns shares in CSL Biotherapies. The other authors declare no conflicts of interest related to this work.

Multimedia Appendix 1
Estimated new cases number and age-standardized incidence rates for penile cancer.

[DOCX File, 32 KB - publichealth_v8i7e34874_app1.docx]

Multimedia Appendix 2
Estimated death cases number and age-standardized mortality rates for penile cancer.

[DOCX File, 30 KB - publichealth_v8i7e34874_app2.docx]

References


44. Croatian Institute of Public Health. URL: https://www.zavjz.hr/sluzba-epidemiologija-prevencija-nezaraznih-bolesti/publikacije-odjel-za-maljine-bolesti/ [accessed 2021-03-01]

45. Epidemiology of Malignant Tumours in the Czech Republic. URL: http://www.svzd.cz/?sec=akutality&lang=en# [accessed 2021-03-01]


Abbreviations

- AAPC: average annual percentage change
- APC: annual percentage change
- ASIR: age-standardized incidence rate
- ASMR: age-standardized mortality rate
- CI5: Cancer Incidence in Five Continents
- GLOBOCAN: Global Cancer Registries
- HDI: Human Development Index
- HIV: human immunodeficiency virus
- HPV: human papillomavirus
- IARC: International Agency for Research on Cancer
- LOWESS: locally weighted regression
- NORDCAN: Nordic Cancer Registries
- SEER: Surveillance, Epidemiology, and End Results Program
**Abstract**

**Background:** Globalization and environmental changes have intensified the emergence or re-emergence of infectious diseases worldwide, such as outbreaks of dengue fever in Southeast Asia. Collaboration on region-wide infectious disease surveillance systems is therefore critical but difficult to achieve because of the different transparency levels of health information systems in different countries. Although the Program for Monitoring Emerging Diseases (ProMED)–mail is the most comprehensive international expert–curated platform providing rich disease outbreak information on humans, animals, and plants, the unstructured text content of the reports makes analysis for further application difficult.

**Objective:** To make monitoring the epidemic situation in Southeast Asia more efficient, this study aims to develop an automatic summary of the alert articles from ProMED-mail, a huge textual data source. In this paper, we proposed a text summarization method that uses natural language processing technology to automatically extract important sentences from alert articles in ProMED-mail emails to generate summaries. Using our method, we can quickly capture crucial information to help make important decisions regarding epidemic surveillance.

**Methods:** Our data, which span a period from 1994 to 2019, come from the ProMED-mail website. We analyzed the collected data to establish a unique Taiwan dengue corpus that was validated with professionals’ annotations to achieve almost perfect agreement (Cohen $\kappa=90\%$). To generate a ProMED-mail summary, we developed a dual-channel bidirectional long short-term memory with attention mechanism with infused latent syntactic features to identify key sentences from the alerting article.

**Results:** Our method is superior to many well-known machine learning and neural network approaches in identifying important sentences, achieving a macroaverage F1 score of 93%. Moreover, it can successfully extract the relevant correct information on dengue fever from a ProMED-mail alerting article, which can help researchers or general users to quickly understand the essence of the alerting article at first glance. In addition to verifying the model, we also recruited 3 professional experts and 2 students from related fields to participate in a satisfaction survey on the generated summaries, and the results show that 84% (63/75) of the summaries received high satisfaction ratings.

**Conclusions:** The proposed approach successfully fuses latent syntactic features into a deep neural network to analyze the syntactic, semantic, and contextual information in the text. It then exploits the derived information to identify crucial sentences in the ProMED-mail alerting article. The experiment results show that the proposed method is not only effective but also outperforms the compared methods. Our approach also demonstrates the potential for case summary generation from ProMED-mail alerting...
articles. In terms of practical application, when a new alerting article arrives, our method can quickly identify the relevant case information, which is the most critical part, to use as a reference or for further analysis.
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**Introduction**

**Background**

Globalization and climate change have exacerbated the frequency and virulence of infectious diseases worldwide [1-3]. Climate and environmental changes play an undeniable role in changing disease ecology and transmission dynamics [4-6], with transboundary transmission also being frequently linked to international transportation [7]. Monitoring the region-wide or global infectious disease transmission patterns relies on intercountry collaborations to share disease surveillance information. The Program for Monitoring Emerging Diseases (ProMED)–mail [8] was launched by the International Society for Infectious Diseases in 1994 to collect global disease outbreak information on humans, animals, and plants [9,10]. Currently, ProMED-mail is the largest unofficial infectious diseases platform based on volunteer reporting, and it receives disease outbreak reports or research findings from different users (including individual scientists and governmental agencies) around the world. The EpiCore program, involving a worldwide network of public health professionals, was added in 2014 to scrutinize and verify the reported information [11].

Each report’s quality is enhanced through an expert-review process that includes reducing data redundancy and errors, which are common in social media reports. Reports from social media platforms such as Twitter and Facebook have been used to detect disease outbreaks in previous works, with Google Trends being a good example of web data providing early warning messages regarding influenza [12]. However, social media reports have at least three main limitations. The first involves unclear definitions. Many infectious diseases might share very similar clinical symptoms, making it difficult to differentiate them from simple keyword searches by users. Second, with the passage of time, the attention that people pay to disease outbreaks wanes. The third limitation relates to social media accessibility in different countries or groups of people: when researchers conduct long-term pattern analysis or multinational analysis of disease outbreaks, social media will introduce bias. These issues have been addressed by a few studies [13,14]. Social media and ProMED-mail might play different roles regarding dengue detection and analysis: whereas social media can be used to detect the emergence of dengue in the early stage, ProMED-mail can provide richer, more correct, and reliable epidemiological information, as well as continuous monitoring of that information [15-17].

Well-known contributions of ProMED-mail are the early reports of suspected cases of severe acute respiratory syndrome in China in 2002 and the Middle East respiratory syndrome coronavirus in Saudi Arabia in 2012 [11,18]. More recently, ProMED-mail data have been used to analyze a cholera outbreak in Africa, a vector-borne disease outbreak amid violent conflict in Syria, and global avian influenza outbreaks [19-21]. Thanks to >25 years of effort, huge amounts of disease outbreak information have been accumulated in the ProMED-mail database; however, the unstructured text format of the ProMED-mail report hampers the efficiency of scientific analysis. Most previous studies using the ProMED-mail database usually relied on labor-intensive review processes, making it difficult to analyze multiple diseases and broader study areas. However, natural language processing (NLP) can help because it is a powerful technique for extracting information from unstructured clinical or health records [22-24].

With the outbreak of COVID-19, sources of epidemic surveillance have received more and more attention, prompting the publication of several research papers. Nonetheless, few studies have taken advantage of NLP technology for the development or analysis of data from ProMED websites. Carrion and Madoff [11] have noted that every season, ProMED would produce a word cloud of epidemics in various regions to show epidemics that have been particularly severe in each region in the current season. Taking 2016 as an example, alerting reports from all over the world were processed by NLP technology to produce a visualized word cloud in which dengue is the keyword for entire Southeast Asia. In addition, Kim et al [25] developed a deep learning approach to automatically recognize the relevant information that is necessary to deal with potential disease outbreaks; this is consistent with our view. Their study used 2 approaches—convolutional neural network (CNN) and bidirectional long short-term memory (BiLSTM) [26,27]—to classify the sources of the texts about infectious diseases in the alerting articles, and they achieved an overall accuracy rate of 92.9%.

In recent years, factors such as climate, weather, and culture have stimulated global epidemic monitoring, from which it has become clear that dengue fever in Southeast Asia still poses a serious threat [28,29]. Dengue incidence has increased significantly around the world in the last 2 decades [30], with an estimated 390 million infections per year, of which 96 million exhibit clinical symptoms. Each year, approximately 3.9 billion people are at risk of infection with dengue viruses, with 2 million severe cases and 2100 deaths [31]. Although dengue infection is prevalent in 129 countries, 70% of all cases are located in Asia. The reported number of dengue cases has increased >8-fold over the last 2 decades, and most deaths have occurred in younger age groups. As there is currently no effective vaccine or treatment available for dengue infection, dengue surveillance information is imperative for disease control and prevention.

For these reasons, our research focuses on Southeast Asia. As the alerting articles from ProMED-mail are lengthy (an average of 1872 words and 82 sentences in Asian-related dengue fever
alerting articles), it is important to develop a summary generation system to assist relevant researchers to become more proficient in monitoring the pandemic. In general, case information is related to the outbreak location, time, and patient [32]. The combination of these 3 types of information constitutes the coincidence of occurrence of case information. However, although NLP research for information extraction has flourished [33-36], it is not easy to determine whether all the important case information is contained in a single ProMED-mail alerting article. For example, as digits usually represent the number of cases, the appearance of important case information is often accompanied by the appearance of numbers. However, in the sentence “CDC deputy director-general Chuang Jen-Hsiang said on Wednesday [August 7, 2019] that the patient also has underlying diseases, which is why he was only diagnosed with dengue after 2 screenings and multiple hospital visits;” the digit “2” represents frequency, rather than the number of cases. It thus cannot become one of the sentences in the summary, although it contains dengue-related keywords such as disease, dengue, and diagnose. Moreover, location and time are also relevant information for important cases. We thus assume intuitively that if the location and time are mentioned in the same sentence, it may more likely describe relevant information about the case. However, although the sentence “Since 18 Nov [2006], Kaohsiung County City health authorities reinforced implementation of the mosquito-elimination campaign” mentions location and time, the content obviously does not contain information related to any infection outbreak.

Objectives

The specific aim of this research was therefore to extract abstract sentences that contain important epidemiological information on dengue incidence in Southeast Asia. Our proposed method can enhance the decision-making efficiency of epidemic monitoring units by quickly and automatically generating summaries of alerting articles. This is particularly important during the current COVID-19 pandemic. Specifically, our method first decomposes an alerting article from ProMED-mail into sentences. Next, the sentences are classified into 2 categories in accordance with their syntactic characteristics. Finally, the proposed deep neural network–based method integrates linguistic patterns and latent syntactic features to identify important sentences as the basic unit of summary generation. The experiment results based on real-world data sets demonstrate that the proposed method successfully exploits the syntactic, semantic, and contextual information relevant to epidemiological information on dengue. Consequently, our method not only outperforms many well-known information extraction methods but also achieves a satisfaction rating of 84% for the abstractive sentence summarization of dengue alerting article data.

Methods

Data Corpus

The aim of this study was to develop a method to extract sentences that convey dengue case information in ProMED-mail alerting articles and then automatically generate summaries. However, to the best of our knowledge, there is no official data set for crucial sentences extraction with regard to dengue. For this reason, we compiled our own data corpus for method development and performance evaluation. To do this, we first collected all the articles from 1994 to 2019 on the ProMED-mail website as a preliminary corpus. Next, we used the country name to further extract Southeast Asia articles and then verified that the title contained “Dengue/DHF (dengue hemorrhagic fever) updates” to indicate a series of dengue fever alerting articles. To facilitate the efficiency of the corpus construction, we sampled 15% of the instances from the data set for annotation for a total of 129 articles that contained 965 sentences. Next, the data set was annotated by 2 experts who are medical professionals with high English proficiency. Before the annotation stage, we conducted a training to ensure that the annotators had a common understanding of what defines crucial sentences in a dengue summary. We provided each annotator with 20 instances of both positive and negative cases during the training stage. A third expert acted as an arbiter for verifying the annotations. During the actual labeling process, the annotators labeled 246 instances as crucial sentences (Cohen κ=0.895, which indicates that the interobserver agreement of our annotated data corpus is reliable [37-39]). The final annotation results were used for the performance evaluation of the proposed model. It is worth noting that 80.1% (197/246) of the crucial sentences were composed of multiple clauses with complex syntactic structures (Table 1). Furthermore, 34.6% (85/246) of the sentences contained digits that did not convey case information (eg, “Dengue virus circulating type 1” and “20-34 mosquitoes or mosquito larvae found in every 100 households”). In light of these sentence statistics, it is clearly a challenging task to extract sentences that convey case information. The corpus has been released to promote further research and is available at the Taipei Medical University Dengue Case Corpus [40].

Table 1. The statistics of our corpus (N=965)\(^a\).

<table>
<thead>
<tr>
<th>Category</th>
<th>Number of sentences, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Single-clausal sentences</td>
</tr>
<tr>
<td>Dengue case sentences (n=246)</td>
<td>49 (19.9)</td>
</tr>
<tr>
<td>Non-dengue case sentences (n=719)</td>
<td>407 (56.6)</td>
</tr>
</tbody>
</table>

\(^a\)Number of paragraphs: 129, number of sentences: 965, number of single-clausal sentences: 456, and number of multiclausal sentences: 509.

Figure 1 presents the overview of the proposed framework, which automatically detects summary sentences that contain case-related information in a set of documents of the dengue alerting series written in English. In this research, we used a
linguistic pattern–infused BiLSTM with an attention mechanism neural network for dengue case information extraction. That is, to extract sentences that convey dengue case information from alerting articles from ProMED-mail, we treated dengue case information extraction as a binary classification problem that can be formulated as follows. Let \( W = \{w_1, \ldots, w_k\} \) be a set of words and \( S = \{s_j, \ldots, s_m\} \) be a set of sentences from a set of alerting articles. Each sentence \( s \) comprises a set of words such that \( sW \). The goal of this task was to decide whether a sentence \( s_j \) expresses dengue case information. Our framework consisted of 4 main procedures: text preprocessing, dual-channel BiLSTM (DuBiLSTM), linguistic pattern infusion, and dengue case information classification. Further details of each procedure are provided in the following sections.

**Figure 1.** Overview of the proposed framework. A: attention layer; BiLSTM: bidirectional long short-term memory; CD: cardinal number; DT: determiner; JJ: adjective; L: forward long short-term memory layer and backward long short-term memory layer; NN: noun, singular or mass; NNS: noun, plural; POS: parts of speech; ProMED: Program for Monitoring Emerging Diseases; VBG: verb, gerund, or present participle.

**Text Preprocessing**

Preprocessing is a critical task that needs to be performed before feeding data into a neural network. When a report document \( d_n \) is entered, we first decompose it into a set of paragraphs \( P = \{p_1, \ldots, p_i\} \) and obtain the sentence collections \( S = \{s_j, \ldots, s_j\} \) through sentence segmentation for each paragraph. Next, we break a sentence into tokens and tag the parts of speech \( T = \{t_1, \ldots, t_k\} \) using the Natural Language Toolkit package [41].

As dengue case information can be narrated in a sequence of clauses, we recognize 2 types of sentences, namely single-clausal sentences and multiclausal sentences. Moreover, as frequently used words are generally not helpful for identifying dengue case information, we removed the stop words as well as punctuation marks (commas and semicolons) in the sentences.

**DuBiLSTM With Attention Mechanism**

In this research, we developed a DuBiLSTM with an attention mechanism neural network to learn latent semantic features behind both alert article texts and shallow paring information. The embedding layer is first used to transform the input tokens and POS tags of a sentence into 300D vectors. The POS embeddings are learned from the embedding layer of our model with continuous bag-of-words mode. Specifically, a sentence is represented by \( s = \{w_1, \ldots, w_k\} (pos_1, \ldots, pos_k) \), its corresponding word vector is \( v_w = (v_{w_1}, \ldots, v_{w_k}) \), and its POS vector is \( v_{pos} = (v_{pos_1}, \ldots, v_{pos_k}) \), which are the inputs of the model.

Compared with the original recurrent neural network, the reason for the improvement of long short-term memory (LSTM) is its special design. LSTM defines and maintains an internal memory cell state throughout the life cycle to establish temporal connections. This internal memory cell state is the most important element of LSTM’s structure. The LSTM model consists of a series of identical timing modules. In addition to the original input, LSTM has 3 designs—forget gate, input gate, and output gate—that determine whether the input is important enough to be remembered and whether it can be output.

The details are described herein. Suppose there are 3 element-wise functions that help to calculate the next moment by the previous moment and this moment where \( \sigma(.) \) is a sigmoid function, \( \tanh(.) \) is a hyperbolic tangent function, and \( \times \) is the product. We also have \( x_t \in \mathbb{R}^d \) and \( h_t \in \mathbb{R}^h \) denoting the input vector and the hidden state vector at moment \( t \), respectively,
whereas $U \in \mathbb{R}^{d \times h_{in}}$ and $W \in \mathbb{R}^{d \times d_{hid}}$ indicate the weight matrices of gates or cells for input vector $x_i$ and hidden state vector $h_t$, respectively, and $b \in \mathbb{R}^h$ indicates the weight matrices of gates or cells for the bias vector, where the superscripts $d$ and $h$ refer to the number of input features and number of hidden units, respectively. The forget gate at the moment $t$, $f_t \in \mathbb{R}^h$, determines the information to be forgotten by outputting a number in $(0, 1)$, in line with the following equation:

$$f_t = \sigma(W_h h_{t-1} + U x_t + b)$$

With regard to the second mechanism, the input gate of LSTM then decides what new information input should be kept by calculating $i_t \in \mathbb{R}^h$ and $c_t \in \mathbb{R}^d$ and combining the 2 parameters in the light of the following equations:

$$i_t = \sigma(W_i h_{t-1} + U x_t + b)$$

$$c_t = \tanh(W_c h_{t-1} + U x_t + b)$$

The third special mechanism is the output gate. This represents which parts of the cell state should be outputted based on the following equations, where $h_t \in \mathbb{R}^h$ represents the hidden state vector, also known as the output vector:

$$o_t = \sigma(W_o h_{t-1} + U x_t + b)$$

$$h_t = o_t \cdot \tanh(c_t)$$

However, the information in the LSTM network is a 1-way transmission, and LSTM can only use past information, not future information. BiLSTM can consider both past and future data information by connecting 2 LSTM networks with opposite timings in the same output. The forward and backward LSTMs can obtain, respectively, the past and future data information of the input sequence. The hidden state $H_t$ of BiLSTM at time $t$ includes forward $\hat{H}$ and backward $\tilde{H}$:

$$H_t = \{ \hat{H}_t, \tilde{H}_t \}$$

In addition, as the attention mechanism can allocate more attention to important information and less to other information, the receiving sensitivity and processing speed of information in the focused attention area are greatly improved. The attention function can softly map the combination of query $Q$ and a set of key-value pairs $K, V$ to some notable outputting results, where $Q = \{Q_1, Q_2, \ldots, Q_n\}$ and $K, V = \{(K_1, V_1), (K_2, V_2), \ldots, (K_{M}, V_{M})\}$. Furthermore, the multihead attention mechanism would convert $Q, K$, and $V$ into $H$ subspaces in the first step, with various and learnable linear projections, as the following transforming equation shows:

$$H = Q^h K^h V^h$$

where $\{Q^h, K^h, V^h\}$ are the input query, key, and value of the $n$th head, respectively; $\theta$ represents the parameter matrices at the same time; and $d$ and $d_i$ indicate, respectively, the dimension of the model and its subspace. In the second step, $H$ attention functions are implemented in parallel to generate the output states $O = \{O^1, \ldots, O^H\}$, where any $O^h$ in $O$ is defined in the following equation:

$$O^h = \text{Att}(H^h)$$

where $\text{Att}^h$ is the attention distribution that comes from the $h$th attention head. Finally, the output states $O$ are concatenated with each other and then connected with distinctively generated features for the next stage.

**Linguistic Pattern Infusion**

The human perception of a dengue case information alert involves identifying a relevant lexicon or semantic content to rapidly narrow down the scope of possible candidates. For instance, when an expression contains strongly correlated words such as “dengue” and “total” at the same time, it is natural to conclude that this is probably an expression about a dengue case. These lexical indicators can help explain how humans can skim through an article to quickly capture the dengue case information expressions. Therefore, we used log-likelihood ratio (LLR); it is an effective feature selection method that can generate representative patterns from sequences of dengue case information expressions [42-44]:

$$\text{LLR} = \log \frac{p(w | \theta) p(w \cap \theta)}{p(w | \theta) p(w \cap \theta)}$$

Given a training data set composed of binary labels for representing sentences that describe dengue case information $(D)$ or not $(\neg D)$, we pair words from sentences to generate a set of co-occurring word pairs $WP = \{wp_1, \ldots, wp_L\}$ and POS pairs $PP = \{pp_1, \ldots, pp_S\}$. The LLR uses the following mechanism to calculate the likelihood that the occurrence of a word pair and a POS pair in the dengue case information is not random. To illustrate, we take the LLR calculation for a word pair, where $N(D)$ and $N(\neg D)$ are the numbers of positive and negative sentences, respectively. $N(wp^D)$, which is denoted as $k$, is the number of alert articles containing $wp$ and $D$ simultaneously, whereas $N(wp^D)$, which is denoted as $l$, is the number of negative sentences that include $wp$. To further simplify the formula, we also define $m = N(D) - k$ as the number of sentences containing $D$ without the word pair $wp$ and $n = N(\neg D) - l$, which means the number of sentences with neither $D$ nor $wp$. A maximum likelihood estimation is conducted to obtain probabilities $p(wp)$, $p(wp | D)$, and $p(wp | \neg D)$ by calculating the log-likelihood of the hypothesis that the presence of $wp$ in set $D$ is not random. A word pair with a large LLR value is therefore closely associated with the expression of dengue case information. We rank all the word pairs by every LLR value in the training data, and the top 50 word pairs that describe dengue case information and those that do not are selected as linguistic patterns for positive and negative sentences, respectively. The same procedure is adopted to calculate the LLR value for the POS pairs for the compilation of POS patterns.
Next, we integrate the generated linguistic patterns and POS patterns into a DuBiLSTM with an attention mechanism by concatenating both positive and negative vectors (which are composed of 60 and 25 dimensions, respectively) with the LLR value of the matched patterns (ie, 170D pattern vectors). As the LLR values of linguistic patterns and POS patterns indicate the weight associated with positive and negative sentences, merging the linguistic pattern and POS pattern features into a DuBiLSTM with an attention mechanism is discriminative.

Finally, the direct splicing strategy is used to fuse pattern features with latent semantic features from a DuBiLSTM with an attention mechanism neural network. The calculation formula for this is as follows:

\[ F = PF \oplus LSF \] (13)

where PF=pattern features and LSF=latent semantic features.

**Dengue Case Information Classifier**

The final step in our framework involves constructing a classifier to predict the labels through the 3 fully connected layers and the activation layer and then to output the distribution probability of the labels. In the fully connected layer, the model maps the fused feature vector to the instance label space. In the output layer, the softmax function is used for normalization, and the output of the fully connected layer is converted into the approximate probability value \( y \) for each category. The calculation formula is as follows:

\[ y = \frac{e^x}{\sum_{i=1}^{n} e^{x_i}} \]

where \( M \) is the parameter matrix of the connection layer, \( F \) is the characterization of the fusion-distributed characteristics, \( b \) is the bias, and softmax is a normalization function. Although the 3 fully connected layers increase the computational cost, the classifier efficiently learns weights through the neuron layer [45-47]. The neurons in each layer will be connected to the neurons in the next layer. Considering the convergence rate, the rectified linear unit (ReLU) function is used as an activation function for nonlinear operation. This can easily cause overfitting in model learning; therefore, to avoid this, we use the dropout mechanism to correct for overfitting [48]. The 2 probabilities are predicted for positive and negative, and the larger probability will be taken out to become the final prediction result through the softmax function.

In addition, the Adam optimizer [49] was chosen to optimize the loss function of the network. The model parameters are fine-tuned by the Adam optimizer, which has been shown to be an effective and efficient backpropagation algorithm. We use the cross-entropy function as the loss function because it can reduce the risk of a gradient disappearance during the process of stochastic gradient descent; this is why it often performs better than the classification error rate or the mean square error [50]. The loss rate of the model can be calculated using the following equation:

\[ \text{loss} = -\frac{1}{N} \sum_{i=1}^{N} y_i \log (\sigma(x_i)) \]

where \( N \) is the number of training samples, \( y \) is the label of the sample, and \( \sigma \) is the output of the model.

**Comparative Analysis Models**

To conduct a comprehensive evaluation of the proposed method, we also developed baselines of the machine learning model and deep neural networks to estimate the significance of our approach and the performance variation in different classification systems. Our first baseline uses a tokenized representation evaluated on the radial basis function kernel–based support vector machine (SVM) [51]. This system learns the statistical relevance of each token in a clinical record within different syntactic and semantic contexts. Next, 2 ensemble learning approaches were also implemented for comparison. The first is random forest (RF), an ensemble learning method for classification that constructs a multitude of decision trees (DTs) adopting term frequency–inverse document frequency text representation. The other model is the classifier extreme gradient boosting (XGB), which is a gradient boosting DT that integrates multiple learners for classification problems [52]. We included XGB in this study because it has been validated on real-life large-scale imbalanced data sets and solves many data science–related problems in a fast and accurate way [53]. Finally, the 3 deep neural networks were compared for performance evaluation. The first deep learning model is a class of feedforward artificial neural networks called multilayer perceptron (MLP) [54]. We constructed an MLP through 3 fully connected dense layers afterward the input layer (the model was constructed by adding 3 hidden layers between the input layer and the output layer, where hidden layers are responsible for feature extraction to help output layer to do classification work). In addition, we also adopted a whole-text multikernel CNN model using static word embeddings [55,56] of instances (CNN for text) as another baseline. The last deep learning model that we included in the comparative analysis is the LSTM recurrent neural network, which is capable of learning order dependence in a text sequence and is widely used in NLP research.

To examine the incremental performance that benefits from the proposed method, the BiLSTM and DuBiLSTM are also listed as comparators. To serve as a basis for comparison, we also included naïve Bayes [51,57-59] and DT [51] as baselines.

**Results**

**Evaluation Metrics**

In our experiments, the performance evaluation metrics included precision, recall, and F1 score. In general, there is a trade-off between precision and recall. As the 2 metrics evaluate system performance from different perspectives, a single metric that balances (ie, averages) the trade-off is essential. The F1 score is the harmonic mean of precision and recall, and as it is generally close to the minimum of the 2 values, it can be considered an attempt to find the best possible compromise (balance) between precision and recall [51]. The F1 score is also deemed a conservative metric that prevents the possible overestimation of system performance because the harmonic mean is always less than, or equal to, the arithmetic mean and geometric mean. For this reason, the F1 score is extensively used to judge the superiority of information systems [51]. We used the macroaverage to compute the average performance, and to obtain reliable verification results, we adopted a 10-fold
cross-validation approach [60]. Our model was implemented with Keras [61] under the following configurations: the dropout probability was set at 0.35 after each layer, loss function was categorized as cross-entropy, ReLU activation was applied to the dense layer, and training was set at 40 epochs.

Model Comparisons
The model performance is shown in Table 2. First, the naïve Bayes classifier, which is a conditional probability–based approach using bag-of-words feature space with term frequency–inverse document frequency term weighting, only achieved a mediocre performance. As this classifier only considers surface word weightings, it has difficulty representing interword relations, and its overall F1 score is only 70.34%. By contrast, the DT further learns keyword weighting for representation through an entropy-based feature selection method. Hence, the DT is able to obtain significant improvement. The XGB obtained better performances because it is able to integrate multiple machine learning algorithms using the gradient boosting mechanism to optimize the loss function. Likewise, the RF integrates multiple DTs through ensemble learning to optimize prediction results. Therefore, the overall performance of the XGB and RF are similar, with both achieving F1 scores of approximately 85%. It is worth mentioning that the prediction performance of an SVM achieves an F1 score of approximately 90%. This is because the SVM can solve nonlinear obstacles and build models based on learned word and phrase correlations in context, thereby enhancing classification performance. When comparing the deep learning approaches, the performance of an MLP is similar to the ensemble learning–based approaches. The redundancy and inefficiency might be caused by the large number of parameters in the fully connected neural network structure. The learned weighting is therefore unreliable and leads to the lowest performance among all neural models considered in this study. In contrast to the MLP, CNN for text and LSTM have better performances that achieve F1 scores of approximately 90%. This indicates that both deep neural network models efficiently represent textual information and learn the context of the ProMED alerting articles to identify dengue case information. It is worth noting that our method can extract latent linguistic features from ProMED alerting reports because learned word and POS embeddings are adopted to represent syntactic and context relations. Moreover, we used discriminative patterns to encode the characteristics of collocation relationships to capture descriptors of dengue within the alert reports. Consequently, our method achieves the best overall precision, recall, and F1 score among the compared methods.
Table 2. The performance results of the compared methods.

<table>
<thead>
<tr>
<th>System</th>
<th>Negative, precision; recall; F1 score (%)</th>
<th>Positive, precision; recall; F1 score (%)</th>
<th>Macroaverage, precision; recall; F1 score (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB</td>
<td>81.69; 99.30; 89.64</td>
<td>94.51; 34.96; 51.04</td>
<td>88.10; 67.13; 70.34</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>DT</td>
<td>95.79; 85.40; 90.29</td>
<td>67.59; 89.02; 76.84</td>
<td>81.69; 87.21; 83.57</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>RF</td>
<td>96.53; 88.87; 92.54</td>
<td>73.60; 90.65; 81.24</td>
<td>85.06; 89.76; 86.89</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>SVM</td>
<td>94.12; 95.69; 94.90</td>
<td>86.75; 82.52; 84.58</td>
<td>90.43; 89.10; 89.74</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>XGB</td>
<td>92.55; 91.52; 92.03</td>
<td>75.98; 78.46; 77.20</td>
<td>84.26; 84.99; 84.61</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>MLP</td>
<td>94.64; 90.82; 92.69</td>
<td>76.00; 84.96; 80.23</td>
<td>85.32; 87.89; 86.46</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>CNN</td>
<td>94.47; 94.99; 94.73</td>
<td>85.12; 83.74; 84.43</td>
<td>89.80; 89.37; 89.58</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>LSTM</td>
<td>94.72; 94.85; 94.79</td>
<td>84.90; 84.55; 84.73</td>
<td>89.81; 89.70; 89.76</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>BiLSTM</td>
<td>95.74; 93.88; 94.80</td>
<td>83.08; 87.80; 85.38</td>
<td>89.41; 90.84; 90.09</td>
<td>.94</td>
</tr>
<tr>
<td>DuBiLSTM</td>
<td>95.89; 94.16; 95.02</td>
<td>83.78; 88.21; 85.94</td>
<td>89.84; 91.18; 90.48</td>
<td>.95</td>
</tr>
<tr>
<td>Our method</td>
<td>97.72; 95.27; 96.48</td>
<td>87.12; 93.50; 90.20</td>
<td>92.42; 94.38; 93.34</td>
<td>___m</td>
</tr>
</tbody>
</table>

aNB: naïve Bayes.
bP<.001 (a chi-square test was applied to determine whether our method significantly improves performance in comparison with other methods).
cDT: decision tree.
dRF: random forest.
eSVM: support vector machine.
fXGB: extreme gradient boosting.
gMLP: multilayer perceptron.
hCNN: convolutional neural network.
iLSTM: long short-term memory.
jBiLSTM: bidirectional long short-term memory.
kP>.05 (a chi-square test was applied to determine whether our method significantly improves performance in comparison with other methods).
lDuBiLSTM: dual-channel bidirectional long short-term memory.
mNot available.

Finally, we evaluated the performances of the compared methods using 11-point precision recall curves [62]. To plot these curves, the evaluated sentences were sorted according to their prediction scores. Figure 2 shows that the precision scores of our method at the 11 recall levels are superior to those of the compared methods. In other words, our method is able to most accurately extract sentences that convey dengue case information.
Figure 2. The precision recall curves of the compared methods. CNN: convolutional neural network; DT: decision tree; LSTM: long short-term memory; MLP: multilayer perceptron; NB: naive Bayes; RF: random forest; SVM: support vector machine; XGB: extreme gradient boosting.

To summarize, the DuBiLSTM is able to learn the latent syntactic and semantic information of a text, and the attention mechanism can further highlight the important elements in context. The linguistic patterns are successfully integrated into the neural network to capture discriminative collocation of latent features. Consequently, our method significantly outperforms the compared methods and achieves a remarkable dengue case information extraction performance.

**Discussion**

**Principal Findings**

This study describes a new method for identifying dengue case information by using BiLSTM with an attention mechanism enriched with linguistic patterns. As the results show, BiLSTM can consider contextual information more efficiently. Through its bidirectional mechanism, the output for any current moment is not only related to a previous state but may also be related to a future state. The DuBiLSTM can yield an even more slightly improved overall performance because of the benefits accruing from the enhancement of the precision and recall of both positive and negative categories. This indicates that the dual-channel framework is able to generate more shallow linguistic features for BiLSTM. It is noteworthy that our method achieves the best performance. As the generated linguistic pattern can examine the content of sentences to identify dengue case information, it does not conflict with the DuBiLSTM, which analyzes syntactic and semantic information in the sentences.

As a consequence, combining BiLSTM and DuBiLSTM improves the system performance and achieves a remarkable performance on the Taipei Medical University Dengue Case Corpus. The high proportion of dengue case information expressions can be identified by the generated linguistic patterns. For instance, the positive sentence “Taiwan recorded another 7 cases of dengue fever [Wednesday, September 5, 2018], bringing the total number so far this year to 81 and prompting stronger calls by the relevant authorities for greater public cooperation to prevent the spread of the mosquito-borne disease in the peak season.” is correctly detected as dengue case information sentence through the successful match of the generated pattern [total]-[dengue] and [reported]-[dengue]. It shows that identifying sentences with matched patterns can enhance the performance to discriminate the dengue case information extraction.

As shown in Figures 3 and 4, we visualized the collocation of words and POS for further observation, where nodes and edges represent the linguistic pattern, with the depth of the edge denoting the weight value (ie, LLR) of the collocation. We can observe the appearance of linguistic patterns in Figure 3, such as [dengue]-[reported] and [locally]-[acquired], indicating that the sentence is more likely to be crucial. In addition, we also noticed that the word case has radial edges, which suggests
that many discriminative linguistic patterns are composed of the word *case*. This is because case-related information often mentions the term *case*. For instance, “Dengue [reported] 100 cases locally acquired; Municipality most affected: Kaohsiung City,” which is a very typical example containing accurate case information. In addition, from Figure 4, we observe from the POS pattern network that the more important POS collocations are [JJS]-[CD], where *JJS* stands for *adjective, superlative* and *CD* stands for *cardinal number*, and [JJS]-[NN], where *NN* stands for *noun, singular or mass* (the detailed meanings of POS tags are provided in the URL [63]). This is because the case numbers mostly occur in digit form, and in this situation, the POS tag belongs to *CD*, which is then combined with adjectives and nouns to complete the description of the case information.

Table 3 lists the errors in the sentences of single-clausal and multiclausal types. As shown in the table, the total error rate of the proposed method is 6% (58/965). The individual error rates of single-clausal and multiclausal sentence types are 3.1% (14/456) and 8.6% (44/509), respectively. This indicates that dengue case information in multiclausal sentences is difficult to detect. This is because the syntactic structures of multiclausal sentences are so complex that they confuse the pattern-matching process. As a result, the matched linguistic and POS patterns are prone to errors that affect the correctness of pattern representation and the performance of the corresponding detection. We also observed from the results that a vast proportion of false positives, that is, negative instances incorrectly identified as positive, occurred because the sentences expressed global dengue case information instead of expressing information from the observed country of the alert. For example, our model incorrectly classified “This alarming, particularly considering 96 million cases of symptomatic dengue year worldwide.” as a positive sentence. However, the sentence conveys the aggregation of an annual and global pandemic situation, rather than representing a piece of detailed case information, although it contains the highly associated words *case* and *dengue*. For the false negatives, we noticed that a sentence may be split into several fragments because of the writing style. This can result in an incomplete context and thus unclear semantics behind the text. For instance, the sentence “Locality affected: Tainan 32 past week,” the digit “32” actually represents the number of cases. However, because the word *cases* is omitted from the text, our model missed the positive sentence, which increased the false-negative rate.

**Figure 3.** The network visualization for generated linguistic patterns. CDC: Taiwan Centers for Disease Control.

![Network Visualization](https://publichealth.jmir.org/2022/7/e34583/fig3.png)
The goal of this research was to automatically generate a summary of the alerting articles from ProMED-mail to help researchers reduce reading effort and more quickly comprehend the main topic. Given an alerting report, our model can extract crucial sentences that express dengue case information, and these extracted sentences can be combined to form a summary. To estimate the practicality of the proposed model for epidemic monitoring, we conducted a satisfaction analysis experiment to assess the acceptability of the summaries by end users from the medical science field. The survey participants were 2 female students from the School of Public Health, Taipei Medical University; 2 male faculty members from the department of parasitology and tropical diseases, Taipei Medical University; and 1 male internal medicine physician from a Taipei Medical University–affiliated hospital; their ages ranged from 23 to 55 years. They evaluated on a 5-point Likert scale the quality of the summaries generated by our method. The summaries were randomly sampled from 25% (5/20) of the Southeast Asia dengue alerting reports from January 2019 to December 2020. We estimated the average number of words and sentences from both the original alerting reports and the generated summaries and then derived the compression rates at the word level (2.8) and sentence level (3.7). We included three questionnaire items: (1) completeness—completeness of the generated summary content, (2) readability—fluent and easy to read, and (3) helpfulness—helps to improve analysis efficiency or reduce text reading time.

To analyze the bias of the scoring distribution, we used a box plot to illustrate the distribution of the scores in the satisfaction survey (Figure 5). The extended range of the boxed image (including box whiskers) represents the highest to lowest distribution of the 5 scores, and the symbol x in the box indicates the mean value of the scores. As we can see, the item Completeness has the highest score, which indicates that all the epidemiologists were satisfied with the quality and accuracy of the summary text. The average scores of the remaining 2 items are also >4.2, which demonstrates that our automatic summaries are of high quality. These findings are evidence of the usefulness of this research. Nevertheless, there are still a few outliers with scores of 2 in the satisfaction questionnaire, which means that the epidemiologists were not entirely satisfied with these case summaries. On the basis of further analysis of the results, it was found that this was mainly due to incorrect results of our prediction of multiclausal sentences, which is the main type of error in the proposed model. However, multiclausal sentences typically entail rich information. Therefore, as the quality of the summary is sensitively affected by the incorrect identification of multiclausal sentences, one of our directions for future research is to improve the accuracy of multiclausal sentence prediction.

Table 3. Error distribution of dengue case information detection.

<table>
<thead>
<tr>
<th>Clause type</th>
<th>False positive, n (%)</th>
<th>False negative, n (%)</th>
<th>Error rate, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single-clausal (n=456)</td>
<td>7 (1.5)</td>
<td>7 (1.5)</td>
<td>14 (3.1)</td>
</tr>
<tr>
<td>Multiclausal (n=509)</td>
<td>29 (5.7)</td>
<td>15 (2.9)</td>
<td>44 (8.6)</td>
</tr>
<tr>
<td>Corpus (n=965)</td>
<td>36 (3.7)</td>
<td>22 (2.3)</td>
<td>58 (6)</td>
</tr>
</tbody>
</table>

https://publichealth.jmir.org/2022/7/e34583
To summarize, the experiment results from the satisfaction analysis demonstrate that our summary system is helpful for experts and scholars to quickly read and effectively analyze a large number of briefings.

Limitations and Future Directions
This study includes some limitations. The approaches developed in this study mainly focus on extracting sentence information for summarizing or, more specifically, extracting qualitative information from unstructured content. However, this approach is currently unable to acquire precise quantitative information. For instance, the number of incidence cases (newly infected) and cumulative cases cannot be reliably identified using current algorithms. Our future work will therefore focus on this issue by integrating date, location, and identification of the number of cases to retrieve important quantities of disease information. This information can be applied to more advanced spatial and temporal analyses in the future.

The second limitation is that the reporting effort and frequency in ProMED-mail are not consistent because of its volunteer-oriented design. This problem could be overcome by integrating other outbreak-reporting platforms such as the HealthMap project, which provides a visualized platform for various disease alerts [53,64]. Collecting epidemiological surveys from the scientific literature is another approach that can be used to enrich the data set.

Conclusions
The combination of high rates of international travel and rapid environmental changes makes region-wide collaboration in monitoring emerging and re-emerging infectious diseases necessary. The current COVID-19 pandemic has also had a huge impact on the surveillance and control of other infectious diseases [65]. In addition, because ProMED-mail records and follows up undiagnosed diseases in different countries [66], this abundant disease surveillance information is unstructured and is thus not able to be efficiently used by public health workers or scientists. Our proposed deep neural network provides a good way to extract outbreak information from unstructured text, which can then be further analyzed.

In summary, our study built a prototype of an NLP algorithm to retrieve sentence summarizations from the ProMED-mail database. This approach can help medical scientists and public health workers to save more time on content summarization and analysis. Further work will continue to optimize the algorithm to extract more important quantification information.
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Abstract

Background: Lung cancer is the most commonly diagnosed cancer and the leading cause of cancer-related death in China. The effectiveness of screening for lung cancer has been reported to reduce lung cancer–specific and overall mortality, although the cost-effectiveness, optimal start age, and screening interval remain unclear.

Objective: This study aimed to assess the cost-effectiveness of lung cancer screening among heavy smokers in China by incorporating start age and screening interval.

Methods: A Markov state-transition model was used to assess the cost-effectiveness of a lung cancer screening program in China. The evaluated screening strategies were based on a screening start age of 50-74 years and a screening interval of once or annually. Transition probabilities were obtained from the literature and validated, while cost parameters were derived from databases of local medical insurance bureaus. A societal perspective was adopted. The outputs of the model included costs, quality-adjusted life years (QALYs), and lung cancer–specific mortality, with future costs and outcomes discounted by 5%. A currency exchange rate of 1 CNY=0.1557 USD is applicable. The incremental cost-effectiveness ratio (ICER) was calculated for different screening strategies relative to nonscreening.

Results: The proposed model suggested that screening led to a gain of 0.001-0.042 QALYs per person as compared with the findings in the nonscreening cohort. Meanwhile, one-time and annual screenings were associated with reductions in lung cancer–related mortality of 0.004%-1.171% and 6.189%-15.819%, respectively. The ICER ranged from 119,974.08 to 614,167.75 CNY per QALY gained relative to nonscreening. Using the World Health Organization threshold of 212,676 CNY per QALY gained, annual screening from a start age of 55 years and one-time screening from the age of 65 years can be considered as cost-effective in China. Deterministic and probabilistic sensitivity analyses were conducted.

Conclusions: This economic evaluation revealed that a population-based lung cancer screening program in China for heavy smokers using low-dose computed tomography was cost-effective for annual screening of smokers aged 55-74 years and one-time
screening of those aged 65-74 years. Moreover, annual lung cancer screening should be promoted in China to realize the benefits of a guideline-recommended screening program.

(JMIR Public Health Surveill 2022;8(7):e36425) doi:10.2196/36425
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**Introduction**

Lung cancer is a leading cause of death in China and globally. The incidence of lung cancer has recently increased dramatically, both in urban and rural areas, and it is currently the most common form of cancer in China. According to the National Central Cancer Registry of China, in 2015, the incidence of lung cancer was 57.26 cases/100,000 persons and the associated mortality rate was 45.87 deaths/100,000 persons, accounting for 20% and 27% of the values for all cancers, respectively [1]. At present, about 70%-75% of lung cancer patients are diagnosed in the middle or advanced stage of the disease [2]. Although there has been remarkable progress in treatment, the 5-year survival rate of patients with advanced lung cancer (stage IV) remains poor, at only 4.2% [3]. A previous study reported that surgical resection in the early stage of lung cancer (stage I) could significantly improve the 10-year survival rate to 92% [4]. Moreover, the disease burden of lung cancer in China is expected to substantially increase labor costs and medical expenditure in the near future. Therefore, promoting prevention, early diagnosis, and timely treatment can improve the prognosis and reduce the disease burden of lung cancer in China.

The effectiveness of low-dose computed tomography (LDCT) for the screening of lung cancer has been confirmed by the National Lung Screening Trial conducted at 33 medical centers in the United States [5]; the UK Lung Cancer RCT Pilot Screening Trial [6], a randomized controlled trial of LDCT screening for lung cancer versus usual care; and the Detection of Lung Cancer Through Low-dose CT Screening Trial conducted by the Dutch Cancer Society [7]. Several other studies have been conducted to explore the cost-effectiveness of lung cancer screening, although most were conducted in the United States and Europe. These studies reported notable differences in disease burden and treatment costs as compared with the findings in China. For example, the incremental cost-effectiveness ratio (ICER) has been reported to be €19,302 (US $22,542) per life year gained and €30,291 (US $35,377) per quality-adjusted life year (QALY) gained in Germany [8], while the ICER has been reported to be US $52,000 per life year gained and US $81,000 per QALY gained in the United States [9]. However, there has been only 1 similar study conducted in China, but this was limited to early versus nonearly lung cancer, which could have underestimated screening effectiveness [10]. In addition, risk factors and the epidemiology of lung cancer differ among countries. Therefore, the aim of this study was to evaluate the cost-effectiveness of LDCT for the screening of lung cancer in China from a societal perspective.

**Methods**

**Study Design**

This study was conducted in 2 steps. In the first step, a Markov state-transition model with a lifetime horizon was used to mimic the natural progression of lung cancer and assess the potential impact of LDCT screening compared with a lack of screening in a Chinese cohort aged 50 to 74 years. In the second step, the Markov state-transition model combined with real-world data was used to estimate the ICER of each specific screening strategy as compared with nonscreening. A discount rate of 5% was applied to the costs of both strategies. Important assumptions in this study are summarized in Textbox 1.

**Textbox 1. Summary of key assumptions.**

<table>
<thead>
<tr>
<th>Description of assumptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>- A simulated cohort of heavy smokers at a start age of 50-74 years was assumed to be followed up until the age of 79 years (mean life expectancy in China) or death.</td>
</tr>
<tr>
<td>- A heavy smoker in this study was defined as a current smoker who smokes at least 20 pack-years.</td>
</tr>
<tr>
<td>- Individuals in the screened cohort were assumed to undergo screening by low-dose computed tomography once or annually, and those with positive screening results were assumed to have undergone diagnostic biopsies.</td>
</tr>
<tr>
<td>- While in the maintenance cancerous stages, the maintenance cost by stage was assumed to be 10% of the treatment cost.</td>
</tr>
<tr>
<td>- All costs were expressed in CNY (2021; 1 CNY=0.1557 USD).</td>
</tr>
<tr>
<td>- Future costs and effectiveness were discounted by 5%.</td>
</tr>
<tr>
<td>- Adherence to screening and follow-up was assumed to be 100%.</td>
</tr>
</tbody>
</table>
Study Population
The model simulated a cohort of 100,000 heavy smokers in China aged 50 to 74 years until the age of 79 years or death. A heavy smoker was defined as a current smoker who smokes at least 20 pack-years according to the China National Lung Cancer Screening Guidelines with LDCT (2018 version) [11] and the Cost-effectiveness Evaluation of the 2021 US Preventive Services Task Force Recommendation for Lung Cancer Screening [12].

Markov Model and Transition Probabilities
Lung cancer is assumed to progress sequentially from less advanced to more advanced preclinical stages, as depicted in Figure 1. The following 5 stages are distinguished based on the American Joint Committee on Cancer (AJCC) Cancer Staging Manual, 8th edition: carcinoma in situ (CIS), stage I, stage II, stage III, and stage IV [13]. In this study, stages IA, IB, IIIA, and IIIB were not considered because data were not available for clinical practice in population-based cancer registries in China [14]. The probability of deterioration from a healthy state to all-cause death was retrieved from the 2010 Population Census of the People’s Republic of China [15]. The probability of lung cancer–specific death was retrieved from the published literature [16]. Parameters of disease progression from a healthy state to lung cancer were based on the incidence of lung cancer among smokers in China [17]. The incidence of smokers was modeled as a multiplicative function of smoking rate, age, and sex-specific parameters. The incidence of lung cancer in the general population by sex and age (I_G) served as the baseline incidence. Specifically, the incidence of lung cancer for smokers (I_S) was modeled as I_S = OR * I_G / (1 + (OR – 1)) * R, and the incidence of lung cancer for nonsmokers (I_N) was modeled as I = I_S × R + I_N × (1 – R), where OR is the odds ratio for the incidence of lung cancer in smokers, which was extracted from a previous publication [16], R is the proportion of smokers by sex and age reported in the Global Adult Tobacco Survey [18], and I is the incidence of lung cancer in the general population of China. Finally, the incidence of lung cancer (I_C) among smokers in China was modeled as I_C = I_N × RR, where the relative risk (RR) of lung cancer (>20 pack-years) attributable to smoking was derived from the published literature [19].

Figure 1. Schematic diagram of natural history for lung cancer screening. CIS: carcinoma in situ.

Individuals in the nonscreened cohort were diagnosed based on symptoms. The probability of progression to a more advanced stage of lung cancer or a clinical diagnosis, as described by Ten Haaf et al [20] and a hospital-based multi-center retrospective clinical epidemiological survey in China [21], is detailed in Table 1 [15-19,21-26]. Overall, 19.0% of lung cancer cases were clinically detected in stage I, 16.5% in stage II, 34.7% in stage III, and 29.9% in stage IV.

It was assumed that patients in the screened cohort underwent screening by LDCT at least once or annually and those with positive results underwent additional testing, including biopsy. The positive result rate and proportion of lung cancer by stage were derived from the Wenling lung cancer screening program, which was initiated in 2018 to conduct annual LDCT screening of local high-risk populations over a 3-year period. Of 10,175 asymptomatic individuals who were screened in 2018, 65 (0.64%) were diagnosed with lung cancer (Table 1). Annual screening was conducted in accordance with the protocol of the Cancer Screening Program in Urban China to determine the morphology and size of nodules [22]. The specificity and sensitivity of LDCT for screening of lung cancer were derived...
from the results of the Multicenter Italian Lung Detection trial [23]. The probability of progression to a more advanced stage or a maintenance state is detailed by stage in Table 1, as described in previous studies [16,22,24]. The proposed model was validated by comparing key outcomes to external empirical data that were not used for model development (Multimedia Appendix 1).
Table 1. Input parameters of the Markov model for lung cancer screening.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Base case value</th>
<th>Distribution</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Lung cancer incidence in the general population (per 100,000 persons) by age in years</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50-54</td>
<td>81.0559</td>
<td>N/A</td>
<td>Beta [17]</td>
</tr>
<tr>
<td>55-59</td>
<td>162.0833</td>
<td>N/A</td>
<td>Beta [17]</td>
</tr>
<tr>
<td>60-64</td>
<td>256.0943</td>
<td>N/A</td>
<td>Beta [17]</td>
</tr>
<tr>
<td>65-69</td>
<td>373.6808</td>
<td>N/A</td>
<td>Beta [17]</td>
</tr>
<tr>
<td>70-74</td>
<td>498.0681</td>
<td>N/A</td>
<td>Beta [17]</td>
</tr>
<tr>
<td><strong>Smoking rate in the general population</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50-64</td>
<td>0.60</td>
<td>N/A</td>
<td>Beta [18]</td>
</tr>
<tr>
<td>65-74</td>
<td>0.45</td>
<td>N/A</td>
<td>Beta [18]</td>
</tr>
<tr>
<td>RR^b (&gt;20 pack-years)</td>
<td>N/A</td>
<td>3.87</td>
<td>Beta [19]</td>
</tr>
<tr>
<td><strong>Proportion of lung cancer by stage (nonscreened cohort)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CIS</td>
<td>N/A</td>
<td>0.000</td>
<td>Beta [21]</td>
</tr>
<tr>
<td>I</td>
<td>N/A</td>
<td>0.190</td>
<td>Beta [21]</td>
</tr>
<tr>
<td>II</td>
<td>N/A</td>
<td>0.165</td>
<td>Beta [21]</td>
</tr>
<tr>
<td>III</td>
<td>N/A</td>
<td>0.346</td>
<td>Beta [21]</td>
</tr>
<tr>
<td>IV</td>
<td>N/A</td>
<td>0.299</td>
<td>Beta [21]</td>
</tr>
<tr>
<td><strong>Proportion of lung cancer by stage (LDCT^d screened cohort)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CIS</td>
<td>N/A</td>
<td>0.0370</td>
<td>Beta N/A</td>
</tr>
<tr>
<td>I</td>
<td>N/A</td>
<td>0.6852</td>
<td>Beta N/A</td>
</tr>
<tr>
<td>II</td>
<td>N/A</td>
<td>0.0370</td>
<td>Beta N/A</td>
</tr>
<tr>
<td>III</td>
<td>N/A</td>
<td>0.1852</td>
<td>Beta N/A</td>
</tr>
<tr>
<td>IV</td>
<td>N/A</td>
<td>0.0556</td>
<td>Beta N/A</td>
</tr>
<tr>
<td><strong>Sensitivity of LDCT (%)</strong></td>
<td>N/A</td>
<td>79</td>
<td>Beta [23]</td>
</tr>
<tr>
<td><strong>Specificity of LDCT (%)</strong></td>
<td>N/A</td>
<td>81</td>
<td>Beta [23]</td>
</tr>
<tr>
<td><strong>Mortality of all-cause death (%) by age group</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50-54</td>
<td>N/A</td>
<td>3.59</td>
<td>Beta [15]</td>
</tr>
<tr>
<td>55-59</td>
<td>N/A</td>
<td>4.73</td>
<td>Beta [15]</td>
</tr>
<tr>
<td>60-64</td>
<td>N/A</td>
<td>8.19</td>
<td>Beta [15]</td>
</tr>
<tr>
<td>65-69</td>
<td>N/A</td>
<td>12.99</td>
<td>Beta [15]</td>
</tr>
<tr>
<td>70-74</td>
<td>N/A</td>
<td>21.08</td>
<td>Beta [15]</td>
</tr>
<tr>
<td><strong>Lung cancer mortality rate in the general population (per 100,000 persons) by age group</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50-54</td>
<td>N/A</td>
<td>28.81</td>
<td>Beta [16]</td>
</tr>
<tr>
<td>55-59</td>
<td>N/A</td>
<td>52.86</td>
<td>Beta [16]</td>
</tr>
<tr>
<td>60-64</td>
<td>N/A</td>
<td>101.93</td>
<td>Beta [16]</td>
</tr>
<tr>
<td>65-69</td>
<td>N/A</td>
<td>153.34</td>
<td>Beta [16]</td>
</tr>
<tr>
<td>70-74</td>
<td>N/A</td>
<td>248.57</td>
<td>Beta [16]</td>
</tr>
<tr>
<td><strong>Transition probabilities (1 year)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lung cancer stage CIS to I</td>
<td>N/A</td>
<td>0.0980</td>
<td>Beta [24]</td>
</tr>
<tr>
<td>Variable</td>
<td>Base case value</td>
<td>Distribution</td>
<td>Source</td>
</tr>
<tr>
<td>-----------------------------------------------</td>
<td>-----------------</td>
<td>--------------</td>
<td>--------</td>
</tr>
<tr>
<td>Lung cancer stage I to II</td>
<td>N/A</td>
<td>0.3682 Beta</td>
<td>[22]</td>
</tr>
<tr>
<td>Lung cancer stage I to III</td>
<td>N/A</td>
<td>0.0328 Beta</td>
<td>[22]</td>
</tr>
<tr>
<td>Lung cancer stage I to IV</td>
<td>N/A</td>
<td>0.0745 Beta</td>
<td>[22]</td>
</tr>
<tr>
<td>Lung cancer stage II to III</td>
<td>N/A</td>
<td>0.2260 Beta</td>
<td>[22]</td>
</tr>
<tr>
<td>Lung cancer stage II to IV</td>
<td>N/A</td>
<td>0.1510 Beta</td>
<td>[22]</td>
</tr>
<tr>
<td>Lung cancer stage III to IV</td>
<td>N/A</td>
<td>0.1455 Beta</td>
<td>[22]</td>
</tr>
<tr>
<td>Lung cancer stage CIS to death</td>
<td>N/A</td>
<td>0.00 Beta</td>
<td>[16]</td>
</tr>
<tr>
<td>Lung cancer stage I to death</td>
<td>N/A</td>
<td>0.04 Beta</td>
<td>[16]</td>
</tr>
<tr>
<td>Lung cancer stage II to death</td>
<td>N/A</td>
<td>0.07 Beta</td>
<td>[16]</td>
</tr>
<tr>
<td>Lung cancer stage III to death</td>
<td>N/A</td>
<td>0.13 Beta</td>
<td>[16]</td>
</tr>
<tr>
<td>Lung cancer stage IV to death</td>
<td>N/A</td>
<td>0.18 Beta</td>
<td>[16]</td>
</tr>
</tbody>
</table>

**Utility by stage**

<table>
<thead>
<tr>
<th>Stage</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>CIS</td>
<td>0.87</td>
</tr>
<tr>
<td>I</td>
<td>0.84</td>
</tr>
<tr>
<td>II</td>
<td>0.84</td>
</tr>
<tr>
<td>III</td>
<td>0.87</td>
</tr>
<tr>
<td>IV</td>
<td>0.75</td>
</tr>
</tbody>
</table>

**Cost (CNY)**

<table>
<thead>
<tr>
<th>Cost</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct screening cost</td>
<td>245.86</td>
</tr>
<tr>
<td>Indirect screening cost</td>
<td>23.07</td>
</tr>
<tr>
<td>Prediagnosis cost</td>
<td>628.36</td>
</tr>
<tr>
<td>Biopsy diagnosis cost</td>
<td>1232.44</td>
</tr>
</tbody>
</table>

**Treatment cost by stage**

<table>
<thead>
<tr>
<th>Stage</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>CIS</td>
<td>47,341.85</td>
</tr>
<tr>
<td>I</td>
<td>53,344.51</td>
</tr>
<tr>
<td>II</td>
<td>83,365.95</td>
</tr>
<tr>
<td>III</td>
<td>90,643.18</td>
</tr>
<tr>
<td>IV</td>
<td>116,471.34</td>
</tr>
</tbody>
</table>

Cost Data

The total cost of the screening program included direct expenses (ie, public advertising, management of screening invitations, salaries of staff members, and depreciation of screening equipment) and indirect expenses (ie, transportation and wages for missed work). In addition, the cost of diagnostic biopsies for participants with positive results after initial LDCT was considered. Screening-related costs were retrieved from data provided by the Wenling lung cancer screening program. Costs of treatment of lung cancer by stage were derived from a database of local medical insurance bureaus, which included 4947 patients and 107,248 relevant records. The cost of maintenance by stage accounted for 10% of the total treatment cost. All costs in this study are expressed in Chinese yuan (CNY) at a discount of 5% of rates in 2018. A currency exchange rate of 1 CNY=0.1557 USD is applicable.

Quality of Life

The putative benefit of cancer screening for early diagnosis was assumed to be a difference in life expectancy and QALY after treatment. As the severity and responsiveness to treatment vary according to stage, the specified utility score for each stage was used for calculation [25,27]. The utility score was 0.84 for lung cancer stage I to III, 0.75 for stage IV, and 0.87 for stages CIS to death.
cancer stage I/II, 0.87 for CIS and stage III, and 0.75 for stage IV (Table 1).

Evaluation Strategies

As the scheduled screening program included several key characteristics, different combinations of screening intervals and start ages, as well as a nonscreening cohort, were evaluated (Table 2). In order to achieve more realistic economic evaluation outcomes, one-time screening was applied in this study because no periodic screening program has been implemented nationwide in China and most of the study participants were screened for lung cancer only once. Therefore, the rationale of one-time screening was based on limited financial support for lung cancer screening programs in China. Moreover, strategies with annual screening from different start ages were simulated to determine whether efforts are needed to promote periodic screening programs in China in order to realize relative benefits based on current guidelines.

Table 2. Evaluation strategies.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Screening tool</th>
<th>Screening interval</th>
<th>Start age (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDCT#1</td>
<td>LDCT</td>
<td>Annual</td>
<td>50, 55, 60, 65, and 70</td>
</tr>
<tr>
<td>LDCT#2</td>
<td>LDCT</td>
<td>One time</td>
<td>50, 55, 60, 65, and 70</td>
</tr>
<tr>
<td>Nonscreening</td>
<td>N/A</td>
<td>N/A</td>
<td>50, 55, 60, 65, and 70</td>
</tr>
</tbody>
</table>

LDCT: low-dose computed tomography.
N/A: not applicable.

Outcomes and Cost-Effectiveness

The main outcomes of the cost-effectiveness analysis for each strategy were QALYs and total costs. The ICER was calculated by dividing the incremental costs by the incremental QALYs gained for each screening strategy as compared to nonscreening. In China, there is no regulated or published cost-effectiveness threshold. Hence, the threshold recommended by the World Health Organization (WHO) is commonly used. Given that 3 times the gross domestic product per capita was used as a reference point, a tentative threshold value of 212,676 CNY was adopted in this study.

Sensitivity Analysis

The Markov state-transition model was developed using TreeAge Pro 2021 software (TreeAge Software, Inc). The parameters of direct screening cost, maintenance cost, discount rate, consumer price index (CPI) rate, incidence rate of heavy smokers, and specificity and sensitivity of LDCT uncertainty were investigated by 1-way deterministic sensitivity analyses. The costs of direct screening, as well as maintenance costs, CPI rate, and incidence rate of heavy smokers, were set to vary by 30% as compared to base values. The discount rate was set to range from 0% to 8%, and the sensitivity and specificity of LDCT were set to range from 0.63 to 0.95 and 0.65 to 0.97, respectively. Input parameters were randomly drawn from beta or gamma distributions (Table 1).

Results

The results of the model suggested that the QALYs of the screening cohort increased by 0.001 to 0.042 as compared to that of the nonscreening cohort. The reduction in lung cancer–associated mortality ranged from 0.004% to 1.171% for one-time screening and from 6.189% to 15.819% for annual screening (Table 3). The average costs per person in the nonscreening cohort, one-time screening cohort, and annual screening cohort were 24,896.93, 25,521.61, and 34,105.70 CNY, respectively, at a start age of 50 years, which seemed to be the most noncost-effective among the 5 age groups. Conversely, the most cost-effective start age was 70 years, with ICERs in the one-time screening and annual screening cohorts of 180,280.19 and 119,974.08 CNY per QALY gained. As compared to the nonscreening cohort, the ICER of the screening cohort, regardless of the screening interval, ranged from 119,974.08 to 614,167.75 CNY per QALY gained. Using the WHO threshold of 212,676 CNY per QALY gained, annual screening at a start age of 55-74 years was determined to be the most cost-effective in China. For one-time screening, the cost-effective start age was 65-74 years.

The sensitivity of the model for the above-mentioned parameters is shown in Figure 2. Generally, the model results were robust with no variation exceeding 212,676 CNY per QALY gained at a start age of 65-74 years. The highest sensitivity was observed for the rate of newly developed lung cancer in heavy smokers. The accuracy parameters of LDCT (ie, sensitivity and specificity) and the direct cost of the screening program had relatively high influences on the ICERs, while variations in discount rates had relatively little influence. After 10,000 repetitions, Monte Carlo simulation revealed that the average ICER ranged from 143,253.62 to 776,678.97 CNY, which was greater than the base ICER (Figure 3).
Table 3. Base case results with different screening settings (per 100,000 persons).

<table>
<thead>
<tr>
<th>Start age and strategy&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Cost (CNY&lt;sup&gt;b&lt;/sup&gt;, millions)</th>
<th>QALYs&lt;sup&gt;c&lt;/sup&gt; (10,000 years)</th>
<th>Lung cancer mortality reduction vs nonscreening (%)</th>
<th>ICER&lt;sup&gt;d&lt;/sup&gt; Scr vs Non_scr</th>
<th>ICER Scr_annu vs Scr_once</th>
</tr>
</thead>
<tbody>
<tr>
<td>50 years</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non_scr</td>
<td>2489.69</td>
<td>135.92</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Scr_once</td>
<td>2552.16</td>
<td>135.93</td>
<td>0.0041</td>
<td>614,167.75</td>
<td>N/A</td>
</tr>
<tr>
<td>Scr_annu</td>
<td>3410.57</td>
<td>136.30</td>
<td>6.1886</td>
<td>245,746.19</td>
<td>235,467.06</td>
</tr>
<tr>
<td>55 years</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non_scr</td>
<td>2380.25</td>
<td>121.21</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Scr_once</td>
<td>2448.97</td>
<td>121.23</td>
<td>0.0145</td>
<td>365,289.96</td>
<td>N/A</td>
</tr>
<tr>
<td>Scr_annu</td>
<td>3176.64</td>
<td>121.62</td>
<td>6.7044</td>
<td>192,119.62</td>
<td>183,886.78</td>
</tr>
<tr>
<td>60 years</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non_scr</td>
<td>2154.69</td>
<td>104.08</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Scr_once</td>
<td>2230.61</td>
<td>104.11</td>
<td>0.0467</td>
<td>263,083.31</td>
<td>N/A</td>
</tr>
<tr>
<td>Scr_annu</td>
<td>2808.69</td>
<td>104.50</td>
<td>7.7816</td>
<td>154,401.89</td>
<td>146,456.38</td>
</tr>
<tr>
<td>65 years</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non_scr</td>
<td>1773.45</td>
<td>84.40</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Scr_once</td>
<td>1860.84</td>
<td>84.45</td>
<td>0.1997</td>
<td>192,574.66</td>
<td>N/A</td>
</tr>
<tr>
<td>Scr_annu</td>
<td>2260.66</td>
<td>84.77</td>
<td>10.0628</td>
<td>131,284.57</td>
<td>122,745.38</td>
</tr>
<tr>
<td>70 years</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non_scr</td>
<td>1184.22</td>
<td>61.56</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Scr_once</td>
<td>1279.79</td>
<td>61.61</td>
<td>1.1705</td>
<td>180,280.19</td>
<td>N/A</td>
</tr>
<tr>
<td>Scr_annu</td>
<td>1476.25</td>
<td>61.80</td>
<td>15.8193</td>
<td>119,974.08</td>
<td>103,182.45</td>
</tr>
</tbody>
</table>

<sup>a</sup>Non_scr: nonscreening; Scr_once: one-time screening; Scr_annu: annual screening.
<sup>b</sup>A currency exchange rate of 1 CNY=0.1557 USD is applicable.
<sup>c</sup>QALY: quality-adjusted life year.
<sup>d</sup>ICER: incremental cost-effectiveness ratio.
<sup>e</sup>N/A: not applicable.
Figure 2. Tornado diagrams. The tornado diagrams illustrate the change in the incremental cost-effectiveness ratio (ICER). The blue column shows the impact of decreasing the input parameters on the results. Similarly, the red column shows the impact of increasing the input parameters on the results. CPI: consumer price index; EV: expected value; LDCT: low-dose computed tomography.
Discussion

Principal Findings

This is the first cost-effectiveness analysis of a lung cancer screening program with different start ages and screening intervals using real-world data in China. In summary, using a lifetime societal perspective for one-time or annual LDCT for screening of heavy smokers, the annual screening strategy with a start age of 55-74 years showed strong dominance as compared with the nonscreening strategy. These results were sensitive to the rate of newly developed lung cancer and the specificity of LDCT. As compared with the nonscreening strategy, the one-time screening strategy was cost-effective for patients aged 65-74 years, using a cost-effectiveness threshold of 212,676 CNY per QALY gained. This finding is consistent with that in the UK Lung Screen trial, which demonstrated a long-term benefit from a single screen and provided potentially important data for inclusion in future modeling studies to optimize the screening interval [26]. All simulated results of probabilistic sensitivity analysis were robust when the main input parameters were varied.

Although the analytical approach was somewhat similar to that in a previous study by Yuan et al [28], the strategies were enriched by adding screening intervals and thus arrived at different conclusions. First, Yuan et al predicted that the ICERS of all screening strategies with a start age of 40-74 years were 3-fold lower than the gross domestic product per capita. However, this result is consistent with only part of the strategies in this study. Second, Yuan et al predicted a minimum ICER at a start age of 65 years, whereas the results of this study demonstrated a decreasing trend in ICER per QALY gained from a start age of 50-74 years, regardless of the screening interval. These differences may have resulted from a combination of several factors. For example, Yuan et al used a discount rate of 3%, while a rate of 5% was adopted in this study in accordance with the China Guidelines for Pharmacoeconomic Evaluations [29], and staging was simplified in the Markov model by ignoring the CIS stage. For comparison between annual screening and nonscreening, the ICER of 119,974 to 245,746 CNY in this study is comparable to previous estimates of US $24,934, US $49,200-96,700, and US $33,825 per QALY gained reported by studies conducted in New Zealand, the United States, and Canada, respectively [30-32].

Regarding the implications of policies related to lung cancer screening, the China National Lung Cancer Screening Guidelines with LDCT (2018 version) [11] were partially confirmed by the recommendations for lung cancer screening and early diagnosis and treatment guidelines in China [33] from a health economic perspective. Though the updated recommendations for lung cancer screening and early diagnosis and treatment guidelines raised the minimum cumulative smoking exposure from 20 to 30 pack-years relative to the 2018 version, the results were robust according to deterministic 1-way sensitivity analysis. In addition to the low utilization of lung cancer screening programs in China, there is a need to improve the accessibility and affordability of population-based screening programs to better capture the full extent of benefits associated with lung cancer screening. Annual lung cancer screening for heavy smokers at a start age of 55-74 years is considered cost-effective in China. Although screening from the age of 70 years had the lowest ICER per QALY gained as compared to nonscreening, it is unreasonable to simply use a start age of 70 years. An older start age is associated with fewer QALYs obtained.

Limitations

There were several limitations to this study that should be addressed. First, like most mathematical models, the model used in this study to estimate the incidence of lung cancer in heavy smokers was a simplification of the biological complexity of lung carcinogenesis and neglected the influence of various factors.
endogenous and exogenous risk factors, such as family history and residential/occupational exposure to radon, which may have led to underestimation of the incidence of lung cancer in the targeted population. Further, as heavy smokers are more likely to die from other diseases (eg, cardiovascular diseases and other cancers), its application to estimate the general probability of all-cause death in this population might have slightly underestimated the mortality rate in this work. Nevertheless, the use of this nomothetic approach has aided the development of prevention and control strategies against lung cancer in the United States [34]. Second, the cumulative burden of radiation from annual screening with LDCT was not considered. Albert et al reported that annual LDCT would result in additional radiation exposure of 1.5 mSv per year [35]. Still, recent studies have reported that the potential benefit of lung cancer screening to prevent death was greater than the potential harm of increased radiation exposure [36,37]. Third, smoking cessation events and other health-related behavioral changes due to screening participation were not incorporated in the model due to the lack of relevant data. Further research may benefit from the incorporation of patient-level data extracted from on-going randomized controlled trials with microsimulation models for cost-effectiveness analysis of lung cancer screening.

**Conclusion**

This economic evaluation revealed that a population-based lung cancer screening program in China for heavy smokers using LDCT could result in more QALYs, although with greater expense than nonscreening. Using the WHO threshold for cost-effectiveness analysis, the annual screening strategy from 55 to 74 years and one-time screening strategy from 65 to 74 years can be considered cost-effective. Moreover, annual screening was the most promising; thus, annual screening should be promoted in China to realize actual benefits.
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Abstract

Background: The issue of food insecurity is becoming increasingly important to public health practitioners because of the adverse health outcomes and underlying racial disparities associated with insufficient access to healthy foods. Prior research has used data sources such as surveys, geographic information systems, and food store assessments to identify regions classified as food deserts but perhaps the individuals in these regions unknowingly provide their own accounts of food consumption and food insecurity through social media. Social media data have proved useful in answering questions related to public health; therefore, these data are a rich source for identifying food deserts in the United States.

Objective: The aim of this study was to develop, from geotagged Twitter data, a predictive model for the identification of food deserts in the United States using the linguistic constructs found in food-related tweets.

Methods: Twitter’s streaming application programming interface was used to collect a random 1% sample of public geolocated tweets across 25 major cities from March 2020 to December 2020. A total of 60,174 geolocated food-related tweets were collected across the 25 cities. Each geolocated tweet was mapped to its respective census tract using point-to-polygon mapping, which allowed us to develop census tract–level features derived from the linguistic constructs found in food-related tweets, such as tweet sentiment and average nutritional value of foods mentioned in the tweets. These features were then used to examine the associations between food desert status and the food ingestion language and sentiment of tweets in a census tract and to determine whether food-related tweets can be used to infer census tract–level food desert status.

Results: We found associations between a census tract being classified as a food desert and an increase in the number of tweets in a census tract that mentioned unhealthy foods ($P=.03$), including foods high in cholesterol ($P=.02$) or low in key nutrients such as potassium ($P=.01$). We also found an association between a census tract being classified as a food desert and an increase in the proportion of tweets that mentioned healthy foods ($P=.03$) and fast-food restaurants ($P=.01$) with positive sentiment. In addition, we found that including food ingestion language derived from tweets in classification models that predict food desert status improves model performance compared with baseline models that only include socioeconomic characteristics.

Conclusions: Social media data have been increasingly used to answer questions related to health and well-being. Using Twitter data, we found that food-related tweets can be used to develop models for predicting census tract food desert status with high accuracy and improve over baseline models. Food ingestion language found in tweets, such as census tract–level measures of food sentiment and healthiness, are associated with census tract–level food desert status.

(Keywords: social media; Twitter; food deserts; food insecurity)

(JMIR Public Health Surveill 2022;8(7):e34285) doi:10.2196/34285
**Introduction**

**Background**

Healthy food is vital to everyday life. However, healthy food is not equally accessible to everyone [1]. Food insecurity refers to an individual’s lack of sufficient and consistent access to healthy foods that are both affordable and good in quality because of the lack of financial and other resources [2]. In 2018, the United States Department of Agriculture (USDA) estimated that 14.3 million households (11.1%) in the United States were food insecure [2].

Geographic location is one of the most important contributing factors to food insecurity and access to healthy foods [3]. **Food deserts** can be broadly defined as geographic regions where residents do not have sufficient access to fresh fruits, vegetables, and other essential ingredients for healthy eating [4]. Access to healthy foods can be limited because of low availability of grocery stores, low access to sustainable transportation, abundance of perceivably cheaper but unhealthy fast-food options, or a combination of such reasons [5,6]. Food deserts are prevalent in rural as well as urban regions, implying that regions with an abundance of food options can still be considered food deserts based on the definition of healthy food [7].

**Identifying Food Deserts**

The disparities in healthy food access among underserved communities have fueled the interest of public health practitioners, researchers, and community activists in not only identifying regions that are currently food deserts but also regions that are at risk for becoming food deserts in the future. The Economic Research Service at the USDA uses various indicators for the official identification of food deserts in the United States at the census tract-level. A review of the literature determined that other frequently used measures to assess food access are as follows: (1) geographic information systems (GIS) technology, where researchers use geocoding to map resources and create density maps that illustrate differences in food security and access in various locations [8]; (2) food store assessments, which may include both objective and subjective assessments of the food environment [9-13]; and (3) consumer surveys, which allow researchers to gather data from randomly selected households—data regarding household food expenditures and consumption over a specified period [4].

Although each of these food desert identification methods have been widely used and have provided rich insights into food insecurity in the United States, each method comes with unique challenges. For example, GIS technology comes with the risk of misidentification of food stores in the GIS and mapping fails to provide information about food consumption behavior [10]. Food store assessments may be associated with high costs and small, nonrandom sample sizes, as well as significant time spent conducting assessments [13]. Consumer surveys have been found to reflect self-reporting inaccuracies [14]. Each of the challenges to the state-of-the-art approaches present room for another novel approach that uses an alternative, more modern data source. This study examines the use of food ingestion language found on social media, specifically tweets, for predicting food desert status among census tracts in the United States.

**Social Media for Public Health Research**

Researchers have increasingly looked to social media data as a means of measuring population health and well-being in a less intrusive and more scalable manner [15]. Social media data have proved useful in predicting health outcomes in many studies; therefore, these data may prove to be a very rich source for yet another health-related issue: food insecurity. Using social media data to predict the emergence of food deserts provides a people-centered approach for identifying food deserts by allowing for the examination of the dietary consumption and habits of individuals who reside in food deserts versus those who do not reside in food deserts [16].

Prior studies have successfully extracted information from social media to address various types of health-related outcomes, relying on the naturalistic observations deduced from social media data to answer questions related to health and well-being [17]. For example, in a study that sought to predict depression among Twitter users, researchers leveraged behavioral cues found in tweets to develop a classifier for depression [17]. In a study that considered Twitter data for various public health applications, researchers conducted syndromic surveillance of serious illnesses, measured behavioral risk factors, and mapped illnesses to various geographic regions [18]. Another study used Twitter to monitor and predict influenza prevalence in the United States by conducting a network analysis of Twitter users and demonstrating the association of social ties and colocation of people who were symptomatic with one’s risk of contracting influenza [19]. A study that sought to develop a publicly available neighborhood-level data set with indicators related to health behaviors and well-being also examined the associations between these Twitter-derived indicators and key neighborhood demographics [20]. Another study examined Instagram posts to understand dietary choices and nutritional challenges in food deserts [4]. The study by Gore et al [21] examined the relationship between the obesity rate in urban areas and the expressions of happiness, diet, and physical activity in tweets.

As seen in this study, several other studies similarly leveraged natural language processing methods such as sentiment analysis, emotion analysis, and topic modeling to use social media to answer public health research questions. For example, some studies [22-26] collected tweets over the course of the COVID-19 pandemic to examine public sentiments and opinions regarding COVID-19 vaccines. Researchers [27,28] conducted topic modeling and emotion analyses to identify the themes and emotions related to the COVID-19 vaccines to aid public health officials in the battle against COVID-19.

**Study Overview**

In this study, we leveraged the linguistic constructs in food-related tweets to develop a classification model for food deserts in the United States. We considered both tweet sentiment and overall nutritional values of foods found in tweets to identify associations between living in a food desert and food consumption.
To our knowledge, this is the first study to develop a model for inferring food desert status among census tracts in the United States using Twitter data. The main objective of this study was to examine the linguistic constructs found in food-related tweets to evaluate the differences in food nutritional value and food consumption behavior of individuals in food deserts versus those in non–food deserts. Our key hypotheses are as follows: (1) living in a food desert is associated with positive mentions of unhealthy foods, such as tweets that mention foods that are high in caloric content or low in vital nutrients such as fiber and calcium, and (2) food ingestion language among Twitter users in a census tract can be used to infer census tract–level food desert status.

**Methods**

**Overview**

An overview of the entire data collection and preparation process is illustrated in Figure 1 and described in the following subsections.

**Figure 1.** Twitter data collection process. API: application programming interface; SES: socioeconomic status; USDA: United States Department of Agriculture.

1. Collect tweets from Twitter API (25 cities)
2. Extract tweets with geolocation coordinates
3. Extract tweets that contain at least one food-related keyword
4. Remove tweets that contain job- and advertisement-related keywords
5. Map tweets to their respective census tracts using point-to-polygon mapping
6. Assign sentiment and nutritional values to each tweet according to matched food words
7. Aggregate tweets to census tract-level
8. Assign USDA food desert classification to census tracts
9. Merge demographics and SES data to respective census tracts

**Data Collection**

**Twitter Data**

From March 2020 to December 2020, the Twitter streaming application programming interface (API), which provides access to a random sample of 1% of publicly available tweets, was used to collect tweets (including retweets and quoted tweets) from 25 of the most populated cities in the United States (Textbox 1) [29]. The 25 cities included in this analysis are among the top 50 most populated cities in the United States. However, we decided not to go with the most populated cities (such as New York City, Los Angeles, and Houston) because we wanted to understand whether the framework we developed would be beneficial for smaller cities that are not typically the focus of these infodemiology studies. Public health resources directed at improving population health are historically limited and can vary from one public health jurisdiction to the next [30]. Heavily populated cities such as New York City, Los Angeles, and Houston likely have an abundance of resources (both financial and personnel) that can be used to conduct food desert identification using more traditional (expensive) methods.

Although the framework outlined in this study would also be useful for heavily populated cities, we believe that less populated cities with fewer resources would benefit the most from this type of study.

When a location-based search is specified, the Twitter API extracts tweets tied to a certain location based on two criteria that are not mutually exclusive: (1) the user has their location enabled for all tweets, in which case these tweets will have specific GPS coordinates, or (2) the user has location information in their profile, such as the city and state they live in, in which case all tweets associated with this user will be tied to this location but without specific geocoordinates. In both cases, these location-tagged tweets are eligible for selection by the Twitter API when a location-based search is specified [31]. As this analysis sought to assign individual tweets to their respective census tracts, all tweets in our sample were required to have specific geolocation information (latitude and longitude GPS coordinates). A parsing module was created to filter out tweets without specific geolocation information. Next, to extract tweets related to food ingestion, tweets were further filtered by
a list of 1787 food-related words from the USDA FoodData Central Database (examples are presented in Textbox 2) [32]. Names of popular fast-food restaurants extracted from Wikipedia [33] were also included in this list, as was done in the study by Vydiswaran et al [16].

Tweets related to job postings and advertisements were filtered out by excluding tweets with hashtags and keywords such as “#jobs,” “#hiring,” and “#ad.” For the purposes of this research, we assumed that the tweets in our sample, which, at minimum, contained at least one of 1787 food-related keywords, were related to food consumption, as was done in the study by Nguyen et al [20]. To assess the impact of this assumption, a random sample of 1000 tweets was selected for manual classification as food related or not food related. Among the 1000 tweets in the random sample, 770 (77%) were classified as food-related, whereas 230 (23%), although they contained food keywords, were classified as not food-related. Tweets that matched to food words but were not related to food consumption included tweets related to, for example, Apple products (eg, “I went to the Apple Store to purchase an iPhone”) and common city nicknames (eg, New York City, aka “The Big Apple”).

Textbox 1. Targeted cities for Twitter data collection.

<table>
<thead>
<tr>
<th>Targeted cities for data collection</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Albuquerque, New Mexico</td>
</tr>
<tr>
<td>• Dallas, Texas</td>
</tr>
<tr>
<td>• Atlanta, Georgia</td>
</tr>
<tr>
<td>• Baltimore, Maryland</td>
</tr>
<tr>
<td>• Colorado Springs, Colorado</td>
</tr>
<tr>
<td>• Fresno, California</td>
</tr>
<tr>
<td>• Kansas City, Missouri</td>
</tr>
<tr>
<td>• Las Vegas, Nevada</td>
</tr>
<tr>
<td>• Long Beach, California</td>
</tr>
<tr>
<td>• Louisville, Kentucky</td>
</tr>
<tr>
<td>• Mesa, Arizona</td>
</tr>
<tr>
<td>• Miami, Florida</td>
</tr>
<tr>
<td>• Milwaukee, Wisconsin</td>
</tr>
<tr>
<td>• Minneapolis, Minnesota</td>
</tr>
<tr>
<td>• New Orleans, Louisiana</td>
</tr>
<tr>
<td>• Oakland, California</td>
</tr>
<tr>
<td>• Oklahoma City, Oklahoma</td>
</tr>
<tr>
<td>• Omaha, Nebraska</td>
</tr>
<tr>
<td>• Portland, Oregon</td>
</tr>
<tr>
<td>• Raleigh, North Carolina</td>
</tr>
<tr>
<td>• Sacramento, California</td>
</tr>
<tr>
<td>• Tucson, Arizona</td>
</tr>
<tr>
<td>• Tulsa, Oklahoma</td>
</tr>
<tr>
<td>• Virginia Beach, Virginia</td>
</tr>
<tr>
<td>• Wichita, Kansas</td>
</tr>
</tbody>
</table>
**Textbox 2.** Examples of food-related keywords.

<table>
<thead>
<tr>
<th>Food-related keywords</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthy</td>
</tr>
<tr>
<td>Acai</td>
</tr>
<tr>
<td>Apple</td>
</tr>
<tr>
<td>Apricot</td>
</tr>
<tr>
<td>Avocado</td>
</tr>
<tr>
<td>Banana</td>
</tr>
<tr>
<td>Blackberries</td>
</tr>
<tr>
<td>Blueberries</td>
</tr>
<tr>
<td>Cantaloupe</td>
</tr>
<tr>
<td>Cherries</td>
</tr>
<tr>
<td>Clementine</td>
</tr>
<tr>
<td>Unhealthy</td>
</tr>
<tr>
<td>Cheesecake</td>
</tr>
<tr>
<td>Cupcake</td>
</tr>
<tr>
<td>Donut</td>
</tr>
<tr>
<td>Pepsi</td>
</tr>
<tr>
<td>Sprite</td>
</tr>
<tr>
<td>Sunkist</td>
</tr>
<tr>
<td>Red velvet cake</td>
</tr>
<tr>
<td>Chicken McNuggets</td>
</tr>
<tr>
<td>Double cheeseburger</td>
</tr>
<tr>
<td>Zinger burger</td>
</tr>
<tr>
<td>Fast-food restaurants</td>
</tr>
<tr>
<td>Jack in the Box</td>
</tr>
<tr>
<td>Chick-fil-A</td>
</tr>
<tr>
<td>Burger King</td>
</tr>
<tr>
<td>Dairy Queen</td>
</tr>
<tr>
<td>Del Taco</td>
</tr>
<tr>
<td>Taco Bell</td>
</tr>
<tr>
<td>Bojangles</td>
</tr>
<tr>
<td>Checkers</td>
</tr>
<tr>
<td>Popeyes</td>
</tr>
<tr>
<td>Whataburger</td>
</tr>
</tbody>
</table>

**Twitter-Derived Features**

We referred to similar work conducted by Nguyen et al [20] to classify each food item as healthy or unhealthy. The classification of foods as healthy or unhealthy was subjective and conducted by 2 different annotators (Daniela Nganjo and Pauline Comising). Fruits and vegetables were classified as healthy food items. Unhealthy food items included fried foods, fast-food items, and other food items commonly considered to be unhealthy. The following nutritional values, per 100 g, were obtained for each food item in the list using the USDA FoodData Central Database: calories, calcium, carbohydrates, cholesterol, energy, fat, fiber, iron, potassium, protein, fatty acids, sodium, sugar, vitamin A, and vitamin C.

To measure the healthiness of foods mentioned in tweets, the overall nutritional values of the foods mentioned in each tweet were calculated. To calculate the nutritional values of foods mentioned in each tweet, regular expression matching was used to compare the words in each tweet to the items described in the aforementioned food list (Textbox 2). The keyword-matching algorithm first searched the tweet text for...
matches to food keywords containing multiple words, then searched the tweet text for matches to food keywords with fewer words. Using this method, the tweet text was searched for keywords with 3 words, for example, before searching for keywords with 2 words, and the tweet text was searched for keywords with 2 words, before searching for keywords with 1 word. For example, both “Burger King” and “burger” were included in the food list. Using this keyword-matching algorithm, a tweet was searched for the keyword “Burger King” first to avoid an incorrect match to the keyword “burger” alone. Once this match was made, the keyword “Burger King” was removed from the tweet text and the remaining tweet text was searched for single-word keywords such as “burger.”

Next, the respective nutritional values for each matched food word were then calculated for the corresponding tweet. For tweets having >1 match to food names in the food list, the assigned nutritional value was equal to the average of the nutritional values for all matched food items in the tweet.

**Sentiment Analysis**

To capture the attitudes toward foods mentioned in tweets, we conducted a sentiment analysis of all tweets using the bing lexicon from the tidytex package in R [34]. The bing lexicon provides a label of negative or positive for thousands of words in the English language. To label the overall sentiment of a tweet, positive expression words were assigned a value of 1, negative expression words were assigned a value of -1, and neutral expression words were assigned a value of 0. An overall **sentiment score** was assigned to each tweet by summing the values assigned to all expression words present in a tweet. Tweets with a positive sentiment score were labeled as having overall positive sentiment, tweets with a negative sentiment score were labeled as having an overall negative sentiment, and tweets with a score of 0 were labeled as having overall neutral sentiment. The resulting tweet sentiment assignments were then used to flag the following types of tweets: tweets that mentioned healthy foods with positive sentiment; tweets that mentioned healthy foods with negative sentiment; tweets that mentioned unhealthy foods with positive sentiment; tweets that mentioned unhealthy foods with negative sentiment; tweets that mentioned fast-food restaurants with positive sentiment; and tweets that mentioned fast-food restaurants with negative sentiment. These tweet-level indicators were later aggregated to the census tract-level to produce neighborhood-specific features related to the proportion of tweets that expressed positive or negative sentiment toward healthy foods, unhealthy foods, and fast-food restaurants.

**Mapping Tweets to Census Tracts**

As this analysis examined food desert status at the census tract-level, for all census tracts in the 25 cities listed in Textbox 1, each tweet was then mapped to its respective census tract using point-to-polygon mapping of the latitude and longitude coordinates of the geolocated tweet to the bounding box of the respective census tract [35]. Once each tweet was mapped to a census tract, the tweets were aggregated to the census tract-level and the average nutritional content per food item mentioned in tweets within each census tract was calculated. Additional census tract–level food-related Twitter-derived features included the following: (1) percentage of all tweets in a census tract that mention the following with either positive or negative sentiment: healthy foods, unhealthy foods, and fast-food restaurants, and (2) average number of healthy food, unhealthy food, and fast-food mentions per tweet. Tweets with neutral sentiment were not excluded from the analysis sample, but we did not consider neutral sentiment as an independent feature. A complete list of food-related census tract–level features derived from Twitter can be found in Textbox 3.
### Food features

- Percentage of tweets that mention healthy foods with positive sentiment
- Percentage of tweets that mention healthy foods with negative sentiment
- Percentage of tweets that mention unhealthy foods with positive sentiment
- Percentage of tweets that mention unhealthy foods with negative sentiment
- Percentage of tweets that mention fast-food restaurants with positive sentiment
- Percentage of tweets that mention fast-food restaurants with negative sentiment
- Average number of healthy food mentions
- Average number of unhealthy food mentions
- Average number of fast-food mentions
- Average number of calories per food item (per 100 g)
- Average calcium per food item (per 100 g)
- Average carbohydrates per food item (per 100 g)
- Average cholesterol per food item (per 100 g)
- Average energy per food item (per 100 g)
- Average fiber per food item (per 100 g)
- Average iron per food item (per 100 g)
- Average potassium per food item (per 100 g)
- Average fat per food item (per 100 g)
- Average protein per food item (per 100 g)
- Average saturated fatty acids per food item (per 100 g)
- Average sodium per food item (per 100 g)
- Average sugar per food item (per 100 g)
- Average trans fatty acids per food item (per 100 g)
- Average unsaturated fatty acids per food item (per 100 g)
- Average vitamin A per food item (per 100 g)
- Average vitamin C per food item (per 100 g)
- Average number of calories per healthy food item (per 100 g)
- Average number of calories per unhealthy food item (per 100 g)

### Food Desert Status

Once all data were collected and aggregated to the census tract-level, each census tract was classified as a food desert or not a food desert, according to the USDA Food Access Research Atlas classification of low-income and low-access tracts measured at 1 mile for urban areas and 10 miles for rural areas. The USDA classifies low-income tracts using the following criteria: (1) at least 20% of the residents live below the federal poverty level; (2) median family income is, at most, 80% of the median family income for the state in which the census tract lies; or (3) the census tract is in a metropolitan area and the median family income is, at most, 80% of the median family income for the metropolitan area in which the census tract lies. Low-access census tracts are classified by a significant share (≥500 individuals or at least 33%) of individuals in the census tract being far from a supermarket or grocery store [36].

In total, 7.52% (299/3978) of census tracts with geolocated food-related tweets were classified as low-income, low-access food deserts, measured at 1 mile for urban areas and 10 miles for rural areas.

### Demographics and Socioeconomic Status Features

Demographic and socioeconomic status (SES) characteristics at the census tract-level were pulled from the 2019 American Community Survey and merged onto the census tract–level tweets data set. The demographic variables used in this analysis are presented in Textbox 4.

<table>
<thead>
<tr>
<th>Demographic variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Percentage White and non-Hispanic</td>
</tr>
<tr>
<td>• Percentage Black or African American</td>
</tr>
<tr>
<td>• Percentage other race</td>
</tr>
<tr>
<td>• Percentage Asian</td>
</tr>
<tr>
<td>• Percentage American Indian or Alaska Native</td>
</tr>
<tr>
<td>• Percentage owner-occupied housing units</td>
</tr>
<tr>
<td>• Percentage of population living below the federal poverty line</td>
</tr>
<tr>
<td>• Number of housing units</td>
</tr>
<tr>
<td>• Number of households</td>
</tr>
<tr>
<td>• Median family income (US $, 2019)</td>
</tr>
<tr>
<td>• Median age (years)</td>
</tr>
<tr>
<td>• Population</td>
</tr>
</tbody>
</table>

Data Analysis

Analyses were performed using R software (version 3.5.1; The R Foundation for Statistical Computing) and Python (version 3.8).

Evaluating the Association Between Living in a Food Desert and Food Ingestion Language on Twitter

To test the hypothesis that living in a food desert is associated with the food ingestion language of Twitter users, adjusted linear regression was conducted using food desert status as a treatment and the SES features listed in Textbox 4 as control features to analyze which Twitter-derived features presented in Textbox 3 were statistically significantly different between food deserts and non–food deserts. Each Twitter-derived feature (Textbox 3) was designated as the outcome variable in individual linear regression models, as specified in the following equation:

\[
y_{Twitter} = \beta_0 + \beta_{FD}x_{FD} + \beta_{SES1}x_{SES1} + \ldots + \beta_{SES12}x_{SES12} + Error
\]

where \(y_{Twitter}\) = Individual Twitter–derived food feature; \(\beta_0\) = y – intercept (constant); \(\beta_{FD}\)=food desert classification; and \(\beta_{SES1}, \beta_{SES2}\)=each of the 12 demographic and socioeconomic features listed in Textbox 4.

Twitter-derived features that were found to have individual, significant associations with food desert status were later used as features in the classification model for predicting food desert status to test the hypothesis that key food ingestion language found in tweets can be used to infer census tract–level food desert status.

Predicting Food Desert Status

To test the hypothesis that food ingestion language found in tweets can be used to infer census tract–level food desert status, classification models were developed using the Twitter-derived food-related nutritional features listed in Textbox 3. We developed 5 different classification models with different sets of features that would allow us to determine which models, if any, show improvements over a baseline model (Table 1). The first model, which was considered the baseline model, included demographics and SES features previously found to be strong predictors of food desert status in prior studies [37]; the second model included the demographics and SES features from the baseline model, plus the Twitter-derived food-related nutritional features presented in Textbox 3; the third model included the demographics and SES features from the baseline model, plus the tweet sentiment features; the fourth model included all the features (from models 2 and 3 combined); and the fifth model included the demographics and SES features from the baseline model, plus all Twitter-derived food-related features found to have a statistically significant association with census tract–level food desert status.

All features were standardized using minimum-maximum normalization, a method that standardizes data by rescaling the range of individual features to (0, 1), as described in the study by Cao et al [38]. The data were divided into a 70:30 training data and testing data split. Each of the models were built using 5-fold cross-validation to keep computation time to a minimum. Using the caret package in R, each model described in Table 1 was run using several different classification methods: adaptive boosting, gradient boosting, logistic regression, and ensemble methods [39]. The ensemble model combined adaptive boosting, gradient boosting, and logistic regression as base methods. Ensemble modeling is a process that aggregates the predictions of many different modeling algorithms and uses the results of the base models as inputs into a logistic regression model. The ensemble performs as a single model, reducing the generalization error of the prediction compared with the base models alone. The results of each classification method, regardless of performance, are presented in this paper.
Table 1. Classification models for predicting food desert status.

<table>
<thead>
<tr>
<th>Model</th>
<th>Description</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Demographics and SES only (baseline)</td>
<td>Demographics and SES features (Textbox 4)</td>
</tr>
<tr>
<td>2</td>
<td>Demographics and SES+nutritional values</td>
<td>Demographics and SES features (Textbox 4) and Twitter-derived food-related nutritional features (Textbox 3)</td>
</tr>
<tr>
<td>3</td>
<td>Demographics and SES+Twitter mentions sentiment</td>
<td>Demographics and SES features (Textbox 4) and sentiment analysis of Twitter mentions features (Textbox 3)</td>
</tr>
<tr>
<td>4</td>
<td>Demographics and SES+nutritional values+Twitter mentions sentiment</td>
<td>Demographics and SES features (Textbox 4), Twitter-derived food-related nutritional features (Textbox 3), and sentiment analysis of Twitter mentions features (Textbox 3)</td>
</tr>
<tr>
<td>5</td>
<td>Demographics and SES+statistically significant features</td>
<td>Demographics and SES features (Textbox 4) and Twitter-derived food-related features found to have a statistically significant association with census tract–level food desert status</td>
</tr>
</tbody>
</table>

aSES: Socioeconomic status.

Ethics Approval
The University of Maryland College Park institutional review board has determined that this project does not meet the definition of human participant research under the purview of the institutional review board according to federal regulations.

Results
Overview
A total of 60,174 geolocated food-related tweets were collected during the data collection period. Across the 25 cities in our sample, 3978 census tracts had at least one geolocated food-related tweet, with a median of 4 (IQR 8) geolocated food-related tweets per census tract. Long Beach, California, had the largest representation of tweets (17,303/60,174, 28.75%), as well as the largest representation of users (5189/17,978, 28.86%; Table 2). Fresno, California, had the smallest representation of tweets (421/60,174, 0.7%), and Wichita, Kansas, had the smallest representation of users (132/17,978, 0.73%). The maximum number of tweets by a single individual was 1277 (from a user in Long Beach, California). On average, there were 6686 (SD 3629) tweets collected from 3264 (SD 1385) users each month. The remaining tweet and user statistics can be found in Table 2.

Table 3 displays descriptive statistics of the census tract–level Twitter-derived food features. On average, there was a higher percentage of tweets that mentioned healthy foods with positive sentiment (34%) versus negative sentiment (20%), a higher percentage of tweets that mentioned unhealthy foods with positive sentiment (34%) versus negative sentiment (17%), and a higher percentage of tweets that mentioned fast-food restaurants with positive sentiment (21%) versus negative sentiment (12%).

Table 4 displays descriptive statistics of census tract–level demographics and SES features among census tracts represented in this analysis. Across the represented census tracts, 62.7% (10,682,930/17,038,167) of all residents were White and non-Hispanic, 15.6% (2,657,954/17,038,167) were Black or African American, and 8.9% (1,516,397/17,038,167) identified as other race. The median family income across census tracts was approximately US $82,000, and the median age was approximately 37 years.
Table 2. Number of tweets (N=60,174) and users (N=17,978) by city.

<table>
<thead>
<tr>
<th>City</th>
<th>Number of tweets, n (%)</th>
<th>Number of users, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Albuquerque, New Mexico</td>
<td>839 (1.39)</td>
<td>224 (1.26)</td>
</tr>
<tr>
<td>Atlanta, Georgia</td>
<td>4936 (8.2)</td>
<td>1739 (9.67)</td>
</tr>
<tr>
<td>Baltimore, Maryland</td>
<td>2521 (4.19)</td>
<td>684 (3.8)</td>
</tr>
<tr>
<td>Colorado Springs, Colorado</td>
<td>847 (1.41)</td>
<td>268 (1.49)</td>
</tr>
<tr>
<td>Dallas, Texas</td>
<td>2472 (4.11)</td>
<td>782 (4.35)</td>
</tr>
<tr>
<td>Fresno, California</td>
<td>421 (0.7)</td>
<td>153 (0.85)</td>
</tr>
<tr>
<td>Kansas City, Missouri</td>
<td>1651 (2.74)</td>
<td>532 (2.96)</td>
</tr>
<tr>
<td>Las Vegas, Nevada</td>
<td>2336 (3.88)</td>
<td>872 (4.85)</td>
</tr>
<tr>
<td>Long Beach, California</td>
<td>17,303 (28.75)</td>
<td>5189 (28.86)</td>
</tr>
<tr>
<td>Louisville, Kentucky</td>
<td>1246 (2.07)</td>
<td>406 (2.26)</td>
</tr>
<tr>
<td>Mesa, Arizona</td>
<td>1888 (3.14)</td>
<td>616 (3.43)</td>
</tr>
<tr>
<td>Miami, Florida</td>
<td>2576 (4.28)</td>
<td>1080 (6.01)</td>
</tr>
<tr>
<td>Milwaukee, Wisconsin</td>
<td>1578 (2.62)</td>
<td>388 (2.16)</td>
</tr>
<tr>
<td>Minneapolis, Minnesota</td>
<td>1282 (2.13)</td>
<td>471 (2.62)</td>
</tr>
<tr>
<td>New Orleans, Louisiana</td>
<td>2144 (3.56)</td>
<td>641 (3.57)</td>
</tr>
<tr>
<td>Oakland, California</td>
<td>2601 (4.32)</td>
<td>614 (3.42)</td>
</tr>
<tr>
<td>Oklahoma City, Oklahoma</td>
<td>1143 (1.9)</td>
<td>371 (2.06)</td>
</tr>
<tr>
<td>Omaha, Nebraska</td>
<td>742 (1.23)</td>
<td>198 (1.1)</td>
</tr>
<tr>
<td>Portland, Oregon</td>
<td>5528 (9.19)</td>
<td>928 (5.16)</td>
</tr>
<tr>
<td>Raleigh, North Carolina</td>
<td>1588 (2.64)</td>
<td>454 (2.53)</td>
</tr>
<tr>
<td>Sacramento, California</td>
<td>1721 (2.86)</td>
<td>565 (3.14)</td>
</tr>
<tr>
<td>Tucson, Arizona</td>
<td>794 (1.32)</td>
<td>250 (1.39)</td>
</tr>
<tr>
<td>Tulsa, Oklahoma</td>
<td>622 (1.03)</td>
<td>209 (1.16)</td>
</tr>
<tr>
<td>Virginia Beach, Virginia</td>
<td>960 (1.6)</td>
<td>212 (1.18)</td>
</tr>
<tr>
<td>Wichita, Kansas</td>
<td>435 (0.72)</td>
<td>132 (0.73)</td>
</tr>
</tbody>
</table>
### Table 3. Descriptive statistics of Twitter-derived food features from geolocated food-related tweets.

<table>
<thead>
<tr>
<th>Twitter-derived food features</th>
<th>Values, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percentage of tweets that mention healthy foods, positive sentiment</td>
<td>33.8 (0.4)</td>
</tr>
<tr>
<td>Percentage of tweets that mention healthy foods, negative sentiment</td>
<td>19.8 (0.3)</td>
</tr>
<tr>
<td>Percentage of tweets that mention unhealthy foods, positive sentiment</td>
<td>33.5 (0.4)</td>
</tr>
<tr>
<td>Percentage of tweets that mention unhealthy foods, negative sentiment</td>
<td>17.1 (0.3)</td>
</tr>
<tr>
<td>Percentage of tweets that mention fast-food restaurants, positive sentiment</td>
<td>21.2 (0.3)</td>
</tr>
<tr>
<td>Percentage of tweets that mention fast-food restaurants, negative sentiment</td>
<td>11.7 (0.3)</td>
</tr>
<tr>
<td>Average number of healthy food mentions</td>
<td>0.2 (0.3)</td>
</tr>
<tr>
<td>Average number of unhealthy food mentions</td>
<td>0.4 (0.4)</td>
</tr>
<tr>
<td>Average number of fast-food mentions</td>
<td>0.1 (0.3)</td>
</tr>
<tr>
<td>Average number of calories per food item (per 100 g)</td>
<td>155.1 (96.3)</td>
</tr>
<tr>
<td>Average calcium per food item (per 100 g)</td>
<td>74 (91.3)</td>
</tr>
<tr>
<td>Average carbohydrates per food item (per 100 g)</td>
<td>23.2 (10.9)</td>
</tr>
<tr>
<td>Average cholesterol per food item (per 100 g)</td>
<td>57.3 (284.4)</td>
</tr>
<tr>
<td>Average energy per food item (per 100 g)</td>
<td>285.1 (115.7)</td>
</tr>
<tr>
<td>Average fat per food item (per 100 g)</td>
<td>10.4 (6.9)</td>
</tr>
<tr>
<td>Average fiber per food item (per 100 g)</td>
<td>1.7 (1.4)</td>
</tr>
<tr>
<td>Average iron per food item (per 100 g)</td>
<td>1.7 (8.5)</td>
</tr>
<tr>
<td>Average potassium per food item (per 100 g)</td>
<td>194.5 (93)</td>
</tr>
<tr>
<td>Average protein per food item (per 100 g)</td>
<td>7 (4.1)</td>
</tr>
<tr>
<td>Average saturated fatty acids per food item (per 100 g)</td>
<td>3.6 (2.5)</td>
</tr>
<tr>
<td>Average sodium per food item (per 100 g)</td>
<td>524.7 (962.7)</td>
</tr>
<tr>
<td>Average sugar per food item (per 100 g)</td>
<td>11.8 (8.3)</td>
</tr>
<tr>
<td>Average trans fatty acids per food item (per 100 g)</td>
<td>0.1 (0.2)</td>
</tr>
<tr>
<td>Average unsaturated fatty acids per food item (per 100 g)</td>
<td>2.6 (4)</td>
</tr>
<tr>
<td>Average vitamin A per food item (per 100 g)</td>
<td>548.8 (734.5)</td>
</tr>
<tr>
<td>Average vitamin C per food item (per 100 g)</td>
<td>7.1 (15.8)</td>
</tr>
<tr>
<td>Average number of calories per healthy food item (per 100 g)</td>
<td>67.4 (61.5)</td>
</tr>
<tr>
<td>Average number of calories per unhealthy food item (per 100 g)</td>
<td>189.8 (125.9)</td>
</tr>
</tbody>
</table>
Table 4. Descriptive statistics of census tract–level demographics and socioeconomic status features extracted from the 2019 American Community Survey.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Values, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percentage White and non-Hispanic</td>
<td>62.7 (23.4)</td>
</tr>
<tr>
<td>Percentage Black or African American</td>
<td>15.6 (21.0)</td>
</tr>
<tr>
<td>Percentage other race</td>
<td>8.9 (12.3)</td>
</tr>
<tr>
<td>Percentage Asian</td>
<td>7.4 (9.2)</td>
</tr>
<tr>
<td>Percentage American Indian or Alaska Native</td>
<td>1.0 (1.9)</td>
</tr>
<tr>
<td>Percentage owner-occupied housing units</td>
<td>49.3 (24.8)</td>
</tr>
<tr>
<td>Percentage of population living below the federal poverty line</td>
<td>16.2 (12.1)</td>
</tr>
<tr>
<td>Number of housing units</td>
<td>1788.4 (863.5)</td>
</tr>
<tr>
<td>Number of households</td>
<td>1628.0 (799.1)</td>
</tr>
<tr>
<td>Median family income (US $, 2019)</td>
<td>82,371.4 (42,680.1)</td>
</tr>
<tr>
<td>Median age (years)</td>
<td>37.0 (6.8)</td>
</tr>
<tr>
<td>Population</td>
<td>4283.1 (2243.6)</td>
</tr>
</tbody>
</table>

Hypothesis 1: Living in a Food Desert Is Associated With the Food Ingestion Language and Sentiments of Tweets Observed Among Twitter Users

The adjusted linear regression models confirmed this hypothesis, revealing significant associations between food desert status and 5 of the Twitter-derived food characteristics (Table 5). The results show that a census tract being classified as a food desert was associated with an increase in the average cholesterol concentration (per 100 g; \( P = .02 \)) per food item mentioned in tweets, a decrease in the average potassium concentration (per 100 g) per food item mentioned in tweets (\( P = .01 \)), and an increase in the average number of unhealthy foods mentioned per tweet (\( P = .03 \)). A census tract being classified as a food desert was also associated with an increase in the proportion of tweets that mentioned healthy foods as well as the proportion of tweets that mentioned fast-food restaurants with positive sentiment (\( P = .03 \) and \( P = .01 \), respectively).

Although we did not expect to see an association between living in a food desert and an increase in mentions of healthy foods with positive sentiment, we hypothesize that such an association might reflect aspirational tweets of individuals who long for healthy food that is not present in their neighborhood (for example, the positive sentiment does not reflect food consumption but rather a wish to increase accessibility).
Table 5. Adjusted linear regression model results examining the associations between living in a food desert and food ingestion language of Twitter users.

<table>
<thead>
<tr>
<th>Twitter-derived food features</th>
<th>β coefficient</th>
<th>P value</th>
<th>SE</th>
<th>R-squared</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percentage of tweets that mention healthy foods, positive sentiment</td>
<td>.077</td>
<td>.03</td>
<td>.036</td>
<td>0.003</td>
</tr>
<tr>
<td>Percentage of tweets that mention healthy foods, negative sentiment</td>
<td>.023</td>
<td>.44</td>
<td>.031</td>
<td>3.45×10⁻⁵</td>
</tr>
<tr>
<td>Percentage of tweets that mention unhealthy foods, positive sentiment</td>
<td>-0.051</td>
<td>.06</td>
<td>.027</td>
<td>0.001</td>
</tr>
<tr>
<td>Percentage of tweets that mention unhealthy foods, negative sentiment</td>
<td>.022</td>
<td>.32</td>
<td>.022</td>
<td>3.98×10⁻⁴</td>
</tr>
<tr>
<td>Percentage of tweets that mention fast-food restaurants, positive sentiment</td>
<td>.096</td>
<td>.01</td>
<td>.039</td>
<td>0.005</td>
</tr>
<tr>
<td>Percentage of tweets that mention fast-food restaurants, negative sentiment</td>
<td>.010</td>
<td>.74</td>
<td>.032</td>
<td>8.88×10⁻⁵</td>
</tr>
<tr>
<td>Average number of healthy food mentions</td>
<td>-0.002</td>
<td>.54</td>
<td>.003</td>
<td>9.57×10⁻⁵</td>
</tr>
<tr>
<td>Average number of unhealthy food mentions</td>
<td>.014</td>
<td>.03</td>
<td>.006</td>
<td>0.001</td>
</tr>
<tr>
<td>Average number of fast-food mentions</td>
<td>-0.003</td>
<td>.76</td>
<td>.010</td>
<td>2.45×10⁻⁵</td>
</tr>
<tr>
<td>Average number of calories per food item (per 100 g)</td>
<td>.005</td>
<td>.58</td>
<td>.009</td>
<td>7.93×10⁻⁵</td>
</tr>
<tr>
<td>Average calcium per food item (per 100 g)</td>
<td>-0.001</td>
<td>.60</td>
<td>.002</td>
<td>7.36×10⁻⁵</td>
</tr>
<tr>
<td>Average carbohydrates per food item (per 100 g)</td>
<td>-0.009</td>
<td>.19</td>
<td>.007</td>
<td>4.46×10⁻⁴</td>
</tr>
<tr>
<td>Average cholesterol per food item (per 100 g)</td>
<td>.005</td>
<td>.02</td>
<td>.002</td>
<td>0.001</td>
</tr>
<tr>
<td>Average energy per food item (per 100 g)</td>
<td>.004</td>
<td>.60</td>
<td>.007</td>
<td>7.37×10⁻⁵</td>
</tr>
<tr>
<td>Average fat per food item (per 100 g)</td>
<td>-0.005</td>
<td>.69</td>
<td>.012</td>
<td>4.27×10⁻⁵</td>
</tr>
<tr>
<td>Average fiber per food item (per 100 g)</td>
<td>-0.014</td>
<td>.10</td>
<td>.008</td>
<td>7.26×10⁻⁴</td>
</tr>
<tr>
<td>Average iron per food item (per 100 g)</td>
<td>-6.44×10⁻⁴</td>
<td>.56</td>
<td>.001</td>
<td>9.04×10⁻⁵</td>
</tr>
<tr>
<td>Average potassium per food item (per 100 g)</td>
<td>-0.008</td>
<td>.01</td>
<td>.003</td>
<td>0.002</td>
</tr>
<tr>
<td>Average protein per food item (per 100 g)</td>
<td>-0.002</td>
<td>.88</td>
<td>.010</td>
<td>6.11×10⁻⁶</td>
</tr>
<tr>
<td>Average saturated fatty acids per food item (per 100 g)</td>
<td>.007</td>
<td>.31</td>
<td>.007</td>
<td>2.70×10⁻⁴</td>
</tr>
<tr>
<td>Average sodium per food item (per 100 g)</td>
<td>-0.005</td>
<td>.06</td>
<td>.002</td>
<td>9.13×10⁻⁴</td>
</tr>
<tr>
<td>Average sugar per food item (per 100 g)</td>
<td>-0.005</td>
<td>.35</td>
<td>.005</td>
<td>2.29×10⁻⁴</td>
</tr>
<tr>
<td>Average trans fatty acids per food item (per 100 g)</td>
<td>-0.002</td>
<td>.79</td>
<td>.007</td>
<td>1.78×10⁻⁵</td>
</tr>
<tr>
<td>Average unsaturated fatty acids per food item (per 100 g)</td>
<td>.002</td>
<td>.72</td>
<td>.006</td>
<td>3.39×10⁻⁵</td>
</tr>
<tr>
<td>Average vitamin A per food item (per 100 g)</td>
<td>.004</td>
<td>.58</td>
<td>.007</td>
<td>8.19×10⁻⁵</td>
</tr>
<tr>
<td>Average vitamin C per food item (per 100 g)</td>
<td>-5.53×10⁻⁴</td>
<td>.71</td>
<td>.002</td>
<td>3.52×10⁻⁵</td>
</tr>
<tr>
<td>Average number of calories per healthy food item (per 100 g)</td>
<td>9.58×10⁻⁴</td>
<td>.95</td>
<td>.017</td>
<td>1.92×10⁻⁶</td>
</tr>
<tr>
<td>Average number of calories per unhealthy food item (per 100 g)</td>
<td>.007</td>
<td>.64</td>
<td>.015</td>
<td>8.42×10⁻⁵</td>
</tr>
</tbody>
</table>

Hypothesis 2: Food Ingestion Language Among Twitter Users in a Census Tract Can Be Used to Infer Census Tract–Level Food Desert Status

To test the hypothesis that food ingestion language found in tweets can be used to infer census tract–level food desert status, we used various machine learning methods to compare the performance of 5 classification models (Table 6). In this paper, we evaluated model performance by comparing each model’s area under the receiver operating characteristic curve (AUC) metric, which measures how well each model can distinguish a non–food desert census tract from a food desert census tract. We used this metric, instead of accuracy, for evaluating model performance because this metric is better suited to measure model performance on class-imbalanced data [40], as is the case with the imbalanced food desert classification outcome in our sample data (of the 3978 census tracts, 299, 7.52%, were food desert census tracts). Model 3, which included sentiment features related to food mentions, showed an improvement over the baseline model AUC, using the gradient boosting classification method, by >7%. This was also the best performing model (AUC 0.823). Model 4, which included all Twitter-derived food-related features, showed an improvement over the baseline model AUC, using the logistic regression classification method, of nearly
19%. These results confirm hypothesis 2, suggesting that the best performing models involve the inclusion of Twitter-derived food ingestion language.

Table 6. Model performance.

<table>
<thead>
<tr>
<th>Method and model</th>
<th>AUCb</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adaptive boosting</td>
<td></td>
</tr>
<tr>
<td>1 (baseline)</td>
<td>0.759</td>
</tr>
<tr>
<td>2</td>
<td>0.749</td>
</tr>
<tr>
<td>3</td>
<td>0.738</td>
</tr>
<tr>
<td>4</td>
<td>0.650</td>
</tr>
<tr>
<td>5</td>
<td>0.723</td>
</tr>
<tr>
<td>Gradient boosting</td>
<td></td>
</tr>
<tr>
<td>1 (baseline)</td>
<td>0.766</td>
</tr>
<tr>
<td>2</td>
<td>0.797</td>
</tr>
<tr>
<td>3</td>
<td>0.823</td>
</tr>
<tr>
<td>4</td>
<td>0.777</td>
</tr>
<tr>
<td>5</td>
<td>0.699</td>
</tr>
<tr>
<td>Logistic regression</td>
<td></td>
</tr>
<tr>
<td>1 (baseline)</td>
<td>0.682</td>
</tr>
<tr>
<td>2</td>
<td>0.720</td>
</tr>
<tr>
<td>3</td>
<td>0.777</td>
</tr>
<tr>
<td>4</td>
<td>0.809</td>
</tr>
<tr>
<td>5</td>
<td>0.663</td>
</tr>
<tr>
<td>Ensemble method</td>
<td></td>
</tr>
<tr>
<td>1 (baseline)</td>
<td>0.769</td>
</tr>
<tr>
<td>2</td>
<td>0.771</td>
</tr>
<tr>
<td>3</td>
<td>0.760</td>
</tr>
<tr>
<td>4</td>
<td>0.641</td>
</tr>
<tr>
<td>5</td>
<td>0.740</td>
</tr>
</tbody>
</table>

aModel descriptions (refer to Table 1)—1: demographics and socioeconomic status only (baseline); 2: demographics and socioeconomic status+nutritional values; 3: demographics and socioeconomic status+Twitter mentions sentiment; 4: demographics and socioeconomic status+nutritional values+Twitter mentions sentiment; 5: demographics and socioeconomic status+statistically significant features.

bAUC: area under the receiver operating characteristic curve.

Discussion

Principal Findings

In this study, we sought to address two key hypotheses: (1) living in a food desert is associated with positive mentions of unhealthy foods, such as tweets that mention foods that are high in caloric content or low in vital nutrients such as fiber and calcium, and (2) food ingestion language among Twitter users in a census tract can be used to infer census tract–level food desert status. The study found significant associations between living in a food desert and tweeting about unhealthy foods, including foods high in cholesterol content or low in key nutrients such as potassium. We also found that supplementing classification models with features derived from food ingestion language found in tweets, such as positive sentiment toward mentions of healthy foods and fast-food restaurants, improves baseline models that only include demographic and SES features by up to 19%, with AUC scores >0.8.

Study Findings in Context

Assessing and understanding the food environment in neighborhoods is key to addressing the issue of food insecurity in the United States. The USDA conducts the official identification of food deserts in the United States but this assessment is infrequent and the latest assessment from 2015 is outdated. Other methods such as GIS technology, surveys, and food store assessments, although effective, can be costly and time consuming. Although conducting assessments of food stores provides important insights into the food environment, this study suggests that perhaps residents of census tracts unknowingly provide important information regarding the food environment on Twitter through the food ingestion language found in tweets. Using social media data for food insecurity...
research allows researchers to examine food consumption in various regions, allowing a comparison of how food ingestion differs between areas where residents have sufficient access to healthy foods and areas where residents do not have sufficient access to healthy foods.

The findings of this study contribute to the literature on food insecurity in the United States by examining the potential effects of living in a food desert on food consumption using Twitter-derived food ingestion features as a proxy to examine food consumption. In this study, we found that food desert status is associated with not only the sentiment toward the types of foods mentioned in tweets but also the nutritional content of foods mentioned in tweets. More specifically, a census tract being classified as a food desert was associated with an increase in the average cholesterol concentration and a decrease in the average potassium concentration (per 100 g) per food item mentioned in tweets, as well as an increase in the proportion of tweets that mention unhealthy foods. A census tract classified as a food desert was also associated with an increase in the proportion of tweets that mentioned healthy foods and fast-food restaurants with positive sentiment. These findings support prior studies that also found associations between neighborhood characteristics, such as food desert status or fast-food density, and the healthiness of tweets in a census tract [20]. These findings also echo the findings in the study by Gore et al [21], which revealed that the prevalence of tweets containing terms related to fruit and vegetables was correlated with lower obesity rates in cities.

This study makes further contributions by examining the predictive ability of food ingestion language derived from tweets on census tract food desert status. This builds upon a similar study that used Instagram posts to understand dietary choices and nutritional challenges in food deserts [4]. In this study, we investigated to what extent ingestion language extracted from Instagram posts was able to infer a census tract’s food desert status. This study yielded a model with high accuracy (>80%).

Other similar studies that sought to examine food consumption using tweets across various geographic regions suggest that many of the food-related tweets in an area may be an artifact of visitors to the area, not residents. For example, a study conducted by Mitchell et al [41] showed that travel destinations such as Hawaii have an abundance of tweets with food-related terms. Similarly, the World Happiness Report [42] showed that a larger number of food-related words in tweets were used by users who regularly travel large distances, such as tourists. Although these studies suggest that the tweets we collected may have been from residents or from people who were simply visiting an area, in our study, we decided to consider all tweets under the premise that tweets from nonresidents can also reflect their food consumption experiences when they are in that neighborhood, which still provides some information regarding the local food environment. It is also important to note that because the data collection period for this study occurred during the height of the COVID-19 pandemic (particularly during travel restrictions and quarantine mandates), this might have allowed us to better capture local movement and tweets from actual residents in these areas because people were being encouraged to stay closer to home and not travel to other areas [43].

Developing an algorithm that predicts food deserts by extracting information from tweets allows researchers to monitor food insecurity more frequently than current methods allow. The use of tweets for research related to food insecurity provides researchers with more frequently updated information, thereby addressing the “lag between capturing information about newly opened and recently closed food retail businesses” [4]. This framework also has implications for policy making and advocacy. On the basis of the results presented in this paper, we recommend the use of similar algorithms by public health officials to encourage the allocation of food resources to census tracts that have been identified as food deserts using the algorithm, especially if these neighborhoods are not currently identified as food deserts according to the USDA’s classifications. Public health officials may also leverage this framework to advocate for policy interventions that either prevent food deserts from emerging or increase access to healthy foods in neighborhoods identified as food deserts using the algorithm, minimize the impacts of limited food access, support data-driven decision-making, and encourage grocery store chains to expand into neighborhoods based on need rather than potential profit.

Limitations

Although prior research has proved social media to be a rich data source, it does have some limitations. The ability to pull millions of tweets from a single data source is an attractive characteristic of Twitter data, but a study conducted by Pew Research Center showed that Twitter users are more likely to be younger than the general population (29% of Twitter users are aged 18 to 29 years compared with 21% of the general population in the United States), more highly educated (42% of Twitter users are college graduates compared with 31% of the general population in the United States), have higher incomes (41% of Twitter users earn at least US $75,000 per year compared with 32% of the general population in the United States), and are more likely to consider themselves Democrats (36% of Twitter users consider themselves Democrats compared with 30% of the general population in the United States) [44]. These demographics raise some concerns in terms of bias in study results and suggest limited ability to generalize results to the larger population.

Adding to the lack of representation among Twitter users is the disparity in Twitter activity among Twitter users. The median number of tweets for Twitter users is only 2 tweets per month. Just 10% of Twitter users account for 80% of the tweets across users in the United States [44]. In studies that use Twitter data, this disparity suggests that a large sample of tweets may only reflect, in reality, a much smaller sample of individuals.

Tweets were collected using the Twitter streaming API, which is limited to a random sample of 1% of all tweets sent by Twitter users at any given time. Of this limited sample of tweets, studies have shown that only approximately 1% to 2% of the tweets from the Twitter streaming API include geolocation information [20]. Because of the nature of this study, our analysis required geolocated tweets, significantly reducing the number of tweets allowed in our sample. As a result, we excluded many census tracts in the 25 cities from our sample because of a lack of
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geolocated tweets that were also food related. In addition, census tracts that did contain geolocated food-related tweets may have had only a small number of tweets and these tweets may not be representative of the tweets of all Twitter users who reside in a particular census tract. As our analysis is limited to geolocated tweets, there is also the potential for tweets without location information to differ significantly from tweets with geolocation information, which may suggest biased results because of unknown underlying factors.

Despite these limitations, the results of this study confirm both our hypotheses, demonstrating that food ingestion language found in tweets provides a signal that differentiates food deserts from non–food deserts.

Conclusions

The issue of food insecurity is an important public health issue because of the adverse health outcomes and underlying racial and economic disparities that are associated with insufficient access to healthy foods [4]. Social media data have been increasingly used to answer questions related to health and well-being. Prior research has used various data sources for identifying regions classified as food deserts [4], but this study suggests that perhaps the individuals in these regions unknowingly provide their own accounts of food consumption and food insecurity on social media. In this study, we demonstrated that food desert status is associated with food ingestion language found on Twitter and that food ingestion language can be used to predict and assess the food environment in American neighborhoods.
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Abstract

Background: On May 18, 2020, the New York State Department of Health implemented a statewide flavor ban to prohibit the sales of all flavored vapor products, except for tobacco or any other authorized flavor.

Objective: This study aims to investigate the discussion changes in e-cigarette–related tweets over time with the implementation of the New York State flavor ban.

Methods: Through the Twitter streaming application programming interface, 59,883 e-cigarette–related tweets were collected within the New York State from February 6, 2020, to May 17, 2020 (period 1, before the implementation of the flavor ban), May 18, 2020-June 30, 2020 (period 2, between the implementation of the flavor ban and the online sales ban), July 1, 2020-September 15, 2020 (period 3, the short term after the online sales ban), and September 16, 2020-November 30, 2020 (period 4, the long term after the online sales ban). Sentiment analysis and topic modeling were conducted to investigate the changes in public attitudes and discussions in e-cigarette–related tweets. The popularity of different e-cigarette flavor categories was compared before and after the implementation of the New York State flavor ban.

Results: Our results showed that the proportion of e-cigarette–related tweets with negative sentiment significantly decreased (4305/13,246, 32.5% vs 3855/14,455, 26.67%, \(P<.001\)), and tweets with positive sentiment significantly increased (5246/13,246, 39.6% vs 7038/14,455, 48.69%, \(P<.001\)) in period 4 compared to period 3. “Teens and nicotine products” was the most frequently discussed e-cigarette–related topic in the negative tweets. In contrast, “nicotine products and quitting” was more prevalent in positive tweets. The proportion of tweets mentioning mint and menthol flavors significantly increased right after the flavor ban and decreased to lower levels over time. The proportions of fruit and sweet flavors were most frequently mentioned in period 1, decreased in period 2, and dominated again in period 4.

Conclusions: The proportion of e-cigarette–related tweets with different attitudes and frequently discussed flavor categories changed over time after the implementation of the New York State ban of flavored vaping products. This change indicated a potential impact of the flavor ban on public discussions of flavored e-cigarettes.

(JMIR Public Health Surveill 2022;8(7):e34114) doi:10.2196/34114
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Introduction

Electronic cigarettes (e-cigarettes) are battery-powered devices that allow users to inhale substances by heating vaporized liquid, which usually contains nicotine, flavoring agents, propylene glycol/vegetable glycerin, and other additives [1]. In recent years, e-cigarette use has increased rapidly among youth and young adults in the United States. From 2014 to 2020, e-cigarettes were the most commonly used tobacco product among high school and middle school students [2]. The JUUL e-cigarette system’s compact design, high nicotine content, and myriad of flavor options allowed it to dominate the US e-cigarette market by 2018, and it has become increasingly popular among teens since mid-2015 [2,3]. Multiple studies have suggested that e-cigarette use is associated with adverse
health consequences, such as respiratory disorders, mental health problems, cognitive issues, and cancers [4-9]. In addition, e-cigarette use is unlikely to help adult smokers quit smoking [10]. By contrast, young people who use e-cigarettes are more likely to initiate smoking than those who do not [11], and the nicotine in e-cigarettes can increase the risk of addiction to other substances [12].

Flavored tobacco products can hide the harsh taste of tobacco, and the various flavors available have become the most attractive feature of e-cigarettes for youth and young adults [13,14]. An estimated 72.2% of high school and 59.2% of middle school students reported using flavored e-cigarettes, with the most popular flavors being fruit, menthol or mint, and various sweets [2]. Compared to adults, youth were more likely to use multiple flavor categories, and the most reported combination was fruit and candy [15]. While many flavors contained in e-liquids are used as food additives and scents, there are concerns about their safety in the lung [16,17]. Studies have suggested that the flavoring chemicals in e-cigarettes can harm lung tissue by impairing the cilia function in the airway epithelium and imposing inflammatory and oxidative responses in lung cells [18-20]. The inhalation of cinnamaldehyde, a flavoring agent commonly used in e-cigarettes, may increase the risk of respiratory infections in e-cigarette users [21]. The presence of vanillin is related to higher toxicity values, and the concentration of vanillin and cinnamaldehyde has been correlated with toxicity [22]. In addition, the variety of e-cigarette flavors has rapidly grown. While 7764 unique e-cigarette flavors were reported on the internet in January 2014, there was a net increase of 242 new flavors monthly in the 17 months that followed [23].

Due to their potential adverse health consequences, various policies have been announced or implemented to protect young people from flavored e-cigarettes. On November 15, 2018, the US Food and Drug Administration (FDA) implemented age restrictions on the sale of flavored e-cigarettes in physical locations and heightened age verification procedures for online sales [24]. On June 25, 2019, San Francisco banned the sale and distribution of e-cigarettes in the city to keep them away from young people [25]. On September 17, 2019, New York State announced its first-in-the-nation policy on flavored e-cigarettes [26]. That same year, multiple states and counties passed similar bans on the sale of flavored vaping products [3,27-30]. On January 2, 2020, the FDA announced their flavor enforcement policy to restrict flavored vaping products other than tobacco and menthol flavors, which were less popular among teenagers, and implemented the policy on February 6, 2020 [31]. On May 18, 2020, the New York State Department of Health implemented a flavor ban to prohibit the sales of all flavored product that received a premarket approval order from the FDA, and banned the online sale of any vapor products on July 1, 2020 [32,33]

In this study, we aim to investigate sentiment changes in e-cigarette–related tweets over time with the implementation of the New York State flavor ban. We used Twitter data for this research since global tweets are updated continuously, allowing us to track public opinion in real time, which traditional surveys cannot generally provide. Twitter is a popular social media platform in the United States, with many users being teenagers and young adults [34]. In addition, previous studies successfully used Twitter data to study public perceptions of e-cigarette and e-cigarette–related policies [35,36]. In this study, we compared the sentiment and topic changes in e-cigarette–related tweets over time. In addition, we aimed to examine the changes in e-cigarette flavors mentioned on Twitter with the implementation of the New York State flavor ban. The findings of this study can provide insights into the potential impact of the flavor ban, which can be helpful for other policies on the regulation of flavored e-cigarettes.

Methods

Data Collection

E-cigarette–related tweets were collected through the Twitter streaming application programming interface (API) using e-cigarette–related keywords, including “e-cig,” “e-cigs,” “ecig,” “ecigs,” “electroniccigarette,” “ecigarette,” “ecigarettes,” “vape,” “vapers,” “vaping,” “vapes,” “e-liquid,” “e-juice,” “e-liquids,” “e-juice,” “vapour,” “vape,” “vapour,” “vaporizer,” “vapam,” “vapenation,” and “juul” [37-39]. Twitter data were collected during 4 time periods: February 6, 2020-May 17, 2020 (before the implementation of the New York State flavor ban), May 18, 2020-June 30, 2020 (between the implementation of the flavor ban and the online sales ban), July 1, 2020-September 15, 2020 (the short term after the online sales ban), and September 16, 2020-November 30, 2020 (the long term after the online sales ban). September 15, 2020, was the midpoint of the data collected after implementing the flavor ban and therefore used as the cutoff between periods 3 and 4. As a result, a total of 2,929,784 unique e-cigarette–related tweets were collected.

To remove e-cigarette promotion tweets, Twitter posts and IDs were filtered out using promotion-related keywords, including “dealer,” “deal,” “customer,” “promotion,” “promo,” “promos,” “discount,” “sale,” “free shipping,” “sell,” “%,” “$,” “dollar,” “offer,” “percent off,” “store,” “save,” “price,” and “wholesale” [40]. After the promotion filtering, the data set contained 2,298,791 unique e-cigarette–related tweets. To investigate e-cigarette–related tweets within the state of New York State, geolocation keywords that contained city names related to the state, such as “New York,” “NY,” “Syracuse,” “Buffalo,” and so forth were used to filter users’ geolocations. As a result, 59,883 e-cigarette–related tweets within the state of New York were obtained, with period 1 having 24,976 unique tweets, period 2 having 7206 unique tweets, period 3 having 13,246 unique tweets, and period 4 having 14,455 unique tweets.

Sentiment Analysis

The Valence Aware Dictionary and Sentiment Reasoner (VADER) was used as the sentiment analyzer to compute Twitter users’ attitudes [41]. A sentiment score was calculated for each tweet, ranging from −1.00 to +1.00. The attitudes of tweets were defined as positive if sentiment scores were in the range of +0.05 to +1.00, neutral if sentiment scores were in the range of −0.05 to +0.05, and negative if sentiment scores were in the range of −1.00 to −0.05. A score of −0.05 was included in the negative sentiment group and that of +0.05 was included in the positive sentiment group. To compare the sentiments...
between different periods, the number of tweets with different sentiments was normalized by the total number of tweets within each period. The 2-proportion Z test was used to compare the proportions of positive, neutral, and negative tweets between the different periods [42].

**Topic Modeling**

Topic modeling, specifically the latent Dirichlet allocation (LDA) model, was conducted to analyze the Twitter text content and determine the most frequently discussed topics. LDA is a generative model for text modeling, in which each word is assigned to a topic, and topics are generated with keywords and their corresponding weights [43]. LDA modeling was applied to tweets with different attitudes in the 4 periods. First, uppercase characters were converted to lowercase, and all punctuation, stop words, and white spaces were removed. Then, the Python library Genism was used to identify some frequent bigrams and trigrams [44]. Words were then lemmatized using spaCy to make all tenses present, and only nouns, verbs, adjectives, and adverbs were kept [44]. After all the data cleaning processing procedures, coherence scores were calculated, and the maximum coherence score was used to determine the number of topics [45]. Finally, the keywords and the percentage distribution of each topic were visualized with the pyLDAvis package [46].

**Flavor Frequency**

Further filtering was conducted using 1198 e-liquid flavor names from 129 e-liquid brands to identify tweets mentioning flavors [40]. As a result, 3714 tweets were collected in period 1, 1764 in period 2, 2027 in period 3, and 3544 in period 4. The e-cigarette flavors were grouped into 8 categories, including fruit, sweets, beverage, mint, menthol, tobacco, mixed, and other [40]. The proportions of different flavor categories were calculated by dividing the number of tweets mentioning each category by the total number of e-cigarette–related tweets in the same period. The proportions of each flavor category were compared between different periods by using the 2-proportion Z test with a significance level of 5%.

**Ethics Approval**

Only publicly available tweets were used for this study. There was no identifying information on Twitter users in this study. In addition, this study was reviewed and approved by the Office for Human Subject Protection Research Subjects Review at the University of Rochester (study ID STUDY00006570).

**Results**

**Public Attitudes in e-Cigarette–Related Tweets in New York**

To investigate whether the New York flavor ban could potentially affect public sentiments in e-cigarette–related tweets, the proportions of positive, neutral, and negative e-cigarette–related tweets before and after the flavor ban were compared at different periods using 2-sided two proportion Z tests (Multimedia Appendix 1). When comparing period 2 (May 18, 2020-June 30, 2020) to period 1 (February 6, 2020-May 17, 2020), we found no significant difference in the proportions for all attitudes (2738/7206, 38% vs 9342/24,976, 37.4% for positive, P=.35; 2054/7206, 28.5% vs 7381/24,976, 29.55% for neutral, P=.07; and 2414/7206, 33.5% vs 8253/24,976, 33.04% for negative, P=.43). From period 2 (May 18, 2020-June 30, 2020) to period 3 (July 1, 2020-September 15, 2020), the proportion of positive discussions significantly increased (2738/7206, 38% vs 5246/13,246, 39.6%, P=.025), while the proportions of neutral and negative tweets did not show significant changes (2054/7206, 28.5% vs 3694/13,246, 27.89%, P=.36 and 2414/7206, 33.5% vs 4305/13,246, 32.5%, P=.15, respectively). However, the proportion of both neutral (3694/13,246, 27.89% vs 3562/14,455, 24.64%, P<.001) and negative (4305/13,246, 32.5% vs 3855/14,455, 26.67%, P<.001) tweets significantly decreased, and the proportion of positive tweets (5246/13,246, 39.6% vs 7038/14,455, 48.69%, P<.001) significantly increased in period 4 (September 16, 2020-November 30, 2020) compared to period 3 (July 1, 2020-September 15, 2020).

**Topics Discussed in e-Cigarette–Related Tweets in Different Periods**

To determine if there was any change in e-cigarette–related topics discussed before and after the implementation of the New York State flavor ban, we applied the LDA topic modeling to e-cigarette–related Twitter posts from New York State. The popular topics discussed in the positive and negative tweets at different time periods are summarized in Table 1. We noticed that the popular topics in tweets with a positive sentiment were similar in all 4 periods. The majority of topics focused on topics related to “nicotine products (include vaping and smoking) and quitting.” Moreover, 2 other topics, “nicotine products and health” and “nicotine products and people behavior,” were also frequently discussed in the positive tweets. However, while the “nicotine products and quitting” and “nicotine products and people behavior” topics also appeared in the tweets with a negative sentiment, “teens and nicotine products” was the most frequently discussed topic in the negative tweets in periods 1, 2, and 4. In period 2, “mint flavor vape in New York” became one of the most popular topics in the negative tweets.

---
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### Table 1. Top topics related to e-cigarettes before and after the New York State flavor ban.

<table>
<thead>
<tr>
<th>Periods</th>
<th>Positive sentiment</th>
<th>Negative sentiment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Topics (% of tokens)</td>
<td>Keywords</td>
</tr>
<tr>
<td>February 6, 2020 to May 17, 2020*</td>
<td>Nicotine products and quitting (40.8)</td>
<td>vap, vape, nicotine, smoking, quit, cigarette, smoker, smoke, help, people, product, amp, tobacco, vap, vaping</td>
</tr>
<tr>
<td></td>
<td>(24,976 posts)</td>
<td>nicotine products and person behavior (36.1)</td>
</tr>
<tr>
<td>May 18, 2020 to June 30, 2020b</td>
<td>Nicotine products and quitting (47.4)</td>
<td>vap, vape, juul, get, go, smoke, good, not, be, make, pod, love, want, hit, do</td>
</tr>
<tr>
<td></td>
<td>(7206 posts)</td>
<td>nicotine products and health (26.9)</td>
</tr>
<tr>
<td>July 1, 2020 to September 15, 2020c</td>
<td>Nicotine products and quitting (42.6)</td>
<td>vap, juul, get, vape, smoke, good, be, hit, go, not, make, amp, know, day, pen</td>
</tr>
<tr>
<td></td>
<td>(13,246 posts)</td>
<td>Nicotine products and quitting (41.8)</td>
</tr>
<tr>
<td>September 16, 2020 to November 30, 2020d</td>
<td>Nicotine products and quitting (64%)</td>
<td>vap, vape, nicotine, smoke, juul, cigarette, good, get, smoking, quit, amp, smoker, people, be, go</td>
</tr>
<tr>
<td></td>
<td>(14,455 posts)</td>
<td>Nicotine products and behavior (26%)</td>
</tr>
</tbody>
</table>

*Before implementation of the New York State flavor ban.

bBetween the implementation of the New York State flavor ban and the online sales ban.

cShort term after the online sales ban.

dLong term after the online sales ban.

### e-Cigarette Flavors Mentioned on Twitter

To investigate the potential effects of the New York State flavor ban on e-cigarette flavors discussed on Twitter, we compared the proportions of the e-cigarette flavor categories over time (Multimedia Appendix 2). Compared to period 1, in period 2, the proportions of tweets mentioning mint (296/3714, 8% vs 321/1764, 18%, \(P < .001\)) and menthol (312/3714, 8.4% vs 340/1764, 19%, \(P < .001\)) flavors significantly increased, while the proportions of tweets mentioning fruit (80/2027, 4% vs 160/3544, 5%, \(P < .001\)), beverage (456/3714, 12.3% vs 103/1764, 6%, \(P < .001\)), and tobacco (164/3714, 4.4% vs 39/1764, 2%, \(P < .001\)) flavors significantly decreased. After the ban of the online sale of all vapor products, the proportion of tweets mentioning mint (231/1764, 18% vs 246/2027, 12%, \(P < .001\)) and menthol (340/1764, 19% vs 278/2027, 14%, \(P < .001\)) significantly decreased in period 3 compared to period 2 but was still significantly higher than that in period 1 (246/2027, 12% vs 296/3714, 8% and 278/2027, 14% vs 312/3714, 8.4%, respectively, \(P < .001\) for both flavors). At the same time, the proportions of tweets mentioning sweets (253/1764, 14% vs 340/2,027, 17%, \(P < .05\), beverage (103/1,764, 6% vs 216/2,027, 11%, \(P < .001\)), and tobacco (39/1764, 2% vs 80/2027, 4%, \(P < .001\)) flavors significantly increased in period 3 compared to period 2. In period 4, a few months after the implementation of the New York State flavor ban, the proportion of tweets mentioning fruit (253/1764, 14% vs 340/2,027, 17%, \(P < .05\)), beverage (103/1,764, 6% vs 216/2,027, 11%, \(P < .001\)), and tobacco (39/1764, 2% vs 80/2027, 4%, \(P < .001\)) flavors significantly increased in period 3 compared to period 2.
**Discussion**

**Principal Findings**

To reduce the use of flavored e-cigarettes by young people and limit the appeal of flavored e-cigarette products, New York State implemented a flavor ban on May 18, 2020, and an online sales ban on July 1, 2020 [32,47]. In this study, we showed that after the implementation of the flavor ban, the proportion of positive e-cigarette–related tweets in New York State significantly increased over time, while the proportion of tweets with neutral or negative sentiments significantly decreased. The main topics in positive tweets were nicotine products, quitting, and health in all 4 periods, while the negative tweets focused on teens and nicotine products. Among all the tweets mentioning flavors, the proportion of tweets mentioning mint or menthol flavors significantly increased right after the implementation of the New York flavor ban and then gradually decreased.

**Comparison With Prior Work**

In this study, we showed that the most frequently mentioned flavors before implementing the New York State flavor ban were fruit (1559/3714, 42%) and sweets (829/3714, 22.3%), which was consistent with previous studies that fruit and sweet flavors are the most popular e-cigarette flavor categories [40]. Before the New York State flavor ban, the FDA implemented a flavor enforcement policy to restrict closed system devices containing flavored liquids other than tobacco and menthol flavors, which were less preferred by teenagers [31]. Different types of e-cigarettes (eg, disposable e-cigarettes [48]) might have partially contributed to the high proportions of fruit and sweet flavors discussed in period 1.

Right after the implementation of the New York State flavor ban, the percentage of tweets mentioning menthol increased to 19% (340/1764) in period 2, compared to 8.4% (312/3714) in period 1 (Multimedia Appendix 2). The ban limited the sales of menthol-flavored vapor products, which the FDA enforcement policy allowed. Therefore, many discussions around the newly banned menthol flavor appeared on Twitter in period 2, such as “I had a dream i went to the gas station and my menthol juul pods were back” and “They should bring back the Menthol juul pod so people can stay off of Newports cuz Newports kill the hood that’s facts...” The proportion of menthol flavor–related discussion declined to 5% (160/3544) by period 4, which indicated the potentially reduced availability of menthol-flavored vapor products in New York State.

Topics related to nicotine products and quitting were the most prevalent in tweets with positive sentiments, such as “I’m so much happier ever since i decided to be a healthier person and quit vaping and smoking weed.” However, in negative tweets, the topic of teens and nicotine products was actively discussed, such as “All e-cigarette advertising is anti-smoking advertising. And smoking actually kills people. A LOT of people. Nicotine vaping does not. Anti-vaping advertising is well-funded and well-orchestrated. Their ads increase teen vaping and discourage smokers from quitting.” In period 4, the proportion of negative e-cigarette–related tweets significantly decreased (3855/14455, 26.67%) compared to period 3 (4305/13,246, 32.5%). These dramatic changes in the proportions of positive and negative tweets did not occur until period 4, a few months after the implementation of the flavor ban, which suggest an association between the policy and sentiment changes in e-cigarette–related tweets. “Teens and nicotine products” was a major topic discussed in both periods 3 and 4. The declined proportion indicated that public concerns about teen vaping might have reduced over time after the New York State flavor ban.

The youth initiation of e-cigarette use was associated with flavored e-cigarette products, and fruit and sweet flavors are the most popular flavor categories among youth in the United States [15,40,49,50]. Mint flavor is one of the most often used JUUL e-cigarettes flavors in middle school and high school students [51]. However, after the sale of all unauthorized flavors was banned in New York State, there was a significantly increased proportion of mint flavor–related tweets (321/1764,18% in period 2 vs 296/3714, 8% in period 1), while the proportions of tweets mentioning fruit, sweet, and beverage flavors decreased. Consistent with this result, mint-related discussions became a major topic in the negative tweets in period 2. In this period, there was one popular tweet, “How did New York get rid of mint juul pods in like two months but can’t do anything about the exceedingly racist police force?” This tweet mentioned mint flavor and other political topics and has since been retweeted virally, which might explain why the mint flavor became prominent among all the banned flavors in period 2.

Tobacco flavor is less preferred by US youth [51]. The New York State flavor ban prohibited the sales of all flavors other than tobacco. Multiple studies show that e-cigarette consumers are willing to shift to different flavors when certain popular flavors are restricted [50,52]. However, we did not observe an increase in tobacco flavor–related discussions after the New York State flavor ban. In contrast, discussions about fruit and sweet flavors still dominated the tweets mentioning flavors. One reason might be that the amount of discussions on social media does not necessarily reflect the amount of e-cigarette use in real life. Another possible explanation might be that people turn to other sources to get the flavored e-cigarettes they like, such as buying from other states or the black market.

**Limitations**

This study has several limitations. First, we collected tweets from New York State using the geographical location of users for our analysis. However, most Twitter users are not willing to share their locations in their tweets [53], which might have introduced some biases to our study. Second, we aimed to analyze the potential effects of the New York flavor ban on public attitudes and user behaviors. However, the FDA enforcement policy was implemented a few months before the ban. Therefore, the changes we observed in this study might have been a combination of the 2 policies other than the flavor ban alone. Moreover, e-cigarette bans were not new to the United States at the time of the New York State ban, and attitudes collected via Twitter may have been a reaction to this long-term trend rather than an acute event. Third, we investigated the changes in attitudes of e-cigarette–related tweets before and after the New York State flavor ban, which only reflects general discussion rather than self-reports of e-cigarette use.

Principal Findings

To reduce the use of flavored e-cigarettes by young people and limit the appeal of flavored e-cigarette products, New York State implemented a flavor ban on May 18, 2020, and an online sales ban on July 1, 2020 [32,47]. In this study, we showed that after the implementation of the flavor ban, the proportion of...
usage. Therefore, whether people quit vaping or switched to other available nicotine products after the flavor ban remains unknown and will be further pursued in future studies. Fourth, our study only showed the association between flavor ban and the attitude changes in e-cigarette–related tweets, which cannot determine the causal effects of the New York flavor ban on public attitudes. Finally, there were only 5 months of data collected after the implementation of the flavor ban. As a result, public discussions of e-cigarettes in the longer term remain unknown.

Conclusions
Using Twitter data, this study showed the changes in public attitudes in e-cigarette–related discussions and changes in the proportion of e-cigarette flavor categories mentioned before and after the New York State flavor ban. Our results indicated that the public might have less concerns about teen vaping after the implementation of the flavor ban. In addition, our results showed that while the mentions of some banned flavors (eg, mint and menthol) temporally increased right after the flavor ban, the most popular flavors (eg, fruit and sweets) dominated discussions again over time. These results indicated that stricter nationwide policies are required to prohibit flavored nicotine products. The findings of this study provide some preliminary evidence of public responses to the New York State flavor ban as well as valuable insights for policy makers to further regulate flavored nicotine products.
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Abstract

Background: Gay, bisexual, and other men who have sex with men and transgender individuals are more heavily affected by HIV and other sexually transmitted infections (STIs) than their cisgender, heterosexual peers. In addition, sexual and gender minorities who use substances are often at a further increased risk of HIV and other STIs. Increasing testing for HIV and other STIs allows this hardly reached population to receive early intervention, prevention, and education.

Objective: We explored HIV and STI testing patterns among 414 sexual and gender minority adolescents and young adults aged 15 to 29 years who self-reported substance use and lived in southeastern Michigan.

Methods: We analyzed data from the baseline survey of a 4-arm randomized controlled trial that aimed to examine the efficacy of a brief substance use intervention for creating gains in engagement in HIV prevention. We fit multinomial logistic regression models to 2 categorical HIV and STI testing variables (lifetime and previous 12 months) based on self-reports of testing (never, STIs only, HIV only, or both). In addition, we compared HIV and STI testing behaviors across demographic characteristics, structural factors, psychosocial barriers, substance use, and sexual behaviors.

Results: Our findings showed that 35.5% (147/414) of adolescents and young adults reported not being tested for either HIV or STIs in the previous year, and less than half (168/414, 40.6%) of the sample achieved the Centers for Disease Control and Prevention recommendation of HIV and STI testing once per year. We observed HIV and STI testing disparities across sociodemographic (eg, sexual identity, education, and income) and health (eg, substance use) correlates. Specifically, cisgender gay men who have sex with men were more likely to report being tested for HIV compared with bisexual men and transgender individuals, who were more likely to be tested for STIs.

Conclusions: This study illustrates the results of an HIV prevention intervention in southeastern Michigan showing the need for HIV prevention interventions that leverage structural factors, psychosocial barriers, and substance use as key drivers to achieve HIV and STI testing rates to meet the Centers for Disease Control and Prevention guidelines.

Trial Registration: ClinicalTrials.gov NCT02945436; http://clinicaltrials.gov/ct2/show/NCT02945436

International Registered Report Identifier (IRRID): RR2-10.2196/resprot.9414

(JMIR Public Health Surveill 2022;8(7):e30944) doi:10.2196/30944
Introduction

Background

In the United States, sexual and gender minority populations continue to experience disproportionate burdens of HIV and other sexually transmitted infections (STIs) compared with heterosexual and cisgender populations. Although <0.5% of the adult American population lives with HIV [1], it is estimated that the prevalence of HIV is significantly higher among sexual and gender minorities—14.1% of transgender women and 3.2% of transgender men live with HIV [1], and 16.6% of gay, bisexual, and other men who have sex with men (GBMSM) live with HIV [2]. In 2018, 69% of new HIV diagnoses were among GBMSM [3] and, despite efforts to reduce HIV, the incidence rates among GBMSM aged <30 years continue to increase [4]. Although transgender individuals comprise only 2% of new HIV diagnoses, in 2018, the largest percentage (27%) of diagnoses of HIV infection among transgender persons was for transgender female adults and adolescents aged 25 to 29 years, followed by transgender female adults and adolescents aged 20 to 24 years (25%) [5]. A 2019 systematic review and meta-analysis found that an estimated 14% of transgender women live with HIV, with strong disparities by race and ethnicity—an estimated 44% of Black or African American transgender women, 26% of Hispanic and Latina transgender women, and 7% of White transgender women live with HIV [6].

GBMSM and transgender populations have also been shown to be at an increased risk of STIs other than HIV [7-10]. Although women in the United States have a higher disease burden of chlamydia than men, from 2014 to 2018, there was an increase of 37.8% in STI infection rates among men, a rise primarily credited to increasing incident STI rates among GBMSM in particular [11]. Across 18 STI clinics within 9 US STI surveillance regions, the median site-specific chlamydia prevalence for GBMSM was 5.8% in urethral cases, 16.1% in rectal cases, and 2.7% in pharyngeal cases in 2018 [11]. A recent systematic review found prevalence ranges as follows among transgender women: syphilis (1.4%-50.4%), gonorrhea (2.1%-19.1%), and chlamydia (2.7%-24.7%) [12].

Within sexual and gender minority populations, the rates of HIV and STIs are significantly higher among substance using individuals [13,14]. In a recent cross-sectional sample of 2216 youth (aged 12-26 years) living with HIV, 32.9% of participants reported weekly or more frequent tobacco use, 27.5% reported marijuana use, 21.3% reported alcohol use, and 22.5% reported other illicit drug use [15]. Concurrently addressing substance use and HIV and STI prevention and treatment has the potential to create significant gains in reducing rates of HIV and STIs among sexual and gender minority communities [13,16]. Although there is an abundance of literature demonstrating the high rates of HIV among young GBMSM [17-21], young transgender individuals [16,22,23], and people who use or misuse substances [24-26], little research attention has focused on the intersection of these marginalized groups and has sought to understand the patterns of HIV and STI testing among young, substance using, sexual and gender minority individuals.

Testing for HIV and other STIs is a critical entry point into the HIV and STI care continuums, allowing people to be aware of their status, obtain treatment, and take appropriate action to prevent further transmission [27]; however, testing rates are often low among young, substance using, sexual and gender minority communities [28-33]. A recent study with transgender individuals showed that, of those at risk of contracting HIV, 23% had never been tested for HIV [34]. In addition, there are wide variations in testing within sexual and gender minority populations by race and ethnicity—for example, Latinx GBMSM are tested less frequently than other GBMSM [35]. In a recent study of testing behaviors among GBMSM, 8% of HIV tests delivered were to first-time testers, and 70.7% of first-time testers were among racial and ethnic minorities [36]. The low rates of HIV and STI testing among sexual and gender minorities have been attributed to anticipated stigma, fear, and perception of individual risk, which often act as barriers to willingness and ability to be tested for HIV and STIs [37-41]. In addition, structural barriers such as anticipated or previous poor interaction with or trust in medical providers and stigma often prevent young, sexual and gender minority individuals from seeking testing for HIV and other STIs [39,42,43].

This study focused on understanding the factors associated with HIV and STI testing among sexual and gender minority adolescents and young adults (AYA) in Detroit, Michigan. The Detroit Metro Area contains the most heavily concentrated group of people living with HIV in the state of Michigan, where the highest HIV and STI infection rates are among those living in the city of Detroit [44]. In 2018, in the Detroit Metro Area, 75.5% of people living with HIV were people of color, 55% were GBMSM, and 18.3% were between the ages of 13 and 29 years [45]. Young African American or Black GBMSM (aged 15-19 years) were the only group of people to experience an increase in new HIV infections over the last 2 decades in Michigan, where only 0.1% of the population are young GBMSM [45]. The transgender community accounted for 1.8% of people living with HIV in Detroit, where 82.6% of transgender individuals living with HIV are Black or African American [45]. GBMSM account for 22% of new HIV infections [45] such that, in 2018, young GBMSM were 270 times more likely to be diagnosed with HIV than young non-GBMSM in the Detroit Metro Area [45].

Objectives

This study used baseline data from a randomized controlled trial with substance using, sexual and gender minority AYA recruited in southeastern Michigan to understand patterns of testing for HIV and STIs. The primary aim of this analysis was to understand HIV and STI testing behaviors among substance using sexual and gender minority AYA, a group for whom it is critical to develop interventions that can increase testing uptake. Understanding the social determinants (eg, gender identity,
sexual identity, and education) associated with HIV and STI testing among this vulnerable population has the potential to inform the development of interventions tailored to the unique needs of a population experiencing substance use and multiple structural and interpersonal barriers to engaging in routine testing.

Methods

Study Procedures and Participants
We analyzed data from the baseline survey of a 4-arm randomized controlled trial of substance using, sexual and gender minority AYA (aged 15-29 years; N=414) that examined the efficacy of a brief substance use intervention for creating gains in engagement in HIV prevention. The eligibility criteria were as follows: being aged 15 to 29 years at the time of screening; living in southeastern Michigan (based on eligible zip codes); identifying as a man, male, or transgender person; having had condomless oral or anal sex at least once in the 6 months before screening; and having had at least one binge drinking or substance misuse experience (≥5 standard alcoholic beverages in a single setting) in the last 3 months before screening. The study recruitment period was from April 2017 to August 2019. Participants were walked through consent by a staff member, ensuring that they could opt out of the study at any time and were not forced to participate.

Ethics Approval
The study was approved by the Institutional Review Board of the University of Michigan (HUM00105125). The trial is also registered at ClinicalTrials.gov (NCT02945436). More information regarding the randomized controlled trial is available in a detailed protocol paper [46].

Measures

HIV and STI Testing
The participants responded whether they had ever been tested for HIV or STIs in their lifetime. On the basis of the participants’ responses, we created a categorical variable of lifetime HIV and STI testing with 4 groups: never tested for either HIV or STIs, tested for STIs only, tested for HIV only, or tested for both HIV and STIs. If they had been tested in the past, the participants responded whether they had been tested in the 12 months before the survey. Similar to lifetime testing, we created a categorical variable of previous–12-month HIV and STI testing: never tested for HIV and STIs, tested for STIs only, tested for HIV only, or tested for both HIV and STIs.

Individual Factors
We included demographic characteristics (ie, age, race, ethnicity [Hispanic or Latinx], gender identity, sexual identity, and disability) in the analysis. Age was dichotomized as 15 to 21 years or 22 to 29 years. The participants were asked about their gender identity using 4 response options (cisgender, transgender men, transgender women, or nonbinary). Owing to the small number of responses in each category, transgender men, transgender women, and nonbinary individuals were combined into other, creating a dichotomized variable for gender identity (cisgender or other). Sexual identity was categorized as gay, bisexual, and other.

Structural Factors
The participants self-reported incarceration history (never incarcerated, incarcerated in their lifetime but not incarcerated in the last 12 months, and incarcerated in the last 12 months), employment (full-time or other), health insurance enrollment (currently insured or not insured), and housing stability (residing in stable housing or not residing in stable housing). The participants responded with the highest level of education that they had completed (some high school, graduated high school or obtained General Educational Development, and some college and higher). The participants reported their household income in the previous year from all sources before tax, which we divided into <US $15,000, ≥US $15,000 but <US $40,000, and ≥US $40,000.

HIV-Related Characteristics
The participants indicated how likely they felt they were to contract HIV with responses on a 4-point Likert scale from very likely to very unlikely. The participants also responded how likely they felt they were to contract HIV compared with their peers in the next 10 years using the same response options. The participants reported their awareness of pre-exposure prophylaxis (PrEP; yes or no) and their use of PrEP (never used, past use, or current use). We merged these 2 variables and created a PrEP continuum variable with 3 response options (unaware or aware but never used, past use, and current use).

Mental Health
The 7-item General Anxiety Disorder scale assessed frequency of anxiety symptoms in the previous 2 weeks; symptomatology comprised (1) minimal, (2) mild, (3) moderate, and (4) severe [47]. Depressive symptoms in the previous week were assessed using a shortened version of the Center for Epidemiological Studies-Depression Scale [48]. The frequency of symptomatology comprised (1) never, (2) hardly ever, (3) some of the time, and (4) most of the time. A cutoff score of ≥16 indicates clinically relevant depressive symptomatology.

Substance Use
We used the Alcohol Use Disorders Identification Test [49], a 10-item screener to measure hazardous drinking in the previous 3 months, which is defined by a total score of ≥8. Items based on the Alcohol, Smoking, and Substance Involvement Screening Test [50] were used to characterize previous–3-month substance consumption among the participants. This resulted in the creation of dichotomous variables (yes or no) representing previous–3-month smoking, use of cannabis, stimulants (cannabis, cocaine powder, crack cocaine, or methamphetamine), sedatives (prescribed Xanax, Klonopin, or Valium), club drugs (ecstasy, ketamine, or gamma-hydroxybutyrate opioids), opioids (prescribed opioids or heroin), hallucinogens (mushrooms, lysergic acid diethylamide, or phencyclidine), and amyl-nitrites (poppers or rush). Given the low frequency of drugs used other than cannabis (and tobacco), we created two composite drug use variables with the remaining 6 individual drugs assessed: (1) other drug use (yes or no) and (2) the number of other drugs used in the previous 3 months (continuous, range 0-6).

https://publichealth.jmir.org/2022/7/e30944
Sexual Risk Behaviors

The participants reported the total incidence of receptive or insertive condomless anal intercourse in the previous 3 months. In addition, the participants reported the total incidence of condomless vaginal intercourse in the previous 3 months.

Statistical Analysis

Descriptive analyses were conducted to characterize the sample (eg, means, SDs, and proportions). Bivariate multinomial logistic regression models were fitted to the 2 categorical outcomes measuring lifetime and previous–12-month HIV and STI testing. Among the 4 different HIV and STI testing outcomes (never, STIs only, HIV only, or both), the largest group was selected as the reference group. Each model compared HIV and STI testing categories according to demographic characteristics, structural factors, psychosocial barriers, and substance use and sexual behaviors. Dummy variables were created for gender and sexual identity, and ordinal variables (education, income, incarceration, HIV likely, PrEP awareness and use, and anxiety) were considered continuous variables in the modeling. Models were fit using SAS statistical software (version 9.4; SAS Institute Inc).

Results

Sample Description

Multimedia Appendix 1 summarizes the descriptive information of the participants in detail. Briefly, the mean age of the participants was 22.5 (SD 3.22) years. More than half identified as White (285/414, 68.8%), cisgender male (331/414, 80%), and gay (270/414, 65.2%). Most had secure housing (261/414, 63.3%) and health insurance (347/414, 83.8%) and had completed at least some college (295/414, 71.3%).

Regarding lifetime testing, 62.6% (259/414) had been tested for both HIV and STIs, 7% (29/414) had been tested only for STIs, 10.4% (43/414) had been tested only for HIV, and 20% (83/414) had never been tested for either. In the previous 12 months, 40.6% (168/414) had been tested for both HIV and STIs, 15.5% (64/414) had been tested only for HIV, 8.5% (35/414) had been tested only for STIs, and 35.5% (147/414) had not been tested for either HIV or STIs. One-fourth of the participants (110/414, 26.6%) reported a lifetime diagnosis of an STI (49/414, 11.8%) in the previous 12 months. Most participants (355/414, 85.7%) were either unaware of PrEP or had not used it in the past.

Approximately half of the participants reported moderate to severe anxiety symptoms (175/414, 42.3%) and depressive symptoms (262/414, 63.3%). Most participants (284/414, 68.6%) reported experience with cannabis, and nearly half of the participants (178/414, 43%) reported experience with other drugs in the previous 3 months. More than half of the participants (257/414, 62.1%) reported condomless anal intercourse, and 14% (58/414) had had condomless vaginal intercourse in the previous 3 months.

Associations With HIV and STI Testing

Overview

Multimedia Appendices 2 and 3 show sample characteristics across HIV and STI testing in their lifetime and in the previous 12 months, respectively. Multimedia Appendices 4 and 5 show the results of the multinomial regression models demonstrating the relationships between independent variables and HIV and STI testing (lifetime and previous 12 months, respectively).

Demographic Characteristics

Older participants were more likely to have been tested for both HIV and STIs in their lifetime (odds ratio [OR] 1.27, 95% CI 1.16-1.38) and in the previous 12 months (OR 1.12, 95% CI 1.04-1.21). In addition, older participants were less likely to have only been tested for STIs in their lifetime (OR 0.82, 95% CI 0.72-0.94), whereas older participants were more likely to have been tested for HIV in the previous 12 months (OR 1.12, 95% CI 1.02-1.23). Participants who identified as cisgender were 77% less likely to have been tested only for STIs (OR 0.23, 95% CI 0.10-0.50) than to have been tested for both HIV and STIs in their lifetime, whereas cisgender participants were 5 times more likely to have only been tested for HIV (OR 5.16, 95% CI 1.53-17.45) in the previous 12 months. Participants who identified as gay were less likely to have been tested only for STIs in their lifetime (OR 0.29, 95% CI 0.13-0.64) and in the previous 12 months (OR 0.45, 95% CI 0.21-0.94) than those who had been tested for both HIV and STIs. However, participants who identified as bisexual were more likely to have been tested only for STIs in their lifetime (OR 4.24, 95% CI 1.87-9.59) and to have not been tested for either HIV or STIs in the previous 12 months (OR 1.97, 95% CI 1.10-3.52). Participants with higher levels of education were more likely to have been tested for HIV and STIs in their lifetime (OR 2.19, 95% CI 1.48-3.25) and in the previous 12 months (OR 1.76, 95% CI 1.19-2.56) than to have never been tested for either HIV or STIs. Those with higher incomes were less likely to have only been tested for STIs in their lifetime (OR 0.52, 95% CI 0.28-0.96) than to have been tested for both HIV and STIs.

HIV-Related Characteristics

Participants who reported higher awareness and use of PrEP were less likely to have been tested only for HIV in their lifetime (OR 0.25, 95% CI 0.07-0.83) and in the previous 12 months (OR 0.36, 95% CI 0.19-0.70).

Psychosocial Barriers

Participants with greater anxiety symptoms were more likely to have only been tested for STIs in their lifetime (OR 1.42, 95% CI 1.01-1.99), although depressive symptomatology was not associated with HIV and STI testing.

Substance Use Behaviors

Tobacco use and hazardous drinking were not associated with HIV and STI testing in their lifetime and in the previous 12 months; however, sedative and opioid use were associated with HIV and STI testing in their lifetime, and cannabis, opioid, and amyl-nitrite use was associated with previous-year HIV and STI testing. Participants who used sedatives (OR 2.05, 95% CI 1.04-4.03) and opioids (OR 4.38, 95% CI 1.58-12.16) were
more likely to not have been tested for either HIV or STIs in their lifetime compared with those who had been tested for both. AYA who used opioids were more likely to have not been tested for HIV or STIs in the previous 12 months (OR 3.64, 95% CI 1.15-11.56), whereas AYA who used amyl-nitrates were less likely to have been tested for either HIV or STIs in the previous 12 months (OR 0.52, 95% CI 0.27-0.97). Participants who used cannabis were less likely to have only been tested for HIV (OR 0.54, 95% CI 0.29-0.98) in the previous 12 months.

**Sexual Behaviors**

Participants who reported condomless anal intercourse were more likely to have been tested for both HIV and STIs in their lifetime (OR 2.89, 95% CI 1.74-4.79) and in the previous 12 months (OR 2.76, 95% CI 1.73-4.40) compared with those who had not been tested for either HIV or STIs. Specifically, receptive condomless anal intercourse was associated with HIV and STI testing in their lifetime (OR 0.50, 95% CI 0.30-0.82) and in the previous 12 months (OR 0.46, 95% CI 0.29-0.72). Similarly, participants who reported condomless anal intercourse (OR 0.26, 95% CI 0.12-0.58), especially receptive condomless anal intercourse (OR 0.27, 95% CI 0.12-0.64), in the previous 3 months were less likely to have been tested only for STIs in their lifetime. However, participants who reported condomless vaginal intercourse (OR 3.19, 95% CI 1.34-7.62), especially receptive condomless vaginal intercourse (OR 3.30, 95% CI 1.20-9.07), were more likely to have been tested for only an STI compared with testing for both HIV and STIs in their lifetime.

**Discussion**

**Principal Findings**

In this sample of substance using sexual and gender minority AYA, approximately two-thirds of the participants reported being tested for both HIV and STIs in their lifetime (259/414, 62.6%); however, 20% (83/414) of the sample had not been tested for either in the previous year, a concerning rate given the Centers for Disease Control and Prevention (CDC) recommendation that all sexually active, young, substance using, sexual and gender minority individuals should be tested for STIs annually and for HIV every 3 to 6 months [51]. Our study findings show that 40.6% (168/414) of the sample followed the recommendation of annual testing for both HIV and STIs, which differs from previous studies—national HIV testing rates for young men who have sex with men varied from 15% to 30% [52,53], 15% of transgender youth aged 15 to 24 years were tested for HIV and 23% were tested for STIs in the previous year [54], and 87% of Black sexual minority men aged 18 to 30 years were tested for HIV in the previous year [55]. Our sample showed greater adherence to testing behaviors than previous studies, although 59.5% (246/414) of the sample did not follow the CDC’s recommendations for routine HIV and STI testing. Previous studies have illustrated that young GBMSM report a lack of awareness of the need for HIV testing, fear of results and rejection, physical and economic access issues, testing-related stigma, and unfriendly testing environments [56]. Participants with higher levels of PrEP awareness and use were more likely to engage in HIV and STI testing, likely a function of the need for routine testing for PrEP users. Consistent with previous studies [57,58], participants with lower educational attainment and income were less likely to engage in HIV and STI testing, pointing to a lack of social and economic capital as a significant barrier to engaging in testing. However, each of these barriers to testing is malleable, and interventions that work directly to eliminate barriers to HIV and STI testing and promote knowledge of its benefits should be considered a research and programmatic priority for substance using sexual and gender minority AYA [59-61].

Transgender individuals and bisexual men reported having been tested for STIs but not HIV, whereas cisgender gay men were more likely to have been tested for HIV than for STIs. These patterns of HIV and STI testing may be attributed to differing perceived susceptibility to HIV or STIs across sexual and gender minority communities but also to the targeting that is often used in HIV and STI programs. HIV testing has long focused on the need for GBMSM to be tested regularly, and only recently in the epidemic have promotional materials begun to include the transgender community [62,63]. However, STI programs have focused on the general population, in particular adolescents, and it is possible that bisexual and transgender populations are receiving less messaging about the need for STI testing or resonate more clearly with the material used to promote STI testing, if any. Similarly, those who reported condomless vaginal intercourse were more likely to have been tested only for STIs, and those reporting condomless anal intercourse were less likely to have been tested for HIV and STIs compared with those who had been tested for both HIV and STIs. Just as programs may be targeting testing differentially by demographic characteristics, they may be targeting their programs based on risk, targeting HIV and STI testing more toward GBMSM, who are more likely to engage in condomless anal intercourse. This result indicates the need for HIV and STI programs to think critically about how they promote testing and to ensure the inclusion of all sexual and gender minority AYA and their unique prevention needs in their promotional efforts.

Both self-reported mental health and substance use were associated with HIV and STI testing. Participants with higher levels of anxiety were more likely to have only been tested for STIs, perhaps suggesting that anxiety is a barrier to engaging in HIV testing, although further research is warranted to understand the pathways between anxiety and engagement in testing. Opioid- and sedative using participants were more likely to not have been tested for either HIV or STIs compared with those who had been tested for both HIV and STIs in their lifetime. In general, substance using AYA may have specific barriers to engaging in testing—for example, fear of having to report their substance use, which prevents them from seeking testing services [4], whereas other samples of substance using AYA report barriers such as not feeling at risk or not being offered a test [64]. However, it is important to note that patterns could vary based on misuse versus medical use, which was not distinguished in our sample and is a direction for future research. However, in this sample, inhalant using participants were more likely to have been tested for both HIV and STIs in the previous year. Previous studies have demonstrated associations between amyl-nitrate use and risky sexual behavior, and it is plausible...
that these participants engage in testing in recognition of their risk-taking behaviors [65], especially when amyl-nitrites are almost exclusively used to facilitate anal intercourse [66]. The results indicate that there is no single relationship between substance use and engagement in HIV and STI testing and that it is important to look critically at the relationships between individual types of substance use (ie, opioids vs cannabis vs amyl-nitrites) when attempting to design programs that promote testing for substance use AYA.

Limitations
There are several limitations to this analysis. First, the cross-sectional nature of the data precludes any inference of causality, but it does provide a foundation for further examinations to draw from. Second, the small number of participants reporting noncisgender identities precluded a thorough examination of associations between gender identity and HIV and STI testing, a common limitation of the literature, which often aggregates gender identities [67-69]. Third, participants may be susceptible to demand characteristics or underreporting of sensitive behaviors, although this limitation is tempered by the use of confidentiality assurances and computerized self-report, which enhances the validity of self-report for substance use (which is reliable and valid) [70] and sexual risk behaviors, and there is a wealth of previous studies that have shown the validity of self-reported measures of substance use [71,72]. Finally, this trial recruited substance using GBMSM; however, there were 23 participants who reported discrepant responses in substance use and drinking between the screener and baseline survey. Of these 23 participants, 15 (65%) reported drinking but not binge drinking, and 8 (35%) reported drug use at some point in their lives but not in the previous 3 months.

Conclusions
The goal of this study was to understand the HIV and STI testing behaviors of substance using sexual and gender minority AYA living in southeastern Michigan. Our results show that, contrary to CDC testing guidelines, 35.5% (147/414) of AYA had not been tested for either HIV or STIs in the previous year, and less than half (168/414, 40.6%) meet the CDC testing recommendations. To meet the CDC’s guidelines on testing, HIV and STI testing interventions need to recognize the specific barriers to engaging in testing experienced by substance using sexual and gender minority AYA, who experience multiple layers of potential stigma grounded in their age, sexual and gender identities, and substance use behavior. Central to this is the recognition that not all substances are linked to testing behaviors in the same way, and research and programmatic efforts need to consider the differential testing needs, attitudes, and barriers of different types of substance using AYA.
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Multimedia Appendix 1
Demographic and behavioral characteristics of a sample of substance-using sexual and gender minority adolescents and young adults in the Detroit Metro Area (aged 15-29 years; N=414).
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Multimedia Appendix 2
Distribution of demographic characteristics, structural factors, psychosocial barriers, and substance use and sexual behaviors by lifetime HIV testing among substance-using sexual and gender minority adolescents and young adults (N=414).
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Multimedia Appendix 3
Distribution of demographic characteristics, structural factors, psychosocial barriers, and substance use and sexual behaviors by previous-year HIV and sexually transmitted infection testing among substance-using sexual and gender minority adolescents and young adults (N=414).
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Multimedia Appendix 4
Odds of lifetime HIV and sexually transmitted infection testing by demographic characteristics, structural factors, psychosocial barriers, and substance use and sexual behaviors among substance-using sexual and gender minority adolescents and young adults (N=414).
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Multimedia Appendix 5
Odds of previous-year HIV and sexually transmitted infection testing by demographic characteristics, structural factors, psychosocial barriers, and substance use and sexual behaviors among substance-using sexual and gender minority adolescents and young adults (N=414).
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Abstract

Background: Young women who sell sex (YWSS), are underserved by available HIV prevention and care services. The Determined, Resilient, Empowered, AIDS-free, Mentored and Safe (DREAMS) Partnership aimed to reduce the risk of HIV acquisition among vulnerable populations of adolescent girls and young women, including YWSS, in 10 sub-Saharan African countries. We describe 2 methods, respondent-driven sampling (RDS) and peer outreach, used to refer YWSS for DREAMS services in Zimbabwe, and compare the characteristics and engagement of YWSS referred to these services by each method. We hypothesized that RDS would identify YWSS at higher risk of HIV and those who were less engaged with HIV prevention and care services than peer outreach.

Objective: We aimed to compare respondent-driven sampling and peer outreach in recruiting and referring high-risk populations for HIV prevention and care services.

Methods: We used RDS, a sampling method designed to reach a representative sample of the network of key populations, and peer outreach, a programmatic approach to identify, reach, and refer YWSS for DREAMS between April and July 2017, and January 2017 and July 2018, respectively, in 2 cities in Zimbabwe. For RDS, we conducted detailed mapping to understand sex work typology and geography, and then purposively selected 10 “seed” participants in each city to initiate RDS. For peer outreach, we initiated recruitment through 18 trained and age-matched peer educators using youth-tailored community mobilization. We described the characteristics and service engagement of YWSS who accessed DREAMS services by each referral approach and assessed the association of these characteristics with referral approach using the chi-square test. Analysis was performed with and without restricting the period when RDS took place. We estimated the relative incremental costs of recruiting YWSS using each strategy for referral to DREAMS services.

Results: Overall, 5386 and 1204 YWSS were referred for DREAMS services through peer outreach and RDS, respectively. YWSS referred through RDS were more likely to access DREAMS services compared to YWSS referred through peer outreach.
(501/1204, 41.6% vs 930/5386, 17.3%; \(\text{P}<.001\)). Regardless of referral approach, YWSS who accessed DREAMS had similar education levels, and a similar proportion tested HIV negative and reported not using a condom at the last sex act. A higher proportion of YWSS accessing DREAMS through RDS were aged 18-19 years (167/501, 33.3% vs 243/930, 26.1%; \(\text{P}=.004\)) and more likely to be aware of their HIV status (395/501, 78.8% vs 396/930, 42.6%; \(\text{P}<.001\)) compared to those accessing DREAMS services through peer outreach. The incremental cost per young woman who sells sex recruited was US $7.46 for peer outreach and US $52.81 for RDS.

**Conclusions:** Peer outreach and RDS approaches can reach and refer high-risk but different groups of YWSS for HIV services, and using both approaches will likely improve reach.

**International Registered Report Identifier (IRRID):** RR2-10.1186/s12889-018-5085-6

(JMIR Public Health Surveill 2022;8(7):e32286) doi:10.2196/32286
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**Introduction**

Achieving the ambitious goal to end the AIDS epidemic by 2030 requires that programs identify and reach populations at high risk of HIV. Adolescent girls and young women with high-risk sexual lifestyles, such as young women who sell sex, remain a priority [1-3]. In many countries, including Zimbabwe, selling sex is criminalized, making young women who sell sex particularly hidden and hard to reach with HIV prevention and care services.

Strategies to identify, reach, and engage young women who sell sex are critical. The approaches most commonly used are venue-based approaches, including community-based outreach [4], and network-based approaches, including peer outreach and enhanced peer outreach [5]. Community-based outreach involves the use of peer educators and outreach workers to access and engage with hidden populations in communities where they congregate. Peer outreach is based on the reasoning that by engaging with peers who match the desired population, one may reach unidentified, harder-to-reach, high-risk populations [6]. Enhanced peer outreach is an incentivized version of peer outreach similar in design to respondent-driven sampling (RDS), [7] where outreach workers give coupons to peer mobilizers to recruit other peers within their network. Peer mobilizers are selected from the hidden population based on factors, such as their network size, communication skills, risk behaviors, age, location, and knowledge of peers who engage in high-risk behaviors or have never accessed HIV services [6]. The difference between enhanced peer outreach and RDS is that enhanced peer outreach is a programmatic approach where the number of coupons given to each mobilizer is not restricted, while RDS is a sampling method designed to recruit a representative sample of the network of the population in question, and thus, the number of coupons given to each recruiter is limited to reduce the likelihood of overrepresentation of participants with more extensive networks [7].

Between 2016 and 2019, the Determined, Resilient, Empowered, AIDS-free, Mentored, and Safe (DREAMS) Partnership aimed to reduce the risk of HIV acquisition among the most vulnerable adolescent girls and young women, including young women who sell sex, in 10 sub-Saharan African countries by providing a package of biomedical, social, and economic interventions [8,9]. To ensure that young women who sell sex were reached during implementation of the DREAMS Partnership in Zimbabwe, we used peer outreach, a programmatic strategy to identify and refer young women who sell sex for DREAMS services. Separately, we used RDS, a research sampling strategy, to recruit young women who sell sex to a research cohort to determine the impact of DREAMS on HIV incidence, with cohort participants offered onward referral to DREAMS services [3,10]. DREAMS was implemented and the research cohorts were recruited in 2 Zimbabwean cities. Here, we compared the characteristics and engagement of young women who sell sex, who were referred to DREAMS services for young women who sell sex [11], using each method. We assessed which strategy reached more young women who sell sex, hypothesizing that RDS would identify young women who sell sex at higher risk of HIV and who were less engaged with HIV prevention and care services than peer outreach.

**Methods**

**The DREAMS Partnership**

The DREAMS partnership offered a comprehensive package of evidence-based social and clinical interventions to reduce the rate of new HIV infections and other outcomes among adolescent girls and young women. In Zimbabwe, DREAMS was implemented in 6 districts in Bulawayo, Chipinge, Gweru, Makoni, Mazowe, and Mutare [12]. Six implementing partners delivered the DREAMS package, which included social protection services, gender-based violence prevention and care services, and HIV prevention services, including an offer of pre-exposure prophylaxis to young women who sell sex aged 18 to 24 years. The overall coordination of DREAMS implementing partners differed by region. To increase economic well-being, young women who sell sex were offered economic empowerment programs, including vocational skills training, financial literacy training, savings and lending support, and services to support access to education, including cash transfers and educational subsidies.

**The Sisters With a Voice Program**

DREAMS services for young women who sell sex were accessible through the Sisters with a Voice program (Sisters),
in addition to other implementing partners. As described elsewhere [11,13], Sisters is a national sex worker program that was established in Zimbabwe in 2009 on behalf of the Ministry of Health and Child Care, and the National AIDS Council. Briefly, Sisters provides free condoms and contraception, HIV testing and counseling, syndromic management of sexually transmitted infections, health education, and legal advice supported by a network of peer educators.

**Study Location and Participants**

This study was conducted in 2 districts/cities (Bulawayo and Mutare) that were selected as part of DREAMS impact evaluation from the 6 districts where DREAMS was being implemented [9]. A cohort of young women who sell sex was recruited using RDS and followed-up for 24 months to determine the impact of DREAMS on HIV incidence among young women who sell sex in those 2 cities compared to the incidence among young women who sell sex in 4 towns where DREAMS was not implemented and young women who sell sex only had access to Sisters services [9,10]. Young women who sell sex were defined as adolescent girls and young women aged 18 to 24 who reported exchanging sex with someone because they gave them money, a gift, or material support (important was that sex would not have happened without that exchange). Young women who sell sex included those who self-identified as female sex workers or not. Informal discussions about sex work environment at each location were conducted to ensure that only young women who sell sex were recruited in the study.

**Recruiting Young Women Who Sell Sex for DREAMS Services**

**Peer Outreach**

We identified and enrolled young women who sell sex to DREAMS services through a network of 18 (9 in each city) trained and age-matched peer educators supported and directly supervised by the Sisters program outreach team. Peer educators received a monthly incentive of US $15. As described in detail elsewhere [1], peer educators are trained to build rapport with other young women who sell sex and mobilize them for HIV prevention and care services, using a range of community mobilization activities and materials that were specifically tailored for reaching young women who sell sex aged <25 years. Community mobilization materials included 21 activity packs, organized into 6 modules relating to social asset building, HIV prevention, condom promotion and provision, gender norms, basic financial literacy, and sexual violence prevention [1]. These materials were designed in consultation with young women who sell sex and experts, and were piloted and evaluated among a sample of young women who sell sex using in-depth interviews and focus group discussions [1].

Peer educators were recruited in 2016 and worked in the DREAMS program until 2018. Peer educators included 10 who self-identified as female sex workers and 8 who did not. All were 18 to 20 years old and had some secondary school education or higher. Their duties involved identifying hotspots and adolescent girls and young women through word of mouth. Hotspots included secondary schools, colleges, streets, parties, bars, and homes. Peer educators would meet with young women, talk to them about the nature of DREAMS services and where they could access the services, and, if they were interested, give them a referral slip to be produced the first time a young woman who sells sex accessed DREAMS services. Peer outreach was conducted between January 2017 and July 2018.

**Respondent-Driven Sampling**

For the evaluation cohort, we recruited young women who sell sex, using RDS. First, we conducted detailed social mapping as described elsewhere [14]. A team of field workers was trained to engage with young women who sell sex at different locations whether they self-identified as female sex workers or not [14]. They visited hotspots where young women who sell sex were likely to solicit clients as informed by discussions with local peer educators, selecting the 3 busiest days of the week, Thursday, Friday, and Saturday, over 2 consecutive weekends [14]. During site visits, the research team used direct observation, group discussions, and informal interviews. Mapping helped to understand sex work typology and geography, and was used to purposively select 10 “seed” participants to initiate RDS recruitment at each site. Seeds represented each identified sex work typology, geography, and target age group. Of the 20 seeds selected across the 2 cities, 80% (16/20) were 20 to 24 years old, 95% (19/20) had some secondary school education or higher, 70% (14/20) were single or never married, and 75% (15/20) self-identified as female sex workers. Young women who sell sex were eligible to participate in RDS surveys if they were aged 18 to 24 years. Each “seed” provided written informed consent to participate, and was interviewed and given 2 recruitment coupons to pass on to young women who sell sex in her social network [9]. Young women who sell sex, who received a coupon attended the survey site, provided written informed consent to participate, and, on completion of survey activities, were given 2 coupons to pass on to 2 further young women who sell sex they knew, who sold sex in that location and who had not previously been recruited to the survey. The recruitment process happened over 6 waves until the desired sample size of about 600 young women who sell sex was achieved in each city [9]. All young women who sell sex were referred for DREAMS services. Importantly, recruitment through RDS (but not peer outreach) was incentivized; young women who sell sex were given an incentive of US $3 for participating in the survey themselves, and an additional US $2 for each peer recruited [9]. RDS was conducted for 4 months, from April to July 2017.

Key similarities between the approaches were that both were network-based and started with a purposive sample of peers for peer outreach or seeds for RDS. However, for peer outreach, peer educators received a week of training, were supported by a network of outreach workers, and had a host of materials to support mobilization activities. Their relationship with the peers they recruited was intended to be ongoing. Recruitment through RDS was limited to 2 recruits per recruiter, and participation was incentivized [9]. Seeds received a short script of what to say when passing coupons on but not formal training and were not expected to continue their engagement with the young women who sell sex.
Unique Identifiers

Both DREAMS program beneficiaries and survey participants were assigned an alphanumeric identifier that comprised the first letter of the first name, the last 3 letters of the surname, and the date of birth to link young women who sell sex across DREAMS services. We deidentified peer outreach and Sisters point of access data, and used the alphanumeric identifier to establish if young women who sell sex had engaged with DREAMS services through the Sisters program.

Statistical Analyses

Participants included in these analyses were young women who sell sex aged 18 to 24 years, who were reached in the 2 cities where both approaches were conducted. Of note, there were no age restrictions for young women who sell sex referred for DREAMS services through peer outreach, but analyses were restricted to young women who sell sex, who were aged 18 to 24 years to match RDS data. We described the sociodemographic characteristics of young women who sell sex recruited into the RDS survey by city and compared the characteristics across the 2 cities. RDS data were RDS-II weighted, with women’s responses weighted by the inverse of the reported number of young women who sell sex that they knew, that is, the number of other young women who sell sex that they could have recruited to the survey. Description of sociodemographic characteristics of peer outreach data was not possible owing to limited data routinely captured at the time of program referral.

Among young women who sell sex, who accessed DREAMS services, we described the demographic characteristics, sexual behaviors, and previous service engagement by referral approach and assessed if these differed by referral approach, using the chi-square test. Analysis was performed regardless of the referral period. For peer outreach, we restricted the comparison to the period when RDS took place. Young women who sell sex referred through both approaches were retained in the analysis since excluding them did not make any difference to the results.

Subsequently, we used logistic regression to identify sociodemographic characteristics and sexual behaviors associated with ever access of DREAMS services among young women who sell sex, who were recruited through RDS. For logistic regression analyses, seed participants were dropped. Factors associated with access of DREAMS services at $P \leq 0.10$ in univariable analysis were included in the multivariable regression model, adjusting for all factors associated with access of DREAMS services in the univariable analysis. Again, this was not possible for young women who sell sex, who accessed services through peer outreach owing to limited point of referral data.

Finally, we estimated the relative incremental costs of recruiting young women who sell sex using each strategy for referral to DREAMS services.

Ethics Approval

The DREAMS impact evaluation was reviewed and approved by the Medical Research Council of Zimbabwe (MRCZ/A/2085) and the London School of Hygiene and Tropical Medicine (11835). All participants were given information about the study and were asked for written informed consent for participation.

Results

Characteristics of Young Women Who Sell Sex Recruited Through RDS

Between April and July 2017, 1204 young women who sell sex were recruited to RDS surveys and referred for DREAMS services in the 2 cities. Among these young women who sell sex, the majority were aged 20 to 24 years (799/1204, 64.6%), had some or complete secondary school education (1079/1204, 88.2%), were never married (801/1204, 67.9%), and self-identified as female sex workers (801/1191, 65.0%) (Table 1). Young women who sell sex in Bulawayo were less likely to be divorced or separated (75/601, 12.2% vs 290/603, 44.8%), were less likely to self-identify as female sex workers (367/590, 60.1% vs 434/601, 69.7%), and were more likely to report having more than six alcoholic drinks in 1 night during the last 12 months (277/601, 42.5% vs 138/602, 19.9%), compared to those in Mutare. Additionally, young women who sell sex from Bulawayo were less likely to report condom use at the last sex act with a regular partner (275/476, 57.8% vs 312/431, 74.3%) or client (419/490, 85.0% vs 422/456, 92.0%) compared to young women who sell sex in Mutare. A higher proportion of young women who sell sex from Bulawayo reported condom-less sex with a regular partner (246/477, 54.0% vs 164/431, 33.8%) or client (98/491, 20.4% vs 65/458, 14.1%) in the past month compared to those from Mutare. Overall, almost a quarter (471/1204, 37.8%) of young women who sell sex reported being at risk of common mental disorders within the last week.
Table 1. Sociodemographic and sexual behavioral characteristics of young women who sell sex recruited to respondent-driven sampling (RDS) surveys in 2 Zimbabwean cities (RDS-II weighted; N=1204).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Bulawayo (N=601), n/N (%)</th>
<th>Mutare (N=603), n/N (%)</th>
<th>Total (N=1204), n/N (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age at recruitment (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.04</td>
</tr>
<tr>
<td>18-19</td>
<td>222/601 (38.8)</td>
<td>183/603 (32.0)</td>
<td>405/1204 (35.4)</td>
<td></td>
</tr>
<tr>
<td>20-24</td>
<td>379/601 (61.2)</td>
<td>420/603 (68.0)</td>
<td>799/1204 (64.6)</td>
<td></td>
</tr>
<tr>
<td><strong>Highest level of education</strong></td>
<td></td>
<td></td>
<td></td>
<td>.36</td>
</tr>
<tr>
<td>None/incomplete primary</td>
<td>12/601 (2.6)</td>
<td>29/603 (4.6)</td>
<td>41/1204 (3.6)</td>
<td></td>
</tr>
<tr>
<td>Complete primary</td>
<td>49/601 (8.9)</td>
<td>35/603 (7.4)</td>
<td>84/1204 (8.1)</td>
<td></td>
</tr>
<tr>
<td>Incomplete secondary</td>
<td>245/601 (40.4)</td>
<td>277/603 (43.2)</td>
<td>522/1204 (41.8)</td>
<td></td>
</tr>
<tr>
<td>Complete secondary/higher</td>
<td>295/601 (48.1)</td>
<td>262/603 (44.8)</td>
<td>557/1204 (46.4)</td>
<td></td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Single/never married</td>
<td>501/601 (83.2)</td>
<td>300/603 (52.8)</td>
<td>801/1204 (67.9)</td>
<td></td>
</tr>
<tr>
<td>Married/living together as if married</td>
<td>22/601 (4.3)</td>
<td>9/603 (1.8)</td>
<td>31/1204 (2.6)</td>
<td></td>
</tr>
<tr>
<td>Divorced/separated</td>
<td>75/601 (12.2)</td>
<td>290/603 (44.8)</td>
<td>365/1204 (30.1)</td>
<td></td>
</tr>
<tr>
<td>Widowed</td>
<td>3/601 (0.2)</td>
<td>4/603 (0.7)</td>
<td>7/1204 (0.6)</td>
<td></td>
</tr>
<tr>
<td><strong>Self-identification as a sex worker</strong></td>
<td></td>
<td></td>
<td></td>
<td>.004</td>
</tr>
<tr>
<td>No</td>
<td>223/590 (39.9)</td>
<td>167/601 (30.3)</td>
<td>390/1191 (35.0)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>367/590 (60.1)</td>
<td>434/601 (69.7)</td>
<td>801/1191 (65.0)</td>
<td></td>
</tr>
<tr>
<td><strong>Age at start of selling sex (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.01</td>
</tr>
<tr>
<td>≤15</td>
<td>86/600 (13.2)</td>
<td>60/603 (9.2)</td>
<td>146/1203 (12.1)</td>
<td></td>
</tr>
<tr>
<td>16-17</td>
<td>222/600 (37.2)</td>
<td>190/603 (31.6)</td>
<td>412/1203 (34.4)</td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>292/600 (49.6)</td>
<td>353/603 (59.1)</td>
<td>645/1203 (54.4)</td>
<td></td>
</tr>
<tr>
<td><strong>Years selling sex</strong></td>
<td></td>
<td></td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>0-2</td>
<td>291/600 (52.2)</td>
<td>323/603 (55.9)</td>
<td>614/1203 (51.4)</td>
<td></td>
</tr>
<tr>
<td>3-4</td>
<td>204/600 (32.7)</td>
<td>150/603 (24.8)</td>
<td>354/1203 (28.7)</td>
<td></td>
</tr>
<tr>
<td>≥5</td>
<td>105/600 (15.1)</td>
<td>130/603 (19.3)</td>
<td>235/1203 (17.2)</td>
<td></td>
</tr>
<tr>
<td><strong>Number of sexual partners in the past month</strong></td>
<td></td>
<td></td>
<td></td>
<td>.07</td>
</tr>
<tr>
<td>0-4</td>
<td>272/601 (50.4)</td>
<td>265/603 (47.8)</td>
<td>537/1204 (49.1)</td>
<td></td>
</tr>
<tr>
<td>5-9</td>
<td>159/601 (24.7)</td>
<td>127/603 (20.6)</td>
<td>286/1204 (22.6)</td>
<td></td>
</tr>
<tr>
<td>≥10</td>
<td>170/601 (24.9)</td>
<td>211/603 (31.6)</td>
<td>381/1204 (29.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Number of clients in the past month</strong></td>
<td></td>
<td></td>
<td></td>
<td>.08</td>
</tr>
<tr>
<td>0-4</td>
<td>313/601 (57.5)</td>
<td>296/603 (53.6)</td>
<td>609/1204 (55.5)</td>
<td></td>
</tr>
<tr>
<td>5-9</td>
<td>131/601 (20.0)</td>
<td>110/603 (17.4)</td>
<td>241/1204 (18.7)</td>
<td></td>
</tr>
<tr>
<td>≥10</td>
<td>157/601 (22.5)</td>
<td>197/603 (29.1)</td>
<td>354/1204 (25.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Condom use at the last sex act with a regular partner</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>201/476 (42.2)</td>
<td>119/431 (25.7)</td>
<td>320/907 (34.3)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>275/476 (57.8)</td>
<td>312/431 (74.3)</td>
<td>587/907 (65.7)</td>
<td></td>
</tr>
<tr>
<td><strong>Condom-less sex with a regular partner in the past month</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>231/477 (46.0)</td>
<td>267/431 (66.2)</td>
<td>498/908 (55.7)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>246/477 (54.0)</td>
<td>164/431 (33.8)</td>
<td>410/908 (44.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Condom use at the last sex act with a client</strong></td>
<td></td>
<td></td>
<td></td>
<td>.006</td>
</tr>
<tr>
<td>Characteristic</td>
<td>Bulawayo (N=601), n/N (%)</td>
<td>Mutare (N=603), n/N (%)</td>
<td>Total (N=1204), n/N (%)</td>
<td>P value</td>
</tr>
<tr>
<td>-----------------------------------------------------</td>
<td>---------------------------</td>
<td>-------------------------</td>
<td>-------------------------</td>
<td>---------</td>
</tr>
<tr>
<td>Condom-less sex with a client in the past month</td>
<td></td>
<td></td>
<td></td>
<td>.03</td>
</tr>
<tr>
<td>No</td>
<td>71/490 (15.0)</td>
<td>34/456 (8.0)</td>
<td>105/946 (11.6)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>419/490 (85.0)</td>
<td>422/456 (92.0)</td>
<td>841/946 (88.4)</td>
<td></td>
</tr>
<tr>
<td>STI&lt;sup&gt;a&lt;/sup&gt; symptoms in the last 12 months</td>
<td></td>
<td></td>
<td></td>
<td>.17</td>
</tr>
<tr>
<td>No</td>
<td>393/491 (79.6)</td>
<td>393/458 (85.9)</td>
<td>786/949 (82.6)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>98/491 (20.4)</td>
<td>65/458 (14.1)</td>
<td>163/949 (17.4)</td>
<td></td>
</tr>
<tr>
<td>Accessed DREAMS&lt;sup&gt;b&lt;/sup&gt; services</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>470/601 (78.7)</td>
<td>449/603 (74.8)</td>
<td>919/1204 (76.7)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>131/601 (21.3)</td>
<td>154/603 (25.2)</td>
<td>285/1204 (23.3)</td>
<td></td>
</tr>
<tr>
<td>Relationship with other young women who sell sex</td>
<td></td>
<td></td>
<td></td>
<td>.10</td>
</tr>
<tr>
<td>Good</td>
<td>450/600 (72.6)</td>
<td>464/601 (76.0)</td>
<td>914/1201 (74.3)</td>
<td></td>
</tr>
<tr>
<td>Neither good nor bad</td>
<td>102/600 (19.3)</td>
<td>81/601 (14.0)</td>
<td>183/1201 (16.7)</td>
<td></td>
</tr>
<tr>
<td>No relation</td>
<td>48/600 (8.1)</td>
<td>56/601 (10.0)</td>
<td>104/1201 (9.0)</td>
<td></td>
</tr>
<tr>
<td>Number of close friends</td>
<td></td>
<td></td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>0</td>
<td>85/601 (16.2)</td>
<td>133/603 (22.8)</td>
<td>218/1204 (19.5)</td>
<td></td>
</tr>
<tr>
<td>≥1</td>
<td>516/601 (83.8)</td>
<td>470/603 (77.2)</td>
<td>986/1204 (80.5)</td>
<td></td>
</tr>
<tr>
<td>Binge drinking&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No alcohol in the last 12 months</td>
<td>153/601 (29.4)</td>
<td>248/602 (44.8)</td>
<td>401/1203 (37.1)</td>
<td></td>
</tr>
<tr>
<td>Drank alcohol but no occasions of binge drinking</td>
<td>171/601 (28.1)</td>
<td>216/602 (35.3)</td>
<td>387/1203 (31.7)</td>
<td></td>
</tr>
<tr>
<td>Yes, at least one occasion of binge drinking</td>
<td>277/601 (42.5)</td>
<td>138/602 (19.9)</td>
<td>415/1203 (31.2)</td>
<td></td>
</tr>
<tr>
<td>Risk of CMD&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td>.73</td>
</tr>
<tr>
<td>No</td>
<td>366/601 (61.6)</td>
<td>367/603 (62.7)</td>
<td>733/1204 (62.2)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>235/601 (38.4)</td>
<td>236/603 (37.3)</td>
<td>471/1204 (37.8)</td>
<td></td>
</tr>
<tr>
<td>Experienced any form of violence from a sexual partner</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>351/601 (60.8)</td>
<td>280/603 (49.2)</td>
<td>631/1204 (55.0)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>250/601 (39.2)</td>
<td>323/603 (50.8)</td>
<td>573/1204 (45.0)</td>
<td></td>
</tr>
<tr>
<td>Experienced any form of violence from police</td>
<td></td>
<td></td>
<td></td>
<td>.26</td>
</tr>
<tr>
<td>No</td>
<td>576/601 (96.5)</td>
<td>568/602 (95.1)</td>
<td>1144/1203 (95.8)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>25/601 (3.5)</td>
<td>34/602 (4.9)</td>
<td>59/1203 (4.2)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>STI: sexually transmitted infection.

<sup>b</sup>DREAMS: Determined, Resilient, Empowered, AIDS-free, Mentored, and Safe.

<sup>c</sup>Had more than six alcoholic drinks in 1 night during the last 12 months.

<sup>d</sup>CMD: common mental disorder.
Characteristics of Young Women Who Sell Sex, Who Accessed DREAMS Services by Referral Approach

Between January 2017 and July 2018, 5386 young women who sell sex were referred to DREAMS services via peer outreach. Between April and July 2017, 1204 young women who sell sex were referred to DREAMS services via RDS. Young women who sell sex referred through RDS were over twice as likely to access DREAMS services through the Sisters program (501/1204, 41.6%) compared to young women who sell sex referred through peer outreach (930/5386, 17.3%; \(P<.001\)). Additionally, 45 young women who sell sex, 5% (45/930) of those who accessed DREAMS via peer outreach and 9% (45/501) of those who accessed DREAMS via RDS, were referred through both strategies. Services accessed included HIV testing, free condoms and contraception, and other services such as sexually transmitted infection treatment.

Between April and July 2017, when the RDS was ongoing, 1228 young women who sell sex were referred through peer outreach. When restricting our comparison to the period when RDS was ongoing, young women who sell sex referred through RDS remained more likely to access DREAMS services (501/1204, 41.6%) compared to young women who sell sex referred through peer outreach (212/1228, 17.3%; \(P<.001\)). Within this period, 3.0% (15/501) of those who accessed DREAMS via RDS and 7.1% (15/212) of those who accessed DREAMS via peer outreach were referred through both strategies.

A higher proportion of young women who sell sex accessing DREAMS services through RDS were younger (18-19 years old: 167/501, 33.3% vs 243/930, 26.1%; \(P=.004\)) and reported having ever been tested for HIV (441/501, 88.0% vs 661/827, 79.9%; \(P<.001\)) compared to young women who sell sex accessing DREAMS services through peer outreach (Table 2). Additionally, young women who sell sex accessing DREAMS services through RDS were more likely to self-report an HIV-positive status (39/439, 8.9% vs 0/661, 0.0%; \(P<.001\)), more likely to be aware of their HIV status (395/501, 78.8% vs 396/930, 42.6%; \(P<.001\)), and less likely to report no condom use at the last sex act with any partner (158/501, 31.5% vs 313/775, 40.4%; \(P=.001\)) compared to those accessing DREAMS services through peer outreach.

Similar proportions of young women who sell sex had completed some secondary school or higher (456/501, 91.0% vs 788/873, 90.3%; \(P=.65\)) and tested HIV positive as part of the RDS survey or through the Sisters program (76/499, 15.2% vs 123/745, 16.5%; \(P=.55\); Table 2). Restricting to the period when RDS was ongoing did not change the results, except that the age distribution of the young women who sell sex was similar regardless of referral approach (18-19 years old: 167/501, 33.3% vs 61/212, 28.8%; \(P=.23\); Table 3).
Table 2. Comparison of the characteristics of young women who sell sex, who accessed Determined, Resilient, Empowered, AIDS-free, Mentored, and Safe (DREAMS) services through the Sisters program by referral approach.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Accessed DREAMS&lt;sup&gt;a&lt;/sup&gt; through peer outreach (N=930), n/N (%)</th>
<th>Accessed DREAMS through RDS&lt;sup&gt;b&lt;/sup&gt; referral (N=501), n/N (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td>.004</td>
</tr>
<tr>
<td>18-19</td>
<td>243/930 (26.1)</td>
<td>167/501 (33.3)</td>
<td></td>
</tr>
<tr>
<td>20-24</td>
<td>687/930 (73.9)</td>
<td>334/501 (66.7)</td>
<td></td>
</tr>
<tr>
<td>Educational attainment</td>
<td></td>
<td></td>
<td>.65</td>
</tr>
<tr>
<td>Primary school or less</td>
<td>85/873 (9.7)</td>
<td>45/501 (9.0)</td>
<td></td>
</tr>
<tr>
<td>Some secondary school or more</td>
<td>788/873 (90.3)</td>
<td>456/501 (91.0)</td>
<td></td>
</tr>
<tr>
<td>City</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Bulawayo</td>
<td>466/930 (50.1)</td>
<td>324/501 (64.7)</td>
<td></td>
</tr>
<tr>
<td>Mutare</td>
<td>464/930 (49.9)</td>
<td>177/501 (35.3)</td>
<td></td>
</tr>
<tr>
<td>Ever tested for HIV</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>166/827 (20.1)</td>
<td>60/501 (12.0)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>661/827 (79.9)</td>
<td>441/501 (88.0)</td>
<td></td>
</tr>
<tr>
<td>Reported HIV status before contact with RDS or peer outreach&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Negative</td>
<td>661/661 (100.0)</td>
<td>400/439 (91.1)</td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>0/661 (0.0)</td>
<td>39/439 (8.9)</td>
<td></td>
</tr>
<tr>
<td>HIV status at contact with RDS or peer outreach</td>
<td></td>
<td></td>
<td>.55</td>
</tr>
<tr>
<td>Negative</td>
<td>622/745 (83.5)</td>
<td>423/499 (84.8)</td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>123/745 (16.5)</td>
<td>76/499 (15.2)</td>
<td></td>
</tr>
<tr>
<td>Aware of HIV status at contact with RDS or peer outreach&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>534/930 (57.4)</td>
<td>106/501 (21.2)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>396/930 (42.6)</td>
<td>395/501 (78.8)</td>
<td></td>
</tr>
<tr>
<td>No condom used at the last sex act with any partner</td>
<td></td>
<td></td>
<td>.001</td>
</tr>
<tr>
<td>No</td>
<td>462/775 (59.6)</td>
<td>343/501 (68.5)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>313/775 (40.4)</td>
<td>158/501 (31.5)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>DREAMS: Determined, Resilient, Empowered, AIDS-free, Mentored, and Safe.  
<sup>b</sup>RDS: respondent-driven sampling.  
<sup>c</sup>Among young women who sell sex reporting being ever tested for HIV.  
<sup>d</sup>Proportion ever testing HIV positive or having an HIV-negative test during the past 12 months.
Table 3. Comparison of the characteristics of young women who sell sex, who were referred during the period when respondent-driven sampling was ongoing and accessed Determined, Resilient, Empowered, AIDS-free, Mentored, and Safe (DREAMS) services through the Sisters program by referral approach.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Accessed DREAMS&lt;sup&gt;a&lt;/sup&gt; through peer outreach (N=212), n/N (%)</th>
<th>Accessed DREAMS&lt;sup&gt;b&lt;/sup&gt; through RDS referral (N=501), n/N (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-19</td>
<td>61/212 (28.8)</td>
<td>167/501 (33.3)</td>
<td>.23</td>
</tr>
<tr>
<td>20-24</td>
<td>151/212 (71.2)</td>
<td>334/501 (66.7)</td>
<td></td>
</tr>
<tr>
<td><strong>Educational attainment</strong></td>
<td></td>
<td></td>
<td>.16</td>
</tr>
<tr>
<td>Primary school or less</td>
<td>12/207 (5.8)</td>
<td>45/501 (9.0)</td>
<td></td>
</tr>
<tr>
<td>Some secondary school or more</td>
<td>195/207 (94.2)</td>
<td>456/501 (91.0)</td>
<td></td>
</tr>
<tr>
<td><strong>City</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Bulawayo</td>
<td>91/212 (42.9)</td>
<td>324/501 (64.7)</td>
<td></td>
</tr>
<tr>
<td>Mutare</td>
<td>121/212 (57.1)</td>
<td>177/501 (35.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Ever tested for HIV</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>49/204 (24.0)</td>
<td>60/501 (12.0)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>155/204 (76.0)</td>
<td>441/501 (88.0)</td>
<td></td>
</tr>
<tr>
<td><strong>Reported HIV status before contact with RDS or peer outreach</strong>&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Negative</td>
<td>155/155 (100.0)</td>
<td>400/439 (91.1)</td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>0/155 (0.0)</td>
<td>39/439 (9.9)</td>
<td></td>
</tr>
<tr>
<td><strong>HIV status at contact with RDS or peer outreach</strong></td>
<td></td>
<td></td>
<td>.63</td>
</tr>
<tr>
<td>Negative</td>
<td>175/203 (86.2)</td>
<td>423/499 (84.8)</td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>28/203 (13.8)</td>
<td>76/499 (15.2)</td>
<td></td>
</tr>
<tr>
<td><strong>Aware of HIV status at contact with RDS or peer outreach</strong>&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>107/212 (50.5)</td>
<td>106/501 (21.2)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>105/212 (49.5)</td>
<td>395/501 (78.8)</td>
<td></td>
</tr>
<tr>
<td><strong>No condom used at the last sex act with any partner</strong></td>
<td></td>
<td></td>
<td>.01</td>
</tr>
<tr>
<td>No</td>
<td>118/201 (58.7)</td>
<td>343/501 (68.5)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>83/201 (41.3)</td>
<td>158/501 (31.5)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>DREAMS: Determined, Resilient, Empowered, AIDS-free, Mentored, and Safe.

<sup>b</sup>RDS: respondent-driven sampling.

<sup>c</sup>Among young women who sell sex reporting being ever tested for HIV.

<sup>d</sup>Proportion ever testing HIV positive or having an HIV-negative test during the past 12 months.

Factors Associated With Access of DREAMS Services in the RDS Sample

In adjusted analyses, there was strong evidence that access to DREAMS services was lower among young women who sell sex from Mutare compared to those from Bulawayo (177/603, 30.4% vs 324/601, 53.8%; adjusted OR [aOR] 0.37, 95% CI 0.28-0.50; P<.001; Table 4). Young women who sell sex, who started selling sex at 16 to 17 years (183/412, 45.5% vs 46/146, 30.1%; aOR 2.39, 95% CI 1.32-4.32; P=.004) or 18 to 24 years (271/645, 42.4% vs 46/146, 30.1%; aOR 2.42, 95% CI 1.36-4.29; P=.003) were more likely to access DREAMS services compared to those who started selling sex at 15 years or less. There was evidence that young women who sell sex, who reported at least one close friend were more likely to access DREAMS services compared to those who did not have a close friend (425/986, 44.0% vs 76/218, 34.3%; aOR 1.62, 95% CI 1.03-2.53; P=.04).
Table 4. Factors associated with ever access of Determined, Resilient, Empowered, AIDS-free, Mentored, and Safe (DREAMS) services among young women who sell sex, who were referred through respondent-driven sampling (RDS; RDS-II weighted).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total (N=1204), n (%)</th>
<th>YWSS&lt;sup&gt;a&lt;/sup&gt; who accessed DREAMS&lt;sup&gt;b&lt;/sup&gt; services via RDS&lt;sup&gt;c&lt;/sup&gt; (N=501), n (%)</th>
<th>Crude OR&lt;sup&gt;d&lt;/sup&gt; (95% CI)</th>
<th>P value</th>
<th>Adjusted OR (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age at recruitment (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-19</td>
<td>405 (35.4)</td>
<td>167 (41.4)</td>
<td>1.05 (0.79-1.39)</td>
<td>.75</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>20-24</td>
<td>799 (64.6)</td>
<td>334 (42.5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Highest level of education</td>
<td></td>
<td></td>
<td></td>
<td>.01</td>
<td></td>
<td>.87</td>
</tr>
<tr>
<td>Primary school or less</td>
<td>125 (11.7)</td>
<td>45 (33.5)</td>
<td>1.01 (0.55-1.85)</td>
<td>.87</td>
<td>1.26 (0.78-2.04)</td>
<td>1.01</td>
</tr>
<tr>
<td>Incomplete secondary school</td>
<td>522 (41.8)</td>
<td>199 (38.9)</td>
<td>1.11 (0.60-2.06)</td>
<td>&lt;.001</td>
<td>1.77 (1.10-2.85)</td>
<td>1.11</td>
</tr>
<tr>
<td>Complete secondary or higher</td>
<td>557 (46.4)</td>
<td>257 (47.2)</td>
<td></td>
<td>.94</td>
<td></td>
<td>.94</td>
</tr>
<tr>
<td>City</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Bulawayo</td>
<td>601 (49.9)</td>
<td>324 (53.8)</td>
<td>1.01 (0.55-1.85)</td>
<td>.01</td>
<td>1.26 (0.78-2.04)</td>
<td>1.01</td>
</tr>
<tr>
<td>Mutare</td>
<td>603 (50.1)</td>
<td>177 (30.4)</td>
<td>0.72 (0.50-1.03)</td>
<td>.001</td>
<td>0.60 (0.44-0.81)</td>
<td>0.98</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never married</td>
<td>801 (67.9)</td>
<td>366 (46.0)</td>
<td>1.01 (0.55-1.85)</td>
<td>.001</td>
<td>1.26 (0.78-2.04)</td>
<td>1.01</td>
</tr>
<tr>
<td>Ever married</td>
<td>403 (32.1)</td>
<td>135 (33.8)</td>
<td>0.60 (0.44-0.81)</td>
<td>.02</td>
<td>0.60 (0.44-0.81)</td>
<td>0.98</td>
</tr>
<tr>
<td>Self-identification as a sex worker</td>
<td>390 (35.0)</td>
<td>177 (44.1)</td>
<td>1.01 (0.55-1.85)</td>
<td>.37</td>
<td>0.60 (0.44-0.81)</td>
<td>0.98</td>
</tr>
<tr>
<td>Age at the start of selling sex (years)</td>
<td></td>
<td></td>
<td></td>
<td>.02</td>
<td></td>
<td>.008</td>
</tr>
<tr>
<td>≤15</td>
<td>146 (11.2)</td>
<td>46 (30.1)</td>
<td>1.01 (0.55-1.85)</td>
<td>.02</td>
<td>1.26 (0.78-2.04)</td>
<td>1.01</td>
</tr>
<tr>
<td>16-17</td>
<td>412 (34.4)</td>
<td>183 (45.5)</td>
<td>1.21 (0.87-1.71)</td>
<td>.58</td>
<td>1.21 (0.87-1.71)</td>
<td>1.21</td>
</tr>
<tr>
<td>18-24</td>
<td>645 (54.4)</td>
<td>271 (42.4)</td>
<td>1.71 (1.10-2.64)</td>
<td>.20</td>
<td>1.71 (1.10-2.64)</td>
<td>1.71</td>
</tr>
<tr>
<td>Years selling sex</td>
<td></td>
<td></td>
<td></td>
<td>.58</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-2</td>
<td>614 (54.1)</td>
<td>275 (44.1)</td>
<td>1.01 (0.55-1.85)</td>
<td>.58</td>
<td>1.01 (0.55-1.85)</td>
<td>1.01</td>
</tr>
<tr>
<td>3-4</td>
<td>354 (28.7)</td>
<td>143 (41.9)</td>
<td>0.92 (0.67-1.26)</td>
<td>.58</td>
<td>0.92 (0.67-1.26)</td>
<td>0.92</td>
</tr>
<tr>
<td>≥5</td>
<td>235 (18.2)</td>
<td>82 (36.0)</td>
<td>0.72 (0.50-1.03)</td>
<td>.58</td>
<td>0.72 (0.50-1.03)</td>
<td>0.72</td>
</tr>
<tr>
<td>Number of sexual partners in the past month</td>
<td></td>
<td></td>
<td></td>
<td>.58</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-4</td>
<td>537 (49.1)</td>
<td>227 (44.0)</td>
<td>1.01 (0.55-1.85)</td>
<td>.58</td>
<td>1.01 (0.55-1.85)</td>
<td>1.01</td>
</tr>
<tr>
<td>5-9</td>
<td>286 (22.6)</td>
<td>141 (48.9)</td>
<td>1.21 (0.87-1.71)</td>
<td>.58</td>
<td>1.21 (0.87-1.71)</td>
<td>1.21</td>
</tr>
<tr>
<td>≥10</td>
<td>381 (32.3)</td>
<td>133 (33.4)</td>
<td>0.64 (0.46-0.88)</td>
<td>.58</td>
<td>0.64 (0.46-0.88)</td>
<td>0.64</td>
</tr>
<tr>
<td>Number of clients in the past month</td>
<td></td>
<td></td>
<td></td>
<td>.96</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-4</td>
<td>609 (55.5)</td>
<td>267 (44.1)</td>
<td>1.01 (0.55-1.85)</td>
<td>.96</td>
<td>1.01 (0.55-1.85)</td>
<td>1.01</td>
</tr>
<tr>
<td>5-9</td>
<td>241 (18.7)</td>
<td>114 (49.0)</td>
<td>1.21 (0.85-1.72)</td>
<td>.96</td>
<td>1.21 (0.85-1.72)</td>
<td>1.21</td>
</tr>
<tr>
<td>≥10</td>
<td>354 (29.8)</td>
<td>120 (32.3)</td>
<td>0.60 (0.43-0.83)</td>
<td>.96</td>
<td>0.60 (0.43-0.83)</td>
<td>0.60</td>
</tr>
<tr>
<td>Condom use at the last sex act with a regular partner</td>
<td></td>
<td></td>
<td></td>
<td>.19</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>320 (34.3)</td>
<td>155 (49.2)</td>
<td>1.01 (0.55-1.85)</td>
<td>.19</td>
<td>1.21 (0.87-1.71)</td>
<td>1.21</td>
</tr>
<tr>
<td>Yes</td>
<td>587 (65.7)</td>
<td>236 (40.0)</td>
<td>0.69 (0.49-0.95)</td>
<td>.19</td>
<td>0.69 (0.49-0.95)</td>
<td>0.69</td>
</tr>
<tr>
<td>Condom-less sex with a regular partner in the past month</td>
<td></td>
<td></td>
<td></td>
<td>.92</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>498 (55.7)</td>
<td>205 (39.3)</td>
<td>1.01 (0.55-1.85)</td>
<td>.92</td>
<td>1.01 (0.55-1.85)</td>
<td>1.01</td>
</tr>
<tr>
<td>Yes</td>
<td>410 (44.3)</td>
<td>186 (47.8)</td>
<td>1.41 (1.03-1.93)</td>
<td>.92</td>
<td>1.41 (1.03-1.93)</td>
<td>1.41</td>
</tr>
<tr>
<td>Condom use at the last sex act with a client</td>
<td></td>
<td></td>
<td></td>
<td>.52</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total (N=1204), n (%)</th>
<th>YWSS&lt;sup&gt;a&lt;/sup&gt; who accessed DREAMS&lt;sup&gt;b&lt;/sup&gt; services via RDS&lt;sup&gt;c&lt;/sup&gt; (N=501), n (%)</th>
<th>Crude OR&lt;sup&gt;d&lt;/sup&gt; (95% CI)</th>
<th>P value</th>
<th>Adjusted OR (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>105 (11.6)</td>
<td>45 (44.7)</td>
<td>1</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>841 (88.4)</td>
<td>350 (40.8)</td>
<td>0.85 (0.53-1.38)</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Condom-less sex with a client in the past month</td>
<td></td>
<td></td>
<td></td>
<td>.26</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>786 (82.6)</td>
<td>322 (40.2)</td>
<td>1</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>163 (17.4)</td>
<td>74 (46.0)</td>
<td>1.27 (0.84-1.90)</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>STI&lt;sup&gt;f&lt;/sup&gt; symptoms in the last 12 months</td>
<td></td>
<td></td>
<td></td>
<td>.07</td>
<td>.96</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>919 (76.7)</td>
<td>404 (43.8)</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>285 (23.3)</td>
<td>97 (36.6)</td>
<td>0.74 (0.53-1.02)</td>
<td>0.99</td>
<td>(0.67-1.47)</td>
<td></td>
</tr>
<tr>
<td>Relationship with other YWSS</td>
<td></td>
<td></td>
<td></td>
<td>.19</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Good</td>
<td>914 (74.3)</td>
<td>379 (42.1)</td>
<td>1</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neither good nor bad</td>
<td>183 (16.7)</td>
<td>84 (47.1)</td>
<td>1.22 (0.84-1.78)</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No relation</td>
<td>104 (9.0)</td>
<td>37 (34.1)</td>
<td>0.71 (0.43-1.17)</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of close friends</td>
<td></td>
<td></td>
<td></td>
<td>.03</td>
<td>.04</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>218 (19.5)</td>
<td>76 (34.3)</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥1</td>
<td>986 (80.5)</td>
<td>425 (44.0)</td>
<td>1.51 (1.05-2.17)</td>
<td>1.62</td>
<td>(1.03-2.53)</td>
<td></td>
</tr>
<tr>
<td>Binge drinking&lt;sup&gt;g&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td>.046</td>
<td>.44</td>
<td></td>
</tr>
<tr>
<td>No alcohol in the last 12 months</td>
<td>401 (37.1)</td>
<td>156 (38.6)</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Drank alcohol but no occasions of binge drinking</td>
<td>387 (31.7)</td>
<td>153 (40.1)</td>
<td>1.06 (0.76-1.49)</td>
<td>1.18</td>
<td>(0.78-1.77)</td>
<td></td>
</tr>
<tr>
<td>Yes, at least one occasion of binge drinking</td>
<td>415 (31.2)</td>
<td>191 (48.2)</td>
<td>1.48 (1.06-2.06)</td>
<td>1.32</td>
<td>(0.86-2.03)</td>
<td></td>
</tr>
<tr>
<td>Risk of CMD&lt;sup&gt;h&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td>.93</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>733 (62.2)</td>
<td>296 (42.0)</td>
<td>1</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>471 (37.8)</td>
<td>205 (42.3)</td>
<td>1.01 (0.77-1.34)</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experienced any form of violence from a sexual partner</td>
<td></td>
<td></td>
<td></td>
<td>.009</td>
<td>.13</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>631 (55.0)</td>
<td>284 (46.1)</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>573 (45.0)</td>
<td>217 (37.2)</td>
<td>0.69 (0.53-0.91)</td>
<td>0.76</td>
<td>(0.54-1.08)</td>
<td></td>
</tr>
<tr>
<td>Experienced any form of violence from police</td>
<td></td>
<td></td>
<td></td>
<td>.95</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1144 (95.8)</td>
<td>476 (42.1)</td>
<td>1</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>59 (4.2)</td>
<td>24 (42.6)</td>
<td>1.02 (0.56-1.86)</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>YWSS: young women who sell sex.
<sup>b</sup>DREAMS: Determined, Resilient, Empowered, AIDS-free, Mentored, and Safe.
<sup>c</sup>RDS: respondent-driven sampling.
<sup>d</sup>OR: odds ratio.
<sup>e</sup>N/A: not applicable.
<sup>f</sup>STI: sexually transmitted infection.
<sup>g</sup>Had more than six alcoholic drinks in 1 night during the last 12 months.
<sup>h</sup>CMD: common mental disorder.

**Incremental Costs and Requirements of Recruitment Strategies**

Peer outreach costs included the cost of formative work to select peer educators that was done in 3 days by a team of 3 program staff members in each city, cost of outreach support, and cost of peer educator incentives for 19 months (Table 5). RDS costs included the cost of formative work to select seed participants that was done in 3 days by a team of 3 research staff members in each city, cost of the RDS survey team (5 staff) who spent
50 days in Bulawayo and 60 days in Mutare, and cost of participant recruitment incentives. The incremental cost per young woman who sells sex recruited was US $7.46 for peer outreach and US $52.81 for RDS.

Table 5. Comparison of peer outreach and respondent-driven sampling requirements and incremental costs of recruiting young women who sell sex using each strategy for referral to Determined, Resilient, Empowered, AIDS-free, Mentored, and Safe (DREAMS) services in 2 cities.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Peer outreach</th>
<th>RDS&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Characteristic</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Peer referral</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Number of peers/seeds in 2 cities</td>
<td>18</td>
<td>20</td>
</tr>
<tr>
<td>Duration of recruitment (months)</td>
<td>19</td>
<td>4</td>
</tr>
<tr>
<td>Recruitment incentive</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

**Recruitment costs (US$)<sup>b</sup>**

<table>
<thead>
<tr>
<th>Cost</th>
<th>Peer outreach</th>
<th>RDS&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost of formative work to identify peers/seeds (per diem)</td>
<td>1350&lt;sup&gt;c&lt;/sup&gt;</td>
<td>1350&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Cost of peer educator training and materials</td>
<td>5000</td>
<td>N/A&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>Cost of the outreach support team (salaries)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>28,500</td>
<td>N/A</td>
</tr>
<tr>
<td>Cost of the RDS survey team (salaries and per diem)&lt;sup&gt;g&lt;/sup&gt;</td>
<td>N/A</td>
<td>56,250</td>
</tr>
<tr>
<td>Cost of peer educator monthly incentives&lt;sup&gt;h&lt;/sup&gt;</td>
<td>5310</td>
<td>N/A</td>
</tr>
<tr>
<td>Recruitment incentives&lt;sup&gt;i&lt;/sup&gt;</td>
<td>N/A</td>
<td>5980</td>
</tr>
<tr>
<td>Total cost (US$)</td>
<td>40,160</td>
<td>63,580</td>
</tr>
<tr>
<td>Number of young women who sell sex recruited</td>
<td>5386</td>
<td>1204</td>
</tr>
<tr>
<td>Cost per young woman who sells sex recruited (US$)</td>
<td>7.46</td>
<td>52.81</td>
</tr>
</tbody>
</table>

<sup>a</sup>RDS: respondent-driven sampling.

<sup>b</sup>Some of the RDS costs that are research specific, such as cost of laboratory testing, have been omitted, and we have only focused on those that are recruitment specific.

<sup>c</sup>3 program staff members in 2 teams at US $75 per diem for 3 days.

<sup>d</sup>3 research staff members in 2 teams at US $75 per diem for 3 days.

<sup>e</sup>N/A: not applicable.

<sup>f</sup>2 outreach workers for 19 months at US $750 salary per month.

<sup>g</sup>5 research assistants for 4 months at US $750 salary per month + 5 research assistants at US $75 per diem for 110 days.

<sup>h</sup>18 peer educators at US $15 monthly incentive for 19 months.

<sup>i</sup>1204 participants at US $3 participant incentive + 1184 recruits at US $2 peer recruitment incentive.

**Discussion**

**Principal Findings**

In this study, we compared 2 recruitment strategies that focused on identifying and reaching young women who sell sex with DREAMS services in 2 cities in Zimbabwe. Our study suggested that peer referral, whether through RDS or peer outreach, can identify high-risk and underserved young women and refer them to services. Peer outreach was able to identify a higher proportion of young women who have never been tested for HIV and are therefore not aware of their HIV status. RDS was able to refer more young women who sell sex in a short period of time and refer younger women aged 18 to 19 compared to peer outreach. Restricting our analysis to the same period of recruitment, we found that peer outreach referred a higher proportion of young women who sell sex, who were not aware of their HIV status compared to RDS, but the ages of these women were similar regardless of referral approach. Among women who accessed DREAMS services, those referred by RDS were younger and appeared to be better engaged with services, and more women had previously tested for HIV and knew their status. By contrast, peer outreach identified more young women who sell sex, who had never been tested for HIV and were unaware of their HIV status. Although the differences in ever testing between recruitment approaches were not significant (76% vs 88%), when programs are aiming to ensure that all those who are vulnerable are reached, optimizing referral approaches by using a combination of approaches is likely important.

Both referral approaches were successful in reaching young women who sell sex at high risk of HIV, where the majority were HIV negative. In our previous study, we found that HIV prevalence and incidence rise steeply with age among this population [3,15], and thus, supporting young women who sell sex to engage effectively with prevention is critical. Reported noncondom use was high in both groups but even higher among those recruited through peer outreach.
The success of peer referral approaches in reaching high-risk hidden populations has been noted in many populations, including in West and Central Africa where the use of an enhanced (incentivized) peer outreach approach led to increased detection of new HIV-positive key population individuals who would not have been engaged otherwise [5,6]. With their enhanced peer referral approach, the authors were able to reach female sex workers who had not been effectively engaged by routine outreach approaches [5]. Our study, however, demonstrated that a higher proportion of previously unengaged young women who sell sex accessed DREAMS services through peer outreach than through RDS. This is possibly due to the level of training that peer educators received coupled with the tailored community mobilization activities and materials used. The fact that the RDS strategy referred young women who were more likely to already be engaged with HIV services could be because those young women who sell sex were more likely to be visible on the social network of young women who sell sex. Of note, RDS recruitment was done in a limited time frame with participants given a limited number of coupons with the goal of recruiting a representative sample of the network of the population of young women who sell sex, unlike peer outreach where peer educators were expected to recruit as many young women who sell sex as possible in a longer time frame. This may not only have restricted the absolute number of young women who sell sex recruited via RDS but also limited the performance of RDS in reaching less networked young women who sell sex. Nonetheless, our RDS diagnostics reported elsewhere [3] suggested that convergence was achieved in the 2 cities and our sample was likely to be representative of the network of young women who sell sex recruited.

While RDS enrolled young women who sell sex quickly, the requirement to incentivize recruitment at every stage can be costly to integrate into day-to-day programs. We showed that nonincentivized peer outreach is also able to reach high-risk young women who sell sex. Peer outreach provides at least the possibility of the process of referral being associated with longer-term support. Importantly, we found that the different approaches presented here recruited different groups of high-risk women, and the overlap in terms of those recruited was small, even when compared with peer outreach continued over many months. It seems likely that using a combination of approaches will be most effective at optimizing reach and coverage.

Consistent with other findings [16-19], our analysis suggested the importance of a comprehensive, well-coordinated, and scaled-up HIV program in reaching priority populations. Young women who sell sex from Bulawayo, where the DREAMS program was well coordinated with implementing partners working together to build high DREAMS acceptance, were more likely to access DREAMS via RDS compared to those from Mutare. On the other hand, peer outreach performed better in Mutare (a smaller town) where it referred a higher proportion of young women who sell sex than in Bulawayo. Lessons need to be constantly learned between program sites to generate opportunities for program improvement. Moreover, young women who sell sex, who reported at least one close friend were more likely to access DREAMS services compared to those who did not have a close friend, emphasizing the importance of building social cohesion among disempowered communities to optimize their uptake of HIV prevention and care [20-22].

Limitations
The limitations include the relatively limited data captured routinely at the time of program referral, limiting the possibility of comparing the characteristics of young women who sell sex, who went on to access services with those of young women who did not. Information on the refusal rate and the reason why some young women who sell sex refused to participate in DREAMS may be useful to refine existing recruitment approaches or operationalize novel approaches like starfish sampling that combines time location sampling and RDS [23]. We might not have compared like with like since our RDS, which was done for research purposes, recruited only young women who sell sex, who were 18 years or above, while referrals through peer outreach were able to include younger women who are even more vulnerable.

Conclusions
Peer outreach and RDS approaches can reach and refer high-risk but different groups of young women who sell sex for HIV services. Use of both these complementary approaches will likely improve reach.
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Abstract

Background: With a progressive increase in the aging process, the challenges posed by pulmonary tuberculosis (PTB) are also increasing for the elderly population.

Objective: This study aimed to identify the epidemiological distribution of PTB among the elderly, forecast the achievement of the World Health Organization’s 2025 goal in this specific group, and predict further advancement of PTB in the eastern area of China.

Methods: All notified active PTB cases aged ≥65 years from Zhejiang Province were screened and analyzed. The general epidemiological characteristics were depicted and presented using the ArcGIS software. Further prediction of PTB was performed using R and SPSS software programs.

Results: Altogether 41,431 cases aged ≥65 years were identified by the surveillance system from 2015 to 2020. After excluding extrapulmonary TB cases, we identified 39,832 PTB cases, including laboratory-confirmed (23,664, 59.41%) and clinically diagnosed (16,168, 40.59%) PTB. The notified PTB incidence indicated an evident downward trend with a reduction of 30%; however, the incidence of bacteriologically positive cases was steady at approximately 60/100,000. Based on the geographical distribution, Quzhou and Jinhua Cities had a higher PTB incidence among the elderly. The delay in PTB diagnosis was identified, and a significantly prolonged treatment course was observed in the elderly. Moreover, a 50% reduction of PTB incidence by the middle of 2024 was predicted using a linear regression model. It was found that using the exponential smoothing model would be better to predict the PTB trend in the elderly than a seasonal autoregressive integrated moving average model.

Conclusions: More comprehensive and effective interventions such as active PTB screening combined with physical checkup and succinct health education should be implemented and strengthened in the elderly. A more systematic assessment of the PTB epidemic trend in the elderly population should be considered to incorporate more predictive factors.

(JMIR Public Health Surveill 2022;8(7):e39142) doi:10.2196/39142
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Introduction

Tuberculosis (TB) ranks 13th among the leading causes of death globally and is also the top cause of death from a single infectious agent, which has been a substantial public health concern and an urgent global public health priority [1,2]. Nearly a quarter of the global population is infected with *Mycobacterium tuberculosis*, although only <10% of the people develop active TB during their lifetime, especially in low-and middle-income areas [3-5]. According to the Global Tuberculosis Report 2021 released by the World Health Organization (WHO), an estimated 9.9 million people developed illness with an incidence of 127/100,000 in 2020 [6]. Meanwhile, the latest report has demonstrated that the estimated number of newly diagnosed TB cases was 842,000 with a notified incidence of 59/100,000 in China, which still ranks second among the 30 highly burdened countries [6]. Despite being a preventable and curable disease, it has serious effects on some targeted groups such as the elderly and continues to be a major challenge.

With progressive population aging in China, the population aged ≥60 years had reached 264 million based on the 7th population census, among which 190 million were >65 years old, accounting for 13.5% of the total population [7]. Recently, evidence indicated a progressive increase in the notification rate of pulmonary TB (PTB) with age, particularly in East Asian and Southeast Asian countries [8]. The geriatric population is susceptible to the development of TB, which may be attributed to reactivation of the lesions and change in immunity levels [9]. With the implementation of the directly observed treatment strategy, the prevalence of PTB in China declined sharply, whereas the exploration of the change trend in the elders indicated a paucity of data [10,11]. Therefore, exploring the potential characteristics of PTB among the elderly is necessary.

Zhejiang Province, a developed area located in Eastern China, has an economic output of exceeding US $1.08 trillion. According to the Zhejiang Provincial Health Commission in 2019, the elderly population aged ≥60 years reached 11,217,200, accounting for 22.43% of the total population of the province, which was 4.53% higher than that at the national level.

This study aimed to identify the epidemiological distribution of PTB among the elderly, assess the performance of the WHO’s 2025 goal in this specific group, and predict the further advancement of PTB in Eastern China. It would contribute to filling the existing policy gaps, prompting optimization of the current health policy, and constructing a new strategic health framework to realize the end TB targets.

Methods

Overview

This study was focused on Zhejiang Province, which is in the eastern region of China and comprises the following cities: Hangzhou, Ningbo, Wenzhou, Jiaxing, Huzhou, Shaoxing, Jinhua, Quzhou, Zhoushan, Taizhou, and Lishui. Its location and demographic information have been presented in previous studies [12,13]. Additionally, according to the latest data released by the Zhejiang Bureau of Statistics, there were 65.4 million permanent residents, of which 9.26 million were aged ≥65 years and accounted for 14.2% of the provincial population. The demographic data of this specific population showed an increase of 0.9% over the previous year [14].

Data Collection

All PTB cases recorded in the Zhejiang Province during 2015-2020 were selected and screened from the TB information management system (TBIMS). The TBIMS was designed and constructed as a first-generation web-based information system by the National Center for TB Control and Prevention in 2005 [15]. All users of the TBIMS including designated hospitals, communities, and the Center for Disease Control and Prevention at the provincial, city, and county levels were authorized to fulfill their duties in this specific system [16]. Patients with PTB aged ≥65 years were included, and the data pertaining to their demographics, diagnosis, laboratory outcomes, and treatment outcomes were collected. Additionally, the basic data of Zhejiang Province were approved and obtained from the Chinese Information System for Disease Control and Prevention and local statistical yearbook [12].

Definition

In this study, the PTB cases consisted of laboratory-confirmed PTB (also called bacteriologically diagnosed PTB) and clinically diagnosed PTB. The former is diagnosed by bacteriological evidence acquired by sputum smear and culture or a rapid diagnostic system, such as the GeneXpert MTB/RIF. The latter is diagnosed by chest imaging, epidemiological findings, and clinical symptoms along with other relevant testing [17]. All identifications are based on the National Diagnostic Criteria for Pulmonary Tuberculosis (WS288-2008 and WS288-2017) and Classification of Tuberculosis (WS196-2001 and WS196-2017) in China [18,19].

General Characteristics of PTB in the Elderly

According to bacteriological and clinical diagnoses, the results are presented as the following parameters: sex, age groups, different cities, occupations, source of patients, treatment classification, anti-TB treatment, drug sensitivity results, treatment outcomes, and various delays in seeking treatment. Additionally, the notified incidence and spatial distribution depict the epidemiological characteristics of PTB in the elderly.

Predictive Model for PTB in the Elderly

Based on the WHO’s 2025 goal, a 50% reduction in TB morbidity and 75% decline in the absolute number of TB deaths should be achieved. PTB in Zhejiang Province was predicted using 2 methods. In method I, the available notified incidence was used to fit and screen regression models according to the R² value. The linear regression model (LRM), exponential curve model, and growth curve model (GCM) were considered. These models are described in our previous study [20]. In method II, the seasonal autoregressive integrated moving average (ARIMA) model and exponential smoothing (ETS) method, 2 commonly used time series models, were compared to determine the appropriate one for predicting the trend of PTB cases in the elderly. The seasonal ARIMA and ETS models were used not
only for short-term prediction but also for middle- and long-term forecasting [21,22]. The former consisted of p, d, and q and seasonal parameters p, d, and q, where p represents autoregression, d represents the degree of difference, and q represents the order of the moving average [23]. Furthermore, considering the patterns of addition, multiplication, or no patterns, the ETS model consisted of three vital parameters: error, trend, and seasonal components [24]. The formulas of the seasonal ARIMA and ETS models have been presented elsewhere, so they were omitted here [24,25]. For each method, the optimal model was selected based on the indicators of the Akaike information criterion, the corrected Akaike information criterion, and Bayesian information criterion [26-28]. Ultimately, the root mean squared error (RMSE) and mean absolute percentage error (MAPE) were used to compare the accuracy of prediction [24].

Ethics Approval
Information on all the cases was fully anonymized in the processing of data. This study was approved by the Ethics Committee of the Zhejiang Provincial Center for Disease Control and Prevention (2021-027-01). As only public health surveillance data were used, the requirement of informed consent was waived by the abovementioned ethics committee. Moreover, all details used in this research were in accordance with the Law of the Prevention and Treatment of Infectious Diseases in the People’s Republic of China.

Statistical Analysis
Descriptive analysis was performed using the R software (version 3.5.3, R Foundation for Statistical Computing), and the map was developed using the ArcGIS software (version 10.2, Esri). Additionally, the prediction of the PTB epidemic in 2025 was performed using SPSS Statistics 20.0 (IBM Corp), and the time series calculations involving the ETS and seasonal ARIMA models were performed using the R software (version 3.5.3). Statistical significance was set at \( P<.05 \).

Results
Notified Incidence and Geographical Distribution
A total of 41,431 records of people with PTB aged \( \geq 65 \) years were notified in the TBIMS from 2015 to 2020. After excluding cases of extrapulmonary TB, we collected 39,832 PTB cases consisting of laboratory-confirmed PTB (23,664, 59.41%) and clinically diagnosed PTB (16,168, 40.59%), with the highest registered number in 2019 (n=7223). The notified incidence of PTB among the elderly was 119.09 per 100,000 in 2015; 100.66 per 100,000 in 2016; 103.44 per 100,000 in 2017; 93.26 per 100,000 in 2018; 93.74 per 100,000 in 2019; and 84.67 per 100,000 in 2020 (Figure 1A). The notified incidence of bacteriologically positive PTB cases among the elderly was 61.18 per 100,000 in 2015; 50.77 per 100,000 in 2016; 52.75 per 100,000 in 2017; 59.98 per 100,000 in 2018; 64.29 per 100,000 in 2019; and 58.98 per 100,000 in 2020. The former revealed an evidently declining trend, whereas the latter had a comparatively stable state. In terms of the geographical distribution of PTB in the elderly, Quzhou City had the highest incidence, whereas Zhoushan City had the lowest PTB burden. Moreover, the notified PTB incidence in the elderly illustrated an overall slow downward trend in various cities but still exceeded that in the general population (nearly 40 per 100,000 to 50 per 100,000) (Figure 2A). For bacteriologically positive cases, the notified incidence demonstrated a significant difference in various cities, where the incidence in Quzhou City was 5 times more than that in Zhoushan City (data not shown). Meanwhile, incidence of bacteriologically positive cases revealed significant differences among the 11 cities (Figure 2B). In addition, a U-trend was revealed for bacteriologically positive PTB incidence in Quzhou and Jinhua Cities, whereas a successive reduction was recorded in Jiaxing City. However, despite a relatively low notified incidence, Wenzhou City presented a steady upward trend. Additionally, nearly 9 cities demonstrated a unimodal trend for bacteriologically positive incidence in 2018-2019.
Figure 1. General epidemiological characteristics of PTB in the elderly: (A) Change trend of notified PTB incidence and recorded case number by months. (B) Distribution of notified PTB cases in different sexes by various age groups. PTB: pulmonary tuberculosis.
General Characteristics of PTB in the Elderly

Of all the 39,832 geriatric PTB cases, men accounted for 72.67% (28,944 cases), whereas women accounted for 27.33% (10,888 cases). Regarding age distribution in each sex, the onset number in males was more than that in females, and a significant declining trend was observed, in which the age group of 65-69 years accounted for 30.96% (12,332) of the cases (Figure 1B). The median age was 73 years in both sexes. Regarding geographical distribution, Hangzhou, Jinhua, Taizhou, and Quzhou cities contributed to >10% among all notified PTB cases, in which the highest bacteriological (4514, 11.33%) and clinical diagnoses (3866, 9.71%) of PTB were both in the Hangzhou region. The top 3 occupations of the elderly were farming and working; being a retiree; and housekeeping, housework, and unemployment. Besides, referral and passive finding (also called actively seeking a doctor) had accounted for nearly 86% (34,284) patients among diverse sources. Most of all the elderly PTB cases (35,177, 88.31%) belonged to the initial treatment category, and 51.26% (20,418) comprised the bacteriological diagnoses. Nearly all the elderly patients could be provided anti-TB treatment, and 59.28% (23,613) received standardized treatment based on bacterial evidence. From the available information, the known drug resistance ratio was >2.7%, the drug resistance rate (rifampicin monoresistance) was 5.86% among the people aged ≥65 years, and the treatment success rate among the study population including completion of the treatment course and cure was approximately 72%. A longer delay was observed in the interval from the disease onset to the hospital visit compared to the interval from visiting the designated hospital to confirmation of PTB. Surprisingly, nearly half of the elderly cases had a treatment time >9 months (Table 1).
Table 1. Epidemiological characteristics of pulmonary tuberculosis cases among the elderly population in Eastern China from 2015 to 2020 (N=39,832).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total PTB</th>
<th>Laboratory-confirmed PTB</th>
<th>Clinically diagnosed PTB</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>28,944 (72.67)</td>
<td>17,347 (43.55)</td>
<td>11,597 (29.11)</td>
</tr>
<tr>
<td>Female</td>
<td>10,888 (27.33)</td>
<td>6317 (15.86)</td>
<td>4571 (11.48)</td>
</tr>
<tr>
<td><strong>Age group (years), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65-69</td>
<td>12,332 (30.96)</td>
<td>6670 (16.75)</td>
<td>5662 (14.21)</td>
</tr>
<tr>
<td>70-74</td>
<td>9782 (24.56)</td>
<td>5809 (14.58)</td>
<td>3973 (9.97)</td>
</tr>
<tr>
<td>75-79</td>
<td>7668 (19.75)</td>
<td>4826 (12.12)</td>
<td>3042 (7.64)</td>
</tr>
<tr>
<td>80-84</td>
<td>6461 (16.22)</td>
<td>4161 (10.45)</td>
<td>2300 (5.77)</td>
</tr>
<tr>
<td>85-89</td>
<td>2769 (6.95)</td>
<td>1783 (4.48)</td>
<td>986 (2.48)</td>
</tr>
<tr>
<td>90-94</td>
<td>551 (1.38)</td>
<td>380 (0.95)</td>
<td>171 (0.43)</td>
</tr>
<tr>
<td>≥95</td>
<td>69 (0.17)</td>
<td>35 (0.09)</td>
<td>34 (0.09)</td>
</tr>
<tr>
<td><strong>City, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hangzhou</td>
<td>8380 (21.04)</td>
<td>4514 (11.33)</td>
<td>3866 (9.71)</td>
</tr>
<tr>
<td>Ningbo</td>
<td>3797 (9.53)</td>
<td>2383 (5.98)</td>
<td>1414 (3.55)</td>
</tr>
<tr>
<td>Wenzhou</td>
<td>3803 (9.55)</td>
<td>2120 (5.32)</td>
<td>1683 (4.23)</td>
</tr>
<tr>
<td>Jiaxing</td>
<td>2343 (5.88)</td>
<td>1579 (3.96)</td>
<td>764 (1.92)</td>
</tr>
<tr>
<td>Huzhou</td>
<td>2120 (5.32)</td>
<td>1331 (3.34)</td>
<td>789 (1.98)</td>
</tr>
<tr>
<td>Shaoxing</td>
<td>3306 (8.30)</td>
<td>1998 (5.02)</td>
<td>1308 (3.28)</td>
</tr>
<tr>
<td>Jinhua</td>
<td>5661 (14.21)</td>
<td>3676 (9.23)</td>
<td>1985 (4.98)</td>
</tr>
<tr>
<td>Quzhou</td>
<td>3994 (10.03)</td>
<td>2256 (5.66)</td>
<td>1738 (4.36)</td>
</tr>
<tr>
<td>Zhoushan</td>
<td>401 (1.01)</td>
<td>190 (0.48)</td>
<td>211 (0.53)</td>
</tr>
<tr>
<td>Taizhou</td>
<td>4021 (10.09)</td>
<td>2400 (6.03)</td>
<td>1621 (4.07)</td>
</tr>
<tr>
<td>Lishui</td>
<td>2006 (5.04)</td>
<td>1217 (3.06)</td>
<td>789 (1.98)</td>
</tr>
<tr>
<td><strong>Occupation, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Farmer and worker</td>
<td>29,342 (73.66)</td>
<td>17,696 (44.43)</td>
<td>11,646 (29.24)</td>
</tr>
<tr>
<td>Retiree</td>
<td>6128 (15.38)</td>
<td>3451 (8.66)</td>
<td>2677 (6.72)</td>
</tr>
<tr>
<td>Housekeeping, housework, and unemployment</td>
<td>3406 (8.55)</td>
<td>1957 (4.91)</td>
<td>1449 (3.64)</td>
</tr>
<tr>
<td>Unknown</td>
<td>512 (1.29)</td>
<td>330 (0.83)</td>
<td>182 (0.46)</td>
</tr>
<tr>
<td>Others</td>
<td>284 (0.71)</td>
<td>151 (0.38)</td>
<td>133 (0.33)</td>
</tr>
<tr>
<td>Commercial service stratum</td>
<td>97 (0.24)</td>
<td>51 (0.13)</td>
<td>46 (0.12)</td>
</tr>
<tr>
<td>Cadre staff</td>
<td>37 (0.09)</td>
<td>16 (0.04)</td>
<td>21 (0.05)</td>
</tr>
<tr>
<td>Herder</td>
<td>15 (0.04)</td>
<td>8 (0.02)</td>
<td>7 (0.02)</td>
</tr>
<tr>
<td>Doctor</td>
<td>11 (0.03)</td>
<td>4 (0.01)</td>
<td>7 (0.02)</td>
</tr>
<tr>
<td><strong>Source of patients, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health examination</td>
<td>176 (0.44)</td>
<td>77 (0.19)</td>
<td>99 (0.25)</td>
</tr>
<tr>
<td>Contact screening</td>
<td>3 (0.01)</td>
<td>2 (0.01)</td>
<td>1 (0)</td>
</tr>
<tr>
<td>Passive finding</td>
<td>14,391 (36.13)</td>
<td>8174 (20.52)</td>
<td>6217 (15.61)</td>
</tr>
<tr>
<td>Referral</td>
<td>19,893 (49.94)</td>
<td>11,889 (29.85)</td>
<td>8004 (20.09)</td>
</tr>
<tr>
<td>Tracing</td>
<td>5205 (13.07)</td>
<td>3423 (8.59)</td>
<td>1782 (4.47)</td>
</tr>
<tr>
<td>Others</td>
<td>164 (0.41)</td>
<td>99 (0.25)</td>
<td>65 (0.16)</td>
</tr>
<tr>
<td><strong>Classification of treatment, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial treatment</td>
<td>35,177 (88.31)</td>
<td>20,418 (51.26)</td>
<td>14,759 (37.05)</td>
</tr>
<tr>
<td>Characteristic</td>
<td>Total PTBa</td>
<td>Laboratory-confirmed PTB</td>
<td>Clinically diagnosed PTB</td>
</tr>
<tr>
<td>----------------------------------------------------</td>
<td>------------</td>
<td>--------------------------</td>
<td>--------------------------</td>
</tr>
<tr>
<td>Retreatment</td>
<td>4655 (11.69)</td>
<td>3246 (8.15)</td>
<td>1409 (3.54)</td>
</tr>
<tr>
<td><strong>Anti-TB treatment, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>39,753 (99.8)</td>
<td>23,613 (59.28)</td>
<td>16,140 (40.52)</td>
</tr>
<tr>
<td>No</td>
<td>74 (0.19)</td>
<td>51 (0.13)</td>
<td>23 (0.06)</td>
</tr>
<tr>
<td><strong>Results of drug sensitivity test, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monodrug resistance</td>
<td>866 (2.17)</td>
<td>817 (2.05)</td>
<td>49 (0.12)</td>
</tr>
<tr>
<td>Polydrug resistance</td>
<td>3 (0.01)</td>
<td>2 (0.01)</td>
<td>1 (0)</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>17,289 (43.40)</td>
<td>16,422 (41.23)</td>
<td>867 (2.18)</td>
</tr>
<tr>
<td>Multidrug resistance</td>
<td>208 (0.52)</td>
<td>195 (0.49)</td>
<td>13 (0.03)</td>
</tr>
<tr>
<td>No test</td>
<td>21,466 (53.89)</td>
<td>6228 (15.64)</td>
<td>15,238 (38.26)</td>
</tr>
<tr>
<td><strong>Treatment outcome, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completion of the treatment courseb</td>
<td>13,977 (35.09)</td>
<td>1546 (3.88)</td>
<td>12,431 (31.21)</td>
</tr>
<tr>
<td>Curec</td>
<td>14,380 (36.1)</td>
<td>14,335 (35.99)</td>
<td>45 (0.11)</td>
</tr>
<tr>
<td>Death</td>
<td>2854 (7.17)</td>
<td>2171 (5.45)</td>
<td>683 (1.71)</td>
</tr>
<tr>
<td>Failure</td>
<td>429 (1.08)</td>
<td>348 (0.87)</td>
<td>81 (0.20)</td>
</tr>
<tr>
<td>Adverse reaction</td>
<td>598 (1.50)</td>
<td>316 (0.79)</td>
<td>282 (0.71)</td>
</tr>
<tr>
<td>Transfer to MDR-TB treatment</td>
<td>254 (0.64)</td>
<td>230 (0.58)</td>
<td>24 (0.06)</td>
</tr>
<tr>
<td>Others</td>
<td>7340 (18.43)</td>
<td>4718 (11.84)</td>
<td>2622 (6.58)</td>
</tr>
<tr>
<td><strong>Interval between onset and visit to the designated hospital (days), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-14</td>
<td>17,315 (43.47)</td>
<td>10,586 (26.58)</td>
<td>6729 (16.89)</td>
</tr>
<tr>
<td>15-29</td>
<td>7944 (19.94)</td>
<td>4410 (11.07)</td>
<td>3534 (8.87)</td>
</tr>
<tr>
<td>30-44</td>
<td>5417 (13.60)</td>
<td>3074 (7.72)</td>
<td>2343 (5.88)</td>
</tr>
<tr>
<td>45-59</td>
<td>1826 (4.58)</td>
<td>992 (2.49)</td>
<td>834 (2.09)</td>
</tr>
<tr>
<td>≥60</td>
<td>7284 (18.29)</td>
<td>4580 (11.50)</td>
<td>2704 (6.79)</td>
</tr>
<tr>
<td>Unknown</td>
<td>46 (0.12)</td>
<td>22 (0.06)</td>
<td>24 (0.06)</td>
</tr>
<tr>
<td><strong>Interval between visit to designated hospital and confirmation of PTB (days), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-14</td>
<td>34,253 (85.99)</td>
<td>20,198 (50.71)</td>
<td>14,055 (35.29)</td>
</tr>
<tr>
<td>15-29</td>
<td>2911 (7.31)</td>
<td>1746 (4.38)</td>
<td>1165 (2.92)</td>
</tr>
<tr>
<td>30-44</td>
<td>1090 (2.74)</td>
<td>680 (1.71)</td>
<td>410 (1.03)</td>
</tr>
<tr>
<td>45-59</td>
<td>458 (1.15)</td>
<td>280 (0.70)</td>
<td>178 (0.45)</td>
</tr>
<tr>
<td>≥60</td>
<td>1053 (2.64)</td>
<td>718 (1.80)</td>
<td>335 (0.84)</td>
</tr>
<tr>
<td>Unknown</td>
<td>67 (0.17)</td>
<td>42 (0.11)</td>
<td>25 (0.06)</td>
</tr>
<tr>
<td><strong>Interval between confirmation of PTB and end of therapy (days), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;180</td>
<td>5059 (12.7)</td>
<td>3537 (8.88)</td>
<td>1522 (3.82)</td>
</tr>
<tr>
<td>180-270</td>
<td>12,597 (31.63)</td>
<td>7644 (19.19)</td>
<td>4953 (12.43)</td>
</tr>
<tr>
<td>≥270</td>
<td>17,224 (43.24)</td>
<td>9148 (22.97)</td>
<td>8076 (20.28)</td>
</tr>
</tbody>
</table>
Clinically diagnosed PTB
Laboratory-confirmed PTB
Clinically diagnosed PTB

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total PTB(^a)</th>
<th>Laboratory-confirmed PTB</th>
<th>Clinically diagnosed PTB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unknown</td>
<td>4952 (12.43)</td>
<td>3335 (8.37)</td>
<td>1617 (4.06)</td>
</tr>
</tbody>
</table>

\(^a\)PTB: pulmonary tuberculosis.
\(^b\)Completion of the treatment course referred to the following situations: (1) Patients with negative etiology finished the standardized course with negative results of sputum smear/culture or no test was performed. (2) Patients with positive etiology finished the standardized course without undergoing a sputum result at the end of the treatment whereas the last sputum smear or culture yielded a negative result.
\(^c\)Cure referred to the situation where patients with positive etiology finished the standardized course of treatment and had continuous negative results of sputum smear or culture in the last month and during the penultimate test.
\(^d\)MDR-TB: multidrug-resistant TB.

Trend Prediction for PTB in the Elderly

Based on the WHO’s 2025 goal, a reduction of 50% in TB incidence and 75% in TB absolute numbers should be achieved during the period from 2015 to 2025. All the 3 included models were considered (model with \(P<.05\) for ANOVA). Considering a minor difference in \(R^2\), GCM and LRM (Table 2) were reserved for the prediction of notified PTB incidence. Eventually, the result indicated a possible achievement of the desired TB incidence in the middle of 2024 using LRM. Besides, given a considerable decline in PTB-related deaths in 2020, no model to predict the notified PTB death number based on available data was established.

Table 2. Predictive models for pulmonary tuberculosis incidence in the elderly.

<table>
<thead>
<tr>
<th>Model</th>
<th>(F (df1, df2))</th>
<th>(P) value</th>
<th>(R^2)</th>
<th>Coefficients</th>
<th>(P) value</th>
<th>(b0)</th>
<th>(P) value</th>
<th>(b1)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>LRM(^a)</td>
<td>23.80 (1,4)</td>
<td>&lt;.001</td>
<td>0.86</td>
<td>11619.97</td>
<td>&lt;.001</td>
<td>-5.71</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GCM(^b)</td>
<td>27.69 (1,4)</td>
<td>&lt;.001</td>
<td>0.87</td>
<td>119.27</td>
<td>&lt;.001</td>
<td>-0.06</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)LRM: linear regression model.
\(^b\)GCM: growth curve model.

Predictive Model for PTB Cases in the Elderly

For comparing fitness to forecasting of the PTB epidemic trend among the elderly in 2021, the Holt-Winters exponential smoothing model (H-W ETS) demonstrated better predictive performance with lower RMSE and MAPE values than the seasonal ARIMA model (Table 3). The composition of the original sequence and the predictive results determined using the H-W ETS model are presented in Figure 3.

For this specific group, the authentic number of notified PTB cases was included in the 95% CI and nearly 91.7% included in the 80% CI, as observed in Table 4.

Table 3. Critical indices of the Holt-Winters exponential smoothing model and seasonal autoregressive integrated moving average model.

<table>
<thead>
<tr>
<th>Model</th>
<th>RMSE(^a)</th>
<th>MAPE(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>H-W ETS(^c)</td>
<td>44.59</td>
<td>6.13</td>
</tr>
<tr>
<td>Seasonal ARIMA(^d)</td>
<td>47.17</td>
<td>6.15</td>
</tr>
</tbody>
</table>

\(^a\)RMSE: root mean squared error.
\(^b\)MAPE: mean absolute percentage error.
\(^c\)H-W ETS: Holt-Winters exponential smoothing.
\(^d\)ARIMA: autoregressive integrated moving average.
Figure 3. Composition of notified PTB cases in the elderly and prediction using the Holt-Winters exponential smoothing model. (A) Sequence composed of the seasonal effect, common trend, and random fluctuation (also called remainder). (B) Predicted number of the elderly PTB cases in 2021. ETS: exponential smoothing; PTB: pulmonary tuberculosis.
Principal Findings

With the rising geriatric population, the increasing incidence and mortality of PTB emerged as a vital public health concern. Previous literature indicated that the increased TB incidence in older adults might be driven by the rising latent TB infections and weakened immunity [29]. Nevertheless, a comparatively developed province in Eastern China also faced a huge challenge in PTB control and prevention among the elderly. This study provides epidemiological evidence for scientific intervention and assessment of the PTB trend for this target population.

From the available epidemiological features of PTB in the elderly, the notified incidence demonstrated a significant downward trend with a reduction of 30%, whereas the bacteriologically positive incidence rate remained steady at approximately 60/100,000. The former was attributable to the deployment of the national directly observed treatment strategy combined with the internet surveillance system implemented in China since 2005, which could lower PTB transmission [10]. Moreover, increased collaboration among the designated hospitals, local Center for Disease Control and Prevention, and community health centers could improve the early identification of PTB cases, avoid delays in diagnosing causing further disease transmission, and facilitate prompt and adequate overall treatment. These possibilities may reduce PTB morbidity in the general population and target groups like the elderly. Furthermore, since the introduction of the rapid molecular testing systems for PTB such as GeneXpert MTB/RIF, the turnaround time for determining PTB has been shortened; rifampicin resistance is promptly determined, and the sensitivity and specificity are higher compared to those of classic smear microscopy, which could identify the number of etiologically positive cases despite the gradual decrease in the total incidence in this specific group [30].

From the geographical distribution, Quzhou and Jinhua Cities showed a higher PTB incidence in the elderly. In recent years, several investigations on PTB incidence have been performed in these regions. Considering the lack of PTB knowledge or the probable inability to seek care in this target group, community-based active screening for PTB in Quzhou had proved its efficacy in locally reducing the epidemic [31]. Thus, for areas with special funds available, several rounds of active PTB screening should be considered for successive identification of active PTB cases through different methods such as symptom screening, chest radiography, or molecular rapid diagnostic tests, used alone or in combination [32]. Meanwhile, for other areas, screening could be implemented in combination with the existing basic public health service project in China, which includes annual checkup for symptoms and chest radiography in the elderly [33]. Thus, strengthening the assessment through physical checkups is necessary to refer and trace elderly individuals with chest radiography abnormalities in a timely manner.

From our findings, the sex ratio in the elderly was 2.66:1 (male:female), which was slightly higher than that in the general population in Zhejiang Province [12]. Although available evidence from various countries indicated a higher susceptibility of men to PTB, the differences in age might be attributed to sociocultural roles, behaviors, and changes in the immune function among the sexes [34,35]. More PTB cases in the elderly were clustered in the age group of 65-70 years. As these people are typically free, they can form more clusters of infection. Therefore, determining active PTB cases particularly in the early stages of the disease among the elderly may be crucial for interventions and reversal of this epidemic, and additional health policies should be considered, such as inpatient isolation treatment with full reimbursement through medical insurance to reduce transmission and improve adherence to PTB treatment.

One study in Germany has reported significantly lower drug resistance rates in the elderly than the younger TB group for all TB drugs (6.5% vs 13.9%) and multidrug resistance (0.6% vs 3.1%) in 2011 [36]. Our results revealed that the drug resistance rate in the elderly was 5.86% in Zhejiang Province. Considering the reactivation of previous latent infection, the drug resistance
rate in the elderly might be lower than that in the general group [4,35].

A delay in PTB diagnoses was identified, which implies the lack of knowledge on PTB’s signs and symptoms in this specific group, thereby leading to a potential delay in seeking treatment. Moreover, acquiring sufficient diagnostic and treatment services for the geriatric population may be inconvenient. Therefore, succinct health education for PTB should be advocated in the elderly communities and increasing health promotions for this target group should be considered. Furthermore, a green channel in outpatient services should be provided to the elderly population to offer them a more convenient medical treatment experience.

Further, a prolonged treatment course (>9 months) was common in the elderly. Existing studies have revealed that older patients were more likely to experience drug-induced adverse reactions, such as hepatotoxicity and acute kidney injury during the treatment duration [37-39]. Furthermore, several complications and comorbidities including diabetes mellitus were prevalent in the aging group [40]. These factors might lead to the extension of standardized short-course chemotherapy.

Here, in predicting the PTB epidemic in the elderly based on the LRM, the goal of reducing PTB morbidity to 50% might be achieved by the middle of 2024. The ongoing efforts and implementations in Zhejiang Province may be effective in controlling PTB prevalence in the aging population. Due to limited data on PTB deaths and a significant decline in PTB-related deaths in 2020, we did not create a trend forecast. The significant decline might be attributed to the prevalence of the ongoing COVID-19 pandemic, which has influenced lifestyle habits such as wearing masks regularly. It would also be highly influential in preventing respiratory infectious diseases like PTB. Meanwhile, we used the optimized H-W ETS model to predict the PTB number in 2021 among the elderly, suggesting a comparatively better effect for identifying further trends. This result also implied that the H-W ETS model could provide a more elaborate atlas and consequently offer a basis for further policy developments for this specific group.

However, this study had some limitations. First, the PTB epidemiology between the general population and the elderly was not compared, which might influence other findings for these specific groups. Second, the predictive model did not include other details such as health policies, influence of the COVID-19 pandemic, and preventive methods.

Conclusions
With the global aging population and inevitable challenge of active PTB cases in the elderly, more comprehensive and effective interventions such as active PTB screening combined with physical checkup and succinct health education should be implemented in this specific group. Meanwhile, a more systematic assessment of the PTB epidemic trend in the elderly should be considered to incorporate more predictive factors.
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Abstract

Background: Despite growing evidence that reduced vegetation cover could be a putative risk factor for mental health disorders, the age- and the sex-specific association between vegetation and mental health disorder cases in urban areas is poorly understood. However, with rapid urbanization across the globe, there is an urgent need to study this association and understand the potential impact of vegetation loss on the mental well-being of urban residents.

Objective: This study aims to analyze the spatial association between vegetation cover and the age- and sex-stratified mental health disorder cases in the neighborhoods of Toronto, Canada.

Methods: We used remote sensing to detect urban vegetation and Bayesian spatial hierarchical modeling to analyze the relationship between vegetation cover and mental health disorder cases. Specifically, an Enhanced Vegetation Index was used to detect urban vegetation, and Bayesian Poisson lognormal models were implemented to study the association between vegetation and mental health disorder cases of males and females in the 0-19, 20-44, 45-64, and ≥65 years age groups, after controlling for marginalization and unmeasured (latent) spatial and nonspatial covariates at the neighborhood level.

Results: The results suggest that even after adjusting for marginalization, there were significant age- and sex-specific effects of vegetation on the prevalence of mental health disorders in Toronto. Mental health disorders were negatively associated with the vegetation cover for males aged 0-19 years (−7.009; 95% CI −13.130 to −0.980) and for both males (−4.544; 95% CI −8.224 to −0.895) and females (−3.513; 95% CI −6.289 to −0.681) aged 20-44 years. However, for older adults in the 45-64 and ≥65 years age groups, only the marginalization covariates were significantly associated with mental health disorder cases. In addition, a substantial influence of the unmeasured (latent) and spatially structured covariates was detected in each model (relative contributions>0.7), suggesting that the variations in area-specific relative risk were mainly spatial in nature.

Conclusions: As significant and negative associations between vegetation and mental health disorder cases were found for young males and females, investments in urban greenery can help reduce the future burden of mental health disorders in Canada. The findings highlight the urgent need to understand the age-sex dynamics of the interaction between surrounding vegetation and urban dwellers and its subsequent impact on mental well-being.

(JMIR Public Health Surveill 2022;8(7):e34782) doi:10.2196/34782
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Introduction

The relationship between vegetation and mental health remains an issue of considerable interest. The worldwide increase in urbanization has caused some unique environmental problems [1], such as substantial loss of vegetation-covered areas [2,3], which might adversely affect the mental health of urban dwellers. However, as mental health disorders can be of different categories and types [4,5], it is quite challenging to understand how adversely vegetation loss could affect the mental health conditions of the general public. Nevertheless, with increasing evidence that urban residents are particularly susceptible to various mental health disorders [6-9], it has become urgent to understand how vegetation could affect individuals of different ages and sex groups in an urban population.

Previous studies reported that vegetation could positively affect individuals with various mental health disorders, such as affective and psychotic disorders [10,11]. For example, in forest therapies, where people with affective disorders were involved in recreational activities in the nearest suburban forest, positive outcomes were reported, such as a reduction in symptoms of the disorders [11]. In addition to its utility in therapeutic intervention, exposure to an adequately managed vegetation-covered area, where people can tangibly and regularly experience the surrounding greenness, may significantly affect the psychology of people [12,13]. Unfortunately, because of increased urbanization, which mainly promotes the growth of commercial and residential areas, little attention has been paid to managing the already declining vegetation-covered areas.

As we consider age and sex differences in the prevalence of mental health conditions [14-17], we need to consider age and sex differences in susceptibility to reduced vegetation cover. The findings from previous studies suggest that the surrounding residential vegetation or greenness could be positively associated with better mental health outcomes for males aged younger than 65 years [18] and for young to middle-aged males (aged 30-45 years) and older females (aged ≥45 years) [19]. However, contrasting results are also present, where no age- and sex-specific differences in the association between the mental health conditions and surrounding greenness could be found for any of the study participants [20]. Therefore, the findings of previous studies are inconclusive and differ considerably from one another, indicating a need for further research.

Social inequality (or marginalization) can also contribute to poor mental health outcomes in urban areas [13,21] and complicate our understanding of the relationship between reduced vegetation and mental health disorders. Along with vegetation loss, social inequality has been identified as one of the major problems of urbanization. For example, rapid urbanization in China was accompanied by the rising marginalization of disadvantaged social groups such as laid-off workers and rural migrants [22]. In addition, highly urbanized census metropolitan areas in Ontario, Canada, with higher levels of marginalization, reported higher levels of psychotic disorders [21]. Hence, proponents of the concept that there is no significant association between reduced vegetation and poor mental health outcomes argue that people living in parts of urban areas with reduced vegetation cover could already be socioeconomically disadvantaged. Hence, they argue that the level of marginalization in urban areas could be a more important determinant of mental well-being than reduced greenery in these areas. Therefore, further understanding is warranted on whether vegetation’s age- and sex-specific effects on mental health could be significant after accounting for the influence of marginalization. It is also important to note that the inconclusive findings of previous studies could be the outcomes of limitations in conventional analytical techniques. In this regard, special attention is required when selecting an appropriate vegetation measure to analyze the association between vegetation and common mental health disorders [1]. The vegetation measures that can accurately capture people’s exposure to surrounding greenness and adjust for environmental perturbations in urban areas are found to be best suited for population-based mental health studies [1,13]. In addition, spatial dependencies in the observed cases because of the influence of cases from neighboring regions need to be addressed to obtain unbiased estimates of the uncertainties and magnitude of the association between vegetation and mental health indicators [23,24]. Thus, a spatial modeling approach is required to adjust for any spurious spatial effects, such as spatial autocorrelation, and to account for any unmeasured spatial covariates that could influence the distribution of the observed cases [25].

Despite the modeling complexities and challenges, there is a need to understand the dynamics of the age- and sex-specific association between vegetation cover and mental health disorders. The importance of such a study stems from several critical issues. First, the demographic conditions in an area change over time, thus changing the mental health burden and the country’s mental health care costs [26]. Therefore, to understand the present and future mental health burdens, it is important to understand how a putative risk factor, such as reduced vegetation cover, can affect males and females in different age groups. Second, it is essential to understand which age and sex group could be particularly vulnerable to reduced vegetation cover for devising targeted intervention strategies [13,18,27]. Mental health promotion activities may differ based on the age and sex of the vulnerable groups [28]; therefore, it is imperative to identify the vulnerable groups to devise an effective intervention strategy. Third, as most studies attempt to understand the effect of people’s exposure to vegetation cover at the population level [1,13], the age- and sex-specific effects on mental health could be diluted because of grouping mental health disorder data into a single age and sex group. This may cause any adverse impact of reduced vegetation on different age and sex groups to remain undetected, thus silently creating a mental health disorder epidemic.

This detailed study extends a previous study on Toronto neighborhoods, which demonstrated the positive effects of vegetation cover on psychotic and non-psychotic disorders of both sexes (males and females) in the >0 year age group [1]. However, as the previous study mainly focused on the methodological aspects of selecting an appropriate vegetation measure to study the relationship with mental health disorders,
it could not explore the relationship between vegetation cover and age- and sex-specific mental health disorder cases. Therefore, this cross-sectional study attempted to fulfill the existing research gap and aimed to understand the effect of vegetation cover on the mental well-being of males and females in 4 different age groups in Toronto, Canada. Specifically, this study aimed to examine the spatial association between vegetation cover and the age- and the sex-specific mental health disorder cases in Toronto neighborhoods after controlling for marginalization and unmeasured spatial and nonspatial covariates.

**Methods**

**Study Area**

The City of Toronto was selected as the study area because of its high urbanization rate, which led to a substantial increase in the built environment and loss of vegetation-covered areas [29]. All analyses in this study were conducted at the neighborhood level, which are geographic units created for planning and service delivery purposes by the Social Development and Administration Division of the City of Toronto. These units were constructed by aggregating the Statistics Canada census tracts into meaningful spatial units [1,30]. In 2016, there were 140 neighborhoods in Toronto with a population of 2,731,571 [31].

**Mental Health Disorder Data**

Mental health disorder data were collected from the Ontario Community Health Profiles Partnership database [32]. The data, dated from April 1, 2015, to March 31, 2016 (fiscal year 2015), was generated from the study, *Enrollment, Access, Continuity, and Mental Health Gaps in Care (Institute for Clinical Evaluative Sciences Project No. 2018 0900 992 000)*. This study was supported by the Institute for Clinical Evaluative Sciences, a nonprofit corporation funded by the Ontario Ministry of Health and Long-Term Care. Further details on the project, the primary data sources, and the inclusion and exclusion criteria for generating the data set can be found in the project report [6].

The retrieved data set comprised 4 major mental health disorders (Table 1), each created from various subcategories defined by the Ontario Health Insurance Plan codes. The combined mental health disorder category in the data set was created by adding the counts of these 4 major categories. The age- and sex-stratified observed counts for the combined mental health disorder variable were used in this study. Further details on the 4 major categories and their subcategories are provided in Table 1. This study used the combined mental health disorder data for 4 age groups: 0-19, 20-44, 45-64, and ≥65 years. Figure 1 shows the crude rates of the combined mental health disorders for males and females in the 4 age groups and the spatial distribution of the disorders in the study area.

Figure 1 shows that the mental health disorders in Toronto exhibit considerable spatial variations. For example, the rate of mental health disorders among individuals aged 20-44 years is the highest in Toronto’s south-central parts. Similarly, for the remaining age groups, the rates were generally higher in the southern parts than in the other areas. Therefore, to measure the spatial autocorrelation in the retrieved data, global Moran’s I tests were performed using the GeoDa software [33]. The results suggested moderate autocorrelation (Moran’s I=0.491; P=.001) in the data for the age group 0-19 years and high autocorrelation (Moran’s I=0.702, P=.001; Moran’s I=0.717, P=.001; and Moran’s I=0.696, P=.001, respectively) for the 20-44, 45-64, and ≥65 years age groups. Hence, significant spatial autocorrelation in the data necessitated selecting a spatial modeling technique for this study.
<table>
<thead>
<tr>
<th>Major category and subcategory</th>
<th>OHIP code (subcategory)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Psychotic disorders</strong></td>
<td></td>
</tr>
<tr>
<td>Schizophrenia</td>
<td>295</td>
</tr>
<tr>
<td>Manic-depressive psychoses and involutional melancholia</td>
<td>296</td>
</tr>
<tr>
<td>Other paranoid states</td>
<td>297</td>
</tr>
<tr>
<td>Other psychoses</td>
<td>298</td>
</tr>
<tr>
<td><strong>Non-psychotic disorders</strong></td>
<td></td>
</tr>
<tr>
<td>Hysteria, reactive depression, neurasthenia, obsessive-compulsive neurosis, and anxiety neurosis</td>
<td>300</td>
</tr>
<tr>
<td>Personality disorders</td>
<td>301</td>
</tr>
<tr>
<td>Sexual deviations</td>
<td>302</td>
</tr>
<tr>
<td>Psychosomatic illness</td>
<td>306</td>
</tr>
<tr>
<td>Adjustment reaction</td>
<td>309</td>
</tr>
<tr>
<td>Depressive disorder</td>
<td>311</td>
</tr>
<tr>
<td><strong>Substance-use disorders</strong></td>
<td></td>
</tr>
<tr>
<td>Alcoholism</td>
<td>303</td>
</tr>
<tr>
<td>Drug dependence</td>
<td>304</td>
</tr>
<tr>
<td><strong>Family, social, and occupational issues</strong></td>
<td></td>
</tr>
<tr>
<td>Economic problems</td>
<td>897</td>
</tr>
<tr>
<td>Marital difficulties</td>
<td>898</td>
</tr>
<tr>
<td>Parent-child problems</td>
<td>899</td>
</tr>
<tr>
<td>Problems with aged parents or in-laws</td>
<td>900</td>
</tr>
<tr>
<td>Family disruption or divorce</td>
<td>901</td>
</tr>
<tr>
<td>Education problems</td>
<td>902</td>
</tr>
<tr>
<td>Social maladjustment</td>
<td>904</td>
</tr>
<tr>
<td>Occupational problems</td>
<td>905</td>
</tr>
<tr>
<td>Legal problems</td>
<td>906</td>
</tr>
<tr>
<td>Other problems of social adjustment</td>
<td>909</td>
</tr>
<tr>
<td><strong>Combined mental health disorders</strong></td>
<td></td>
</tr>
<tr>
<td>Psychotic, non-psychotic, substance-use and family, social and occupational issues related disorders</td>
<td>All codes listed above</td>
</tr>
</tbody>
</table>
Figure 1. The crude rates (per 1000 population) of the combined mental health disorders for both sexes in the (A) 0-19, (B) 20-44, (C) 45-64, and (D) ≥65 years age groups in the Toronto neighborhoods.

Vegetation Cover Data

The vegetation cover, specifically the density and quality (biomass vigor) of vegetation, was estimated using remote sensing techniques. For this purpose, 3 satellite images from the Landsat Operational Land Imager and Thermal Infrared Sensor or Landsat 8 were obtained from the United States Geological Survey EarthExplorer data repository [34]. The downloaded images had a spatial resolution of 30 m; contained an average cloud cover of 2.67%; and were captured between May 20, 2016, and June 14, 2016. Thus, the vegetation cover during the spring-summer seasons in 2016 was measured to be consistent with the data period of the mental health disorder data set. After radiometric and atmospheric correction, the images were mosaiced and clipped to the extent of the study area.

In this study, the Enhanced Vegetation Index (EVI) was calculated to estimate the vegetation cover in the Toronto area [35]. The EVI was calculated from the processed satellite image and using the Raster Calculator function in ArcMap 10.7 software [36] from Environmental Systems Research Institute. Vegetation indexes, such as EVI, are calculated by measuring the relative abundance of different electromagnetic waves (commonly known as bands) reflected from the surface of the vegetation to the sensors in the satellite. The details of the index and the formula used to calculate EVI can be found in Multimedia Appendix 1 [1,35].

The Bayesian Spatial Hierarchical Modeling

The age- and sex-stratified associations between vegetation and mental health disorders were analyzed using the Bayesian spatial hierarchical modeling technique. In the Bayesian spatial hierarchical models, the observed counts, \( O_i \), of the combined mental health disorder in each neighborhood \( i \) (where \( i=1,2,\ldots,140 \)) were assumed to follow a Poisson distribution \( (O_i \sim \text{Poisson}(\lambda_i)) \). Here, \( \lambda_i \) denotes the expected number of mental health disorder cases in the neighborhood \( i \).

Furthermore, the observed count of the combined mental health disorders in a neighborhood \( i \) was assumed to be a function of the unknown area-specific relative risk of the disorders, \( r_i \), and the expected count, \( E_i \). The expected counts of the combined mental health disorders were calculated separately for males and females in each age group. Specifically, the expected counts were calculated by multiplying the age- and sex-specific rates of the disorders with the residential population of each neighborhood [25]. The age- and sex-specific rates of the disorder were calculated by dividing the total number of mental
health disorder cases in each age and sex group by the total number of individuals (population) in that age and sex group of the neighborhood. Thus, through the integration of $E_p$, the population at risk was accounted for in the Bayesian spatial hierarchical models.

In addition, the environmental and socioeconomic risk factors, such as reduced vegetation cover and marginalization, in a neighborhood could be assumed to govern the risk of developing different mental health disorders [1,8,11,25,37,38]. Therefore, the unknown area-specific relative risk in a neighborhood was modeled as a function of the vegetation cover and the marginalization factors. For this study, we mainly focused on modeling the spatial association between the age- and sex-stratified mental health disorder cases and the amount of vegetation cover in each neighborhood ($X_{v_i}$). However, to adjust for social inequality or marginalization, we also added the 4 domains (or variables) of marginalization in the Bayesian spatial hierarchical models: material deprivation ($X_{d1}$), ethnic concentration ($X_{d2}$), residential instability ($X_{d3}$), and dependency ($X_{d4}$) covariates. All the domains were retrieved from the Ontario Marginalization Index (OMI) [39], and the weighted average score for each variable was used as a measure of the covariate.

Before including the 4 OMI variables in the models, we carried out Pearson correlation and multicollinearity tests [40] and confirmed the absence of any multicollinearity among the variables. A detailed explanation for selecting these 4 socioeconomic covariates and the results of the multicollinearity tests can be found in our previous study [1]. The 4 OMI variables are described more elaborately elsewhere [39].

Hence, the observed counts of the combined mental health disorders in any neighborhood can be modeled as:

\[ Y_{ij} \sim \text{Poisson}(\lambda_{ij}) \]

However, because of nonspatial variations in individual-level processes or variations in individual-level risks of developing mental health disorders, overdispersion could be considered a common problem for count data [25,41]. In addition, spatial autocorrelation could be present in spatial data because of unmeasured (latent) spatial covariates influencing the distribution of the observed variable (here, the mental health disorder cases). As previously mentioned in the Mental Health Disorder Data section, we found moderate to high spatial autocorrelation in our mental health disorder dataset. Therefore, to adjust for the nonspatial and spatially structured unknown covariates, we integrated 2 Gaussian random-effects terms, $u_i$ and $s_i$, using equation 1 to obtain the final model equation [25]:

\[ Y_{ij} \sim \text{Poisson}(\lambda_{ij}) \]

Here, the terms $u_i$ and $s_i$ represent all the covariates (nonspatial and spatial, respectively) that we could not measure but could have influenced the distribution of the mental health disorders in the study area.

We also analyzed whether the nonspatial or spatially structured unmeasured covariates had significantly influenced the Bayesian models. Their relative contributions were modeled using the posterior distribution of the quantity $\psi$ and could be defined as follows [42]:

\[ \text{SD}_{\text{spatial}} \]

where $\text{SD}_{\text{spatial}}$ is the empirical marginal SD of $s_i$ and $\text{SD}_{\text{nonspatial}}$ is the empirical marginal standard deviation of $u_i$.

On the basis of equation 3, as $\psi \rightarrow 1$, the variations in the area-specific relative risk of mental health disorders would be mainly spatial, and as $\psi \rightarrow 0$, the variations would be nonspatial in nature.

Once the required models were run, we analyzed the relative risk of developing mental health disorders because of reduced vegetation cover in each neighborhood. The relative risk of mental health disorders for the 4 age groups of males and females in the neighborhood $i$ can be expressed as follows:

\[ RR_{ij} = \frac{\text{E}_{ij}}{E_{ij}} \]

### Ethics Approval

No ethics approval was required for this work. All data used for the analysis and reporting of the results are in concordance to the free usage and sharing policy guidelines provided by the data providers.

### Results

#### The Bayesian Spatial Hierarchical Modeling: The Age- and Sex-Stratified Association Between EVI and Mental Health Disorder Cases

The results of the age- and sex-stratified spatial association between vegetation cover (EVI) and mental health disorder cases at the neighborhood level are tabulated in Table 2. The results suggest that the mental health of males in the 0-19 and 20-44 years age groups is significantly affected by the surrounding vegetation cover. By contrast, the association between urban greenery (represented by EVI) and mental health was significant only among females aged 20-44 years. For males in the 0-19 and 20-44 years age groups, the magnitude of the association between vegetation and mental health disorders was $\beta_1=-7.009$ (95% CI $-13.130$ to $-0.980$) and $\beta_2=-4.544$ (95% CI $-8.224$ to $-0.895$), respectively. However, for females in the 20-44 years age group, this magnitude was $\beta_1=-3.513$ (95% CI $-6.289$ to $-0.681$). Hence, the results indicate that increased vegetation cover could potentially improve the mental health conditions of both males and females in their youth. In particular, males from the 0-19 years age group could most benefit from the presence of vegetation.

The $\psi$ values for all the models are >0.70 and are statistically significant. As all the $\psi$ values are approaching 1 ($\psi \rightarrow 1$), the variations in the area-specific relative risk of mental health disorders for both sexes and all age groups could be predominantly influenced by the unmeasured spatial covariates.
Table 2. The results of analyzing the spatial association between Enhanced Vegetation Index (EVI) and combined mental health disorders of males and females in 4 different age groups (years).

<table>
<thead>
<tr>
<th>Summaries of the posterior means</th>
<th>0-19 years age group</th>
<th>20-44 years age group</th>
<th>45-64 years age group</th>
<th>≥65 years age group</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Men</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>β₀ (95% CI)</td>
<td>0.550 (0.232 to 0.873)a</td>
<td>0.274 (0.078 to 0.472)</td>
<td>0.138 (0.056 to 0.333)</td>
<td>0.221 (0.004 to 0.438)</td>
</tr>
<tr>
<td>Vegetation cover/EVI β₁ (95% CI)</td>
<td>-7.009 (-13.130 to -0.980)</td>
<td>-4.544 (-8.224 to -0.895)</td>
<td>-2.920 (-6.585 to 0.721)</td>
<td>-3.841 (-7.913 to 0.166)</td>
</tr>
<tr>
<td>Material deprivation, β₂ (95% CI)</td>
<td>-0.035 (-0.097 to 0.027)</td>
<td>0.095 (0.056 to 0.134)</td>
<td>0.132 (0.093 to 0.169)</td>
<td>0.053 (0.012 to 0.093)</td>
</tr>
<tr>
<td>Ethnic concentration, β₃ (95% CI)</td>
<td>-0.192 (-0.265 to -0.121)</td>
<td>-0.148 (-0.194 to -0.102)</td>
<td>-0.156 (-0.201 to -0.110)</td>
<td>-0.079 (-0.127 to -0.030)</td>
</tr>
<tr>
<td>Residential instability, β₄ (95% CI)</td>
<td>-0.013 (-0.073 to 0.046)</td>
<td>0.080 (0.040 to 0.119)</td>
<td>0.136 (0.098 to 0.174)</td>
<td>0.075 (0.035 to 0.116)</td>
</tr>
<tr>
<td>Dependency, β₅ (95% CI)</td>
<td>-0.131 (-0.228 to -0.034)</td>
<td>-0.074 (-0.137 to -0.012)</td>
<td>-0.109 (-0.174 to -0.044)</td>
<td>-0.022 (-0.086 to 0.043)</td>
</tr>
<tr>
<td>ψb (95% CI)</td>
<td>0.716 (0.520 to 0.899)</td>
<td>0.795 (0.647 to 0.904)</td>
<td>0.742 (0.558 to 0.886)</td>
<td>0.817 (0.688 to 0.908)</td>
</tr>
</tbody>
</table>

| **Women**                       |                      |                       |                       |                     |
| β₀ (95% CI)                     | 0.325 (0.001 to 0.645) | 0.292 (0.141 to 0.439) | 0.137 (-0.017 to 0.292) | 0.214 (0.015 to 0.413) |
| Vegetation cover/EVI, β₁ (95% CI) | -1.624 (-7.632 to 4.448) | -3.513 (-6.289 to -0.681) | -1.376 (-4.274 to 1.533) | -2.934 (-6.660 to 0.784) |
| Material deprivation, β₂ (95% CI) | -0.029 (-0.089 to 0.032) | 0.096 (0.066 to 0.125) | 0.093 (0.063 to 0.123) | 0.023 (-0.016 to 0.061) |
| Ethnic concentration, β₃ (95% CI) | -0.262 (-0.334 to -0.192) | -0.186 (-0.221 to -0.151) | -0.144 (-0.180 to -0.108) | -0.104 (-0.150 to -0.058) |
| Residential instability, β₄ (95% CI) | 0.013 (-0.046 to 0.072) | 0.048 (0.019 to 0.078) | 0.071 (0.041 to 0.101) | 0.068 (0.030 to 0.107) |
| Dependency, β₅ (95% CI)          | -0.069 (-0.165 to 0.026) | -0.068 (-0.115 to -0.021) | -0.064 (-0.112 to -0.016) | 0.034 (-0.025 to 0.092) |
| ψb (95% CI)                     | 0.738 (0.544 to 0.906) | 0.799 (0.675 to 0.892) | 0.779 (0.632 to 0.887) | 0.837 (0.729 to 0.914) |

The statistically significant values at a 95% CI have been italicized.

The relative contribution of the spatially structured and nonstructured random effect terms.

The Variations in Relative Risks of Mental Health Disorders for Men and Women in Different Age Groups

The relative risk values of the combined mental health disorders for males and females in the 0-19, 20-44, 45-64, and ≥65 years age groups in the neighborhoods of Toronto are compared in Figure 2. The relative risks were calculated using equation 4. The results suggest similarities in relative risk values for males and females aged 0-19 and ≥65 years. However, females had higher relative risks for the 20-44 and 45-64 years age groups than males in the same age groups. All median values of relative risks were >1, implying an increased risk of developing various mental health disorders. Although males in the 20-44 and ≥65 years age groups were particularly vulnerable, females in the 20-44 and 45-64 years age groups experienced the highest risk.

The combined mental health disorder risks because of varying vegetation cover in each neighborhood after adjusting for the risks from marginalization and unmeasured covariates are shown in Figures 3 and 4. The relative risk maps were similar for males and females in all age groups, suggesting an identical risk distribution for both sexes. However, a comparison of the maps of different age groups for each sex revealed interesting distribution patterns. For example, Figures 3A and 4A for males and females in the 0-19 years age group, respectively, showed that the neighborhoods with high risk (>1) were located in the central Toronto area. By contrast, Figures 3B and 4B show that high-risk areas for the 20-44 years age group for both sexes were located in the southern parts of the study area. Although high-risk neighborhoods in the Figures 3C and 4C for the 45-64 years age group of both males and females were localized in the southern parts, Figure 4C illustrates that the risk for females was distributed over a larger area compared with the risk for males. A good portion of the central western part of Toronto was at an elevated risk of mental health disorders for females in the 45-64 years age group. In contrast, high-risk neighborhoods in Figures 3D and 4D for males and females aged ≥65 years were found in the south to northward directions in the study area.
Figure 2. The posterior mean relative risks of combined mental health disorders for males and females in the 4 age groups (0-19, 20-44, 45-64, and ≥65 years).

Figure 3. The posterior mean of relative risk ($r_i$) for males in the (A) 0-19, (B) 20-44, (C) 45-64, and (D) ≥65 years age groups.
Discussion

Principal Findings

Through the application of Bayesian spatial hierarchical modeling and remote sensing techniques, this study found that reduced vegetation cover was significantly associated with poor mental health outcomes in young males and females in urban Toronto. The relative risk maps identified hotspots of mental health disorder cases, which could be targeted for future interventions. Although the mental health disorder cases for young males (aged 0-19 and 20-44 years) showed a higher magnitude of association with reduced vegetation cover than females, the absolute values of the relative risk of mental health disorder cases were higher for adult females (aged 20-44 and 45-64 years). These findings reflect the complexities of studying the age- and sex-specific association between vegetation cover and mental health disorders. The results also highlight the importance of further research to understand the exact dynamics between the surrounding greenery and mental health disorders in urban areas.

The results suggest that vegetation was associated with mental health disorder cases in Toronto for females in the 20-44 years age group and males in the 0-19 and 20-44 years age group. However, this study could not detect any significant association between vegetation and mental health disorders for the middle-aged (45-64 years) and older adults (≥65 years). These findings are concordant with the results from previous studies on people from similar age groups but in different study settings. For example, higher surrounding greenness was found to be associated with improved neurobehavioral health in children [43]. In addition, the research suggested that improved mental health conditions such as improved attention, reduced symptoms of aggressive behavior, and also, reduced symptoms of attention deficit hyperactivity disorder were evident in children aged 6-18 years because of an increase in surrounding greenness. The associations were significantly prominent for the externalizing behaviors, especially when the greenness was within 1600 m of the children’s residence. Similarly, another review study concluded that neighborhood greenness was beneficial for children’s cognitive function and mental health [44].

As evidenced in our results, exposure to urban greenery could have a more prominent effect on young adults aged 20-44 years than older adults. This differential effect could be explained by reflecting on how people in different age groups engage in social cohesion and health beneficial activities. Young people are relatively more socially engaging, physically active, and more likely to maintain health-benefiting behaviors than older adults [45]. Consequently, owing to more outdoor activities than older adults, young people could be exposed to greater levels of urban greenery. Furthermore, previous research reported that the utility of greenspace lies not only as a site of physical activities but also in its restorative effect on mental health [13]. Hence, young adults may actively seek vegetation-covered areas and other forms of urban greenery because of their utility as sites for physical exercise and destressing [27,46]. Moreover, various
types of neighborhood vegetation, such as trees, can lead to greater outdoor space use and increased social engagements among youth [47-49]. These social engagements, in turn, have the potential to promote social cohesion and mental well-being [13,27].

A crucial benefit of using EVI in this research to model the association between vegetation cover and the age- and sex-stratified mental health disorder cases could be discussed using findings from previous studies. Several prominent studies have discussed the importance of using vegetation measures that can capture both the quality and quantity of the surrounding greenery [1,50,51]. For example, a study conducted in Western Australia strongly emphasized the quality rather than the quantity (or number) of green spaces in reducing the psychological distress of people [50]. In concordance with these studies, vegetation indexes were recommended for use in mental health studies instead of the conventional areal-based measures of vegetation [1]. In this regard, sophisticated indexes such as EVI could be particularly suitable because they are highly sensitive to the leaf structures and photosynthetic activities in the vegetation patches. In addition, vegetation indexes such as EVI can also adjust for various disturbances such as canopy background noise and atmospheric resistance, which can greatly improve the detection of different types of vegetation in an urban setting.

The findings from this study provided critical evidence that reduced vegetation cover can impair the mental health of young people. Hence, this study demonstrated that based on the demographics (age and sex structures) in an area, investment in vegetation could help reduce the burden of mental health disorders. In addition, the results suggest a need to assess why, unlike the males in the 0-19 years age group, the mental health conditions of children and adolescent females are not affected by reduced vegetation cover. Previous studies have shown that the conservative approaches of societies toward females might cause young females to spend less time outside their homes [52,53], leading to less exposure to surrounding vegetation and thus possibly reducing the influence of vegetation on their mental health. Future studies can attempt to understand the relative exposure of young females to vegetation-covered surroundings by measuring their outdoor activities. Finally, although no association between mental health disorders in older adults (aged 45-64 and ≥65 years) and vegetation cover was found in this study, urban residents from these age groups should still be encouraged to spend time in vegetation-covered surroundings, as the present evidence suggests that such activity could lead to improved mental health outcomes [1,13,54].

Our study is a spatial cross-sectional study that demonstrates how the vegetation cover in an urban landscape could be potentially associated with mental health disorder cases in Toronto. It captures how the observed distribution of cases in the specific study period had resulted from the continuous influence of the risk factors in previous years. Various socioeconomic and environmental factors influence mental health disorder cases, with distinctive effects on males and females in different age groups [1,13,38,55]. However, these risk factors are required to function continuously in an area (continued exposure) to significantly affect the cases in a large area such as the City of Toronto. Therefore, although we could not incorporate temporal analyses owing to the unavailability of mental health spatial data in different years, the findings still reflect the outcome of changes in vegetation in the preceding years and how this change could have affected the cases in the study area. Thus, the most significant contribution of this study lies in advancing the knowledge on reduced vegetation cover and how it could be a risk factor for the mental health disorders of males and females in different age groups in an urban area. There is a paucity of conclusive evidence in the existing literature, which this research has attempted to fulfill.

Despite the strengths, several limitations should be considered when interpreting the results of this study. First, as this was an ecological study, no individual-level conclusions should be deduced from the results. The results are only applicable to groups of people at the neighborhood level in Toronto. Second, the combined mental health disorder data set, which was used as the outcome variable, was created by aggregating different subcategories of mental health disorders. Better results could be obtained if the age- and sex-specific associations were analyzed using each subcategory that created the combined data set. However, as the original data set did not contain the observed cases for each subcategory, the combined data set had to be used. Third, this study analyzed the association between mental health disorder cases and vegetation cover in the summer-spring period. In reality, there could be a seasonal effect on the association because people’s activities may change during a bitterly cold winter and also because people are more prone to develop seasonal affective disorders during seasons such as fall and winter. In this regard, the 2 spatial and nonspatial random effect terms in the Bayesian models would have adjusted for any unmeasured effects in the associations. Fourth, while interpreting the results, it is important to consider that people already in better mental health conditions could be more socioeconomically advantaged and thus reside in cities rich with vegetation cover [36]. However, we considered this effect and source of potential bias during our analysis. On the basis of the findings of several prominent studies [13,21,22], we modeled this product as a component of the socioeconomic construct in the study area. Consequently, we adjusted for social inequality using the 4 marginalization covariates, which potentially adjusted for the differential exposure to vegetation cover owing to socioeconomic status and residential location in vegetation-rich areas. Finally, the findings from this research could only be generalized to areas having similar physical and socioeconomic conditions like the City of Toronto.

Despite its limitations, this study focused on the much-debated area of mental health research and aimed to analyze in detail the age- and sex-specific association between vegetation cover and mental health disorders. This research attempted to overcome the complex spatial and nonspatial modeling constraints, which are generally overlooked in mental health studies. The findings from this study provide crucial evidence that reduced vegetation cover could disproportionately affect the mental health conditions of young people. Owing to increased urbanization across the globe, with significant loss of vegetation-covered areas, the burden of mental health disorders among youth is likely to increase. This highlights the
need to reconsider urban planning strategies and develop greener and more sustainable cities for future generations.

Conclusions

Despite strong evidence of the age- and sex-specific differences in the prevalence of mental health disorders, few studies have attempted to understand the age- and sex-specific association between vegetation cover and mental health disorders in urban areas. With the rapid loss of vegetation because of urbanization and global environmental changes, there is a need to thoroughly assess the impact of reduced vegetation on males and females from different age groups. Therefore, this study analyzed the association between vegetation cover and the combined mental health disorder cases for males and females in the 0-19, 20-44, 45-64, and ≥65 years age groups in the neighborhoods of Toronto. An EVI was constructed from Landsat-8 imageries using remote sensing techniques, and the Bayesian spatial hierarchical modeling was used to model the association between vegetation and mental health disorder cases after accounting for material deprivation, ethnic concentration, residential instability, dependence, and unmeasured covariates. The spatial and nonspatial unmeasured covariates were adjusted in the models by integrating 2 Gaussian random effect terms, which also helped to adjust for the spatial autocorrelation and overdispersion in the mental health disorder data. The age- and sex-specific analyses found that the mental health of children, adolescents, and younger adults could be particularly susceptible to reduced vegetation cover. Specifically, both males and females aged 0-19 and 25-44 years were vulnerable to various mental health disorders. In contrast, no significant association was evident between vegetation and the mental health disorder cases of adults in the 45-64 and ≥65 years age groups. For the older age groups, the socioeconomic factors were found to be more significantly influential than the variations in vegetation cover. The relative risk maps identified localized hotspots of mental health disorder cases, which could be the focus of urban vegetation management practices. The study findings suggest that the young urban population could be highly susceptible to reduced vegetation cover, which may lead to deterioration of mental health conditions in the early stages of life. The results highlight the need for sustainable urban planning initiatives that prioritize the conservation and growth of urban greenery. Although the study was conducted for the residents of Toronto, Canada, similar results could be expected in areas with comparable physical and socioeconomic conditions.
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Abstract

**Background:** Protein intake plays an important role in the synthesis and maintenance of skeletal muscles for the prevention of health risks. It is also widely known that physical activity influences muscle function. However, no large-scale studies have examined the relationship between daily dietary habits, especially the timing of protein intake, and daily physical activity.

**Objective:** The purpose of this cross-sectional study was to investigate how protein intake and composition (involving the 3 major nutrients protein, fat, and carbohydrate) in the 3 traditional meals (breakfast, lunch, and dinner) are associated with physical activity.

**Methods:** Using daily dietary data accumulated in the smartphone food log app “Asken” and a web-based cross-sectional survey involving Asken users (N=8458), we analyzed nutrient intake and composition, as well as daily activity levels. As very few individuals skipped breakfast (1102/19,319 responses, 5.7%), we analyzed data for 3 meals per day.

**Results:** Spearman rank correlation analysis revealed that breakfast and lunch protein intakes had higher positive correlations with daily physical activity among the 3 major macronutrients (protein, fat, and carbohydrate) in the 3 traditional meals (breakfast, lunch, and dinner) are associated with physical activity. These findings were confirmed by multivariate logistic regression analysis with confounding factors. Moreover, participants with higher protein intake and composition at breakfast or lunch tended to exhibit significantly greater physical activity than those with higher protein intake at dinner (P<0.001).

**Conclusions:** Among the 3 macronutrients, protein intake during breakfast and lunch was closely associated with daily physical activity.

(JMIR Public Health Surveill 2022;8(7):e35898) doi:10.2196/35898
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Introduction

Maintaining and increasing muscle mass are critical for preventing various health risks, such as metabolic syndrome, diabetes, and sarcopenia [1-3]. In addition, protein intake is an effective factor for skeletal muscle synthesis and maintenance [4]. According to the Ministry of Health, Labor, and Welfare in Japan, the recommended daily protein intake values for adult Japanese males and females are 65 g and 50 g, respectively [5]. Additionally, several studies in the United States and Japan...
have shown that average protein intake in adults was unevenly distributed across the 3 meals, with the lowest intake at breakfast and the highest intake skewed toward dinner [6,7]. This typical pattern of protein intake has been associated with a decline in muscle function, including grip strength and muscle mass [8-10]. A cross-over study reported significantly higher 24-h muscle protein synthesis rates when protein intake was evenly distributed with adequate consumption at each meal, rather than skewed toward the evening meal [11]. In particular, breakfast is the most commonly skipped meal of the day, yet it plays an important role in health [12-14]. Indeed, recent studies have shown that breakfast protein intake effectively induced muscle hypertrophy in humans and rodents [15,16]. Therefore, it is important to consider not only the total protein intake, but also the intake and composition at each meal for regulating muscle function. In addition, physical activities, such as exercise and strength training, are effective for maintaining and increasing muscle mass [17]. However, the precise relationship between daily eating habits, especially protein intake patterns, and physical activity remains unclear. Therefore, we hypothesized that breakfast protein would have a strong positive relationship with physical activity among nutrients or intake timing. We investigated the relationship between the intake and composition of nutrients (protein, fat, and carbohydrate) in 3 meals and physical activity in approximately 8000 users of the Asken mobile health app for dietary management. Since this is a health care app generally aimed at weight maintenance and weight loss, the users are likely to be highly health conscious. In fact, the percentage of those who skip breakfast in Japan is 12% [18], while in this study, it was as low as 5.7%. In addition, most people consume snacks, but due to data availability, the analysis in this survey focused on the 3 traditional meals. To our knowledge, no previous study has investigated the dietary pattern of 3 meals and physical activity in such a large population. Therefore, this study could potentially clarify the characteristics of physical activity in the daily dietary pattern of 3 meals, including breakfast, as well as the relationship between physical activity and protein intake.

Methods

Study Participants and the Mobile Health App “Asken”

This study was approved by the Ethics Review Committee on Research with Human Subjects at Waseda University (No. 2020-046), in accordance with the guidelines of the Declaration of Helsinki. Moreover, informed consent was obtained from all individuals who participated in the study.

“Asken” is a popular food log and food coaching app that has been downloaded over 6,000,000 times [19] and has persistently ranked in the top 3 for health app categories in Japan [20]. As most users (almost 95%) use this app for body weight reduction and female individuals might be more inclined to maintain body shape than male individuals, 70% of the app users were female. The app provides feedback on dietary content based on the Dietary Intake Standards for Japanese as determined by the Ministry of Health, Labor, and Welfare. In this study, an online survey was conducted via the app, in addition to the available dietary records. The online survey was conducted in January 2021, and at the time of implementation, we announced that 200 people would be given 500 Japanese yen (approximately US $5) in a lottery. Since the app was not for clinical use and we did not ask for detailed information (eg, disease) from the participants, inclusion and exclusion criteria were not set when the online survey was conducted. The study participants included 8458 users of Asken (aged 10-80 years). As shown in Figure 1, we excluded those who gave contradictory or no responses for gender and BMI, those who did not consume breakfast daily, those whose dietary records were less than 9 days per month, and those who deviated from the normal distribution for dietary intake (using the 3-sigma method).
The self-reported food logs accumulated in the app have been deemed reliable for research purposes [21]. A recent study reported that the median correlation coefficient between daily paper-based nutrient intakes and those obtained from Asken was approximately 0.8 in adult men and women [22]. In addition, the dietary data obtained in this study were comparable with data calculated from the National Nutrition Survey in Japan (NNSJ) [23] (Multimedia Appendix 1). These results suggest that the dietary data used in this study are reliable. However, the amount of daily protein was slightly higher, while the amounts of fat and carbohydrate were slightly lower compared with the NNSJ data (Multimedia Appendix 1).

**Questionnaire**

The online survey included 34 items involving personal characteristics (age, gender, and prefecture of residence), lifestyle habits like diet and sleep, physical activity (International Physical Activity Questionnaire [IPAQ] short form), and personality assessment (Ten-Item Personality Inventory [TIPI]). Except for the physical activity and personality assessment, the other items were originally developed by us. In this study, “age,” “gender,” “physical activity (IPAQ short form),” and “frequency of breakfast intake” were used for analysis in the online survey. The questionnaire was designed to take approximately 15 minutes to complete.

**Dietary Data**

The dietary assessment was based on the average dietary records of each participant for approximately 1 month (January 2021). For each of the 3 traditional meals (breakfast, lunch, and dinner) and snacks, the intake included energy content (kcal), protein, fat, carbohydrate, sodium, potassium, cholesterol, fiber, and saturated lipids. Herein, the 3 major nutrients (ie, carbohydrate, fat, and protein) were evaluated. As timing information on snacks was lacking, data on snacks were not used for further analysis. To evaluate the compositions of the 3 macronutrients (% kcal), we converted the amount of intake (g) into the amount of energy. The calculation formulas are as follows:

\[
\text{Protein composition (% kcal)} = \frac{\text{protein intake (g)} \times 4}{\text{total energy (kcal)}} \times 100 \quad (1)
\]

\[
\text{Fat composition (% kcal)} = \frac{\text{fat intake (g)} \times 9}{\text{total energy (kcal)}} \times 100 \quad (2)
\]

\[
\text{Carbohydrate composition (% kcal)} = \frac{\text{carbohydrate intake (g)} \times 4}{\text{total energy (kcal)}} \times 100 \quad (3)
\]

In addition, to emphasize the relationship between protein and physical activity, the participants were categorized into meal types according to the protein intake amount and composition in each meal. For example, in intake amount grouping, if participants consumed 20% of the daily protein intake during breakfast, 30% during lunch, and 50% during dinner, they were classified into the “dinner” group. On the other hand, for the composition type of protein intake, if participants consumed 20% of their energy during breakfast, 40% during lunch, and 30% during dinner, they were classified into the “lunch” group. The characteristics of each group are shown in Multimedia Appendix 2 and Multimedia Appendix 3. Moreover, weight, height, and frequency of recording were included in the dietary records, and these were also used in the multivariate logistic regression analysis.
Physical Activity

The IPAQ short form assessed the amount of physical activity in daily life [24]. Respondents were asked about the number of days and hours spent doing each of the following 3 types of activities during the last 7 days: vigorous-intensity activity, moderate-intensity activity, and walking. Based on IPAQ analysis guidelines [25], we calculated weekly physical activity (metabolic equivalents-minutes/week [MET-min/week]) using the following formulas:

- Walking MET-min/week = 3.3 \times \text{walking min} \times \text{walking days} (4)
- Moderate MET-min/week = 4.0 \times \text{moderate-intensity activity min} \times \text{moderate-intensity days} (5)
- Vigorous MET-min/week = 8.0 \times \text{vigorous-intensity activity min} \times \text{vigorous-intensity days} (6)
- Total physical activity MET-min/week = \text{sum of walking + moderate + vigorous MET-min/week values} (7)

Data cleaning was performed according to previous guidelines [25]. These guidelines describe how to analyze data from the short and long versions of the IPAQ, which were obtained through interviews (telephone or interview) and self-administered questionnaires, and describe the procedures and data processing rules for both the short and long versions. The data processing included recoding of minimum values and truncation of data to improve data comparability.

Statistical Analysis

Correlation analysis was conducted using Spearman rank correlation analysis. Moreover, multivariate logistic regression analysis was performed to investigate more detailed associations between dietary patterns and physical activity. A minimum sample size of 351 was required to have approximately 95% power to detect large effects at a significance level of .05 (G*Power, version 3.1.9.2; Universität Kiel) in the multivariate logistic regression analysis. The objective variable, physical activity per exercise intensity, was divided into the following 2 groups: inactive (below median) and active (above median). We then divided the participants into groups according to their protein intake patterns and analyzed the amount of physical activity for each group using the Mann-Whitney U test. These analyses were conducted considering the following 2 factors: intake and composition. All data were analyzed using SPSS version 27 (IBM Corp), and a $P$ value <.05 was considered to indicate statistical significance. Data are expressed as mean (SD) for most variables and as median and quartile (Q; 1-3) for IPAQ data.

Results

Participant Characteristics

From the obtained dietary records and questionnaires (19,319 responses), we excluded subjects for various reasons, and we eventually used the data of 8458 subjects (2321 male subjects and 6137 female subjects) in the present analysis (Figure 1). In particular, to focus on those who consume breakfast every day, we excluded about 5000 respondents, who made up the bulk of the excluded population. As this app has a gender gap among users, female individuals accounted for 73% of all participants in this analysis.

The mean participant age was 44.3 (SD 12.7) years, and the BMI was 25.0 (SD 3.7) kg/m$^2$ for males and 22.9 (SD 3.9) kg/m$^2$ for females (Table 1). The total energy intake was 2084.8 (SD 320.5) kcal for males and 1637.8 (SD 262.5) kcal for females, and the amount of energy per meal was skewed toward dinner. The daily protein intake was 85.5 (SD 17.2) g in males and 69.3 (SD 14.3) g in females, which exceeded the recommended amount of protein per day for Japanese people, as proposed by the Ministry of Health, Labor and Welfare in Japan [5]. Conversely, we observed that protein distribution was low during breakfast and skewed toward dinner, which is consistent with the findings of previous studies [6,7]. Indeed, there were significant differences in energy and protein intake comparing the 3 meals (energy: $P$<.001, protein: $P$<.001). In addition, the median amount of physical activity was 1257 (Q1-Q3 558-2346) MET-min/week. According to the Ministry of Health, Labor, and Welfare in Japan, the standard for physical activity for individuals aged 18 to 64 years is 23 MET-h/week, that is, 1380 MET-min/week of physical activity at an intensity of $\geq$3 MET [26]. Therefore, the distribution of the amount of physical activity in the current participants was slightly below the established standard.
Table 1. Characteristics of the participants.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total (N=8458)</th>
<th>Male (n=2321)</th>
<th>Female (n=6137)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>44.3 (12.7)</td>
<td>49.6 (11.4)</td>
<td>42.2 (12.5)</td>
</tr>
<tr>
<td>BMI (kg/m²), mean (SD)</td>
<td>23.5 (4.0)</td>
<td>25.0 (3.7)</td>
<td>22.9 (3.9)</td>
</tr>
<tr>
<td>Total energy (kcal/d), mean (SD)</td>
<td>1760.5 (343.5)</td>
<td>2084.8 (320.5)</td>
<td>1637.8 (262.5)</td>
</tr>
<tr>
<td>Breakfast energy (kcal), mean (SD)</td>
<td>389.6 (119.7)</td>
<td>440.8 (129.8)</td>
<td>370.2 (109.5)</td>
</tr>
<tr>
<td>Lunch energy (kcal), mean (SD)</td>
<td>542.2 (128.7)</td>
<td>630.3 (133.1)</td>
<td>508.8 (109.9)</td>
</tr>
<tr>
<td>Dinner energy (kcal), mean (SD)</td>
<td>609.1 (191.6)</td>
<td>780.8 (185.6)</td>
<td>544.2 (148.9)</td>
</tr>
<tr>
<td>Total protein intake (g/d), mean (SD)</td>
<td>73.8 (16.8)</td>
<td>85.5 (17.2)</td>
<td>69.3 (14.3)</td>
</tr>
<tr>
<td>Breakfast protein (g/d), mean (SD)</td>
<td>16.9 (6.8)</td>
<td>19.1 (7.4)</td>
<td>16.1 (6.4)</td>
</tr>
<tr>
<td>Lunch protein (g/d), mean (SD)</td>
<td>22.3 (6.2)</td>
<td>25.2 (6.5)</td>
<td>21.2 (5.7)</td>
</tr>
<tr>
<td>Dinner protein (g/d), mean (SD)</td>
<td>28.2 (8.0)</td>
<td>34.1 (8.0)</td>
<td>25.9 (6.7)</td>
</tr>
<tr>
<td>Total fat intake (g/d), mean (SD)</td>
<td>53.1 (13.1)</td>
<td>62.7 (12.9)</td>
<td>49.4 (11.2)</td>
</tr>
<tr>
<td>Breakfast fat (g/d), mean (SD)</td>
<td>12.3 (5.2)</td>
<td>13.9 (5.6)</td>
<td>11.7 (4.9)</td>
</tr>
<tr>
<td>Lunch fat (g/d), mean (SD)</td>
<td>18.4 (5.8)</td>
<td>21.1 (6.2)</td>
<td>17.3 (5.2)</td>
</tr>
<tr>
<td>Dinner fat (g/d), mean (SD)</td>
<td>22.4 (7.6)</td>
<td>27.7 (7.5)</td>
<td>20.4 (6.6)</td>
</tr>
<tr>
<td>Total carbohydrate intake (g/d), mean (SD)</td>
<td>185.9 (44.5)</td>
<td>219.0 (46.1)</td>
<td>173.4 (36.9)</td>
</tr>
<tr>
<td>Breakfast carbohydrate (g/d), mean (SD)</td>
<td>53.0 (18.0)</td>
<td>59.5 (20.1)</td>
<td>50.6 (16.5)</td>
</tr>
<tr>
<td>Lunch carbohydrate (g/d), mean (SD)</td>
<td>69.4 (18.2)</td>
<td>81.0 (19.3)</td>
<td>65.1 (15.7)</td>
</tr>
<tr>
<td>Dinner carbohydrate (g/d), mean (SD)</td>
<td>63.4 (22.7)</td>
<td>78.5 (24.0)</td>
<td>67.7 (19.2)</td>
</tr>
<tr>
<td>Total PA&lt;sup&gt;b&lt;/sup&gt; (MET&lt;sup&gt;c&lt;/sup&gt;-min/week), median (Q1-Q3)</td>
<td>1257 (558-2346)</td>
<td>1470 (720-2612)</td>
<td>1164 (495-2232)</td>
</tr>
<tr>
<td>Vigorous PA (MET-min/week), median (Q1-Q3)</td>
<td>120 (0-960)</td>
<td>400 (0-1200)</td>
<td>0 (0-800)</td>
</tr>
<tr>
<td>Moderate PA (MET-min/week), median (Q1-Q3)</td>
<td>0 (0-360)</td>
<td>0 (0-360)</td>
<td>0 (0-360)</td>
</tr>
<tr>
<td>Walking (MET-min/week), median (Q1-Q3)</td>
<td>495 (198-990)</td>
<td>594 (198-1188)</td>
<td>495 (198-990)</td>
</tr>
</tbody>
</table>

<sup>a</sup>*P<.001 by the Kruskal-Wallis test between breakfast, lunch, and dinner for energy and 3 macronutrients.

<sup>b</sup>PA: physical activity.

<sup>c</sup>MET: metabolic equivalents.

**Relationship Between Intake of the 3 Macronutrients and Physical Activity**

Based on correlation analysis, each physical activity level had the strongest positive association with breakfast or lunch protein intake among the 3 macronutrients during the 3 meals (Table 2). Total, vigorous, and moderate physical activities were positively related to breakfast protein intake, while walking was positively related to lunch protein intake (total physical activity: *P*<.001, vigorous physical activity: *P*<.001, moderate physical activity: *P*<.001, walking: *P*<.001).
Table 2. Correlation analysis (Spearman rank correlation coefficient) of intake and composition of the 3 macronutrients and International Physical Activity Questionnaire findings.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total PA(^b) (MET(^b)-min/week)</th>
<th>Vigorous PA (MET(^b)-min/week)</th>
<th>Moderate PA (MET(^b)-min/week)</th>
<th>Walking (MET(^b)-min/week)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breakfast protein</td>
<td>0.170(^c)</td>
<td>0.191(^c)</td>
<td>0.072(^c)</td>
<td>0.052(^c)</td>
</tr>
<tr>
<td>Breakfast fat</td>
<td>0.038(^c)</td>
<td>0.021</td>
<td>0.019</td>
<td>0.033(^d)</td>
</tr>
<tr>
<td>Breakfast carbohydrate</td>
<td>0.041(^c)</td>
<td>0.002</td>
<td>0.014</td>
<td>0.050(^c)</td>
</tr>
<tr>
<td>Lunch protein</td>
<td>0.142(^c)</td>
<td>0.170(^c)</td>
<td>0.039(^c)</td>
<td>0.053(^c)</td>
</tr>
<tr>
<td>Lunch fat</td>
<td>0.016</td>
<td>0.021</td>
<td>−0.009</td>
<td>0.017</td>
</tr>
<tr>
<td>Lunch carbohydrate</td>
<td>0.023(^c)</td>
<td>−0.001</td>
<td>−0.014</td>
<td>0.050(^c)</td>
</tr>
<tr>
<td>Dinner protein</td>
<td>0.091(^c)</td>
<td>0.123</td>
<td>0.011</td>
<td>0.037(^c)</td>
</tr>
<tr>
<td>Dinner fat</td>
<td>−0.014</td>
<td>0.010</td>
<td>−0.027(^c)</td>
<td>−0.010</td>
</tr>
<tr>
<td>Dinner carbohydrate</td>
<td>−0.011</td>
<td>−0.021</td>
<td>−0.030(^d)</td>
<td>0.015</td>
</tr>
</tbody>
</table>

aPA: physical activity.  
bMET: metabolic equivalents.  
c\(P<.001\) (Spearman rank correlation coefficient).  
d\(P<.01\) (Spearman rank correlation coefficient).  
e\(P<.05\) (Spearman rank correlation coefficient).

Multivariate logistic regression analysis revealed that vigorous and moderate physical activities were most strongly positively related with breakfast protein intake, even after adjustment for confounding factors, such as sex, age, BMI, and frequency of recording (Multimedia Appendix 4). On the other hand, although total physical activity was associated with breakfast protein intake, it showed the strongest positive relationship with lunch protein intake. Walking had a positive relationship with dinner protein intake.

Relationship Between the Composition of the 3 Macronutrients (% kcal) and Physical Activity

Correlation analysis showed that total, vigorous, and moderate physical activities were positively associated with breakfast protein intake, while walking was positively associated with dinner protein intake (total physical activity: \(P<.001\), vigorous physical activity: \(P<.001\), moderate physical activity: \(P<.001\), walking: \(P<.010\)) (Table 2). On the other hand, multivariate logistic regression analysis confirmed the strongest positive association of total physical activity with breakfast, and vigorous physical activity with lunch. No association with any of the nutrients could be confirmed for moderate exercise.

Grouping by Protein Intake and Composition

The total protein intake per meal per day was similar between groups. Grouping by protein intake revealed that the breakfast and lunch groups demonstrated significantly greater physical activity (ie, total and vigorous physical activities) when compared with the dinner group (Table 3). In terms of walking, the lunch group presented significantly greater physical activity than the dinner group.
Table 3. International Physical Activity Questionnaire findings by meal type with the highest protein intake and composition from each meal.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Breakfast</th>
<th>Lunch</th>
<th>Dinner</th>
<th>( P ) value(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Meal type with the highest protein intake</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total PA(^e) (MET(^f)-min/week), median (Q1-Q3)</td>
<td>1440 (693-2520)</td>
<td>1362 (597-2672)</td>
<td>1200 (528-2280)</td>
<td>.58</td>
</tr>
<tr>
<td>Vigorous PA (MET-min/week), median (Q1-Q3)</td>
<td>400 (0-1120)</td>
<td>240 (0-960)</td>
<td>80 (0-960)</td>
<td>.20</td>
</tr>
<tr>
<td>Moderate PA (MET-min/week), median (Q1-Q3)</td>
<td>0 (0-480)</td>
<td>0 (0-360)</td>
<td>0 (0-360)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Walking (MET-min/week), median (Q1-Q3)</td>
<td>495 (198-990)</td>
<td>528 (198-1134)</td>
<td>495 (198-990)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td><strong>Meal type with the highest protein composition</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total PA (MET-min/week), median (Q1-Q3)</td>
<td>1386 (671-2597)</td>
<td>1266 (528-2376)</td>
<td>1188 (516-2234)</td>
<td>.02</td>
</tr>
<tr>
<td>Vigorous PA (MET-min/week), median (Q1-Q3)</td>
<td>400 (0-1120)</td>
<td>80 (0-960)</td>
<td>0 (0-840)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Moderate PA (MET-min/week), median (Q1-Q3)</td>
<td>0 (0-420)</td>
<td>0 (0-360)</td>
<td>0 (0-360)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Walking (MET-min/week), median (Q1-Q3)</td>
<td>495 (198-990)</td>
<td>495 (198-990)</td>
<td>495 (198-990)</td>
<td>&gt;.99</td>
</tr>
</tbody>
</table>

\(^a\)Mann-Whitney U test. 
\(^b\)Breakfast versus lunch. 
\(^c\)Breakfast versus dinner. 
\(^d\)Lunch versus dinner. 
\(^e\)PA: physical activity. 
\(^f\)MET: metabolic equivalents.

In addition, on grouping by protein composition, the breakfast group showed significantly higher total and vigorous physical activities than the lunch and dinner groups. Considering vigorous physical activity, the lunch group showed significantly greater physical activity than the dinner group. Finally, in terms of moderate physical activity, the breakfast group exhibited significantly greater physical activity than the dinner group.

**Discussion**

**Principal Findings**

In this study, we investigated the relationship of protein intake and composition during 3 meals with physical activity among adult male and female users of the mobile health app “Asken.” This study revealed that the daily amount of protein was higher than the recommended amount and the amount of physical activity was lower than the recommended amount. These findings could be attributed to the nature of the “Asken” app, which is a health care app typically designed to maintain or lose weight. In addition, because female individuals are generally more physically inactive than male individuals [27], the gender ratio of participants in this study may have influenced the results. Moreover, our results revealed that protein intake at breakfast and lunch showed the strongest positive relationship with physical activity among the 3 macronutrients consumed during the 3 meals. In addition, on grouping by protein intake patterns, those who consumed the most protein at breakfast and lunch exhibited significantly higher physical activity levels than those who consumed more protein at dinner. These results were similar for both intake and composition, indicating that not only intake but also the amount of protein in the overall diet is positively associated with the magnitude of physical activity. Several previous studies have reported that breakfast and lunch protein intakes affected the maintenance of muscle function [16,28,29]. Indeed, skeletal muscle mass increased in older individuals when protein was supplemented at breakfast and lunch [29]. A recent study has reported that in rodents, breakfast protein was effective in inducing muscle hypertrophy [16]. In addition, increased muscle mass has been shown to be negatively associated with mental health risks, such as depressed mood and stress, in addition to physical health [30,31]. Therefore, increasing protein intake at breakfast and lunch may enhance muscle mass, as well as promote physical and mental health. Indeed, among adolescent males and females, those with lower protein intake, especially those with lower milk intake at breakfast, have been reported to have lower scores for depression and anxiety symptoms [32]. Another possibility is that individuals with higher physical activity levels are more health conscious and typically consume more protein in the morning and afternoon. Several previous studies have reported a positive association between protein intake and physical activity levels [33-35]. However, these reports focused on daily...
protein intake, and few studies have examined intake at each meal. In addition, studies that have investigated protein intake in each diet have only investigated intake and have not confirmed the characteristics with respect to the distribution of intake [36]. Therefore, the finding that breakfast and lunch protein intakes are particularly related to physical activity is a new finding first presented in this study. Recently, 2 interesting longitudinal studies reported that high-quality protein evaluated by the “protein digestibility–corrected amino acid score” at breakfast but not lunch and dinner was positively associated with maintaining not only muscle strength but also brain cognition in Japanese older adults [37,38]. These studies have suggested future analysis of protein sources at breakfast using the “Asken” app.

**Study Strengths and Limitations**

In this study, we investigated the relationship between the 3 major nutrients during the 3 traditional meals and physical activity using a large data set. In addition, we examined the characteristics of physical activity by grouping individuals according to the meal with the highest protein consumption. To the best of our knowledge, no previous study has examined dietary patterns of the 3 meals and daily physical activity in such a large data set. Accordingly, the strength of this study is that it analyzed the characteristics of physical activity according to daily dietary patterns, along with the relationship between protein intake and physical activity, which is an effective factor for the regulation of muscle function that has not been addressed in previous studies.

However, this study had several limitations. First, as this survey was based on self-reports by the participants, there may be discrepancies in their actual dietary data and physical activity levels. In other words, participants may have responded by exaggerating or underestimating their lifestyles based on social expectations. Second, given the nature of the app used in this study, most participants were female, and accordingly, menstruation could not be considered. Although the survey was analyzed by eliminating the influence of gender as appropriate, it could have marginally impacted the results. Third, the app offered courses for various health purposes, such as weight maintenance, weight loss, and muscle gain. Since we recruited subjects from among all users, there may have been a mix of subjects with different objectives, which may have affected the results. Fourth, this study did not take into account stress or sleep, which could have affected the quantity and content of the meals. That is, participants may have increased consumption of foods high in fat and carbohydrates. Fifth, our results showed a small value for the correlation coefficient. This may be partly due to the large sample size, but since a similar sample size was used in a previous study [39,40], we followed the same approach in our analysis. In addition, Spearman rank correlation analysis was conducted in this study to investigate the trend of association, and more detailed relationships were confirmed by multivariate logistic regression analysis. Finally, in the present survey experiments, we could not obtain timing information on snacks. Protein content (16.9 g) and percentage energy of protein (19.1%) may participate in the increase of physical activity when a snack is taken between breakfast and lunch.

**Conclusions**

We analyzed the relationship of protein intake and composition during the 3 traditional meals with the amount of physical activity, as well as the characteristics of physical activity according to protein intake patterns in adult males and females. These results revealed that protein intake at breakfast and lunch had the strongest positive association with daily physical activity, and they were closely related to each other. The results suggest that breakfast may have an important role in physical activity. However, since this study focused only on protein, future studies should also consider protein sources.
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Abstract

Background: Preprints are publicly available manuscripts posted to various servers that have not been peer reviewed. Although preprints have existed since 1961, they have gained increased popularity during the COVID-19 pandemic due to the need for immediate, relevant information.

Objective: The aim of this study is to evaluate the publication rate and impact of preprints included in the Centers for Disease Control and Prevention (CDC) COVID-19 Science Update and assess the performance of the COVID-19 Science Update team in selecting impactful preprints.

Methods: All preprints in the first 100 editions (April 1, 2020, to July 30, 2021) of the Science Update were included in the study. Preprints that were not published were categorized as “unpublished preprints.” Preprints that were subsequently published exist in 2 versions (in a peer-reviewed journal and on the original preprint server), which were analyzed separately and referred to as “peer-reviewed preprint” and “original preprint,” respectively. Time to publish was the time interval between the date on which a preprint was first posted and the date on which it was first available as a peer-reviewed article. Impact was quantified by Altmetric Attention Score and citation count for all available manuscripts on August 6, 2021. Preprints were analyzed by publication status, publication rate, preprint server, and time to publication.

Results: Of the 275 preprints included in the CDC COVID-19 Science Update during the study period, most came from three servers: medRxiv (n=201, 73.1%), bioRxiv (n=41, 14.9%), and SSRN (n=25, 9.1%), with 8 (2.9%) coming from other sources. Additionally, 152 (55.3%) were eventually published. The median time to publish was 2.3 (IQR 1.4-3.7). When preprints posted in the last 2.3 months were excluded (to account for the time to publish), the publication rate was 67.8%. Moreover, 76 journals published at least one preprint from the CDC COVID-19 Science Update, and 18 journals published at least three. The median Altmetric Attention Score for unpublished preprints (n=123, 44.7%) was 146 (IQR 22-552) with a median citation count of 2 (IQR 0-8); for original preprints (n=152, 55.2%), these values were 212 (IQR 22-1164) and 14 (IQR 2-40), respectively; for peer-review preprints, these values were 265 (IQR 29-1896) and 19 (IQR 3-101), respectively.

Conclusions: Prior studies of COVID-19 preprints found publication rates between 5.4% and 21.1%. Preprints included in the CDC COVID-19 Science Update were published at a higher rate than overall COVID-19 preprints, and those that were ultimately published were published within months and received higher attention scores than unpublished preprints. These findings indicate that the Science Update process for selecting preprints had a high fidelity in terms of their likelihood to be published and their impact. The incorporation of high-quality preprints into the CDC COVID-19 Science Update improves this activity’s capacity to inform meaningful public health decision-making.
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Introduction

Preprints are publicly available, non-peer reviewed articles posted to various servers such as medRxiv and bioRxiv. Preprints first appeared as information exchange groups in 1961. However, due to resistance from journals, information exchange groups closed in 1967 [1]. In 1991, an automated email server that later became arXiv, a popular modern preprint server, was established [1]. In 2019, Cold Spring Harbor Laboratory collaborated with Yale University to launch medRxiv [1]. Preprints have gained popularity and credibility during the COVID-19 pandemic due to the need for rapid, relevant information to respond to the pandemic. To help inform the public health response to COVID-19, the Centers for Disease Control and Prevention (CDC) created the COVID-19 Science Update [2].

The COVID-19 Science Update provides brief summaries of new COVID-19–related articles on topics such as health equity, vaccines, variants, natural history, and testing, among others [2]. To provide the most relevant and timely information, the COVID-19 Science Update includes both published (peer-reviewed) articles and manuscript preprints. In collaboration with the World Health Organization (WHO), the Stephen B. Thacker CDC Library does a daily systematic (exhaustive, reproducible, and defensible) search for all COVID-19–related articles, which are then cleaned and deduplicated to be included in the WHO COVID-19 Database. The full search strategy for creating this database can be found on the WHO COVID-19 Database website [3]. The resulting articles are sent to the Science Update team within the CDC COVID-19 Response, who then select peer-reviewed articles and preprints on public health priority topics in the CDC Science Agenda for COVID-19 [4] and CDC COVID-19 Response Health Equity Strategy [5].

The COVID-19 Science Update was piloted biweekly beginning in April 2020 and has been publicly available since September 2020 (previous editions were retroactively posted on the internet) [2]. In November 2020, public release became weekly, and an email subscription became available in February 2021. The objective of this analysis is to evaluate the publication rate (percent of preprints published in peer-reviewed journals) and impact (eg, Altmetric Attention Score [6] and citation count) of preprints included in the COVID-19 Science Update and to assess the performance of the COVID-19 Science Update team in selecting impactful preprints.

Results

Among the 1,971 articles in the COVID-19 Science Update during the analysis period, 275 (14%) were preprints (Figure 1), most of which came from 1 of the following 3 servers: medRxiv (n=201, 73.1%), bioRxiv (n=41, 14.9%), or Lancet preprints with SSRN (n=25, 9.1%), with 8 (2.9%) coming from other sources. More than half (152/275, 55.3%) were published within the analysis period (April 1, 2020, to August 6, 2021). The median time to publish was 2.3 months (IQR 1.4-3.7). When preprints posted in the last 2.3 months were excluded (to account for the time to publish), the publication rate was 67.8% (143/211). Preprints included in the COVID-19 Science Update were published in 76 different journals, and 18 journals published at least three. Moreover, 2 journals (New England Journal of Medicine and Clinical Infectious Diseases) published 11 preprints each.

Peer-reviewed articles included in the COVID-19 Science Update (n=1696) had a median Altmetric Attention Score of 365 (IQR 64-1316) and median citation count of 33 (IQR 9-111) (Table 1). For peer-reviewed preprints (n=152), median Altmetric Attention Score was 265 (IQR 29-1896) and median citation count was 19 (IQR 3-101). For unpublished preprints (n=123), Median Altmetric Attention Score was 146 (IQR 22-552) and median citation count was 2 (IQR 0-8). To account for the differences in time that articles have been publicly available, the analytic sample was restricted to only published articles (n=1,140) and preprints (n=73, 50 peer reviewed and 23 unpublished) that were included in the 2020 editions of the COVID-19 Science Update (through edition 70; Table 1). Among the 73 preprints, 50 (68.4%) were published. The median Altmetric Attention Score for published articles (328, IQR 57-1224) was higher than that of unpublished preprints (83, IQR 9-231; P=.002). The difference in Altmetric Attention Score between peer-reviewed (260, IQR 43-1817) and unpublished preprints was not statistically significant, likely...
due to small sample sizes ($P=.09$). The median citation counts for peer-reviewed preprints (55, IQR 9-148) and published articles (43, IQR 15-149) were significantly higher ($P<.001$) than that for unpublished preprints (4, IQR 1-9). There was no significant difference in citation count between peer-reviewed preprints and published articles ($P=.23$).

**Figure 1.** Breakdown of the types of articles included in the first 100 editions (April 2020 to July 2021) of the CDC (Centers for Disease Control and Prevention) COVID-19 Science Update. The left pie displays the overall number of preprints and published articles. The right pie shows how many of the preprints in the left pie were peer reviewed or remained unpublished as of August 6, 2021.

**Table 1.** Median Altmetric Attention Score and citation count for articles and preprints included in the first 100 editions (April 2020 to July 2021) of the CDC (Centers for Disease Control and Prevention) COVID-19 Science Update, as of August 6, 2021.

<table>
<thead>
<tr>
<th>Article type</th>
<th>Editions 1-100</th>
<th>Median Altmetric Attention Score (IQR)</th>
<th>Median citation count, n (IQR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>1971</td>
<td>324 (56-1249)</td>
<td>28 (7-93)</td>
</tr>
<tr>
<td>Published</td>
<td>1696 (86)</td>
<td>365 (64-1316)</td>
<td>33 (9-111)</td>
</tr>
<tr>
<td>Preprints</td>
<td>275 (14)</td>
<td>174 (22-899)</td>
<td>6 (1-29)</td>
</tr>
<tr>
<td>Peer reviewed</td>
<td>152 (8)</td>
<td>265 (29-1896)</td>
<td>19 (3-101)</td>
</tr>
<tr>
<td>Unpublished</td>
<td>123 (6)</td>
<td>146 (22-552)</td>
<td>2 (0-8)</td>
</tr>
<tr>
<td><strong>Editions 1-70 (2020), to account for time to accumulate impact</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>1213</td>
<td>312 (55-1194)</td>
<td>43 (14-147)</td>
</tr>
<tr>
<td>Published</td>
<td>1140 (94)</td>
<td>328 (57-1224)$^b$</td>
<td>43 (15-149)$^b$</td>
</tr>
<tr>
<td>Preprints</td>
<td>73 (6)</td>
<td>150 (25-866)</td>
<td>15 (4-72)</td>
</tr>
<tr>
<td>Peer reviewed</td>
<td>50 (4)</td>
<td>260 (43-1817)</td>
<td>55 (9-148)$^b$</td>
</tr>
<tr>
<td>Unpublished</td>
<td>23 (2)</td>
<td>83 (9-231)</td>
<td>4 (1-9)</td>
</tr>
</tbody>
</table>

$^a$Two versions of these papers exist: the original preprint that remains on the preprint server and the peer-reviewed version that is published in a journal

$^b$P<.05 for difference in Altmetric Attention Score or citation count from unpublished preprints. Testing was only carried out for articles in editions 1-70 to account for the differences in time that articles have had to accumulate impact.
Discussion

Prior analyses of COVID-19 preprints have found publication rates between 5.7% and 21.1% [7,8]. Preprints included in the COVID-19 Science Update were published at a higher rate than reported elsewhere [7,8], and those that were ultimately published received higher attention scores than unpublished preprints. A high Altmetric Attention Score is indicative of only the total attention a publication receives. It does not differentiate between positive and negative attention, so a high Altmetric Attention Score could equally reflect a publication of high scientific value or one that is widely refuted [6]. Preprints facilitate rapid access to information; however, they are ultimately limited by the absence of peer review and are thus subject to change and may never be published. The ability to discern high-quality impactful preprints is therefore an important tool for public health decision-making. Despite these limitations, the findings of our analysis indicate that the COVID-19 Science Update process for selecting preprints is robust, with high fidelity in terms of the likelihood of preprints to be published and to be impactful. The incorporation of high-quality preprints into the COVID-19 Science Update improves this activity’s capacity to provide timely information, which could have an impact on meaningful public health decision-making.
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Abstract

Background: Selection bias and unmeasured confounding are fundamental problems in epidemiology that threaten study internal and external validity. These phenomena are particularly dangerous in internet-based public health surveillance, where traditional mitigation and adjustment methods are inapplicable, unavailable, or out of date. Recent theoretical advances in causal modeling can mitigate these threats, but these innovations have not been widely deployed in the epidemiological community.

Objective: The purpose of our paper is to demonstrate the practical utility of causal modeling to both detect unmeasured confounding and selection bias and guide model selection to minimize bias. We implemented this approach in an applied epidemiological study of the COVID-19 cumulative infection rate in the New York City (NYC) spring 2020 epidemic.

Methods: We collected primary data from Qualtrics surveys of Amazon Mechanical Turk (MTurk) crowd workers residing in New Jersey and New York State across 2 sampling periods: April 11-14 and May 8-11, 2020. The surveys queried the subjects on household health status and demographic characteristics. We constructed a set of possible causal models of household infection and survey selection mechanisms and ranked them by compatibility with the collected survey data. The most compatible causal model was then used to estimate the cumulative infection rate in each survey period.

Results: There were 527 and 513 responses collected for the 2 periods, respectively. Response demographics were highly skewed toward a younger age in both survey periods. Despite the extremely strong relationship between age and COVID-19 symptoms, we recovered minimally biased estimates of the cumulative infection rate using only primary data and the most compatible causal model, with a relative bias of +3.8% and −1.9% from the reported cumulative infection rate for the first and second survey periods, respectively.

Conclusions: We successfully recovered accurate estimates of the cumulative infection rate from an internet-based crowdsourced sample despite considerable selection bias and unmeasured confounding in the primary data. This implementation demonstrates how simple applications of structural causal modeling can be effectively used to determine falsifiable model conditions, detect selection bias and confounding factors, and minimize estimate bias through model selection in a novel epidemiological context. As the disease and social dynamics of COVID-19 continue to evolve, public health surveillance protocols must continue to adapt; the emergence of Omicron variants and shift to at-home testing as recent challenges. Rigorous and transparent methods to develop, deploy, and diagnosis adapted surveillance protocols will be critical to their success.
selection bias; COVID-19; epidemiology; causality; sensitivity analysis; public health; surveillance; method; epidemiologic research design; model; bias; development; validation; utility; implementation; sensitivity; design; research; epidemiology

**Introduction**

Accurate estimation of disease parameters is a fundamental problem in epidemiology. The internal and external validity of epidemiological studies is threatened by unmeasured confounding and selection bias [1,2]. There is an extensive and sophisticated literature focused on mitigating these threats by study design and poststudy statistical adjustment [3-5]. In particular, the randomization paradigm for treatment assignment and sample selection has served at the de facto standard for identifying causal effects and point estimates of disease parameters in a target population. However, even studies with perfect randomization can still suffer from unmeasured confounding and selection bias via a variety of phenomena, such as participant noncompliance, unit nonresponse, incomplete registers of the target population, and data collection failures [6]. In the past decade, there have been several advances in the theoretical treatment of these threats, particularly in the graphical causal modeling literature, where the problems of selection bias and unmeasured confounding have received a comprehensive theoretical treatment [7-9]. Although these recent methods provide a clear conceptual and mathematical framework, they have yet to be routinely deployed in the epidemiological community at large [10,11].

This gap is particularly acute in internet-based public health and surveillance. Internet-based sampling in general suffers from unknown selection mechanisms on largely unobservable and dynamic populations, making traditional adjustment methods that require external data about the target population vulnerable to model violation. Previous studies that augmented traditional surveillance mechanisms with internet-based data have proved highly successful at imputing missing or time-delayed information [12,13]. However, it is challenging to model emerging pathogens and adapt to changing internet user behavior across time and social context [14]. This fundamental difficulty was demonstrated vividly early in the COVID-19 pandemic as several highly sophisticated crowdsourced internet-based surveillance efforts were launched in response to the pandemic [15-21]. Despite explicit support by global social media and web service vendors, these early efforts yielded significantly biased estimates of key epidemiological parameters [22-26]. Internet-based epidemiology must adopt methodological approaches appropriate to the dynamic and unobservable features of internet populations.

In this work, we seek to address this gap between recent theoretical developments and the current practice of internet-based public health surveillance. We present structural causal modeling as a guide to epidemiological judgement through encoding epidemiological knowledge into models that can be tested using sample data, and we describe a general graphical method for deriving falsifiable model conditions.

Importantly, this approach can be deployed using only the sampled data, whereas traditional methods for detecting confounding and selection bias require some information about the unsampled or missing data from units with partial data or external data, such as census or health care system medical records [1]. For novel and dynamic phenomena, the required external information may be unavailable, unreliable, or impractical to collect in the timespan available. Our objective is to demonstrate the practical utility of model diagnosis and selection using statistical criteria derived from structural causal models.

**Methods**

**Structural Causal Models**

Structured causal models permit the formal encoding of causal mechanisms and have been extended to formally analyze studies in the presence of selection bias and unmeasured confounding. The mathematical tool necessary for this work is d-separation on directed acyclic graphs (DAGs). Here, we briefly review d-separation notation and concepts. We can represent a probability distribution as a DAG where nodes represent variables X, Y, and Z and edges represent functional dependencies between variables. The formalism of d-separation is a mapping between the DAG of a probability distribution and the conditional independencies of that distribution; this is stated formally in the conditional independence statements of Figure 1. To state that variables X and Y are d-separated by Z is to state that X and Y are conditionally independent if conditioned on variable Z. Conversely, if X and Y are not d-separated by Z, then X and Y are conditionally dependent if conditioned on Z. A path in a DAG is a sequence of edges (regardless of direction), and every path can be decomposed into a sequence of path elements of edges, chains, forks, and colliders, as shown in Figure 1. The variables X and Y are d-separated in the DAG if all paths from X to Y in the graph are “blocked.” Intuitively, a path from X to Y is blocked if no information about X can be inferred from observing Y via information transferred along that path.

The d-separation path element rules determine whether a path between X and Y is blocked. A path between X and Y can be blocked in 2 different ways by conditioning on a set of variables W. If the path contains a fork or a chain element, then it is blocked if the middle variable (Z in Figure 1) in at least 1 of the fork or chain elements is in W. If the path contains a collider element, then the path is blocked only if the middle variable is not in W. Conditioning on the middle variable of a collider element can unblock the path and make X and Y not d-separated. To illustrate this concept more explicitly, consider 2 independent binary 0,1 variables X and Y, where Z = X + Y. If we condition on Z such that Z=1, then X and Y would appear anticorrelated (nonindependent) because samples with X=Y=0 and X=Y=1 are, by definition, never observed in the subset where Z=1. This
effect is known as *collider bias* and is a major source of selection bias in epidemiological studies. For further reading, there are several good introductions to d-separation in graphical models [6,9].

**Figure 1.** Conditional independence statements and d-separation rules.

**Conditional independence statements:**

\[ X, Y \text{ d-separated by } Z : \quad (X \perp\!\!\!\!\perp Y|Z) \iff P(X, Y|Z) = P(X|Z)P(Y|Z) \]

\[ X, Y \text{ not d-separated by } Z : \quad (X \nmid Y|Z) \iff P(X, Y|Z) \neq P(X|Z)P(Y|Z) \]

**Path element rules:**

<table>
<thead>
<tr>
<th>Rule</th>
<th>Expression</th>
<th>Blocked by</th>
</tr>
</thead>
<tbody>
<tr>
<td>Edge</td>
<td>( X \rightarrow Y )</td>
<td>( X \nmid Y )</td>
</tr>
<tr>
<td>Chain</td>
<td>( X \rightarrow Z \rightarrow Y )</td>
<td>( X \nmid Y, (X \perp!!!!\perp Y</td>
</tr>
<tr>
<td>Fork</td>
<td>( X \leftarrow Z \rightarrow Y )</td>
<td>( X \nmid Y, (X \perp!!!!\perp Y</td>
</tr>
<tr>
<td>Collider</td>
<td>( X \rightarrow Z \leftarrow Y )</td>
<td>( X \nmid Y, (X \nmid Y</td>
</tr>
</tbody>
</table>

The only additional conceptual step necessary for analyzing selection bias is to add the sampling mechanism to the initial causal graph \( G \) to create the augmented causal graph \( G_s \). The encoded sampling mechanism determines the value of the sampling indicator variable \( S \), where \( S=1 \) if the unit was sampled and \( S=0 \) otherwise. Additionally, any mechanism that filters data after primary collection induces an additional selection bias and must also be encoded in \( G_s \). The augmented graph \( G_s \) obeys d-separation rules, but for clarity, the sampling indicator \( S \) node is depicted in \( G_s \) with a double ring to emphasize that \( S=1 \) for all samples by definition; all d-separation statements in \( G_s \) must be evaluated conditional on \( S=1 \).

For any graph \( G_s \), the s-recoverability condition states that for any variables \( Y \) and \( X \) in \( G_s \), the distribution of the sample \( P(Y|X,S=1) \) is identical to the distribution of the target population \( P(Y|X) \) if and only if \( Y \) and \( S \) are d-separated by \( X \) [8]. Assuming the graph is faithful, \( S \) and \( Y \) conditioned on \( X \) are independent if and only if there is no selection bias or unmeasured confounding. It is not possible to directly test for independence between \( S \) and \( Y \) using sample data, because is no variation as \( S=1 \) by definition, but other surrogate variables in the sample data can be used to test independence of \( S \) and \( Y \).

We demonstrate this principle in Figure 2 using the causal graphs \( G_{A,s}, G_{B,s}, G_{C,s}, \) and \( G_{D,s} \) with outcome variable \( Y \), instrumental variable \( V \) on variable \( X \) relative to \( Y \), and a sample indicator variable \( S \) determined by \( X \). Here we define an instrumental variable \( V \) on \( X \) relative to \( Y \) as a variable \( V \) that is not independent of \( X \) (\( V \) and \( X \) not d-separated), but \( V \) is independent of \( Y \) conditional on \( X \) (\( V \) and \( Y \) are d-separated by \( X \)). In graph \( G_{A,s} \), the variables \( V \) and \( Y \) are trivially d-separated (d-separated without any blocking variables) and therefore independent. If there is any selection bias (\( G_{B,s}, G_{C,s} \)) or unmeasured confounding (\( G_{D,s} \)), then \( V \) and \( Y \) are not trivially d-separable and are not independent. For example, suppose the null hypothesis of statistical independence between \( V \) and \( Y \) is rejected in the sampled data. Then the graph \( G_{A,s} \) is not compatible with the sample data, but alternative graphs \( G_{B,s}, G_{C,s}, \) and \( G_{D,s} \) are compatible with nonindependent \( V \) and \( Y \) and should be considered. Any augmented causal graph \( G_s \) entails a set of conditional independencies that can be statistically tested using only the sample data. For more complex graphs, there are several software tools that will compute all the entailed independencies, of which *dagitty* is perhaps the most user friendly [26].

In this work, we focus on graphical modeling as a formalism to aid epidemiological judgment. Epidemiological knowledge tightly constrains the set of possible explanatory scenarios for a given context; the difficulty is choosing which of these scenarios is most plausible. Statistically testing the independencies implied by the causal graph encoding is a direct method to select between scenarios. We now demonstrate this approach in an applied problem of estimating the cumulative infection rate \( CI_P \) of SARS-CoV-2 in the COVID-19 New York City (NYC) spring 2020 epidemic through a prospectively collected crowdsourced internet survey.
Recruitment

Initial crowdsourced epidemiology efforts in the COVID-19 pandemic focused on surveys collected from a variety of internet sources and target populations. Instead of recruiting via major internet platforms such as Facebook and Google, we recruited our survey participants from the Amazon Mechanical Turk (MTurk) crowdworking platform. MTurk is an internet-based labor market where a research group or business (requesters) can create and disseminate a human intelligence task (HIT) to a distributed human labor pool (workers) that can accept and complete these tasks for a known monetary reward upon satisfactory completion of the task. A HIT can range from transcribing an audio file to a personality survey, and requesters can restrict the task workers within a specific geographic area or demographic subset. All MTurk workers in the United States are adults of age 18 years or older.

We chose the MTurk population for 2 reasons. First, MTurk has been successfully used by many academic groups, including our own, across a broad array of disciplines [27-32]. Second, the demographics and health status of the MTurk worker population in the United States has been repeatedly characterized and has remained stable through time, closely matching the racial and ethnic composition of the United States but skewing toward women, a younger age, worse mental health, and lower income than the US population [28]. Any MTurk worker registered as residing in New York State or New Jersey was permitted to respond to the survey via the MTurk HIT job posting with restriction that a worker could respond only once per survey period. No other restrictions or invitation mechanisms were used in either survey period.

Human Subject Research Ethical Statement

This research was not found to be considered human subject research as the survey did not collect any personally identifying information or set of information that could be reidentifying, in compliance with MTurk’s policy prohibiting any transmission of workers’ personally identifiable information to requesters and Stanford University research policy GUI-H12. Research was carried out in a way that followed ethical guidelines set by the Declaration of Helsinki. All MTurk tasks are carefully reviewed before being posted, and MTurk workers are able to accept but then refuse to complete any task or any part of a task at any point in time. Furthermore, the survey task included an introduction page that informed the respondents of the purpose and content of this survey and for what purposes their response data would be used.

Overview of Survey Design

We collected primary data from the MTurk population listed as currently residing in New Jersey or New York. Data for surveys $s_1$ and $s_2$ were collected in 2 successive periods: April 11-14 and May 8-11, 2020. During this period, both New York and New Jersey were under a statewide stay-at-home order that greatly restricted travel and prohibited public gatherings [33,34]. We collected primary data from 2 survey periods to estimate the trajectory of the spring 2020 COVID-19 epidemic in NYC and assess the stability of model selection across 2 different phases of the epidemic. The context of NYC in spring 2020 was chosen because it was 1 of the first major COVID-19 epidemics. Qualtrics survey was created for each survey run, with a reward (median completion time) for the surveys of US $1 (5 minutes) and US $1.25 (6 minutes) for $s_1$ and $s_2$, respectively. This reward is consistent with other MTurk HITs for the time required. Before accepting the task, the participant was aware of the overall survey subject (COVID-19) and the monetary reward for completion. We excluded responses from participants that were incomplete or out-of-area, as determined by geolocation information provided by Qualtrics. The included responses were split by collection period and aggregated into 3 nested geographic areas: New Jersey and New York (NJ/NY), the section of the New York City Combined Statistical Area...
contained within New Jersey and New York (NYC CBSA), and NYC proper.

Before answering any questions, the survey asked each participant (respondent) to privately list their 5 closest peer relationships (relations) with whom they typically socialize in person. There was large variation in the number of contacts for each person during the mandatory stay-at-home orders. Instead of asking respondents about their total number of contacts, we asked about their closest peer relationships because these are the set of persons whose current health status and household characteristics would most likely be known to the respondents. Furthermore, we only asked about 5 relations to minimize the time to complete the survey. The survey queried each respondent about the demographic, employment characteristics, and possible COVID-19 symptoms of both themselves and their relations. The survey also queried each respondent about both their household and their relations’ households, including household size and whether any member had a confirmed SARS-CoV-2 infection since March 15, 2020. These questions were chosen to permit comparison of respondents and relations to known census demographic data and to estimate the cumulative number of infected households and individuals within a specified geographic area. The survey material is included in Multimedia Appendices 1 and 2.

**Statistical Analysis**

**Estimator Definition**

We defined a household-based cumulative infection rate estimator $\hat{CI}_p$ on a sample $P_S$ for the cumulative infection rate as:

$$CI_p = \sum_{h \in H_p} C_{h,p}$$

where $C_{h,p}$ is an indicator variable for the confirmed SARS-CoV-2 infection status of person $p$ in a population $P$ of size $N_P$. We defined the household secondary attack rate (SAR$_h$) as the ratio of secondary household cases to the total population of exposed household members. We can write SAR$_h$ formally as:

$$SAR_h = \frac{\sum_{h \in H_p} \sum_{i \in h} C_{h,Rel,i}}{\sum_{h \in H_p} N_h}$$

where $H$ is the set of unique households in population $P$, indicator variable $C_{h,i}$=1 for if there is at least 1 SARS-CoV-2 infection in household $h$, and $N_h$ the size of household $h$ in $H$. Let the total population be defined as the sum of the household members $N_p = \sum_{h \in H_p} \sum_{i \in h} N_h$. We can then rewrite $\hat{CI}_p$ in terms of households as:

$$\hat{CI}_p = \frac{\sum_{h \in H_p} \sum_{i \in h} C_{h,Rel,i}}{\sum_{h \in H_p} N_h}$$

We then defined the estimator $\hat{CI}_p$ on a sample $P_S$ as:

$$\hat{CI}_p = \frac{\sum_{h \in H_p} \sum_{i \in h} C_{h,Rel,i}}{\sum_{h \in H_p} N_h}$$

with unique households $H_p$. The estimator $\hat{CI}_p$ is consistent as $H_p$ goes to $H$ if $P(C_{h,p} \mid N_h \in H_p) = P(C_{h,p})$ of the target population. In the special case of SAR$_h$=0, $\hat{CI}_p$ is an unbiased estimator of the cumulative household infection rate CI$_H$ under the less restrictive condition of $P(C_{h,S}=1)=P(C_{h})$.

**Structural Causal Models**

The survey data were modeled in a causal graph encoding the variables and assumptions, as depicted in Figure 3. Every person in the population $P$ was assigned 2 indicator variables $Res_i$ and $Rel_{ij}$ and the outcome variables $C_{h,Res,i}$ and $C_{h,Rel,ij}$. The variable $Res_i$=1 if person $p_i$ is a respondent to the survey, and $Rel_{ij}$=1 if $p_i$ in $P$ would choose person $p_j$ as a relation in the context of this survey. In the sample, the set of respondents is $P_{S,Res} = \{p_i | Res_i = 1\}$, the set of relations is $P_{S,Rel} = \{p_j | Rel_{ij} = 1\}$, and the total sample is $P_S = P_{S,Res} \cup P_{S,Rel}$. The outcome variable $C_{h,Res,i}$=1 if there is at least 1 confirmed SARS-CoV-2 infection in the household of respondent $p_i$ in $P_{S,Res}$, and $C_{h,Rel,ij}$=1 if there is at least 1 confirmed infection in the household of relation $p_j$ in $P_{S,Rel}$. For each response, there is 1 respondent and 5 relations chosen by that respondent. In the causal graphs in Figure 3, the subgraph that includes variables pertaining to relations is replicated identically for all 5 relations. Given that this was an anonymous internet survey, we assumed no information bias due to intentional misrepresentations on the part of the respondents or relations. We also assumed there was no information bias due to testing constraints at the level of the household.

We defined 4 possible causal models depicted in Figure 3, augmented with the sampling indicator variable $S$. All variables were conditioned on a common geographic area, which was suppressed in the graphs and notation for clarity.

The first 3 causal models $G_{Res,S}$, $G_{Rel,S}$, and $G_{All,S}$ all shared the same causal graph, as represented in the first graph in Figure 3, and differed only in terms of the data used. The first causal graph encoded that the age variable $A$ of a person influences whether they respond as a relation/respondent in variable $R$, which in turn determines whether they are in the sample $S$. Furthermore, the household infection status $C_h$ of the person was assumed to be unrelated to the other variables. The first causal model $G_{Res,S}$ only used data on respondents, whereas the second model $G_{Rel,S}$ only used data on relations. The third model $G_{All,S}$ combined respondents’ and relations’ data.
The second graph in Figure 3 corresponds to the fourth causal model $G_{\text{Rel}^*,s}$, which encoded a possible confounding between $S$ and $C_{\text{Res}}$, and between $S$ and $C_{\text{Rel}}$. In particular, $G_{\text{Rel}^*,s}$ modeled the case where the respondents' household status $C_{h,\text{Res}}$ is related to the relations' household status $C_{h,\text{Rel}}$ through a transmission event $I$ between a respondent and a relation due to the recent close contact event $M$. The variables $I$ and $M$ d-separated the sampling indicator $S$ and the outcome of interest $C_{h,\text{Rel}}$, but the infection event $I$ was unobservable. However, if we filtered the samples so that $M=0$ (excluding relations with close contact events with the respondent), then $I=0$ for the retained samples because there can be no transmission without close contact; filtering on $M=0$ effectively conditioned on $M=0$ and $I=0$. Filtering on $M$ also induced another selection bias modeled by the edge $M$ to $S$, but $S$ and $C_{h,\text{Rel}}$ remained d-separated as did $C_{h,\text{Rel}}$ and $A_{\text{Rel}}$. Therefore, the graph $G_{\text{Rel}^*,s}$ implied that $P(C_{h,\text{Rel}}|M=0,I=0,S=1)=P(C_{h,\text{Rel}})$ and furthermore implied that $C_{h,\text{Rel}}$ and $A_{\text{Rel}}$ are statistically independent. Effectively, this model excluded information from respondents and excluded relations that had recent in-person contact with the respondents. Practically, this model reduced overestimation of the cumulative infection rate due to possible common causes of the infection status of respondents and relations, such as when a respondent transmits an infection to a relation.

These 4 models can be compared and ranked empirically by statistical tests of the conditional independences implied by their d-separation conditions. Each causal model in Figure 3 has at least 1 independence statement that is testable using the observed data on the age and household infection status of the respondents and relations. From 1 statistical test of the independence statement, we can distinguish which causal model is compatible with the data for each survey period using only the survey sample data. This is an important methodological point, given that the current practice for model diagnosis and selection assumes strong prior knowledge about the target population on several demographic variables. No external data are required for this type of diagnostic analysis, which is a key advantage when the target population is unstudied, inaccessible, or dynamic through time.

We evaluated the causal models by statistically testing the implied independence of $A$, $C_h$ in models $G_{\text{Res},s}$, $G_{\text{Rel},s}$, and $G_{\text{All},s}$; and $A_{\text{Rel}}$ and $C_{h,\text{Rel}}$ in model $G_{\text{Rel}^*,s}$ using the Fisher exact test for independence. For each model, we filtered the data, as specified in the model, median-split the age variable, and performed Fisher exact tests on the $2 \times 2$ table of the age group ($A_0$, $A_1$) by house infection status ($C_{h,0}$, $C_{h,1}$) with point test statistics shown in Table 1. Ages for respondents and relations were randomly assigned within the recorded 5-year bin across independent replications (n=1000). The median odds ratio with 95% CIs and median $P$ values are reported in Table 1.
In the general case, there will be no ground truth to compare the model against. However, in this study, we assessed the model performance directly. Due to the particular conditions of the NYC epidemic, the performance of the estimator in each causal model can be evaluated directly from the CI reported by the New Jersey and New York State health departments. Under the test rationing and home quarantine policies of New York and New Jersey during the spring 2020 epidemic, diagnostic real-time reverse transcription polymerase chain reaction (rRT-PCR) SARS-CoV-2 tests were restricted to individuals hospitalized with COVID-19 symptoms. Households with a member who tested positive were required by law to quarantine [35-40]. Although multiple members of a given household might have SARS-CoV-2 infections, no additional rRT-PCR tests would be performed on other household members unless they were hospitalized. Therefore, the reported CI is as if SARₜ=0 where no secondary household cases are reported.

We aggregated confirmed SARS-CoV-2 infections as reported by the New York and New Jersey governments for each date and geographic area (NJ/NY, NYC CBSA, NYC) and calculated the CIₚ relative to the American Community Survey (ACS) population for each. To evaluate the performance of each model, we computed the cumulative infection rate estimator at SARₜ=0 and calculated its relative bias from the reported CIₚ for each area and period.

To demonstrate the practical epidemiological utility of this type of internet-based sampling, we calculated for different values of SARₜ using the causal model most compatible with the primary data, deriving 95% CIs by bootstrap resampling (n=1000).

## Results

### Demographics

In total, 527 and 513 responses met the inclusion criteria from surveys s₁ and s₂, respectively. Demographic information is summarized as frequencies for each collection period, with Pearson chi-squared tests performed to compare raw counts to demographic distributions in the 2018 ACS update of the US Census Bureau (Table 2).

Significant age skews were apparent across all survey periods, with both respondents and relations skewing significantly younger than the known population distribution, while sex distributions were not significantly different than the ACS estimate for New York and New Jersey. This large age skew made the sample highly unrepresentative of the target population, but with a correctly specified causal model, it was possible to obtain an unbiased estimate of the cumulative infection rate CIₚ, as we next demonstrate through model diagnosis, selection, and evaluation.
Table 2. Demographic characteristics of survey samples.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Respondents, n(%)</th>
<th>Relations, n(%)</th>
<th>Combined, n(%)</th>
<th>ACS(^a) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Survey s(_1) (N=527)</td>
<td>Survey s(_2) (N=513)</td>
<td>Survey s(_3) (N=2635)</td>
<td>Survey s(_2) (N=2565)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;19</td>
<td>2 (0.4)</td>
<td>5 (1.0)</td>
<td>264 (10.0)</td>
<td>356 (13.9)</td>
</tr>
<tr>
<td>19-29</td>
<td>184 (34.9)</td>
<td>192 (37.4)</td>
<td>620 (23.5)</td>
<td>575 (22.4)</td>
</tr>
<tr>
<td>30-39</td>
<td>170 (32.3)</td>
<td>163 (31.8)</td>
<td>531 (20.2)</td>
<td>525 (20.5)</td>
</tr>
<tr>
<td>40-49</td>
<td>89 (16.9)</td>
<td>77 (15)</td>
<td>400 (15.2)</td>
<td>344 (13.4)</td>
</tr>
<tr>
<td>50-59</td>
<td>56 (10.6)</td>
<td>46 (9.0)</td>
<td>367 (13.9)</td>
<td>346 (13.5)</td>
</tr>
<tr>
<td>60-69</td>
<td>19 (3.6)</td>
<td>24 (4.7)</td>
<td>284 (10.8)</td>
<td>294 (11.5)</td>
</tr>
<tr>
<td>≥70</td>
<td>7 (1.3)</td>
<td>6 (1.2)</td>
<td>169 (6.4)</td>
<td>125 (4.9)</td>
</tr>
<tr>
<td>Chi-square (df=6)</td>
<td>475</td>
<td>480</td>
<td>457</td>
<td>358</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sex(^c)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N/A</td>
<td>1 (0.2)</td>
<td>3 (0.6)</td>
<td>20 (0.8)</td>
<td>77 (3.0)</td>
</tr>
<tr>
<td>Female</td>
<td>267 (50.7)</td>
<td>286 (55.8)</td>
<td>1353 (51.3)</td>
<td>1303 (50.8)</td>
</tr>
<tr>
<td>Male</td>
<td>259 (49.1)</td>
<td>224 (43.7)</td>
<td>1262 (47.9)</td>
<td>1185 (46.2)</td>
</tr>
<tr>
<td>Chi-square (df=1)</td>
<td>0.08</td>
<td>4.50</td>
<td>0.13</td>
<td>0.97</td>
</tr>
<tr>
<td>P value</td>
<td>.77</td>
<td>.03</td>
<td>.71</td>
<td>.32</td>
</tr>
<tr>
<td>Occupation (multiple)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Essential worker</td>
<td>153 (30.0)</td>
<td>140 (27.9)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Food service</td>
<td>31 (5.9)</td>
<td>27 (5.3)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Health care</td>
<td>66 (12.5)</td>
<td>69 (13.5)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Work from home</td>
<td>152 (28.8)</td>
<td>183 (35.7)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Not working</td>
<td>71 (13.5)</td>
<td>86 (16.8)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Other</td>
<td>231 (43.8)</td>
<td>173 (33.7)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\)ACS: American Community Survey of the US Census Bureau.

\(^b\)N/A: not applicable.

\(^c\)Sex inferred from the reported gender identity for comparison with the ACS.

Model Diagnosis, Selection, and Evaluation

In the first survey period, no model could be rejected at nominal \(\alpha=0.05\), but in the second survey period, only model \(G_{Rel,s}^{4.5}\) could not be rejected. The most likely explanation for why the 4 models were more distinguished in the second period is that the cumulative infection rate increased through the course of the epidemic, giving greater power to detect a statistical dependence in a model, even though the total sample size was similar between periods for each model.

Model Performance

The model \(G_{Rel,s}^{4.5}\) recovered accurate cumulative infection rate estimates, with the lowest bias across both survey periods for the full sample (NJ/NY), as displayed in Figure 4, with the estimator variance for all models increasing as the sample size decreased with a smaller geographic area.
Figure 4. Relative bias of cumulative infection estimates by geographic area, model, and survey period. NJ/NY: New Jersey and New York; NYC: New York City; NYC CBSA: New York City Combined Statistical Area contained within New Jersey and New York.

Estimating the Cumulative Infection Rate from the Household Secondary Attack Rate

The model $G_{\text{Rel}^*,s}$ was used to calculate the cumulative infection rate estimator for different values of $\text{SAR}_h$, as displayed in Figure 5. For all geographic areas and survey periods, the median estimate was approximately 1-4 times higher than the reported cumulative infection rate $\text{CI}_p$, with upper bounds ranging from 2.5-5 times higher.

Figure 5. For all geographic areas and survey periods, the median estimate was approximately 1-4 times higher than the reported cumulative infection rate $\text{CI}_p$, with upper bounds ranging from 2.5-5 times higher.

Reported Symptoms Among Respondents and Relations

The number of households with at least 1 confirmed SARS-CoV-2 infection increased by 2 times, and the number of households with at least 1 member recently hospitalized for influenza-like illness (hospital ILI) increased by 1.5 times for both respondents and relations across the 2 survey periods, as shown in Table 3. Despite this, the marginal rates of common symptoms (fever, aches, anosmia, allergy) remained similar across both periods. This highlights the practical difficulties of
estimating changes in $C_L$ by using common symptom checklists, as reported by internet surveys.

The correlation between health status indicators and symptoms remained largely the same across both periods (Figure 6). The notable exception is that the correlation between SARS-CoV-2 and hospital ILI increased from the first to the second survey period, presumably corresponding to the conversion from diagnosis to hospitalization as the epidemic progressed.

### Table 3. Respondent/relation household health status and symptoms by survey period.

<table>
<thead>
<tr>
<th>Person</th>
<th>Household health status, n (%)</th>
<th>Reported symptoms, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SARS-CoV-2$^b$</td>
<td>Fever</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Aches</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Anosmia</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Allergy</td>
</tr>
<tr>
<td><strong>Survey s1</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Respondents (N=1040)</td>
<td>25 (2.4)</td>
<td>32 (3.1)</td>
</tr>
<tr>
<td>Relations (N=5200)</td>
<td>155 (3.0)</td>
<td>211 (4.1)</td>
</tr>
<tr>
<td><strong>Survey s2</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Respondents (N=1040)</td>
<td>53 (5.2)</td>
<td>23 (2.3)</td>
</tr>
<tr>
<td>Relations (N=5200)</td>
<td>295 (5.8)</td>
<td>154 (3.0)</td>
</tr>
</tbody>
</table>

$^a$SARS-CoV-2: at least 1 household member had tested positive for SARS-CoV-2 infection by real-time reverse transcription polymerase chain reaction (rRT-PCR).

$^b$ILI: influenza-like illness.

$^c$Hospital ILI: at least 1 household member was recently hospitalized for an ILI.

### Discussion

**Principle Findings**

Using no external data and standard statistical independence tests, we were able to rank and reject all alternative models except the model $G_{Rel^a}^*$ that yielded the lowest bias for the cumulative infection rate estimator $\hat{G}$, with a bias of less than 4% on the full sample despite the high skew toward younger ages relative to the target population. Without randomization or representativeness, this study recovered accurate estimates of a key epidemiological parameter using an internet-based crowdsourced population in a dynamic public health crisis using only a few hundred samples.

Although we primarily intend this work to demonstrate the broad utility of graphical models as an aid to epidemiologists,
it is worth noting how useful internet-based epidemiology could prove in future epidemics by inspecting the estimates of $P_h$ for varying SAR$_{C}$ (Figure 5). A major source of confusion in the early COVID-19 pandemic was diverging estimates of the cumulative infection rate. By July 27, 2020, there were 228,679 rRT-PCR cumulative confirmed infections in NYC for a reported CI$_P$ of 2.65%. However, the actual CI$_P$ was estimated to be 23.3% by seroprevalence studies in the July 27-August 13, 2020, period—8.8 times higher [41-44]. A similar difference would imply that the reported CI$_P$ of 2.14% by May 8, 2020, corresponded to an actual CI$_P$ of ~19%. Using the simple method of estimating $P_h$ by SAR$_{C}$=0.38, it would yield intermediate estimates implying upper bounds on the actual CI$_P$ of 2.5 and 5 times the reported cumulative infection rate CI$_P$.

Limitations

The limitations of this approach are encoded directly in the set of causal graphs and entail explicit conditions where statistical tests will fail to reject incorrect models. For example, if age is a poor instrumental variable for response status, then with finite data, none of the models may be rejected by statistical tests. In contrast, if age is strongly related to the outcome variable household status $C_y$, but not response status, then all models could be rejected, even if there was no selection bias on $C_y$. More generally, if there is any relationship between a set of variables, there will be a statistically significant correlation, given sufficient data; therefore, any causal model regardless of its utility will be rejected if statistical tests are applied naively.

These inherent limitations are why we emphasize structural causal models as an aid and not a substitute for epidemiological judgment. The utility of causal modeling is the formal comparison and communication of alternative explanations of the sampled data. For example, in this study, we chose to not model information bias, instead focusing on detecting selection bias. The choice to ignore information bias is implicit in the presented causal graphs; none of them have a subgraph that models an information bias mechanism, such as rRT-PCR test constraints or inaccurate self-reporting. These causal models were constructed with these assumptions for the context and objectives of this study, and similar assumptions may not be acceptable for a different context or objective. The key point is that all these assumptions are made apparent on inspection of the causal graphs.

Conclusion

The COVID-19 pandemic is an unprecedented event, pushing the limits of the health care system worldwide. Reducing transmission via nonpharmacological interventions has been effective but requires near-real-time and accurate information across all segments of society, information that has been difficult to reliably ascertain. Given the vast divergence of cumulative infection rate estimates across early studies [43] and the consequences for undermining public trust, there is a clear use case for internet-based public health surveillance to rapidly estimate key epidemiological parameters. A major use of internet-based surveys in the COVID-19 pandemic has been estimating the rate of vaccine uptake. The Census Household Pulse and Delphi-Facebook overestimated COVID-19 vaccine uptake to May 2021 by 14% and 17%, respectively, in the United States [44], while a much smaller Axios-Ipsos online survey of a different design overestimated uptake by only 5% in the United States. Internet-based surveys are an important tool with several uses for managing a pandemic, but current methodology is hampered by an inability to successfully detect and mitigate estimate bias. However, looking beyond vaccine uptake, near-term public health interventions, and advances in treatments, COVID-19 continues to evolve along with human societies. Surveillance systems and statistical models that assume centralized reporting may not be as useful with the mass adoption of at-home tests for COVID-19; alternative approaches, such as the social network polling design used in this work, may need to be deployed. For these reasons, we hope that these recent advances in causal modeling theory are adopted by the epidemiological community for current and future epidemics.
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Abstract

Background: China has one of the highest tuberculosis (TB) burdens in the world. However, the unbalanced spatial and temporal trends of TB risk at a fine level remain unclear.

Objective: We aimed to investigate the unbalanced risks of pulmonary tuberculosis (PTB) at different levels and how they evolved from both temporal and spatial aspects using PTB notification data from 2851 counties over a decade in China.

Methods: County-level notified PTB case data were collected from 2009 to 2018 in mainland China. A Bayesian hierarchical model was constructed to analyze the unbalanced spatiotemporal patterns of PTB notification rates during this period at subnational scales. The Gini coefficient was calculated to assess the inequality of the relative risk (RR) of PTB across counties.

Results: From 2009 to 2018, the number of notified PTB cases in mainland China decreased from 946,086 to 747,700. The average number of PTB cases in counties was 301 (SD 26) and the overall average notification rate was 60 (SD 6) per 100,000 people. There were obvious regional differences in the RRs for PTB (Gini coefficient 0.32, 95% CI 0.31-0.33). Xinjiang had the highest PTB notification rate, with a multiyear average of 155/100,000 (RR 2.3, 95% CI 1.6-2.8; P<.001), followed by Guizhou (117/100,000; RR 1.8, 95% CI 1.3-1.9; P<.001) and Tibet (108/100,000; RR 1.7, 95% CI 1.3-2.1; P<.001). The RR for PTB showed a steady downward trend. Gansu (local trend [LT] 0.95, 95% CI 0.93-0.96; P<.001) and Shanxi (LT 0.94, 95% CI 0.92-0.96; P<.001) experienced the fastest declines. However, the RRs for PTB in the western region (such as counties in Xinjiang, Guizhou, and Tibet) were significantly higher than those in the eastern and central regions (P<.001), and the decline rate of the RR for PTB was lower than the overall level (P<.001).

Conclusions: PTB risk showed significant regional inequality among counties in China, and western China presented a high plateau of disease burden. Improvements in economic and medical service levels are required to boost PTB case detection and eventually reduce PTB risk in the whole country.

(JMIR Public Health Surveill 2022;8(7):e36242) doi:10.2196/36242
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Introduction

Tuberculosis (TB), an infectious disease caused by the bacterium *Mycobacterium tuberculosis*, is one of the top 10 causes of death worldwide. There were approximately 10 million new TB cases worldwide in 2019 and 1.4 million people died due to TB [1]. In the 1990s, China implemented the directly observed treatment, short-course (DOTS) approach, as recommended by the World Health Organization. Additionally, a series of major measures have been taken, including the formulation and implementation of TB prevention and control plans and the implementation of international collaborative projects for TB control. China has achieved the United Nations’ 2015 Millennium Development Goals 5 years ahead of schedule and has made a significant contribution to global TB prevention and control [2-4]. However, there are still challenges in the prevention of TB in China. Specifically, in 2019, China had approximately 840,000 new TB cases, accounting for 8.4% of the global total and ranking third among the 30 countries with a high TB burden [1]. In terms of the 2030 sustainable development goals (SDGs), preventing and managing TB in China is a challenging mission.

Despite some studies on the TB risk in China at the national and provincial levels, there has been a lack of evaluation of the unbalanced risk of pulmonary tuberculosis (PTB) as well as the trend of the risk at fine scales from long-term series in China in recent years [5-12]. A county-level study of PTB risk in China can reveal variations in the severity and efficacy of PTB prevention and control in different regions (provinces, municipalities, and autonomous regions) on a fine scale.

Therefore, the aim of this study was to investigate the unbalanced risks of PTB at different levels and how they evolved in both temporal and spatial aspects using PTB notification data from 2851 counties over a decade in China. These findings could be beneficial to optimize the distribution of health resources in China for TB prevention and control.

Methods

Data Sources and Definition of PTB Notification Rate

TB is one of the 40 notifiable infectious diseases in China. To improve the timely diagnosis, treatment, and supervision of TB patients nationwide, the Chinese Ministry of Health launched the National Tuberculosis Information Management System (TBIMS) in 2005, which records detailed information on TB patients, including outpatient information, case information, treatment, and supervision, as well as information on TB planning and management. In China, all diagnosed TB (any kind) should be recorded to the TBIMS according to the national TB prevention and control guidelines; thus, all active TB is included in the system such as bacterially confirmed or clinically diagnosed TB and extrapulmonary TB. All TB prevention and control facilities across the country can use the system to record TB case information and planning activity data in real time. This can be used to increase the detection rate of TB and strengthen TB patient management, as well as to control and eventually eliminate TB.

China’s administrative regions are generally divided into the following four levels: provincial, prefectural, county, and township levels. Counties are the basis of local government in the administrative division of Chinese society. There are specialized institutions for TB prevention and control at the provincial, prefectural, and county levels in China, including TB clinics, disease prevention and control centers, and TB designated hospitals.

In this study, the numbers of notified PTB cases and the populations of the 2851 county-level areas in mainland China from 2009 to 2018 were collected from the TBIMS. The annual PTB notification rate in a region was defined as the ratio of the annual number of notified PTB cases and the total population at the end of the year in the region.

Spatiotemporal Trend Modeling of the PTB Notification Rate

A Bayesian spatiotemporal model was built to analyze spatiotemporal patterns of PTB notification rates from 2009 to 2018. The spatiotemporal process of the PTB notification rate was decomposed into three components: the spatial random effect, overall time trend, and spatiotemporal interaction effect [13-15]. A Poisson regression model connected by a logarithmic function was used to model the process based on count data [16,17]. The Poisson log-normal model with the spatiotemporal effect is as follows:

\[ y_{it} = \text{Poisson}(\mu_{it}) \]  \hspace{1cm} (1)

\[ \mu_{it} = e_{it} \theta_{it} \]  \hspace{1cm} (2)

\[ \log(\theta_{it}) = \alpha + s_{it} + (b_{1i} + v_{i}) + b_{1i} e_{it} \]  \hspace{1cm} (3)

where \( y_{it} \) denotes the number of notified PTB cases in year \( t \) in the \( i \)th county, \( \mu_{it} \) is the expected number notified PTB cases, \( \alpha \) is the overall average level of the PTB notification rate in mainland China from 2009 to 2018, and \( s_{it} \) is the relative risk (RR) for PTB in the \( j \)th county during the study period; \( \exp(s_{it}) > 1 \) indicates that the RR for PTB in the \( j \)th county is higher than the overall average across mainland China, while \( \exp(s_{it}) < 1 \) means that the RR for PTB in the \( j \)th county is lower than the overall average. The time span relative to the middle time point (\( t_{mid} \)) of the study period is represented by \( t = t_{mid} \). \( b_{1i} + v_{i} \) describes the overall time trend of the RR, consisting of a linear trend \( b_{1i} \) and a time-random effect \( v_{i} \), allowing the overall time trend to show a nonlinear change. The spatiotemporal interaction term \( b_{1i} e_{it} \) represents the spatial variation in the time trend. \( b_{1i} \) measures the local trend decomposed from the overall time trend. If \( \exp(b_{1i}) > 1 \), the \( i \)th county has a stronger local trend (LT) than the global overall trend. Otherwise, \( \exp(b_{1i}) < 1 \) indicates that the \( i \)th county has a weaker LT than the global overall trend. The \( e_{it} \) item is an unstructured random effect in the model.

For each model parameter, prior distributions were allocated. A uniform distribution was assigned to the intercept term \( \alpha \).

We selected the Besag-York-Mollie (BYM) model to reveal the overall spatial random effect \( s_{it} \) [18,19]. The intrinsic conditional autoregressive (ICAR) prior with a spatial adjacency...
matrix $W$ was adopted for the spatial structure, where $w_{ij}=1$ if the $i$th and $j$th counties are neighborhoods and $w_{ij}=0$ otherwise. The ICAR prior implies that adjacent regions tend to have similar overall notification rates. The same BYM prior was used for the parameter $b_{1i}$. The temporal random effect $v_{t}$ was assumed to follow a Gaussian distribution as $v_{t} \sim N(0, \sigma_{v}^{2})$. Finally, $\varepsilon_{ij}$ followed the distribution $\varepsilon_{ij} \sim N(0, \sigma_{\varepsilon}^{2})$. As suggested by Gelman [20], a strictly positive half Gaussian prior $N_{+}(0, 10)$ was assigned to parameters of random-effect standard deviations, including $\sigma_{v}$ and $\sigma_{\varepsilon}$.

We implemented the model in WinBUGS, a software program specifically designed for Bayesian analysis [21]. Markov chain Monte Carlo (MCMC) simulations were used to obtain posterior distributions of model parameters. Specifically, with different starting values, we ran two MCMC chains for each model with 200,000 iterations. The first 150,000 iterations were burned in. Every 10th iteration for the remaining 50,000 MCMC iterations was retained to make inferences. The Gelman-Rubin statistic was used to test convergence [22]. The Gelman-Rubin statistic values for all parameters in this study were below 1.05, indicating that the model converged.

**Inequality Measurement: Gini Coefficient of PTB Risk**

To assess the inequality of the RR of PTB across counties, we computed the Gini coefficient using the formula:

$$G = \frac{1}{2n(n-1)} \sum_{i=1}^{n} \sum_{j>i}^{n} \left( \frac{x_{i} - x_{j}}{x_{i} + x_{j}} \right)$$

where $x$ is the RR, and $i$ and $j$ indicate counties. As shown by equation (4), the Gini coefficient can be interpreted as the average relative differences between all pairs of counties.

**Results**

**Temporal Trend and Spatial Distribution of the PTB Notification Rate**

The number of notified PTB cases in mainland China decreased from 946,086 to 747,700 between 2009 and 2018, showing a downward trend (Table 1, Figure 1). In 2017, the number of notified PTB cases was at its lowest (732,612). The average number of PTB cases in counties decreased from 346.2 to 276.8, with the lowest reported in 2017 (270.5). The average number of PTB cases in counties was 301 (SD 26). The overall average notification rate in mainland China was 60 (SD 6) per 100,000 people. The rates of PTB notifications in China’s provinces varied significantly (Figure 2), with the rate in the western region being higher than those in the eastern and central regions.

Western provinces, including Xinjiang, Tibet, Guizhou, and Guangxi, had multiyear overall notification rates higher than 90/100,000. Xinjiang had the highest PTB notification rate, with a multiyear average of 155/100,000, followed by Guizhou (117/100,000) and Tibet (108/100,000). The lowest PTB notification rates were reported in Beijing and Tianjin, with multiyear overall notification rates of 23 and 22 per 100,000, respectively. During the study period, notification rates declined in most provinces, but increased in some western provinces such as Xinjiang, Yunnan, and Qinghai. The rates in Gansu and Shanxi decreased by more than 50%, while the rates in Yunnan and Qinghai increased by 10%-15%.

Table 1. Summary statistics of the number of pulmonary tuberculosis (PTB) cases in counties.

<table>
<thead>
<tr>
<th>Year</th>
<th>Total PTB cases (N=8,176,058), n (%)</th>
<th>Mean (SD)</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Minimum</td>
<td>P25a</td>
</tr>
<tr>
<td>2009</td>
<td>946,086 (11.57)</td>
<td>346.2 (276.95)</td>
<td>0</td>
</tr>
<tr>
<td>2010</td>
<td>901,189 (11.02)</td>
<td>330.3 (274.56)</td>
<td>0</td>
</tr>
<tr>
<td>2011</td>
<td>874,759 (10.70)</td>
<td>321.6 (273.46)</td>
<td>1</td>
</tr>
<tr>
<td>2012</td>
<td>862,579 (10.70)</td>
<td>316.8 (278.50)</td>
<td>1</td>
</tr>
<tr>
<td>2013</td>
<td>818,876 (10.02)</td>
<td>301.7 (267.18)</td>
<td>1</td>
</tr>
<tr>
<td>2014</td>
<td>786,256 (9.62)</td>
<td>289.9 (261.73)</td>
<td>1</td>
</tr>
<tr>
<td>2015</td>
<td>763,230 (9.33)</td>
<td>282.3 (263.03)</td>
<td>2</td>
</tr>
<tr>
<td>2016</td>
<td>742,771 (9.08)</td>
<td>274.5 (259.55)</td>
<td>1</td>
</tr>
<tr>
<td>2017</td>
<td>732,612 (8.96)</td>
<td>270.5 (263.80)</td>
<td>1</td>
</tr>
<tr>
<td>2018</td>
<td>747,700 (9.14)</td>
<td>276.8 (343.34)</td>
<td>0</td>
</tr>
</tbody>
</table>

aP25: 25th percentile.
bP50: 50th percentile.
cP75: 75th percentile.
Figure 1. Temporal trend in the number of notified pulmonary tuberculosis cases and the overall rates in mainland China from 2009 to 2018.

Figure 2. Spatial distributions of pulmonary tuberculosis (PTB) notification rates in counties of 31 provinces in mainland China from 2009 to 2018.
The spatial distributions of PTB notification rates within each province were also unbalanced with significant heterogeneity. The notification rates in southwestern Xinjiang, Guizhou, and southeastern Tibet were generally high in most years. The notification rate in southern Xinjiang increased dramatically. In contrast, the rates in counties in Gansu, northeastern China, central Inner Mongolia, eastern Guangxi, Shandong, Jiangsu, and Sichuan decreased significantly (Figure 2).

Spatial Relative Risk and Temporal Trend of PTB

The RR for PTB showed a steady downward trend (Figure 3a), but the rate of decline gradually slowed in later years. There were obvious regional differences in the RRs for PTB, with those in the western region being significantly higher than those in the eastern and central regions ($P<.001$). Provinces were divided into three categories according to the RR values, represented by the item $\exp(s)$ in the model (Figure 3b). The red and orange provinces (RR≥1.2) in Figure 3b had significantly higher RRs than the overall average. Xinjiang (RR 2.3, 95% CI 1.6-2.8; $P<.001$), Tibet (RR 1.7, 95% CI 1.3-2.1; $P<.001$), Guizhou (RR 1.8, 95% CI 1.3-1.9; $P<.001$), and Hainan (RR 1.7, 95% CI 1.3-2.1; $P=.003$) had the highest RRs, followed by Hubei, Chongqing, Hunan, Jiangxi, Guangxi, and the three northeastern provinces. The provinces indicated in blue and light blue (RR≤0.9) in Figure 3b had significantly lower RRs than the overall average. Beijing (RR 0.4, 95% CI 0.3-0.5; $P<.001$), Tianjin, Shanghai, and Shandong had the lowest RRs, followed by Hebei, Shanxi, Ningxia, Jiangsu, and Fujian. The RRs for PTB in other regions were similar to the overall average of mainland China (0.9<RR<1.2).

Figure 3. The relative risk (RR) for pulmonary tuberculosis (PTB) in mainland China from 2009 to 2018. (a) Overall temporal trend (95% CI); (b) RR at the province level; (c) RR at the county level. $s_i$ is the RR for PTB in the $i$th county during the study period.

RRs were also spatially distributed heterogeneously at the county level within provinces (Figure 3c). In Xinjiang, 18% of counties had RRs<1, and they were located in the north-central region; 55% of counties had RRs>2, and most of them clustered in the south and north regions. The RRs for PTB in Tibet increased from northwest to southeast. Counties with RRs>2 (accounting for 45% of the total counties in Tibet) were distributed in the southeast. The classification based on the posterior distribution is shown in Multimedia Appendix 1.

Local Trends in the RR of PTB

In different regions of China, the decline rate of the RR varied significantly (Figure 4). The decline in the RR in the western region of China was generally lower than those in the central and eastern regions ($P<.001$). In mainland China, Xinjiang experienced the slowest RR decline, followed by Qinghai, Guizhou, Yunnan, Liaoning, and Beijing, all of which were slower than the overall trend. Gansu (LT 0.95, 95% CI 0.93-0.96; $P<.001$) and Shanxi (LT 0.94, 95% CI 0.92-0.96; $P<.001$) experienced the fastest declines, followed by Inner
Mongolia (LT 0.97, CI 0.95-0.99, \(P<.001\)), Jilin (LT 0.96, 95% CI 0.95-0.98; \(P<.001\)), and Jiangsu (LT 0.97, 95% CI 0.95-0.99; \(P<.001\)), all of which were faster than the overall trend. At the county level, the proportion of counties with \(\exp(b_{1i})>1\) in Xinjiang, Guizhou, and Yunnan provinces was greater than 90%, and the proportion of counties with \(\exp(b_{1i})<1\) in Gansu and Shanxi provinces was 95%, displaying a fast decline.

**Figure 4.** Distribution of the departures of the local trends from the overall trend in mainland China from 2009 to 2018. (a) The departures of the local trends from the overall trend at the province level. (b) The departures of the local trends from the overall trend at the county level.

A summary of the provincial overall RRs of PTB and their departures from the country overall RR is shown in **Figure 5** to compare the relative severity of PTB in different provinces. The bottom left quadrant includes provinces with lower RR and a faster decline in RR for PTB than the overall trend, such as Shanxi, Jiangsu, and Shandong. In contrast, the top right quadrant clusters provinces that had higher RRs and a slower decline in RR for PTB than the overall trend, such as Xinjiang, Guizhou, and Tibet.
**Discussion**

We used the number of PTB cases at the county level from 2009 to 2018 to analyze the risk of PTB over a decade in China. The overall average notification rate was 60 (SD 6) per 100,000 people. The RRs for PTB showed a steady downward trend. China, which has one of the world’s highest TB burdens, still faces many TB-related public health challenges. Although the TB epidemic in China has decreased significantly in recent years, the imbalance in the burden of TB among different regions is severe, according to the fifth national TB prevalence sampling survey [2]. Generally, the TB prevalence in western regions is higher than those in eastern and central regions, and the TB prevalence is higher in rural areas than in urban areas. Discovering the unevenness of PTB risk between regions and the variability of its trends is important for allocating medical resources for PTB and assessing the efficiency of treatment.

China issued the “Stop Tuberculosis Action Plan (2019-2022)” to further promote the end of the TB epidemic. The plan clarifies the goals and directions of China’s recent TB control program [23]. The notification rate of PTB in mainland China showed a downward trend from 2009 to 2018. This phenomenon indicated that the comprehensive implementation of the national TB prevention and control plan had a significant effect, although the declining PTB trend has gradually slowed in recent years.

The spatial distribution of TB is related to the geographical location, economy, population, and environment, and its transmission is characterized by a spatial clustering distribution [5,10,11,24]. The results showed that the RR for PTB in the western region of China was significantly higher than those in the eastern and central regions. The reason might be that patients with PTB in the western region are unable to receive a diagnosis and treatment in a timely manner due to the relatively low economic level and scarcity of resources for medical service systems and facilities. Demographic characteristics, industrial structure, and health habits may also contribute to the high risk...
of PTB in the western region [9]. Compared with the western region, the central and eastern regions have more developed economies and more advanced medical services [25-27].

The results show that Xinjiang has had the highest PTB notification rate in mainland China for many years [28]. Both the PTB notification case number and notification rate in Xinjiang from 2009 to 2018 gradually increased. A possible reason might be that Xinjiang has adopted a series of measures to screen cases and to control the PTB epidemic. By the end of 2010, Xinjiang had achieved 100% DOTS coverage. In 2013, Xinjiang took the lead in China to implement a new “three-in-one” TB prevention and control service model. This model transformed TB prevention and control activities managed by the local Center for Disease Control (CDC) into an integrated collaboration system involving local CDCs, designated hospitals, and primary medical and health care institutions to coordinate TB prevention and treatment. Policies including centralized isolation treatment for patients during the infectious period and home treatment for patients in the noninfectious period, such as the “centralized medication+nutritious breakfast” approach, have also been implemented in Xinjiang.

The overall PTB notification rate in Tibet showed a decreasing trend, whereas the notification rates in some counties increased. The gradual extension of the TBIMS and Infectious Disease Recording and Reporting Systems (IDRS) in Tibet in recent years is a possible reason for this. As people’s health awareness increases, more people receive health examinations, and many potential PTB cases are detected through health examinations [29]. The majority of Tibet’s population and cities are concentrated in the lower Yarlung Zangbo River Valley in the southeast. Therefore, the RR for PTB gradually increased in a northwest to southeast direction in Tibet. These regions with a lower altitude and a more suitable climate for human living are dense areas of PTB [30]. In addition, the higher RRs for PTB in Xinjiang and Tibet have certain relationships with attention by local governments and people’s living habits [9,30,31]. Many herdsmen have a relatively low educational level, limited economic income, and lack of access to local health services, which promote the continuous spread of PTB and influence PTB prevention and control [29].

The RR for PTB in Qinghai had a relatively stable decreasing trend in the early study period and showed a significant upward trend in 2017 and 2018 [32]. The PTB epidemic in Guizhou has always been at a high level in China, and the main factor affecting PTB transmission is the floating population [33]. The epidemic situation has greatly improved as a result of a shift in the government’s focus in recent years and the strengthening of various TB intervention measures. Therefore, there is a need to strengthen health education, improve the accessibility of health services, and balance the distribution of medical and health resources to improve the rates of TB diagnosis and treatment in the western region.

A high gross domestic product per capita often indicates a high quality of life, a balanced diet, and hygiene knowledge among residents. Tianjin, Beijing, Shanghai, and Shandong were the provinces (municipalities) with the lowest RRs for PTB in mainland China. These provinces have high levels of economic development, high levels of education among the population, high levels of TB knowledge of disease prevention, and high medical standards. In contrast, less developed areas are constrained by economic and cultural factors, and the PTB epidemic is serious in these areas. Considering China’s large population, high proportion of the population with latent TB infection, unbalanced regional development, aging population, increasing floating population, and heavy economic burden, it is necessary to increase the detection, diagnosis, and treatment of TB on the existing basis; optimize the TB prevention and treatment service system; and increase funding to ensure that China achieves the SDGs on schedule by 2030 [34].

There are some limitations that should be considered when interpreting the study findings. First, we did not analyze any type of TB other than PTB, which may have different temporal and spatial patterns of risk. However, considering that PTB cases account for more than 80% of total TB cases, the overall trend should be similar. Second, the specific effects of economic development and medical resources on TB were not considered in the study, which might also vary significantly in different regions.

In conclusion, the overall rate of PTB notification decreased steadily in the last decade in China. However, the notification rates between different provinces and within each province exhibited significant regional inequality. Western China presented a high plateau of the disease burden. These regions also had relatively low declining trends compared to the national overall trend. Improvements in economic and medical service levels in such regions are required to boost PTB case detection and eventually reduce PTB risk in the whole country. These findings improve our understanding of the characteristics of the PTB distribution in China, and provide evidence for the spatial strategy to contain the PTB epidemic.
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Classification result based on exp(s_i) posterior distribution in mainland China from 2009 to 2018. (a) Classification result based on exp(s_i) posterior distribution at the province level; (b) Classification result based on exp(s_i) posterior distribution at the county level.
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Abstract

Background: Improving the health self-management level of patients with tuberculosis (TB) is significant for reducing drug resistance, improving the cure rate, and controlling the prevalence of TB. Mobile health (mHealth) interventions based on behavioral science theories may be promising to achieve this goal.

Objective: This study aims to explore and conduct an mHealth intervention based on the Integrated Theory of Health Behavior Change (ITHBC) in patients with pulmonary TB to increase their ability of self-care management.

Methods: A prospective randomized controlled study was conducted from May to November 2020. A total of 114 patients who were admitted consecutively to the TB clinic of Harbin Chest Hospital, China from May 2020 to August 2020 were recruited by convenience sampling. Patients were divided into the control group and intervention group, and all received a 3-month intervention. Patients in the intervention group and the control group received routine medical and nursing care in the TB clinic, including the supervision of their medications. In addition, pharmacist-assisted mHealth (WeChat) intervention based on the ITHBC theory about TB management was provided to the intervention group. The primary outcome was self-management behavior, while the secondary outcomes were TB awareness, self-efficacy, social support, and degree of satisfaction with health education. The outcomes were measured using web-based self-designed and standard questionnaires administered at baseline and at the end point of the study. Intergroup data were assessed using the Mann-Whitney U test, whereas intragroup data were assessed with the Wilcoxon test (for paired samples).

Results: A total of 112 patients (59 in intervention group and 53 in control group) completed the study. After the intervention, a statistically significant increase was noted in the scores of each item of self-care management behaviors compared with the scores at the baseline ($P<.001$) in the intervention group. The scores of all self-care management behaviors of the control group were lower than those of all self-care management behaviors in the intervention group (all $P<.05$), except for the item “cover your mouth and nose when coughing or sneezing” ($P= .23$) and item “wash hands properly” ($P=.60$), which had no statistically significant difference from those in the intervention group. Compared with those at baseline, TB knowledge awareness, self-efficacy, social support, and degree of satisfaction with health education in the intervention group increased significantly ($P<.001$), and the intervention group had significantly higher scores than the control group ($P<.001$).
Conclusions: mHealth intervention for TB self-management based on ITHBC could deepen the understanding of patients with TB about their disease and improve their objective initiative and self-care management behaviors, which were beneficial for promoting compliance behavior and quality of prevention and control for pulmonary TB.

Trial Registration: Chinese Clinical Trial Registry ChiCTR2200055557; https://tinyurl.com/4ray3xnw
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ITHBC; mHealth; RCT; pulmonary tuberculosis

Introduction

Tuberculosis (TB) is a communicable disease, which is one of the top 10 causes of death worldwide and the leading cause of death from a single infectious agent (ranking above AIDS). According to the estimates of the World Health Organization, in 2019, there were 9.87 million new cases of TB and 1.28 million deaths. China is one of the 30 high TB burden countries. In 2020, the number of new TB cases in China was 842,000, ranking second in the world [1]. Hence, TB is a major public health problem with high incidence and mortality worldwide.

Self-management is defined as a task that patients undertake to deal with the medical, role, and emotional management of their chronic conditions [2]. For patients with TB, self-management includes adhering to medication and treatment, maintaining a healthy diet and adequate amount of exercise, keeping a good mental state, and strengthening personal capacity to solve problems [3]. Therefore, improving the self-management level of patients with TB is of great significance for controlling their illness, increasing their quality of life, improving the cure rate, and controlling the prevalence of TB [4].

Public health programs have used various interventions to improve the self-management level of patients with TB, especially with regard to their adherence to TB treatment [5]. One of the most common interventions is directly observed therapy (DOT), in which a health worker, family member, or community member observes the patient taking TB medications [6]. The fact that people can be closely monitored and the social process with peer pressure are the advantages of DOT that may improve patients’ medication adherence [7]. However, until now, DOT is still not optimal because of its inconvenience and labor-intensive practice [8,9]. Moreover, the COVID-19 pandemic has resulted in the need for “social distancing,” which has caused the suspension of DOT and an exponential use of mobile health (mHealth) approaches for patient care [10]. Further, the World Health Organization has called for maximizing remote care and support for people with TB by expanding the use of digital technologies [1]. All these factors have driven the development of mHealth that can be defined as using mobile computing and communication technologies in support of health care to supplement the traditional clinical-based care [11]. Common mHealth interventions and programs include video-based DOT and mobile phone text messaging to support treatment compliance and health education [9]. So far, the acceptability, feasibility, and efficiency of mHealth in improving patient adherence and supporting TB treatment have shown promising results [12]. This study will take advantage of mHealth and make use of web-based health interventions for patients.

Although evidence indicates that health promotion interventions based on behavioral science theories are more effective than those without theoretical models, only few interventional studies related to TB self-management have used theoretical models as guidance [13]. Therefore, we aimed to evaluate an mHealth intervention to improve the self-management level of patients with TB based on the Integrated Theory of Health Behavior Change (ITHBC). The ITHBC suggests that health behavior change can be promoted by enhancing knowledge and beliefs, strengthening social facilitation, and increasing self-regulation skills and abilities, of which the first two promote the latter [14]. Engagement in self-management behaviors is regarded as the proximal outcome influencing the distal outcome of improved health status [15]. The ITHBC summarizes the key components of health behavior change processes and provides the pivotal components for intervention development, which has great referential significance for the design of intervention measures in this study. The theoretical framework of ITHBC is shown in Figure 1.

WeChat is the most popular social media platform in China [16]. Its wide application in the daily life of every Chinese indicates that it a promising new medium for delivering health care in a cost-effective way. Accumulating evidence has robustly proved that WeChat-based mHealth is acceptable, feasible, and cost-effective in improving health outcomes in various health conditions [17,18]. Therefore, we aimed to develop an ITHBC-based mHealth intervention targeting self-management in patients with TB and to study whether this WeChat-based intervention can significantly improve the self-management level of patients with TB and the cure rate of TB and reduce the infection rate and drug resistance.
Methods

Study Design

A prospective randomized controlled trial was conducted in Harbin Chest Hospital, China from May to November 2020. Convenience sampling was performed to recruit 114 patients with pulmonary TB. They were assigned into the intervention group and control group in a 1:1 ratio by using a computer-based random number generator, and all received a 3-month intervention. WeChat groups were created by a pharmacist to provide health education for the participants. Patients in the intervention group and the control group received routine medical and nursing care in the TB clinic, including the supervision of their medications. In addition, pharmacist-assisted mHealth intervention based on the ITHBC theory about TB management was provided to the intervention group. This trial is reported in accordance with CONSORT-eHEALTH (see Multimedia Appendix 1 for the completed CONSORT-eHEALTH form V 1.6.1).

Based on the ITHBC theory, we summarized the epidemiological characteristics of TB and the self-management and psychology of patients with TB through a literature review. The research team created a multidisciplinary panel comprising of a TB pharmacist, 2 nursing experts, 2 TB physicians, and a public health expert to discuss and develop the intervention program. A statistician was also included to be responsible for the random allocation of the participants and data analysis. Semistructured interviews were conducted with 4 patients randomly selected in the finally included participants to know their mastery of TB knowledge, diets, exercise habits, risk factors and awareness, personal needs and wishes, and concerns and inertia. After communication, we conducted individualized assessments to refine the intervention program. Finally, 20 participants who would not be enrolled in the final trials were randomly selected to complete the pretest to refine self-designed scales. The face and content validity of the self-designed questionnaire were determined by pretest and experts, respectively.

Sample Size

The formula for sample size calculation was as follows:

\[ n = \frac{2 \times \sigma^2 \times (1-\beta)}{\delta^2} \]

We assumed \( \sigma = 1.6 \) and \( \delta = 1.02 \) with reference to a preliminary study [19] when \( \alpha = 1.6, 1-\beta = 0.80 \), and then we got \( n = 40 \) for 1 group. Considering dropouts (20%) over the course of the study, 100 patients were included (50 for control group and 50 for intervention group).

Study Participants

The participants in this study were patients who were admitted consecutively to the TB clinic of Harbin Chest Hospital from May to August 2020, and the study was conducted between May and November 2020. Each participant’s intervention started as long as they were enrolled offline at the hospital by face-to-face communication. Therefore, all the patients were not recruited or started with the intervention at the same time, but all completed the 3-month intervention.

The eligibility criteria were (1) 18 years old or older, (2) experiencing newly diagnosed active pulmonary TB according to the classification of TB (WS 196-2017) issued by the People’s
Republic of China State Health and Family Planning Commission [20], (3) literate and capable of using WeChat, and (4) hospitalized when enrolled in the study. The exclusion criteria were as follows: (1) experiencing drug-resistant pulmonary TB or treated according to the treatment plan of drug-resistant TB and (2) complicated with serious diseases such as AIDS, malignant tumor, and severe diseases that were newly diagnosed in the heart, brain, liver, and kidney. All patients in both the groups received the therapy in the hospital for nearly 1 month since the intervention started and then received TB outpatient treatment for 2 months. The median hospitalization time for the intervention group was 25 (IQR 18-32) days, while that for the control group was 24 (IQR 16-31) days \( (P=.35) \). All patients gave web-based informed consent to participate in this study (see Multimedia Appendix 2 for the informed consent). Patients whose treatment regimens were changed or lost to follow-up were terminated from this study.

Interventions

Intervention for the intervention group on the day of hospitalization included health education in WeChat groups, web-based health education lectures, and receiving health education plans as well as routine medical and nursing care such as supervision of their medications, which continued for 1 month. Then they received therapy at outpatient clinics and were provided with the same intervention as provided in the hospital for 2 months (see Multimedia Appendix 3 for the screenshots of the health education in the WeChat group). Patients in the control group received routine medical and nursing care in the TB clinic, including supervision of their medications. Meanwhile, the pharmacist also created a WeChat group for the control group to allow patients to communicate with each other but without any intervention. The content of the intervention was designed based on the ITHBC theory, and the flow chart is presented in Figure 2.

Figure 2. The flow chart of the randomized controlled trial. ITHBC: Integrated Theory of Health Behavior Change; TB: tuberculosis.

Knowledge and Belief

Information and desire to change are the prerequisites that patients engage in recommended behaviors. In our study, health education can be divided into knowledge education and belief education. Knowledge was defined as information of pulmonary TB, and belief was defined as personal perceptions about patients’ health condition or health behaviors [14]. Knowledge education contained basic knowledge, diet management, hygiene routines, and medication management. Belief education was conducted in weekly meetings to increase the consciousness of crisis for disease and patient confidence for disease management. The pharmacist gave individualized health education based on baseline information. Education forms included WeChat groups and online lectures. The topics of the health education are presented in Multimedia Appendix 4, which were sent to the WeChat group in the form of articles, pictures, or videos. Patients were guided every Monday for 10 minutes in WeChat. Web-based lectures were conducted every Thursday for an hour through WeChat.

Self-regulation Skills and Ability

Patients with the desire to change health behaviors should learn self-regulation skills and the ability to apply TB knowledge to their lives. To improve self-regulation skills and ability, the pharmacist summarized patients’ current behavior and issues measured at the baseline to make an individualized health education plan in a month and a short-term aim in a week during hospitalization. The plans in the latter 2 months would be made according to performance of the patients in the previous month. Patients were asked to self-monitor and record daily health behaviors and emotions. A meeting was held by the pharmacist...
in the WeChat group every Saturday, where patients reported and self-evaluated their own behaviors and emotions; moreover, they had exchange of views with wardmates. The pharmacist would give some timely guidance to help the patients make the next aim themselves.

Social Facilitation

Excellent social facilitation positively influences and supports patients’ engagement in health behaviors. According to the ITHBC theory, social facilitation includes social influence and social support. Patients are more likely to engage in health behaviors when authorities sway their thinking and motivation, which is called social influence. In our study, social influence came from health care providers, especially pharmacists who offered the intervention, family, and significant others (eg, wardmates, friends, neighbors, colleagues, social media). Social support includes emotional, instrumental, and informational support, which were offered by health care providers, family, friends, and others. The patient’s family received health education in rounds with patients, attended web-based lectures, and supervised the patients. They were encouraged to take the lead in adopting health behaviors and provide comfort and company for the patients in their family. The pharmacist provided instrumental and informational support by establishing a WeChat group and health education. Wardmates communicated with and encouraged each other in wards and in the WeChat group. During the intervention, when the country was in lockdown during the COVID-19 epidemic, patients also received much tutorial advice on preventive behaviors, as the coronavirus transmission is similar to that of pulmonary TB virus.

Outcome Measures

All the patients filled out a web-based questionnaire of demographic information at baseline (see Multimedia Appendix 5 for the questionnaire 1). The primary outcome was self-management behavior. Secondary outcomes were TB knowledge awareness, self-efficacy, social support, and degree of satisfaction with health education. The outcome data were collected by scales at baseline and at the end of the study when patients were hospitalized and at home, respectively. Clinical pharmacists used the web-based platform of Wen Juan Xing [21] to distribute the questionnaire (see Multimedia Appendix 5 for the questionnaire 2), and patients filled it while the pharmacist guided them face-to-face (in hospitalization) or telephone (after discharge). The demographic information of the patients was collected by the medical record system and the self-designed questionnaire.

Primary Outcome: Self-management Behavior

Self-management behavior was measured using a self-designed structured scale with item 4 in questionnaire 2. General self-management behaviors consisted of COVID-19-related behaviors, medication behaviors, and lifestyle habits with 13 items and a 5-level Likert scoring method. Each item was scored as 1-4 points, with 1=no intention to act, 2=intention to act, 3=having acted but stopped, 4=starting to act, and 5=having acted and considering keeping on. Higher scores indicated greater self-management behaviors. Cronbach α was .966, suggesting good internal consistency of the scale.

Secondary Outcomes

TB Knowledge Awareness

A self-designed constructed questionnaire (item 3) was administered to evaluate TB knowledge awareness in basic knowledge and hygiene routines with 5 items and a 5-level Likert scoring method. Answers were comprised of totally disagree (score=1), disagree (score=2), uncertain (score=3), agree (score=4), and totally agree (score=5). The score of each item was summed to give a total TB knowledge score, with higher score indicating a better knowledge level. The coefficient of Cronbach α was .772.

Self-efficacy

The chronic disease self-efficacy scale [22] (items 6-11) was applied to measure the self-efficacy of patients. This scale has 6 items, including symptom management, daily life management, emotional management, and disease control. A 10-point scoring test was used, and each item was rated from 1=not at all confident to 10=completely confident. The score of each item was summed to give the scale’s score (range 6-60), and higher scores indicated higher self-efficacy level. The coefficient of Cronbach α was .910.

Social Support

The perceived social support scale, designed by Blumenthal et al [23] (item 2), was used to assess a patient’s perception of the social support from family, friends, and significant others. The scale had 12 items and contained 3 subscales of 4 items each. Response options ranged from 1=not at all satisfied to 7=very satisfied. Higher scores indicated more social support. The coefficient of Cronbach α was .97.

Degree of Satisfaction With Health Education

To assess patients’ satisfaction of the intervention organized by the pharmacists, a self-designed scale (item 5) based on the Unified Theory of Acceptance and Use of Technology [24] was applied to evaluate the degree of satisfaction with health education. This item had 10 subitems and consisted of 3 sections, which are performance expectancy (4 subitems), effort expectancy (4 subitems), and facilitating conditions (2 subitems). It was a 7-point scale from “totally dissatisfied” to “totally satisfied.” A higher score indicated higher satisfaction. The coefficient of Cronbach α was .963.

Quality Control

In order to ensure the quantity and homogeneity of the participants, the participants were selected in strict accordance with the criteria of inclusion and exclusion, which were checked by TB physicians. We chose newly diagnosed patients with active pulmonary TB to make sure of a consistent treatment plan and to reduce bias caused by different medication therapies. A study [25] has shown that the generation of a random sequence should be done by some independent personnel, usually a statistician, who is not going to be involved in the conduct of the randomized controlled trial. To ensure the scientific nature of the random allocation, this study had a
statistician responsible for the random allocation of the participants and the data analysis. The researchers discussed the intervention measures of this study with an interdisciplinary panel in the field of TB and conducted structured interviews with the participants in order to further improve the intervention program. In addition, a pretest was conducted before formal intervention to find the problems in the design of the intervention and to optimize the intervention program. The clinical pharmacist explained the purpose and significance of this study to the participants and obtained informed consent. In the process of filling out the questionnaire, the clinical pharmacist helped to explain the questionnaire to the patients to ensure that the questionnaire was completed efficiently, but it was not instructive. Moreover, when using the data collection tool, known as Wen Juan Xing, patients could not submit the questionnaire unless they completed every question, which avoided missing data.

**Statistical Analysis**

Statistical analysis was implemented using SPSS Statistics 26.0 software (IBM Corp). Normality tests were applied to assess the distribution of the continuous data, and nonnormally distributed data were presented as median (IQR). The Mann-Whitney U test was used to compare the changes in each scale score between the 2 groups at the baseline and the end point, while the Wilcoxon test (for paired samples) was applied to compare the difference between the baseline and the end point of each scale score in each group. The demographic characteristics of the 2 groups were compared using the chi-square test. \(P<0.05\) (2-tailed test) was considered as statistically significant.

**Ethics Approval**

This study was approved by the ethics committee of Harbin Chest Hospital, China (2020-10).

**Results**

**Characteristics of the Patients**

A total of 114 patients participated in this study, and they were randomly assigned to the intervention group (n=59) and the control group (n=55). During the study period, 2 patients dropped out (2/114, 1.8%). Therefore, 112 patients were included in the statistical analysis finally. Of the 112 patients, 64 (57.1%) were males. All patients were aged 18 years and older and were mainly aged between 18 and 30 years (39/112, 34.8%), and only 7 (6.3%) were older than 60 years. Approximately half of the patients had a college degree or higher (51/112, 45.5%). Most patients (101/112, 90.2%) lived with their families or friends, and 71 (63.4%) were married. The demographic information of the patients is shown in Table 1. At baseline, approximately all patients’ characteristics were similarly distributed between the intervention and the control groups.
Table 1. Demographic characteristics of the patients.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Intervention group (n=59), n (%)</th>
<th>Control group (n=53), n (%)</th>
<th>$\chi^2$ (df)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>31 (53)</td>
<td>33 (62)</td>
<td>1.1 (1)</td>
<td>.30</td>
</tr>
<tr>
<td>Male</td>
<td>28 (47)</td>
<td>20 (38)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-30</td>
<td>21 (36)</td>
<td>18 (34)</td>
<td>1.7 (4)</td>
<td>.79</td>
</tr>
<tr>
<td>31-40</td>
<td>15 (25)</td>
<td>12 (23)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>41-50</td>
<td>7 (12)</td>
<td>11 (21)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>51-60</td>
<td>12 (20)</td>
<td>9 (17)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;60</td>
<td>4 (7)</td>
<td>3 (6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Race/ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Han</td>
<td>58 (98)</td>
<td>51 (96)</td>
<td>0 (1)</td>
<td>.93</td>
</tr>
<tr>
<td>Other ethnicities</td>
<td>1 (2)</td>
<td>2 (4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Religious belief</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>There is belief</td>
<td>4 (7)</td>
<td>4 (8)</td>
<td>0 (1)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>No belief</td>
<td>55 (93)</td>
<td>49 (92)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
<td>1.9 (2)</td>
<td>.40</td>
</tr>
<tr>
<td>Unmarried</td>
<td>18 (31)</td>
<td>19 (36)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>40 (68)</td>
<td>31 (58)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>1 (2)</td>
<td>3 (6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Per capita monthly income (CNY)</strong></td>
<td></td>
<td></td>
<td>2.8 (5)</td>
<td>.74</td>
</tr>
<tr>
<td>&lt;1000</td>
<td>8 (14)</td>
<td>11 (21)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1000-1999</td>
<td>8 (14)</td>
<td>9 (17)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2000-2999</td>
<td>16 (27)</td>
<td>13 (25)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3000-3999</td>
<td>15 (25)</td>
<td>13 (25)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4000-4999</td>
<td>4 (7)</td>
<td>1 (2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥5000</td>
<td>8 (14)</td>
<td>6 (11)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Usual residence</strong></td>
<td></td>
<td></td>
<td>1.4 (1)</td>
<td>.23</td>
</tr>
<tr>
<td>Rural</td>
<td>12 (20)</td>
<td>16 (30)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>47 (80)</td>
<td>37 (70)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td>0.7 (3)</td>
<td>.88</td>
</tr>
<tr>
<td>Primary school and below</td>
<td>3 (5)</td>
<td>3 (6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Junior middle school</td>
<td>14 (24)</td>
<td>10 (19)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school/technical secondary school</td>
<td>17 (29)</td>
<td>14 (26)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>College and above</td>
<td>25 (42)</td>
<td>26 (49)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Residence status</strong></td>
<td></td>
<td></td>
<td>0.6 (1)</td>
<td>.44</td>
</tr>
<tr>
<td>Alone</td>
<td>7 (12)</td>
<td>4 (8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>52 (88)</td>
<td>49 (92)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Relatives or friends were infected by tuberculosis</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>5 (8)</td>
<td>5 (9)</td>
<td>0 (1)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>No</td>
<td>54 (92)</td>
<td>48 (91)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

_a1 CNY=US $0.14._
Primary Outcome: Self-management Behavior

The total scores of all the 13 self-management behaviors were calculated. Both groups scored greater than that at baseline ($P<.001$ vs $P=.04$, respectively), but the total score of the intervention group was higher than that of the control group ($P<.001$) (Figure 3). Table 2 shows that there was no significant difference in the scores of all self-management behaviors between the intervention group and the control group at baseline.

After the intervention, there were significant differences in the scores of the above behaviors between the 2 groups except for “covering your mouth and nose when coughing or sneezing” ($P=.23$) and “wash hands properly” ($P=.60$) (Table 3).

The scores of self-management of health behaviors in the intervention group increased significantly after the intervention ($P<.001$). The 4 health behaviors with significant increases in the scores in the control group were “stay in a good mood” ($P=.002$), “maintain a balanced diet and ensure the intake of high protein, vitamins, and minerals” ($P=.002$), “cover your nose and mouth when coughing or sneezing” ($P<.001$), and “wash hands properly” ($P<.001$). Although the score of the item “self-isolate from families in home-based treatment” was lower than that at the baseline ($P=.01$), there was no significant change in the scores of other behaviors in the control group (Table 4).

Figure 3. Mean scores of self-management behaviors for both groups before and after the intervention.
Table 2. Scores of self-management health behaviors at baseline in the intervention and control groups.

<table>
<thead>
<tr>
<th>Self-management behaviors</th>
<th>Intervention group</th>
<th>Control group</th>
<th>Z</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Median (P25-P75)</td>
<td>Mean</td>
<td>Median (P25-P75)</td>
<td>Mean</td>
</tr>
<tr>
<td>(1) Self-isolate from families in home-based treatment</td>
<td>2.00 (1.00-2.00)</td>
<td>1.88</td>
<td>2.00 (1.00-2.00)</td>
<td>1.91</td>
</tr>
<tr>
<td>(2) Keep your room well-ventilated</td>
<td>2.00 (2.00-2.00)</td>
<td>2.25</td>
<td>2.00 (2.00-3.00)</td>
<td>2.49</td>
</tr>
<tr>
<td>(3) Maintain a balanced diet and ensure enough intake of high protein, vitamins, and minerals</td>
<td>2.00 (2.00-3.00)</td>
<td>2.36</td>
<td>2.00 (2.00-3.00)</td>
<td>2.47</td>
</tr>
<tr>
<td>(4) Stick to daily exercise</td>
<td>2.00 (2.00-2.00)</td>
<td>2.24</td>
<td>2.00 (2.00-3.00)</td>
<td>2.47</td>
</tr>
<tr>
<td>(5) Go to bed and wake up early, and alternate work with rest</td>
<td>2.00 (2.00-2.00)</td>
<td>2.24</td>
<td>2.00 (2.00-2.00)</td>
<td>2.36</td>
</tr>
<tr>
<td>(6) Stay in a good mood</td>
<td>2.00 (2.00-3.00)</td>
<td>2.32</td>
<td>2.00 (2.00-3.00)</td>
<td>2.51</td>
</tr>
<tr>
<td>(7) Cover your nose and mouth when coughing or sneezing</td>
<td>2.00 (2.00-3.00)</td>
<td>2.44</td>
<td>3.00 (2.00-3.00)</td>
<td>2.70</td>
</tr>
<tr>
<td>(8) Choose and wear a mask rightly</td>
<td>2.00 (2.00-3.00)</td>
<td>2.54</td>
<td>3.00 (2.00-4.00)</td>
<td>2.87</td>
</tr>
<tr>
<td>(9) Wash your hands with soap and water for at least 20 seconds regularly</td>
<td>2.00 (2.00-3.00)</td>
<td>2.61</td>
<td>3.00 (2.00-4.00)</td>
<td>2.87</td>
</tr>
<tr>
<td>(10) Adopt disinfection measures (eg, 70% alcoholic solutions or 1% sodium hypochlorite solution) in daily life</td>
<td>2.00 (2.00-3.00)</td>
<td>2.47</td>
<td>2.00 (2.00-3.00)</td>
<td>2.42</td>
</tr>
<tr>
<td>(11) Focus on your symptoms and adverse drug reactions</td>
<td>2.00 (2.00-3.00)</td>
<td>2.39</td>
<td>2.00 (2.00-3.00)</td>
<td>3.45</td>
</tr>
<tr>
<td>(12) Do not change or stop medication easily</td>
<td>2.00 (2.00-3.00)</td>
<td>2.46</td>
<td>2.00 (2.00-3.00)</td>
<td>2.55</td>
</tr>
<tr>
<td>(13) Reexamine regularly</td>
<td>2.00 (2.00-3.00)</td>
<td>2.51</td>
<td>2.00 (2.00-3.00)</td>
<td>2.55</td>
</tr>
</tbody>
</table>

Table 3. Scores of self-management health behaviors at the end point of the study in the intervention and control groups.

<table>
<thead>
<tr>
<th>Self-management behaviors</th>
<th>Intervention group</th>
<th>Control group</th>
<th>Z</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Median (P25-P75)</td>
<td>Mean</td>
<td>Median (P25-P75)</td>
<td>Mean</td>
</tr>
<tr>
<td>(1) Self-isolate from families in home-based treatment</td>
<td>4.00 (2.00-4.00)</td>
<td>3.03</td>
<td>1.00 (1.00-2.00)</td>
<td>1.60</td>
</tr>
<tr>
<td>(2) Keep your room well-ventilated</td>
<td>4.00 (4.00-4.00)</td>
<td>3.44</td>
<td>2.00 (1.00-4.00)</td>
<td>2.53</td>
</tr>
<tr>
<td>(3) Maintain a balanced diet and ensure enough intake of high protein, vitamins, and minerals</td>
<td>4.00 (3.00-4.00)</td>
<td>3.47</td>
<td>4.00 (2.00-4.00)</td>
<td>3.04</td>
</tr>
<tr>
<td>(4) Stick to daily exercise</td>
<td>4.00 (2.00-4.00)</td>
<td>3.14</td>
<td>2.00 (1.00-4.00)</td>
<td>2.30</td>
</tr>
<tr>
<td>(5) Go to bed and wake up early, and alternate work with rest</td>
<td>4.00 (4.00-4.00)</td>
<td>3.53</td>
<td>2.00 (1.50-4.00)</td>
<td>2.51</td>
</tr>
<tr>
<td>(6) Stay in a good mood</td>
<td>4.00 (3.00-4.00)</td>
<td>3.51</td>
<td>3.00 (2.00-4.00)</td>
<td>3.02</td>
</tr>
<tr>
<td>(7) Cover your nose and mouth when coughing or sneezing</td>
<td>4.00 (4.00-4.00)</td>
<td>3.75</td>
<td>4.00 (4.00-4.00)</td>
<td>3.60</td>
</tr>
<tr>
<td>(8) Choose and wear a mask rightly</td>
<td>4.00 (4.00-4.00)</td>
<td>3.80</td>
<td>4.00 (1.50-4.00)</td>
<td>3.17</td>
</tr>
<tr>
<td>(9) Wash your hands with soap and water for at least 20 seconds regularly</td>
<td>4.00 (4.00-4.00)</td>
<td>3.78</td>
<td>4.00 (4.00-4.00)</td>
<td>3.70</td>
</tr>
<tr>
<td>(10) Adopt disinfection measures (eg, 70% alcoholic solutions or 1% sodium hypochlorite solution) in daily life</td>
<td>4.00 (4.00-4.00)</td>
<td>3.44</td>
<td>1.00 (1.00-3.50)</td>
<td>2.02</td>
</tr>
<tr>
<td>(11) Focus on your symptoms and adverse drug reactions</td>
<td>4.00 (4.00-4.00)</td>
<td>3.75</td>
<td>2.00 (1.00-4.00)</td>
<td>2.21</td>
</tr>
<tr>
<td>(12) Do not change or stop medication easily</td>
<td>4.00 (4.00-4.00)</td>
<td>3.73</td>
<td>3.00 (2.00-4.00)</td>
<td>2.83</td>
</tr>
<tr>
<td>(13) Reexamine regularly</td>
<td>4.00 (4.00-4.00)</td>
<td>3.61</td>
<td>2.00 (1.00-4.00)</td>
<td>2.23</td>
</tr>
</tbody>
</table>
Table 4. Intragroup comparison results for the self-management health behaviors (end point–baseline).

<table>
<thead>
<tr>
<th>Self-management behaviors</th>
<th>Intervention group</th>
<th>Control group</th>
<th>P value</th>
<th>Z</th>
<th>Mean difference</th>
<th>P value</th>
<th>Z</th>
<th>Mean difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Self-isolate from families in home-based treatment</td>
<td>1.15</td>
<td>-2.544</td>
<td>&lt;.001</td>
<td>-4.828</td>
<td>-0.30</td>
<td>.01</td>
<td>-2.544</td>
<td>0.15</td>
</tr>
<tr>
<td>(2) Keep your room well-ventilated</td>
<td>1.19</td>
<td>-5.376</td>
<td>&lt;.001</td>
<td>-5.376</td>
<td>0.04</td>
<td>.57</td>
<td>-0.576</td>
<td>0.57</td>
</tr>
<tr>
<td>(3) Maintain a balanced diet and ensure enough intake of high protein, vitamins, and minerals</td>
<td>1.12</td>
<td>-5.038</td>
<td>&lt;.001</td>
<td>-5.038</td>
<td>0.57</td>
<td>.002</td>
<td>-3.166</td>
<td>0.02</td>
</tr>
<tr>
<td>(4) Stick to daily exercise</td>
<td>0.90</td>
<td>-4.568</td>
<td>&lt;.001</td>
<td>-4.568</td>
<td>-0.17</td>
<td>.56</td>
<td>-0.582</td>
<td>0.66</td>
</tr>
<tr>
<td>(5) Go to bed and wake up early, and alternate work with rest</td>
<td>1.29</td>
<td>-5.639</td>
<td>&lt;.001</td>
<td>-5.639</td>
<td>0.15</td>
<td>.21</td>
<td>-1.251</td>
<td>0.10</td>
</tr>
<tr>
<td>(6) Stay in a good mood</td>
<td>1.19</td>
<td>-5.602</td>
<td>&lt;.001</td>
<td>-5.602</td>
<td>0.51</td>
<td>.002</td>
<td>-3.050</td>
<td>0.03</td>
</tr>
<tr>
<td>(7) Cover your nose and mouth when coughing or sneezing</td>
<td>1.31</td>
<td>-5.442</td>
<td>&lt;.001</td>
<td>-5.442</td>
<td>0.91</td>
<td>&lt;.001</td>
<td>-4.647</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>(8) Choose and wear a mask rightly</td>
<td>1.25</td>
<td>-5.323</td>
<td>&lt;.001</td>
<td>-5.323</td>
<td>0.3</td>
<td>.16</td>
<td>-1.413</td>
<td>.16</td>
</tr>
<tr>
<td>(9) Wash your hands with soap and water for at least 20 seconds regularly</td>
<td>1.17</td>
<td>-5.324</td>
<td>&lt;.001</td>
<td>-5.324</td>
<td>0.83</td>
<td>&lt;.001</td>
<td>-4.358</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>(10) Adopt disinfection measures (eg, 70% alcoholic solutions or 1% sodium hypochlorite solution) in daily life</td>
<td>0.97</td>
<td>-4.863</td>
<td>&lt;.001</td>
<td>-4.863</td>
<td>-0.40</td>
<td>.06</td>
<td>-1.889</td>
<td>.06</td>
</tr>
<tr>
<td>(11) Focus on your symptoms and adverse drug reactions</td>
<td>1.36</td>
<td>-5.917</td>
<td>&lt;.001</td>
<td>-5.917</td>
<td>-0.25</td>
<td>.25</td>
<td>-1.157</td>
<td>.25</td>
</tr>
<tr>
<td>(12) Do not change or stop medication easily</td>
<td>1.27</td>
<td>-5.648</td>
<td>&lt;.001</td>
<td>-5.648</td>
<td>0.28</td>
<td>.051</td>
<td>-1.949</td>
<td>.051</td>
</tr>
<tr>
<td>(13) Reexamine regularly</td>
<td>1.10</td>
<td>-5.328</td>
<td>&lt;.001</td>
<td>-5.328</td>
<td>-0.32</td>
<td>.08</td>
<td>-1.764</td>
<td>.08</td>
</tr>
</tbody>
</table>

Secondary Outcomes

**TB Knowledge Awareness**

The score of TB knowledge awareness in the intervention group increased significantly after the intervention (P<.001), but there was no significant differences in the control group between that at baseline and that at the end point (P=.06) (Figure 4).

**Figure 4.** Mean scores of tuberculosis knowledge awareness for both groups before and after the intervention.

![Mean scores of tuberculosis knowledge awareness for both groups before and after the intervention.](https://publichealth.jmir.org/2022/7/e34277)

**Self-efficacy**

After the intervention, the score of self-efficacy was significantly improved in the intervention group (P<.001), but there was no significant change in the control group between that at baseline and that at the end point (P=.80). The score of the intervention group was significantly higher than that of the control group (P<.001) (Figure 5).

![Self-efficacy](https://publichealth.jmir.org/2022/7/e34277)
Figure 5. Mean scores of self-efficacy for both groups before and after the intervention.

Social Support

The social support scale includes 3 dimensions: family support, friend support, and other support (from significant others). Although the score of friend support in the control group was significantly higher than that in the intervention group at baseline ($P=.008$), after the intervention, the scores of the 3 dimensions were significantly improved in the intervention group ($P<.001$) and were significantly higher than those in the control group ($P<.001$). There were no significant changes in the scores of the control group before and after the intervention (Table 5 and Table 6).

Table 5. Median scores of social support scale for both groups at baseline and end point.

<table>
<thead>
<tr>
<th>Social support scale</th>
<th>Intervention group (n=59), median (P25-P75)</th>
<th>Control group (n=53), median (P25-P75)</th>
<th>Mean difference</th>
<th>Z</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Family support</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>24 (22-24)</td>
<td>24 (23-24)</td>
<td>−0.4</td>
<td>−0.983</td>
<td>.33</td>
</tr>
<tr>
<td>End point</td>
<td>24 (23-27)</td>
<td>24 (23-24)</td>
<td>2.566</td>
<td>−5.111</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Friend support</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>21 (18-24)</td>
<td>24 (20-24)</td>
<td>−1.798</td>
<td>−2.664</td>
<td>.008</td>
</tr>
<tr>
<td>End point</td>
<td>24 (21-25)</td>
<td>24 (20-24)</td>
<td>0.432</td>
<td>−0.817</td>
<td>.41</td>
</tr>
<tr>
<td><strong>Other support</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>23 (21-24)</td>
<td>24 (23-24)</td>
<td>−0.11</td>
<td>−0.05</td>
<td>.96</td>
</tr>
<tr>
<td>End point</td>
<td>24 (22-28)</td>
<td>24 (23-24)</td>
<td>1.444</td>
<td>−3.569</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Table 6. Intragroup comparison results for social support scale (end point−baseline).

<table>
<thead>
<tr>
<th>Group</th>
<th>Family support</th>
<th>Friend support</th>
<th>Other support</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean difference</td>
<td>Z P value</td>
<td>Mean difference</td>
</tr>
<tr>
<td>Intervention (n=59)</td>
<td>2.136</td>
<td>−2.407 .02</td>
<td>2.475</td>
</tr>
<tr>
<td>Control (n=53)</td>
<td>−0.83</td>
<td>−0.255 .80</td>
<td>0.245</td>
</tr>
</tbody>
</table>
**Degree of Satisfaction With Health Education**

The scale for degree of satisfaction with health education evaluates performance expectancy, effort expectancy, and facilitating conditions. After the intervention, the scores of the 3 dimensions were significantly improved in the intervention group (P<.001) and were significantly higher than those in the control group (P<.001). There were no significant changes in the scores of the control group before and after the intervention (Table 7 and Table 8).

**Table 7.** Median scores of the degree of satisfaction with health education for both groups at baseline and end point.

<table>
<thead>
<tr>
<th>Satisfaction scale</th>
<th>Intervention group (n=59), median (P25-P75)</th>
<th>Control group (n=53), median (P25-P75)</th>
<th>Mean difference</th>
<th>Z</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance expectancy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>19 (16-22)</td>
<td>20 (19-22)</td>
<td>-0.492</td>
<td>-1.215</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>End point</td>
<td>24 (22-28)</td>
<td>19 (17-24)</td>
<td>4.35</td>
<td>-5.22</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Effort expectancy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>19 (16-23)</td>
<td>20 (19-24)</td>
<td>-0.781</td>
<td>-1.54</td>
<td>.12</td>
</tr>
<tr>
<td>End point</td>
<td>24 (23-28)</td>
<td>20 (19-24)</td>
<td>3.848</td>
<td>-5.22</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Facilitating conditions</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>8 (8-12)</td>
<td>10 (8-12)</td>
<td>-0.516</td>
<td>-1.17</td>
<td>.24</td>
</tr>
<tr>
<td>End point</td>
<td>12 (12-14)</td>
<td>10 (7-12)</td>
<td>2.781</td>
<td>-5.607</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

**Table 8.** Intragroup comparison results for the degree of satisfaction with health education (end point–baseline).

<table>
<thead>
<tr>
<th>Group</th>
<th>Performance expectancy</th>
<th>Effort expectancy</th>
<th>Facilitating conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean difference</td>
<td>Z</td>
<td>P value</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=59)</td>
<td>4.559</td>
<td>-5.403</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Control (n=53)</td>
<td>-0.283</td>
<td>-0.427</td>
<td>.67</td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Findings**

**Overview**

Self-management is crucial for the control of chronic diseases. ITHBC was formed on the basis of integration and absorption of many related health behavior change theory models [14], which were used for guiding the establishment and maintenance of health behaviors, thereby changing poor individual lifestyles to better health status and quality of life. In China, mobile services, especially short message service is ubiquitous, as it can deliver frequent prompts and health information to improve treatment adherence [26-29]. With the emergence of the COVID-19 pandemic and the adoption of public health measures for its containment, forms of health education were affected around the world. mHealth interventions did not have any restrictions during the COVID-19 pandemic and met the needs of the patients to the greatest extent. Moreover, the internet brings strong interactions between health care providers and patients at lower cost. We developed an mHealth intervention program based on the ITHBC theory and evaluated its effects on improving patients’ self-management ability with newly diagnosed pulmonary TB. Such an intervention empowers patients to change poor health behaviors based on disease knowledge, self-efficacy, and social support [30,31].

**Primary Outcomes**

After calculation of the total score of 13 self-management behaviors, we found that the scores of both the groups increased, but the scores of the intervention group increased more than those of the control group. However, the total score could not easily explain the effect of our intervention; therefore, further analysis for each self-management behavior needs to be conducted. After the intervention, a statistically significant increase in the intervention group was noted in the scores of each item of self-management behavior compared with the scores at the baseline (P<.001). In the control group, the score of the item “self-isolate from families in home-based treatment” was lower than that at the baseline (P=.01), whereas scores of the item “maintain a balanced diet and ensure enough intake of high protein, vitamins, and minerals” (P=.002), item “stay in a good mood” (P=.002), item “cover your nose and mouth when coughing or sneezing” (P<.001), and item “wash hands properly” (P<.001) increased compared to the scores at the baseline. Source control is the most efficient measure to prevent infectious diseases. For item “self-isolate from families in home-based treatment,” the score was lower than that of any other behaviors in the intervention and control group. Moreover, it was found that the item “no intention to adopt such a behavior (namely, self-isolation)” had the most response, which may be attributed to the fact that not each patient with pulmonary TB is infectious and that the sputum culture result is needed to determine whether to carry out self-isolation or not. However, a comparison with the scores at the baseline shows that the
scores of the intervention group increased \((P<.001)\) and the scores of the control group decreased \((P=.01)\). Extended duration of therapy was considered to be the main reason that patients did not want to self-isolate. However, efficient health education facilitates the choice to self-isolate.

Nutritional therapy is the basis of TB treatment. Each patient in our hospital was instructed to maintain a balanced diet, which increased the scores of the related behavior in both groups, and the scores of the intervention group were higher than those of the control group \((P=.04)\). A positive mentality contributes to favorable treatment, and improvement of health brings pleasure to patients. In the 2 groups, the score of the item “stay in a good mood” increased with a higher increase in the intervention group, indicating a good effect of the intervention on emotion. The scores of the item “cover your nose and mouth when coughing or sneezing” and item “wash hands properly” showed a similar increase in both the groups. Pulmonary TB and COVID-19 have a similar route of transmission and prevention [32]. It is probable that the overall increase of the above two self-management behaviors can be attributed to the increased awareness of infectious disease prevention during the COVID-19 epidemic. This is consistent with the findings of Wang et al [33], that is, more people washed their hands with soap after touching contaminated objects and covered their mouths when coughing or sneezing as precautionary strategies during the initial stage of the COVID-19 epidemic in China. Further, the adherence of the patients in the control group gradually decreased over time, thereby presenting as a discontinuation of the drug and missed doses, which is consistent with the findings of Zomahoun et al [34], whereas the adherence of the patients in the intervention group increased significantly with daily medication reminders on the WeChat group. In addition, the intervention group had a higher revisit rate than the control group \((P=.22)\) through review of medical records and consultation in WeChat, which indicated a positive effect of ITHBC-based mHealth intervention on patients’ adherence.

**Secondary Outcomes**

Compared with those at baseline, TB knowledge awareness, self-efficacy, social support, and degree of satisfaction with health education of the intervention group all increased significantly \((P<.001)\), and the scores of the intervention group were higher than those of the control group \((P<.001)\), thereby indicating that mHealth interventions for TB self-management based on ITHBC can improve behavior belief, self-efficacy, and social support of patients with TB. However, this finding is inconsistent with the results of most studies, which showed that single health education may result in increased patient resistance to change or engage in appropriate disease management strategies [35]. Knowledge is the foundation to change behavior. Researchers have confirmed the role of health education in promoting behavior beliefs, for example, a health education program significantly improved the health beliefs of participants with a history of opisthorchiasis [36]. Effective educational interventions are those that aim to modify patients’ behaviors rather than simply providing information. It is worth noting that before the intervention, the average score of the item “not spitting, covering your nose and mouth when coughing or sneezing, and wearing a mask can reduce the spread of TB” was 4.3, which was higher than the average score of 3.5-3.7 in other items. This showed that patients had a good understanding of how to reduce the spread of TB with or without health education.

Self-efficacy reflects the confidence of patients for disease control, and good self-efficacy helps change health behaviors. Health education might have helped patients to perceive risks and expect outcomes, thereby promoting the establishment of good beliefs. This study set different self-management goals for each patient according to different contexts through review at the baseline. This individualized education provided encouragement and helped to build confidence in defeating the disease. Moreover, volitional self-efficacy may be related to social support and follow-up. Some studies involved in other chronic diseases proved that partner support and home visits were useful ways to support patients [37,38]. ITHBC-based mHealth intervention pays more attention to the effect of social support on self-management behaviors. According to previous researches, patients often failed to continue treatment for the lack of family and community support [39,40]. In our study, the WeChat groups were used as tools to build partnerships among patients and between patients and medical staff, thereby providing positive social support and ultimately improving the self-efficacy of patients with TB. The intervention content was developed and optimized by multidisciplinary medical experts, and we gave it a pretest based on the needs of patients. Satisfaction with health education was explored from content, structure, and form, and it was shown that the score of each item in the intervention group was significantly higher than the score of the control group after the 3-month intervention. This illustrated that ITHBC-based mHealth allows researchers to provide a scientific, efficient, convenient, and easy way to understand health education and give timely responses for health confusion.

In the 3-month intervention, 2 patients in the control group dropped out, and 112 patients fulfilled the criterion of the smallest sample size in the study. Schulz and Grimes [41] suggest that losses to follow-up less than 5% usually have little impact, whereas losses greater than 20% raise serious flags about study validity. White and Thompson [42] advocated the use of mean imputation and missing-indicator method as a solution for practical purposes. The data in this study were missing at random, and we finally used mean substitution to fill and calculate the outcome of the control group. For results that had no significant differences from the conclusion, it could be concluded that lost visits exerted little effect on the conclusion and the conclusion was reliable.

It is not uncommon that some participants do not receive the intervention allocated by the randomization process. This study could not show whether the participants had actually adopted the recommended behaviors. Researchers have confirmed the gold standard of reporting is “intention-to-treat” analysis and according to the intervention that they actually received (per-protocol analysis) can rarely lead to differing results [25]. Therefore, in this study, we collected the outcomes of all the participants randomly assigned to the intervention group, even if some of the participants may not have adopted the recommended behaviors.
Strengths and Limitations
This study had 2 strengths. First, we applied the ITHBC theory to study the self-management of patients with TB for the first time. Second, mHealth interventions did not face any restrictions during the COVID-19 pandemic and met the needs of the patients to the greatest extent. Moreover, healthy people are exposed to less risks owing to the application of mHealth.

This study had the following limitations. First, the intervention was only conducted in 1 hospital, which may restrict the general applicability of our results, and future studies should be conducted with larger sample sizes to confirm our results. Second, scores of TB knowledge awareness and friend support in both groups had significant differences at the baseline (P=.01), which may be due to the small sample size. Third, the short duration of observation (3 months) cannot prove the long-term efficacy. We plan to conduct studies with a long-term intervention (6 or 12 months) to focus on assessing the patient’s clinical efficacy and quality of life. Fourth, the nonrandom sampling method could result in some selection bias.

Conclusion
In conclusion, ITHBC-based mHealth intervention may be a new promising therapeutic strategy for the management of TB for improving patients’ subjective initiative and self-management behaviors, which are beneficial for promoting compliance and the quality of prevention and control for pulmonary TB. In addition, mHealth provides an effective solution for outpatients without nursing care.
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Abstract

Background: In response to the COVID-19 pandemic, countries are introducing digital passports that allow citizens to return to normal activities if they were previously infected with (immunity passport) or vaccinated against (vaccination passport) SARS-CoV-2. To be effective, policy decision-makers must know whether these passports will be widely accepted by the public and under what conditions. This study focuses attention on immunity passports, as these may prove useful in countries both with and without an existing COVID-19 vaccination program; however, our general findings also extend to vaccination passports.

Objective: We aimed to assess attitudes toward the introduction of immunity passports in six countries, and determine what social, personal, and contextual factors predicted their support.

Methods: We collected 13,678 participants through online representative sampling across six countries—Australia, Japan, Taiwan, Germany, Spain, and the United Kingdom—during April to May of the 2020 COVID-19 pandemic, and assessed attitudes and support for the introduction of immunity passports.

Results: Immunity passport support was moderate to low, being the highest in Germany (775/1507 participants, 51.43%) and the United Kingdom (759/1484, 51.15%); followed by Taiwan (2841/5989, 47.44%), Australia (963/2086, 46.16%), and Spain (693/1491, 46.48%); and was the lowest in Japan (241/1081, 22.94%). Bayesian generalized linear mixed effects modeling was used to assess predictive factors for immunity passport support across countries. International results showed neoliberal worldviews (odds ratio [OR] 1.17, 95% CI 1.13-1.22), personal concern (OR 1.07, 95% CI 1.00-1.16), perceived virus severity (OR 1.07, 95% CI 1.01-1.14), the fairness of immunity passports (OR 2.51, 95% CI 2.36-2.66), liking immunity passports (OR 2.77, 95% CI 2.61-2.94), and a willingness to become infected to gain an immunity passport (OR 1.6, 95% CI 1.51-1.68) were all predictive factors of immunity passport support. By contrast, gender (woman; OR 0.9, 95% CI 0.82-0.98), immunity passport concern (OR 0.61, 95% CI 0.57-0.65), and risk of harm to society (OR 0.71, 95% CI 0.67-0.76) predicted a decrease in support for immunity
passports. Minor differences in predictive factors were found between countries and results were modeled separately to provide national accounts of these data.

**Conclusions:** Our research suggests that support for immunity passports is predicted by the personal benefits and societal risks they confer. These findings generalized across six countries and may also prove informative for the introduction of vaccination passports, helping policymakers to introduce effective COVID-19 passport policies in these six countries and around the world.

**(JMIR Public Health Surveill 2022;8(7):e32969) doi:10.2196/32969**
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**Introduction**

The SARS-CoV-2 virus responsible for COVID-19 has infected more than 360 million individuals worldwide and resulted in more than 5.6 million deaths [1]. As the virus continues to spread, countries seek ways to restart their economies and allow citizens to move freely without reigniting the pandemic. Vaccines are the foremost tool in combating the virus, and countries are introducing “vaccination passports” to allow low-risk individuals to travel, work, and gather under lowered restrictions [2,3]. However, there remains a stark gap between international vaccination programs, with many, predominantly poorer, countries lacking vaccines and still waiting to administer their first dose [4]. Additionally, it is unclear how effective current vaccines will be against newly emerging virus variants [5,6]. In countries where vaccines are limited, or where virus variants outpace vaccine effectiveness, immunity passports may be used.

Immunity passports identify previously infected and now recovered individuals by testing for SARS-CoV-2 antibodies [7]. Like vaccinated individuals, recovered individuals are thought to have a lower likelihood of contracting, spreading, and experiencing the most severe symptoms of the virus [7]. A recent World Health Organization report [8] suggests that recovered individuals develop antibodies within 4 weeks following infection, that immune responses remain robust for 6-8 months, and that, due to the manner by which vaccines target a specific spike protein, naturally acquired antibodies may be more robust to emerging virus variants (vaccines are effective against current variants of concern [eg, Delta and Omicron]). As such, immunity passports may prove useful in the fight against COVID-19, especially when used in conjunction with vaccination passports. Indeed, the European Union [9] has proposed exactly this with their new “green card,” a digital certificate that will act as both a vaccination and immunity passport. For simplicity, we refer to these vaccination and immunity passports collectively as “immunization passports.”

Immunization passports may allow economies to rapidly bounce back, with individuals perceiving crowded shops and workplaces as safer if others are recovered or vaccinated [10]. Similarly, businesses may require proof of immunization to enter their premises or use their services [11], and countries may require proof of immunization to cross their borders [2]. For example, the International Air Transport Association has developed the “Travel Pass” app [12] to store a COVID-19 vaccination record on the user’s phone, such that data can be shared with governments and transport authorities before accessing flights and crossing a country’s border.

Additional privacy measures may accompany these apps, as is the case with South Korea’s “Green Pass” [3], a vaccination certificate that uses blockchain technology to make passes both shareable and tamper-proof [13]. Australia uses an alternative method, issuing international passes as QR codes protected with visible digital seals (nonconstrained) and administered only after one’s data have been verified by the federal Australian Passport Office [14]. These immunity passport apps and QR codes are a technological extension of existing vaccination requirements such as the physical “yellow card” that accompanies yellow fever vaccination, which is necessary to enter many countries in Africa and Central and South America [15].

The potential introduction of immunization passports carries a host of scientific, legal, and ethical questions such as: Are recovered and vaccinated individuals immune to new virus variants [8]? Will these passports become a legal requirement, and how will people who cannot risk becoming infected or cannot get vaccinated be impacted? Will individuals try to become infected if doing so confers additional freedoms? [16] Each of these questions is critical to national health policies and has been a source of recent debates between privacy advocates and politicians in Britain [17], and the cause of public protests in France [18]. World governments and health policy decision-makers need scientifically informed answers to two key questions: Will people around the world accept and support the use of immunization passports? And if so, why?

We narrow the scope of our investigation to the introduction and acceptance of immunity passports—instances where an individual has been infected and recovered—in six countries around the world, as immunity passports may yet prove relevant to countries both with and without vaccination programs. Of course, these findings may also prove insightful and may extend to the conditions necessary for vaccination passport acceptance. Key to the current investigation is understanding what societal, personal, and contextual factors influence immunization passport acceptance.

Societal factors may shape one’s attitude toward whether immunization passports will benefit the community at large, thereby influencing passport acceptance [19]. Health policy acceptance may improve with a sense of communal (rather than individualistic) responsibility for the public’s well-being [20].
Similarly, acceptance may improve or diminish with perceptions of shared societal experiences such as stay-at-home “lockdowns” [21] and the perceived effectiveness of government COVID-19 policies (eg, COVID-19 vaccine uptake improves with perceived government effectiveness and trust in government) [22].

Personal experiences may also affect one’s attitude toward using an immunization passport. For example, having had or known someone who has had COVID-19 may incentivize one toward the use of immunity passports [19]. Strong neoliberal worldviews—a belief that the free market is fair and sensitive to the social and financial needs of the people—and a desire to return to normal economic activities may also affect passport acceptance [23]. Similarly, higher education may prove important to shaping one’s opinions regarding the equality and necessity of immunity passports, just as it has with vaccinations [24].

Finally, immunity passport acceptance may depend on contextual factors regarding the state of the pandemic such as COVID-19 cases, deaths, and vaccine progress, which may change country to country and across time. In developing an understanding of what factors influence immunization passport acceptance, we may consider (1) acceptance while attempting to control for the contextual influences of each country (an international model), and (2) acceptance dependent on each country (national models). The former informs us of the necessary conditions for immunity passport acceptance across countries, allowing our findings to potentially generalize beyond our sample of six countries. By contrast, the latter assesses acceptance within each sampled country and may show how it varies as a function of each country’s individual context and culture.

In summary, the objective of this study was to identify which societal, personal, and contextual factors predict the uptake of immunity passports across six countries. International modeling was used to provide generalizable findings, while national modeling was used to look for factors that deviate from international interpretations. Bayesian statistics were used to provide evidence toward or against factors that predict the uptake of immunity passports. This work is intended to provide clear scientific findings for medical and health researchers and for policymakers.

**Methods**

**Design**

We surveyed attitudes toward immunity passports in six countries with different experiences during the COVID-19 pandemic: Australia, Germany, the United Kingdom, Spain, Japan, and Taiwan. Using Bayesian linear mixed models, we aimed to determine which factors—societal, personal, and contextual issues related to COVID-19—influenced immunity passport acceptance. We examined our data in two ways. First, we attempted to control for the idiosyncratic effects of each country on immunity passport acceptance (using random effects in our modeling) to create a generalized framework for immunity passport acceptance. Second, we assessed acceptance within each country to consider cultural and contextual differences.

**Ethics Considerations**

All participants read a plain-language statement describing the online survey, the research question—to understand what factors contribute to the uptake of COVID-19 tracing technologies and immunity passports—and the study’s benefits, risks, and data protections, before providing informed consent. Participants were informed that data collection would occur through password-protected accounts, be transferred through encrypted networks, and be held on secure password-protected servers; that no identifying information would be published or released; and that anonymized data would be made available through the Open Science Framework (OSF). Australian participants were reimbursed with gift cards or points programs per their agreement with Dynata, Spanish and German participants per their agreement with Lucid, Japanese participants per their agreement with Cross Marketing, and Taiwanese participants per their agreement with Gosurvey. UK participants were reimbursed a flat rate of £0.85 (~US $1.07) per 10-minute survey. Ethics approval was obtained for data collection in Australia and Japan from the University of Melbourne (approval 1955555), in the United Kingdom from the University of Bristol (approval 103344), in Germany from the Max Planck Institute for Human Development (approval L2020-4), in Spain from the University of Leeds (approval 103402), and in Taiwan from the National Cheng Kung University (approval 108-072).

**Participants**

**Table 1** displays demographic information for each country and sample. We sampled 13,678 participants across six countries to determine their attitudes toward and acceptance of immunity passports. Each country collected between one and four nationally representative online samples. Samples were stratified by age, gender, and, where possible, state or province, based on the country’s most recent census data. Participants were aged 18 years or older, and completed a 10- to 15-minute online survey for which they were financially reimbursed. Representative samples were obtained using third-party recruitment services and assigned unique identifiers upon entering the survey to ensure anonymity. Further country-specific details are provided in **Multimedia Appendix 1**. Data collection was completed as part of a wider international collaboration examining the acceptability of mobile tracking technologies to address the COVID-19 pandemic [23,25-28]. However, previous publications did not address the uptake of immunity passports.
Table 1. Demographic information relevant to each sample within each country.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Australia Sample 1</th>
<th>Germany Sample 1</th>
<th>Japan Sample 2</th>
<th>Spain Sample 1</th>
<th>Taiwan Sample 1</th>
<th>Sample 2</th>
<th>Sample 3</th>
<th>Sample 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participants, n</td>
<td>1514</td>
<td>578</td>
<td>1514</td>
<td>1081</td>
<td>1505</td>
<td>1500</td>
<td>1500</td>
<td>1500</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>48 (17)</td>
<td>48 (17)</td>
<td>47 (16)</td>
<td>46 (17)</td>
<td>48 (16)</td>
<td>40 (12)</td>
<td>40 (12)</td>
<td>40 (12)</td>
</tr>
<tr>
<td>Gender, %</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Man</td>
<td>50</td>
<td>48</td>
<td>49</td>
<td>49</td>
<td>48</td>
<td>48</td>
<td>47</td>
<td>48</td>
</tr>
<tr>
<td>Woman</td>
<td>49</td>
<td>51</td>
<td>50</td>
<td>51</td>
<td>52</td>
<td>52</td>
<td>53</td>
<td>52</td>
</tr>
<tr>
<td>Other</td>
<td>&lt;1</td>
<td>&lt;1</td>
<td>&lt;1</td>
<td>0</td>
<td>&lt;1</td>
<td>0</td>
<td>&lt;1</td>
<td>&lt;1</td>
</tr>
<tr>
<td>Prefer not to say</td>
<td>&lt;1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>&lt;1</td>
<td>&lt;1</td>
</tr>
<tr>
<td>Education, %</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>9</td>
<td>11</td>
<td>14</td>
<td>3</td>
<td>10</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>High school graduate</td>
<td>37</td>
<td>40</td>
<td>63</td>
<td>39</td>
<td>42</td>
<td>12</td>
<td>14</td>
<td>13</td>
</tr>
<tr>
<td>University graduate</td>
<td>54</td>
<td>49</td>
<td>23</td>
<td>58</td>
<td>47</td>
<td>87</td>
<td>86</td>
<td>86</td>
</tr>
</tbody>
</table>

Procedure

As the pandemic evolved, survey designs were updated with each sample; however, the key design elements assessed in this study remained unchanged (see Figure A1 in Multimedia Appendix 1). Survey questions were designed to address primary factors of the health belief model: illness severity (harm) and sensitivity (concern), policy benefits and barriers, self-efficacy, and calls to action [29,30].

Each participant provided informed consent and demographic information before using a Likert scale to report on their perceptions and impact of the COVID-19 pandemic. Participants then read one of three hypothetical scenarios describing a different type of mobile phone COVID-19 contact-tracing system—telecommunication tracking, a government app, or the Apple/Google exposure notification system—that would alert the user if they had contact with an infected individual, before completing a comprehension check and answering questions about these scenarios (for methods and results on these items by country, see [23,25-27]; note that these studies do not model immunity passport items). Finally, participants read a description of immunity passports before responding to items examining their attitudes toward immunity passports and their neoliberal worldviews. The survey concluded with a study debrief statement (Table 2).

Before responding to the immunity passport items, each participant read the following description:

An ‘immunity passport’ indicates that you have had a disease [or vaccination] and that you have the antibodies for the virus causing that disease. Having the antibodies implies that you are now immune and therefore unable to spread the virus to other people. Thus, if an antibody test indicates that you have had the disease, you could be allocated an ‘immunity passport’ which would subsequently allow you to move around freely. Immunity passports have been proposed as a potential step towards lifting movement restrictions during the COVID-19 pandemic.

Upon survey completion, data were augmented with country-specific information. Data included national indices such as the World Bank’s Perceived Government Effectiveness Scale (scale 0-100, with higher values indicating greater effectiveness) [31], and the individuality subscale from the Hofstede Index of Collectivism (scale 0-100, with higher values indicating a more individualistic, less collectivist culture) [32]. Data also included COVID-19 cumulative cases and deaths [1], mask usage (binary variable: true or false) [33], stay-at-home “lockdown” usage (binary: true or false) [33], and mobile tracking technology usage (eg, COVIDSafe in Australia or the CORONA-WARN-App in Germany) [23,25-28,33]. News articles used to determine national policy metrics (eg, mask usage and lockdowns) are available through the OSF [33].
underlying the ordinal responses. These latent variables are then there are latent normally distributed continuous variables respectively. This method compares Likert items by assuming Bayesian ordinal probit regressions were used to compare immunity passport support. Random intercept effects were included to account for dependencies introduced in the data by each country. Random intercept effects were included to account for dependencies introduced in the data by each country.

Data Analysis and Reporting

Overview

Anonymized data and analysis codes for this study are available through the OSF [33]. Participants were excluded from analyses for missing a response to the immunity passport support item or for not completing the survey (removed n=790; details in Multimedia Appendix 1). The reported analyses are based on Bayesian methods and credible intervals to determine effects of the underlying latent variable, the lowest threshold parameter is fixed at zero [36] and all other thresholds are estimated. Country-level data were modeled together [37] and individual samples within countries were not modeled. This approach allowed us to directly compare attitudes to immunity passport items across countries and poses more reasonable assumptions than directly comparing the mean or raw distribution of the Likert scales [37]. This analysis was completed for immunity passport items, as presented in the main text, and for COVID-19 perception and worldview items (Multimedia Appendix 2).

International Modeling

Bayesian generalized linear mixed effects modeling was used to assess what factors did or did not predict support for immunity passports. Demographics, perceptions, and impact of COVID-19; COVID-19 cases and deaths by country; neoliberal worldviews; and immunity passport items were treated as additive and independent predictor variables of immunity passport support. Random intercept effects were included to account for dependencies introduced in the data by each country. Likert ratings were treated as numeric data and noncategorical variables were scaled within each country to have a mean of 0 and SD of 1.

Posterior distributions of model parameters were estimated using Hamiltonian Markov Chain Monte Carlo No-U-turn Sampling implemented in Stan via the R package brms [38,39]. Four chains each with 2000 iterations and 1000 burn-ins were segmented into ordinal Likert responses by the number of response options minus one as thresholds. To set the location of the underlying latent variable, the lowest threshold parameter is fixed at zero [36] and all other thresholds are estimated. Country-level data were modeled together [37] and individual samples within countries were not modeled. This approach allowed us to directly compare attitudes to immunity passport items across countries and poses more reasonable assumptions than directly comparing the mean or raw distribution of the Likert scales [37]. This analysis was completed for immunity passport items, as presented in the main text, and for COVID-19 perception and worldview items (Multimedia Appendix 2).

Immunity Passport Perceptions

Bayesian ordinal probit regressions were used to compare Likert-scale responses using the MCMCoprobit and HPDIinterval functions in the R packages MCMCpack [34] and Coda [35], respectively. This method compares Likert items by assuming there are latent normally distributed continuous variables underlying the ordinal responses. These latent variables are then

Table 2. COVID-19 perceived risk and impact, immunity passport, and worldview items. IP: immunity passport; WV: worldview.

<table>
<thead>
<tr>
<th>Item</th>
<th>Question</th>
<th>Label</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perception 1</td>
<td>How severe do you think the novel coronavirus (COVID-19) will be for the general population?</td>
<td>General harm</td>
</tr>
<tr>
<td>Perception 2</td>
<td>How harmful would it be for your health if you were to become infected with COVID-19?</td>
<td>Personal harm</td>
</tr>
<tr>
<td>Perception 3</td>
<td>How concerned are you that you might become infected with COVID-19?</td>
<td>Concern self</td>
</tr>
<tr>
<td>Perception 4</td>
<td>How concerned are you that somebody you know might become infected with COVID-19?</td>
<td>Concern others</td>
</tr>
<tr>
<td>Impact 1</td>
<td>Have you ever tested positive for COVID-19?</td>
<td>Positive self</td>
</tr>
<tr>
<td>Impact 2</td>
<td>Has somebody you know ever tested positive for COVID-19?</td>
<td>Positive other</td>
</tr>
<tr>
<td>Impact 3</td>
<td>Have you temporarily or permanently lost your job as a consequence of the COVID-19 pandemic?</td>
<td>Job loss</td>
</tr>
<tr>
<td>Passport 1</td>
<td>Would you support a government proposal to introduce “immunity passports” for the novel coronavirus (COVID-19)?</td>
<td>IP Support 1st</td>
</tr>
<tr>
<td>Passport 2</td>
<td>How concerned are you about the idea of introducing an “immunity passport” for COVID-19?</td>
<td>IP Concern</td>
</tr>
<tr>
<td>Passport 3</td>
<td>How much would you like to be allocated an “immunity passport” for COVID-19?</td>
<td>IP Like</td>
</tr>
<tr>
<td>Passport 4</td>
<td>To what extent do you believe an “immunity passport” for COVID-19 could harm the social fabric of your country?</td>
<td>IP Harm</td>
</tr>
<tr>
<td>Passport 5</td>
<td>To what extent do you believe that it is fair for people with “immunity passports” to return to work, while those without a passport cannot?</td>
<td>IP Fair</td>
</tr>
<tr>
<td>Passport 6</td>
<td>To what extent would you consider purposefully infecting yourself with COVID-19 to get an “immunity passport”?</td>
<td>IP Self-infect</td>
</tr>
<tr>
<td>Passport 7</td>
<td>Would you support a government proposal to introduce “immunity passports” for COVID-19?</td>
<td>IP Support 2nd</td>
</tr>
<tr>
<td>Worldview 1</td>
<td>An economic system based on free markets unrestrained by government interference automatically works best to meet human needs</td>
<td>WV Economy</td>
</tr>
<tr>
<td>Worldview 2</td>
<td>The free-market system may be efficient for resource allocation, but it is limited in its capacity to promote social justice [reverse-scored item]</td>
<td>WV Freemarket</td>
</tr>
<tr>
<td>Worldview 3</td>
<td>The government should interfere with the lives of its citizens as little as possible</td>
<td>WV Small Gov</td>
</tr>
</tbody>
</table>
used. Noninformative priors were set for the intercept and random effect SD parameters (both Cauchy distributions centered on 0 and a scale parameter of 2.5), and fixed effects were estimated from weakly informative priors with a Laplacian distribution centered on 0 and a scale parameter of 1. Practically, this means that factors able to overcome this strong prior bias toward zero (ie, no effect) are meaningful.

Models reported in the main text assess passport support after answering immunity passport questions. Outcome variables were reduced to a binary response set: “support yes” (“moderate,” “a lot,” or “extreme” Likert-scale items) and “support no” (“none,” “a bit,” or “some”). Sample order (present in only two counties) and gender “Other” or “Prefer not to say” were removed as small samples led to unstable model fits. The remaining factors had adequate responses for stable model fits. Models predicting passport support prior to answering questions about immunity passports, and models of international attitudes using the full range of ordinal response options are included in Multimedia Appendix 2. All relevant results were comparable to the model presented in the main text.

**National Modeling**

National modeling replicated the model procedures described above; however, only factors within each country were assessed. This allows for cultural and contextual variation to be observed at a national level, which may be informative for readers, researchers, and policymakers in those countries. Modeling for each country is reported separately in Multimedia Appendix 3, and a summary of the primary differences to the international model is presented in the text.

**Results**

**Immunity Passport Perceptions**

Figure 1 displays the mean ordinal regression posterior distributions and associated Likert-style responses for immunity passport perceptions across the six countries. Mean immunity passport support scores based on binary classifications (support: yes=[“moderate,” “a lot,” or “extreme”], no=[“none,” “a bit,” or “some”]) showed that support was the highest in Germany (775/1507, 51.43%) and the United Kingdom (759/1484, 51.15%); followed by Taiwan (2841/5989, 47.44%), Australia (963/2086, 46.16%), and Spain (693/1491, 46.79%); and the lowest in Japan (241/1081, 22.29%). All countries displayed little to no inclination for infecting one’s self to gain an immunity passport, and although most countries are only “a bit” concerned by the introduction of immunity passports, they are generally deemed as posing a moderate risk of harm to society. As these were secondary analyses to the main focus of this paper, we include a full description of the COVID-19 impact variables and worldview items in Multimedia Appendix 3.
International Modeling

Figure 2 displays the posterior estimates of the Bayesian generalized linear mixed effects model of immunity passport support using demographics, COVID-19 perceptions and impact, country-specific indices (eg, mask usage, government effectiveness), worldview, and attitudes to immunity passports as additive factors, with a random intercept for each country. Error bars display the 95% highest density interval. The global intercept had a mean of –1.67 (95% CI –3.14 to 0.32). Country intercept means were ordered from the lowest to the highest as Japan, Spain, Australia, United Kingdom, Germany, and Taiwan; credible intervals were the lowest for Japan (mean –0.66, 95% CI –2.10 to 0.57) and the highest for Taiwan (mean 0.61, 95% CI –0.79 to 2.31); and intervals for all countries extended over the zero midpoints, indicating no effect. As posterior mean estimates are rather opaque, we provide an explanation of the international model variables in terms of their odds ratios.

Predictive variables of immunity passport acceptance—those where the 95% highest density interval did not cross zero—included increased COVID-19 concern, perceived virus severity to one’s self, worldview (believing the free market works best and that it is limited in its ability to support social justice), and immunity passport items (liking and thinking immunity passports are fair, and being willing to self-infect to receive an immunity passport). Personally liking the idea of immunity passports was the strongest predictor variable, with an odds ratio of 2.8; that is, a 1-SD increase in “liking” immunity passports corresponded to a 2.8-factor SD increase in the odds of supporting their acceptance.

Predictive variables against the introduction of immunity passports included gender (identifying as a woman), worldview (supporting minimal government interference), and immunity passport risk items (concern and risk of harm to society). Immunity passport concern was the most predictive item against the acceptance of immunity passports, with a 1-SD increase therein corresponding to a 0.61-factor increase in the odds of supporting the introduction of immunity passports (equivalent to a 1.65-factor increase in the odds of not supporting the introduction of immunity passports).

National Modeling

Table 3 summarizes the factors that met our criteria for an effect—credible intervals that did not overlap zero—in the international and national models. Parameters are displayed as...
odds ratios—the degree to which each parameter increases the odds of immunity passport support—and indicate whether they increase or decrease the likelihood of immunity passport support. An odds ratio of 1 indicates no effect, less than 1 indicates a negative relationship, and an odds ratio greater than 1 indicates a positive relationship between parameters. Three notable differences were observed between national and international parameters: gender and COVID-19 severity-self were only identified in the international model, and COVID-19 concern for others was only identified in the national model for Japan.

### Table 3. Odds ratios for international and national model parameters that did/did not support immunity passport acceptance.

<table>
<thead>
<tr>
<th>Model</th>
<th>Gender</th>
<th>COVID-19 perceptions</th>
<th>Worldview items</th>
<th>Immunity passport items</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Woman</td>
<td>Concern self</td>
<td>Concern others</td>
<td>Small government</td>
</tr>
<tr>
<td>International</td>
<td>0.9</td>
<td>1.07</td>
<td>1.07</td>
<td><em>d</em></td>
</tr>
<tr>
<td>Australia</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Germany</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Japan</td>
<td>—</td>
<td>—</td>
<td>1.48</td>
<td>—</td>
</tr>
<tr>
<td>Spain</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.85</td>
</tr>
<tr>
<td>Taiwan</td>
<td>—</td>
<td>1.14</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

*aRatios represent the multiplicative increase each coefficient confers to immunity passport support. Displayed parameters are those with credible intervals that did not cross zero.

bColumn variables that decreases the likelihood of immunity passport support.

cColumn variables that increases the likelihood of immunity passport support.

**Discussion**

### Principal Findings

The introduction of immunity passports received moderate support across the six sampled countries, except for Japan. International modeling showed that immunity passport acceptance was primarily driven by perceived personal risks (COVID-19 concern and severity, willingness to self-infect) and benefits (liking immunity passports and believing they are fair), and societal factors (neoliberal worldviews). Acceptance was not influenced by contextual factors such as COVID-19 cases and fatalities, or mask, lockdown, or tracing technology usage. National modeling displayed little variation from international results, suggesting that our international findings may prove inferential to the global community.

### International Modeling

International modeling identified several predictive factors of passport support, including worldview, COVID-19 concern for one’s self, and perceived virus severity to one’s self; however, critical variables were those directly assessing attitudes toward immunity passports. Desiring a passport, perceiving passports as fair, and being willing to infect one’s self to gain an immunity passport were all positively associated with immunity passport support. Although immunity passport perceptions displayed greater concern for others than for one’s self, concern and perceived virus severity toward others were not predictive of passport support. These findings highlight that immunity passport support hinges upon personal benefits. Similar findings have been observed for vaccine uptake [40] and for mobile health technologies that emphasize patient self-efficacy [41]. Immunity passport support also improved with neoliberal worldviews, specifically seeing the free market as fair and as working best if unrestrained by government interference. By contrast, limiting government interference was negatively predictive of immunity passport support, along with gender, immunity passport concern, and perceived risk of harm to society. These parameters code societal factors that influence one’s judgment on immunity passport acceptance. Additionally, we posit that these worldview items may serve as a proxy for correlated attitudes such as political worldviews. This may prove important in countries prone to political tribalism (eg, the United States) [42] where bipartisan support would be needed when promoting immunity passports, not from a legislative standpoint but rather from the view of gaining public support and the “social licence to operate” [43,44].

Contextual factors such as COVID-19 policy decisions (ie, wearing masks, home lockdowns, and the introduction of mobile tracking technologies) and country-specific indices (ie, COVID-19 cases and deaths, individualism, government effectiveness) were not predictive of immunity passport support. This reinforces our theory that attitudes toward the uptake of immunity passports are driven primarily by personal risks and benefits, and to a lesser extent, societal factors.

### National Modeling

National modeling revealed minor differences to the international model. Some countries emphasized concern for others (eg, Japan) or concern for one’s self (eg, Taiwan), or differed by their lack of a predictive variable when compared to the international model. For example, immunity passport support increased with the likelihood of infecting one’s self in every country except the United Kingdom. By contrast, some
Factors were consistently predictive across countries (eg, seeing immunity passports as being “fair”). Understanding international and national variance is key to this study; no single country stands as a monolith from which understanding or predictions may be extrapolated. Attitudes modeled across countries provide insights (eg, the predictive qualities of gender and the severity of COVID-19 to one’s self) otherwise lost at national levels. By contrast, national accounts provide a nuanced view of attitudes that allow policymakers to consider how immunity passports would be perceived within a single country relative to the global community.

Limitations
The current investigation was primarily limited by our sampling options. Representative online sampling was performed in all countries; however, being online samples, they may be biased toward technological solutions for large-scale problems. Further, samples were not representative for education, with respondents in each country skewing toward being more educated than their respective populations.

We were also severely limited by public perceptions at the time of this investigation. In April-May of 2020, international vaccine rollouts were yet to begin and the focus was on nonpharmaceutical methods for virus suppression. Attitudes may have since shifted as media begin to report on governments seeking to introduce vaccination and/or immunity passports, and the risks and benefits these documents provide. This discussion will only become more heated as corporations such as airlines begin limiting services based on whether individuals have been vaccinated or have recently recovered, and as the long-term side effects of COVID-19 become apparent. Discussions will also evolve as counties reconsider what being “fully vaccinated” entails (eg, one, two, or several booster shots) and what vaccines are deemed suitable for entry to a country. Additionally, public discourse will evolve as people experience the usability of immunization passport technology, as a key barrier for mobile health technology uptake [45].

Finally, a key limitation of our study was our inability to directly assess attitudes to specific security and privacy-preserving digital passport techniques such as blockchain technologies employed by South Korea [3,13] or the Visual Digital Seals (QR code) technology employed by Australia [14]. This omission was due to the survey being conducted before these technologies were in use. Regardless, concern over immunity passports remained a key factor in our modeling, and may be inclusive of privacy and security issues as these are established barriers for the adoption of other nonpharmaceutical COVID-19 interventions (eg, COVID-19 contact-tracing apps) [25,46,47]. Decision-makers should address and minimize these concerns among potential users.

Conclusion
Governments and corporations are now introducing immunity and vaccination passports to quickly return society and the economy to normal, while encouraging the public to get vaccinated to protect themselves and their loved ones. However, the introduction of these passports will only work if the public supports their use. Policymakers can take from our findings several clear conclusions on how to effectively introduce immunization passports. Passport acceptance will benefit from highlighting the societal benefits (shorter lockdowns, a return to normal work and activities, improved community health) and personal health benefits conferred by these passports, and by addressing and minimizing the societal risks (eg, creating “vaccinated” vs “unvaccinated” social classes) and personal risks (privacy and anonymity) posed by their introduction. To a lesser extent, acceptance would also benefit by framing immunization passports as benefiting the economy and workforce (ie, neoliberal worldview). Finally, we note that internationally, women were less accepting of immunization passports; however, this trend was not observed within individual countries. Hopefully, by successfully accounting for these factors in policy decisions regarding immunity passports, governments and businesses may avoid public backlash when members of the public are prompted: “Papers please?”
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Abstract

Background: Socially vulnerable communities are at increased risk for adverse health outcomes during a pandemic. Although this association has been established for H1N1, Middle East respiratory syndrome (MERS), and COVID-19 outbreaks, understanding the factors influencing the outbreak pattern for different communities remains limited.

Objective: Our 3 objectives are to determine how many distinct clusters of time series there are for COVID-19 deaths in 3108 contiguous counties in the United States, how the clusters are geographically distributed, and what factors influence the probability of cluster membership.

Methods: We proposed a 2-stage data analytic framework that can account for different levels of temporal aggregation for the pandemic outcomes and community-level predictors. Specifically, we used time-series clustering to identify clusters with similar outcome patterns for the 3108 contiguous US counties. Multinomial logistic regression was used to explain the relationship between community-level predictors and cluster assignment. We analyzed county-level confirmed COVID-19 deaths from Sunday, March 1, 2020, to Saturday, February 27, 2021.

Results: Four distinct patterns of deaths were observed across the contiguous US counties. The multinomial regression model correctly classified 1904 (61.25%) of the counties’ outbreak patterns/clusters.

Conclusions: Our results provide evidence that county-level patterns of COVID-19 deaths are different and can be explained in part by social and political predictors.

(JMIR Public Health Surveill 2022;8(7):e32164) doi:10.2196/32164
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Introduction

A geographically, politically, and socioeconomically diverse nation, the United States consists of 50 states, 48 of which are contiguous. When considering the COVID-19 pandemic in different regions throughout the United States, different patterns of outcomes emerge. Based on data obtained from the open source COVID-19 data hub [1], Figure 1 shows the national 7-day moving average of deaths as well as the various patterns that arise among 8 example counties from Sunday, March 1, 2020, to Saturday, February 27, 2021. For example, New York, NY, experienced a large first wave of deaths, followed by a relatively low death count through the remainder of the study. Nearby Ocean County, NJ, a populous county near the New Jersey shore had a large first wave of deaths, followed by a second wave beginning in late 2020. In contrast, Butler County, OH, a populous midwestern county, showed low death counts until late in the study period. None of these patterns mimics the overall pattern for the aggregate death counts in the United States.
Early in the COVID-19 pandemic, the county-level population mortality and case fatality rates were significantly different among the US regions [2]. Explanations for regional differences in health outcomes related to COVID-19 may be the structure of the government and policy making within the United States as it relates to the social vulnerability of the population. In the United States, each state consists of county governments that set health and economic policies for local communities. The counties within the states vary in terms of population size, demographics, access to health care, housing, and transportation. Some have noted that the regional differences in COVID-19 policies, compliance, and subsequent outcomes could be due to political differences across the regions. Goldwitzer et al [3] showed Republican-leaning counties displayed less physical distancing compared to Democratic-leaning counties and a subsequent increase in COVID-19 cases and deaths. Another study showed Democratic governors were 50% more likely to implement stay-at-home orders [4], which have been associated with increased physical distancing and reduction in COVID-19 cases and deaths [5].

Here, we investigate the regional patterns in deaths attributed to COVID-19. The phenomenon of differing national and regional patterns within the United States was illustrated for confirmed COVID-19 cases in Megahed et al [6]. In addition, a report by the Financial Times [7] argued, “Across the world, public health data are gathered at a very local level before aggregation into regional and national figures.... While useful as a summary, local distinctions get lost, painting a misleading image of whole countries being affected uniformly.” In this study, we investigated the various patterns of COVID-19 deaths across 3108 contiguous counties in the United States. We also sought to determine what factors relate to the pattern of deaths. Specifically, we posed 3 questions:

- How many distinct clusters of counties in the United States exhibit similar time series patterns in the deaths due to COVID-19?
- How are these clusters geographically distributed across the United States?
- Are certain geographic, political, government, and social vulnerability variables associated with the patterns of COVID-19 related deaths?

To address the first question, we performed a cluster analysis on the time series of the 3108 US counties. We provided maps to show the geographic distribution of the clusters. To address the third question, we applied a multinomial logistic regression analysis using geographic, political, and social vulnerability data to explain the patterns of deaths due to COVID-19 over time.

**Methods**

This study was conducted in 3 stages: (1) data gathering and preprocessing, (2) time series clustering, and (3) modeling and cluster validation.

**Data**

The open source COVID-19 data hub [1] was used to extract county-level time series data related to confirmed COVID-19 deaths from Sunday, March 1, 2020, to Saturday, February 27, 2021. Data were extracted from 3108 counties in the 48 contiguous US states and were completely anonymous. This data set was used to compute the daily confirmed deaths related to COVID-19 by county and contained the sole data used to inform the time series cluster analysis.

To develop the explanatory model describing the clusters, the following additional variables were gathered: region, governor's
party affiliation, government response, the Centers for Disease Control and Prevention’s (CDC) social vulnerability index (SVI), and population density.

**Region**

The CDC produces a 10-region Framework for Chronic Disease Prevention and Health Promotion [8]. Figure 2 shows the 10 regions used in our explanatory model. The CDC’s National Center for Chronic Disease Prevention and Health Promotion (NCCDPHP) developed these regions to promote consistency in technical assistance and communications for chronic disease prevention [8].

![Figure 2. The 10 CDC regions. CDC: Centers for Disease Control and Prevention.](image)

**Governor’s Party Affiliation**

The political party affiliation of each US state governor (within the 48 contiguous US states) at the start of the pandemic (March 2020) was determined. Since the District of Columbia does not have a governor, the political party of the mayor (Democrat) was used. The party affiliation of the governor was used as this affects the political actions and policies taken, often in the form of executive orders from the governor, during the pandemic [4].

**Government Response**

The overall government response index (at the US state level) from the Blavatnik School of Government [9] was downloaded on March 16, 2021. The index considers containment and closure indicators, such as school and workplace closings; economic response, such as income support and debt relief; and health systems, such as testing policies, contact tracing, and investment in vaccines. Higher values of the government response index indicate a stronger government response related to the pandemic. This index changed over the time of the study period. To capture the index over the majority of the study period, we summarized the index using the median value over the study period. Details of the methodology used to compute the index can be found at Oxford University COVID-19 Tracker Github [10].

**The Social Vulnerability Index**

The CDC’s SVI is computed by the CDC’s Agency for Toxic and Disease Registry’s Geospatial Research, Analysis, and Services Program [11]. The SVI provides the relative vulnerability of each US county based on US Census data and is ranked on 15 social factors, including unemployment, minority status, and disability. Note that the SVI data from the CDC returned results for 3107 counties, with no data on Rio Arriba County, New Mexico, and hence this county was excluded from our explanatory analysis. The SVI data were grouped into the following 4 themes:

- SVI theme 1: socioeconomic
- SVI theme 2: household composition and disability
- SVI theme 3: minority status and language
- SVI theme 4: housing and transportation

Our study included each of the 4 SVI themes. To construct the SVI for each theme, the percentile rank for each variable across the counties was computed. These were summed across the themes and then ranked within each domain. The SVIs ranged from 0 to 1, with higher values of SVIs for a particular theme indicating a higher level of social vulnerability. For more details on the SVI, see Flanagan et al [12].

**Population Density**

The population density in each county was computed based on the land area in square miles and the 2014-2018 American Community Survey (ACS) population estimates in each county. Both land area and population estimate variables were obtained from the CDC’s SVI 2018 data set [11]. Due to right-skewness in this variable, the natural logarithm of population density was used in the analysis.

**Time Series Clustering**

Time series cluster analysis was based solely on the daily confirmed deaths related to COVID-19 by county. The goal was to separate counties into groups (clusters) that show similar time series patterns. There are 3 important decisions that affect...
the cluster solution: (1) the scaling of the data, (2) the measure of distance between the clusters, and (3) the clustering algorithm. Liao [13] gives an overview of time series clustering methods.

For this study, the daily confirmed deaths related to COVID-19 by county were smoothed using a 7-day moving average to account for weekly patterns due to reporting. Moreover, the 7-day moving averages were rescaled so that all values fell between 0 and 1 to focus on the pattern of the progression of the deaths rather than the magnitude of the death counts. The magnitude of the death counts in each county depends on many factors, such as county size, population density, and region. The scaled 7-day moving average for county i at time t is

\[ MA_{7,i,t} \]

where \( MA_{7,i,t} \) is the 7-day moving average of deaths related to COVID-19 for county i at time t. The maximum in the denominator is taken over all time, \( 0 \leq t \leq T \). The outer maximum function in Equation (1) is used to account for reporting adjustments that occur with negative death counts on some days.

For illustration, suppose that county i recorded deaths only on days 7, 8, and 9, when, respectively, 7, 21, and 14 deaths occurred. On all other days, no deaths were recorded. For clarity, this sequence of death counts, the calculations of the 7-day moving averages (\( MA_{7,i} \)), and the scaled moving averages (\( MA_{7,i} \) for the first 17 days are shown in Table 1.

This method of scaling the 7-day moving averages ensured that we evaluated the shape of the death profile for each county across time.

### Table 1. Example calculation of the scaled 7-day moving averages (\( MA_{7,i} \)).

<table>
<thead>
<tr>
<th>Time</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deaths</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td>21</td>
<td>14</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( MA_{7,i} )</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>1</td>
<td>4</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>5</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( MA_{7,i} )</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>1/6</td>
<td>4/6</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>5/6</td>
<td>2/6</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

\( ^a \) N/A: not applicable.

### Explanatory Modeling

The time series clustering method described before resulted in mutually exclusive clusters of time series profiles containing counties with similar patterns in the daily deaths related to COVID-19. To further validate the cluster solution and to explain the differences in the progression of daily deaths across the counties, a multinomial regression analysis [18] was fit using the explanatory variables described in the Data section. The \texttt{multinom} function from the R package \texttt{nnet} [19] was used for this analysis.

Model performance was evaluated in terms of the ability to meaningfully interpret the model coefficients and by evaluating the in-sample classification performance. Specifically, the model predicted cluster was compared to the cluster as determined by the time series cluster solution for each county. The in-sample classification performance was measured by sensitivity, specificity, and balanced accuracy:

\[
\text{Sensitivity} = \frac{\text{TP}}{\text{TP} + \text{FN}},
\]

where TP and FN are the number of true-positive and false-negative predictions, respectively.

\[
\text{Specificity} = \frac{\text{TN}}{\text{TN} + \text{FP}},
\]

where TN and FP are the number of true-negative and false-positive prediction, respectively, and

\[
\text{Balanced accuracy} = \frac{\text{Sensitivity} + \text{Specificity}}{2}.
\]

Many metrics can be used to measure the distance between time series, including Euclidean distance, dynamic time warping [14], and the Pearson correlation coefficient. An elastic measure, such as dynamic time warping, is commonly used with time series clustering [13] because it aligns or warps the time series so that the distance between them is minimized. Elastic measures such as this do not preserve the timing of the outbreak and deaths in a meaningful way. For this reason, we used the Euclidean distance to measure the distance between the time series clusters. In our case, the Euclidean distance between 2 death profiles of length T was

There are numerous clustering algorithms that have been suggested for time series clustering [13,15]. We used k-means clustering for this analysis. A heuristic-based method of clustering, k-means clustering partitions n objects into \( k \leq n \) mutually exclusive clusters and each cluster is represented by the most centrally located object in the cluster. One limitation of the k-means clustering approach is that the number of clusters must be determined a priori in order to obtain a solution. It is common practice in exploratory research to evaluate cluster solutions for several sizes of k and select the best based on measures of cluster validity or homogeneity [16]. The R package \texttt{NbClust} [17] can be used to compute up to 30 cluster validity indices for cluster solutions of several sizes, k. This approach provides a systematic, data-driven method for selecting the optimal number of clusters in a data set without capitalizing on a single validity measure. For this analysis, k-means clustering was used to find the cluster solutions and the \texttt{NbClust} package was used to determine the optimal number of clusters to retain.
Number of Distinct Clusters

To address our first research question regarding the number of distinct clusters, we used time series cluster analysis of the scaled 7-day moving average of daily deaths due to COVID-19. Figure 3 shows the scaled time series of the daily deaths due to COVID-19 for 9 randomly selected contiguous counties in the United States during the study period. We evaluated $2 \leq k \leq 51$ time series cluster solutions using 23 cluster validity indices [17]. Of the 23 validity indices, 7 (30.4%) preferred a 4-cluster solution. The second-most preferred cluster solution was a 2-cluster solution, which was preferred by 6 (26.1%) of the 23 indices. Using a majority rule of the validity indices, we retained a 4-cluster solution.

Figure 4 shows the geographic distribution of the 4-cluster solution across the United States. Cluster C1 is primarily concentrated in the Upper Midwest and mountain states, as well as in Ohio, Central Kentucky, Virginia, and Maine. Cluster C2 is located along the coast in the Northeast and in some of the larger US cities, such as Chicago, Detroit, Seattle, and New Orleans. Cluster C3 is scattered throughout much of the United States but particularly in Missouri, Illinois, and the states surrounding the Great Lakes. Cluster C4 occurs across the United States but shows concentrations in California, East Texas, the Southwest, and the Southeast. For an interactive color version of this map, please see Section 3.3.3 in Megahed et al [20].

Figure 5 shows the 25th, 50th, and 75th percentiles of the time series profiles for the counties within each cluster and provides insight into the shape of the cluster patterns. From Figure 5, it is clear that counties in cluster C1 experienced a low number of deaths due to COVID-19 throughout the study period. Counties clustering in C2 experienced early death counts beginning in April 2020, but the death counts tapered off in early summer. These counties maintained low death counts throughout the late summer and early fall, until rising again in November 2020. In C3, counties experienced few COVID-19 deaths until October 2020, when they saw a rapid rise in deaths. The death counts in C3 began dropping in December 2020, which continued through March 2021. The fourth cluster, C4, showed a small increase in deaths in late summer, followed by a steady rise throughout the fall and a higher peak in early 2021.

Figure 3. Time series profiles of the scaled 7-day moving average of new COVID-19 deaths for 9 sample counties.
Explaining the Clusters

To address the second research question regarding factors that relate to the patterns of COVID-19–related deaths, we used an explanatory multinomial regression analysis to validate our cluster solution. Table 2 provides a summary of the explanatory study variables for each cluster.

Table 3 gives the coefficients from the multinomial logistic regression analysis. The dependent variable was cluster. The baseline category for the analysis was C1, the cluster of counties with few deaths related to COVID-19. The coefficients showed the linear change in the natural log of the odds ratio (OR) of a county classified in a corresponding cluster (eg, C2, C3, or C4) versus the baseline cluster (C1). From Table 3, it is clear that several geographic, political, government, and social vulnerability variables are associated with the patterns in COVID-19–related deaths.
Table 2. A summary of how the predictor variables were distributed per cluster. For each numeric variable, we report the mean (SD). For categorical variables, we report the distribution of each subcategory across the 4 clusters. The row summation of percentages for a subcategory may deviate slightly from 100% due to rounding errors.

<table>
<thead>
<tr>
<th>Variables</th>
<th>C1 (N=1261)</th>
<th>C2 (N=226)</th>
<th>C3 (N=827)</th>
<th>C4a (N=794)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Continuous variables, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Theme 1: socioeconomic</td>
<td>0.48 (0.30)</td>
<td>0.44 (0.31)</td>
<td>0.45 (0.27)</td>
<td>0.61 (0.26)</td>
</tr>
<tr>
<td>Theme 2: household composition and disability</td>
<td>0.50 (0.28)</td>
<td>0.37 (0.31)</td>
<td>0.49 (0.28)</td>
<td>0.56 (0.29)</td>
</tr>
<tr>
<td>Theme 3: minority status and language</td>
<td>0.41 (0.28)</td>
<td>0.71 (0.22)</td>
<td>0.43 (0.27)</td>
<td>0.65 (0.24)</td>
</tr>
<tr>
<td>Theme 4: housing and transportation</td>
<td>0.42 (0.29)</td>
<td>0.60 (0.28)</td>
<td>0.49 (0.26)</td>
<td>0.60 (0.27)</td>
</tr>
<tr>
<td>Log(population density)</td>
<td>3.01 (1.71)</td>
<td>5.86 (1.81)</td>
<td>3.73 (1.31)</td>
<td>4.60 (1.29)</td>
</tr>
<tr>
<td>Government response index median</td>
<td>47.09 (8.45)</td>
<td>52.87 (9.13)</td>
<td>47.24 (8.25)</td>
<td>48.13 (7.65)</td>
</tr>
<tr>
<td>Categorical variables, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Governor’s party (Democratic)</td>
<td>579 (45.9)</td>
<td>142 (62.8)</td>
<td>428 (51.8)</td>
<td>202 (25.4)</td>
</tr>
<tr>
<td>Governor’s party (Republican)</td>
<td>682 (54.1)</td>
<td>84 (37.2)</td>
<td>399 (48.2)</td>
<td>591 (74.4)</td>
</tr>
<tr>
<td>Region A</td>
<td>41 (3.3)</td>
<td>43 (19.0)</td>
<td>21 (2.5)</td>
<td>24 (3.0)</td>
</tr>
<tr>
<td>Region B</td>
<td>131 (10.4)</td>
<td>63 (27.9)</td>
<td>62 (7.5)</td>
<td>48 (6.0)</td>
</tr>
<tr>
<td>Region C</td>
<td>101 (8.0)</td>
<td>19 (8.4)</td>
<td>13 (1.6)</td>
<td>239 (30.1)</td>
</tr>
<tr>
<td>Region D</td>
<td>140 (11.1)</td>
<td>20 (8.8)</td>
<td>51 (6.2)</td>
<td>153 (19.3)</td>
</tr>
<tr>
<td>Region E</td>
<td>188 (14.9)</td>
<td>30 (13.3)</td>
<td>283 (34.2)</td>
<td>23 (2.9)</td>
</tr>
<tr>
<td>Region F</td>
<td>154 (12.2)</td>
<td>31 (13.7)</td>
<td>116 (14.0)</td>
<td>201 (25.3)</td>
</tr>
<tr>
<td>Region G</td>
<td>236 (18.7)</td>
<td>7 (3.1)</td>
<td>144 (17.4)</td>
<td>25 (3.1)</td>
</tr>
<tr>
<td>Region H</td>
<td>187 (14.8)</td>
<td>7 (3.1)</td>
<td>88 (10.6)</td>
<td>9 (1.1)</td>
</tr>
<tr>
<td>Region I</td>
<td>22 (1.7)</td>
<td>1 (0.4)</td>
<td>14 (1.7)</td>
<td>53 (6.7)</td>
</tr>
<tr>
<td>Region J</td>
<td>61 (4.8)</td>
<td>5 (2.2)</td>
<td>35 (4.2)</td>
<td>18 (2.3)</td>
</tr>
</tbody>
</table>

aRio Arriba County, New Mexico, assigned to C4 based on the time series clustering was not modeled using the multinomial logistic regression, since we could not obtain values for its predictor variables. Hence, the reported mean (SDs) and n (%) for C4 exclude this county.
Table 3. Results of multinomial logistic regression for clusters C2, C3, and C4. We used C1 as the reference cluster since it contained the largest number of counties.

<table>
<thead>
<tr>
<th>Variables</th>
<th>C2</th>
<th>ORa (95% CI)</th>
<th>C3</th>
<th>OR (95% CI)</th>
<th>C4</th>
<th>OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theme 1: socioeconomic</td>
<td>0.419</td>
<td>(0.592)</td>
<td>1.52</td>
<td>(0.48-4.85)</td>
<td>−0.356</td>
<td>(0.286)</td>
</tr>
<tr>
<td>Theme 2: household composition and disability</td>
<td>−0.245</td>
<td>(0.432)</td>
<td>0.78</td>
<td>(0.34-1.83)</td>
<td>0.392</td>
<td>(0.223)</td>
</tr>
<tr>
<td>Theme 3: minority status and language</td>
<td>3.661</td>
<td>(0.469)</td>
<td>38.90</td>
<td>(15.51-97.54)</td>
<td>0.004</td>
<td>(0.222)</td>
</tr>
<tr>
<td>Theme 4: housing and transportation</td>
<td>0.557</td>
<td>(0.428)</td>
<td>1.75</td>
<td>(0.75-4.04)</td>
<td>1.086</td>
<td>(0.227)</td>
</tr>
<tr>
<td>Log(population density)</td>
<td>1.009</td>
<td>(0.078)</td>
<td>2.74</td>
<td>(2.35-3.20)</td>
<td>0.417</td>
<td>(0.043)</td>
</tr>
<tr>
<td>Governor’s party (Republican)</td>
<td>−0.101</td>
<td>(0.233)</td>
<td>0.90</td>
<td>(0.57-1.43)</td>
<td>−0.323</td>
<td>(0.122)</td>
</tr>
<tr>
<td>Region B</td>
<td>−1.879</td>
<td>(0.464)</td>
<td>0.15</td>
<td>(0.06-0.38)</td>
<td>−0.509</td>
<td>(0.354)</td>
</tr>
<tr>
<td>Region C</td>
<td>−2.621</td>
<td>(0.496)</td>
<td>0.07</td>
<td>(0.03-0.19)</td>
<td>−1.673</td>
<td>(0.437)</td>
</tr>
<tr>
<td>Region D</td>
<td>−1.717</td>
<td>(0.537)</td>
<td>0.18</td>
<td>(0.06-0.51)</td>
<td>−0.574</td>
<td>(0.369)</td>
</tr>
<tr>
<td>Region E</td>
<td>−1.941</td>
<td>(0.461)</td>
<td>0.14</td>
<td>(0.06-0.35)</td>
<td>0.884</td>
<td>(0.324)</td>
</tr>
<tr>
<td>Region F</td>
<td>−1.520</td>
<td>(0.522)</td>
<td>0.22</td>
<td>(0.08-0.61)</td>
<td>0.629</td>
<td>(0.367)</td>
</tr>
<tr>
<td>Region G</td>
<td>−2.886</td>
<td>(0.647)</td>
<td>0.06</td>
<td>(0.02-0.20)</td>
<td>0.363</td>
<td>(0.361)</td>
</tr>
<tr>
<td>Region H</td>
<td>−2.221</td>
<td>(0.681)</td>
<td>0.11</td>
<td>(0.03-0.41)</td>
<td>0.374</td>
<td>(0.396)</td>
</tr>
<tr>
<td>Region I</td>
<td>−3.509</td>
<td>(1.117)</td>
<td>0.03</td>
<td>(0.00-0.27)</td>
<td>0.657</td>
<td>(0.479)</td>
</tr>
<tr>
<td>Region J</td>
<td>−2.527</td>
<td>(0.666)</td>
<td>0.08</td>
<td>(0.02-0.29)</td>
<td>0.228</td>
<td>(0.396)</td>
</tr>
<tr>
<td>Government response</td>
<td>−0.028</td>
<td>(0.018)</td>
<td>0.97</td>
<td>(0.94-1.01)</td>
<td>−0.030</td>
<td>(0.009)</td>
</tr>
<tr>
<td>Constant</td>
<td>−5.171</td>
<td>(1.292)</td>
<td>0.01</td>
<td>(0.00-0.07)</td>
<td>−1.308</td>
<td>(0.684)</td>
</tr>
</tbody>
</table>

aOR: odds ratio.

We found that the clusters can be roughly described as follows:

- C1: low death rates throughout much of the pandemic; found mostly in Upper Midwest and mountain states
- C2: high death rates in spring 2020, with another spike in December 2020/January 2021; found mostly in the northeastern and other large cities
- C3: low death rates until fall 2020, followed by a peak in December 2020; spread throughout the United States with concentrations in Central Midwest and Great Lakes
- C4: steady death rates from late summer through December 2020; spread throughout the United States with concentrations in California, the Southwest, and the Southeast

“SVI theme 3: minority status and language” was significantly associated with clustering in C2 versus C1, yielding an OR of 38.90. Counties with high levels of SVI theme 3 were strongly associated with membership in C2 compared to C1. All CDC regions (B-J) showed a significant, negative association with C2 versus C1, indicating that being located outside region A (the Northeast, baseline category for region) is associated with lower odds of clustering in C2 versus C1. This is consistent with our initial finding from the map in Figure 4, which showed that the counties in C2 are primarily located in the Northeast.

The variable with the strongest positive association to C3, relative to C1, was “SVI theme 4: housing and transportation.” Population density was also significant and positively related to C3. The governor’s party was significant and negatively associated with C3, indicating that counties in states with Republican governors are associated with lower odds of clustering in C3 than in C1. The government response was also significant and negatively related to membership in C3, but the effect was small. Among the regions, the coefficient for region E was significant and negatively related to membership in C3, but the effect was small. Among the regions, the coefficient for region C (North Carolina, South Carolina, Georgia, and Florida) was significant and negative; thus, counties in these states are associated with lower odds of being classified in C3 than in C1. In contrast, the coefficient for region E was significant and positive, which suggests that counties in Minnesota, Wisconsin, Illinois, Indiana, Michigan, and Ohio are associated with higher odds of clustering in C3.

“SVI theme 1: socioeconomic” was not significant for membership in any of clusters C2-C4; however, 3 of the SVIs (household composition and disability, minority status and language, and housing and transportation) were significant and positively associated with membership in C4. In addition, counties located in states with Republican governors were also associated with higher odds of classification in C4 relative to C1. Among the CDC regions, regions I (California, Nevada, and Arizona) and F (New Mexico, Texas, Oklahoma, and Louisiana) had positive coefficients. Regions B, E, G, and H had significantly negative coefficients. The logarithm of population density was also a significant predictor for...
classification in C2, C3, and C4, relative to C1, which indicates that a low population density is associated with clustering in C1.

Overall, the multinomial regression model correctly classified 1904 (61.25%) of the 3108 counties into 1 of 4 clusters. Table 4 gives the in-sample predictive performance of the multinomial regression model broken down by cluster. The balanced accuracy was similar for all 4 clusters, ranging from 0.63 to 0.80. A more nuanced view of the performance can be seen from sensitivity and specificity. The model performed well in correctly classifying counties in cluster C4 (sensitivity=0.74), which shows a sustained emergence in deaths beginning in late summer 2020. The model also performed well in classifying counties in cluster C1 (sensitivity=0.71), counties with few deaths. However, it had only moderate ability to correctly classify counties into clusters C2 and C3 (sensitivity=0.42 and 0.39, respectively). Note that the sensitivity performance for clusters C2 and C3 exceeded the expected sensitivity of 0.25 that would be obtained from random allocation among 4 classes in a balanced or imbalanced multiclass classification problem (see Megahed et al [21] for more details). In terms of specificity, the model performed well at identifying which counties are not in clusters C1-C4, with specificity values ranging from 0.71 to 0.98. Figure 6 shows the distribution of the accuracy of the multinomial logistic model in predicting cluster membership. Counties that were correctly predicted from the model are indicated in a light color, while those that were incorrectly predicted are indicated in a dark color. The model provides some insight into the patterns across the United States, but additional data are needed to more accurately classify counties in terms of the pattern of death rates due to COVID-19. For an interactive version of this map, please see Section 4.2.4 in Megahed et al [20].

Table 4. The predictive performance of the multinomial regression model for each cluster.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Balanced accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>0.71</td>
<td>0.71</td>
<td>0.71</td>
</tr>
<tr>
<td>C2</td>
<td>0.70</td>
<td>0.42</td>
<td>0.98</td>
</tr>
<tr>
<td>C3</td>
<td>0.63</td>
<td>0.39</td>
<td>0.88</td>
</tr>
<tr>
<td>C4</td>
<td>0.80</td>
<td>0.74</td>
<td>0.86</td>
</tr>
</tbody>
</table>

Figure 6. Map of the prediction accuracy of the multinomial logistic model describing the time series cluster solution. Counties in a light color (labeled “Yes”) were correctly classified by the model. Counties in a dark color (labeled “No”) were incorrectly classified. Rio Arriba County, New Mexico (in white), was not classified due to missing data.
Discussion

Principal Findings

This research provides a framework for understanding the pattern of COVID-19–related deaths across the United States. Using time series clustering with county-level data on the occurrence of COVID-19–related deaths, we observed 4 distinct patterns from March 1, 2020, to February 27, 2021. The second stage of our analysis revealed that these patterns can be partially explained by region as well as social and political predictors.

Our findings add to the literature on the relationship between COVID-19 outcomes and vulnerable populations [22-24]. The largest number of counties in the United States experienced few deaths during the study period (cluster C1). These counties were, on average, at or below the median of all measures of social vulnerability. With lower population densities, and spread throughout the United States, C1 counties served as our model baseline.

The county-level COVID-19 death data were extracted using the COVID19 R package [1], which extracted confirmed deaths from a GitHub repository [25]. The cross-sectional data set containing the predictors used in the multinomial regression was compiled by the authors from disparate sources and is available in Megahed [26]. R statistical software version 4.0.4 was used for all processing and analysis of data. A reproducible workflow of our analysis is made available using R Markdown and is hosted in Megahed et al [20], following the best practices of Jalali et al [27] in reporting and documenting analyses for COVID-19.

Cluster C3 (low death rates until fall 2020, peaking in December 2020) had the second largest number of counties. C3 counties are spread across much of the country but have concentrations in the Great Lakes and Central Midwest regions. Interestingly, few incidences of C3 occur in the Southeastern United States and along the eastern seaboard from Washington, DC, to Massachusetts. Like C1, counties in C3 had SVI measures below the median, on average. These counties experienced a single late wave in COVID-19 deaths beginning in late October 2020 that declined by the end of the study period. There were a few distinguishing features between counties being classified in C3 versus C1: a higher population density, Democratic state leadership, location outside the Southeast, location in the Great Lakes region, and higher vulnerability in the SVI housing and transportation theme. This index indicates a higher incidence of multiunit housing, mobile homes, crowding, lack of vehicles, or group living situations.

The 226 counties that are clustered in C2 (high death rates in spring 2020 and December 2020/January 2021) are mostly populous counties in the Northeast, Washington, southeast Louisiana (including New Orleans), and the Four Corners region of Arizona and New Mexico. C2 counties experienced an early outbreak of deaths, followed by a second wave beginning in November 2020 but few deaths in summer 2020. These counties showed a strong relationship with the SVI minority and language theme, indicating a large percentage of residents who are minority or nonnative English speakers.

Cluster C4 (steady death rates beginning late summer, peaking in January) is located throughout the United States, with concentrations in the Southeast and Southwest. The counties in C4 showed a steady incidence of deaths beginning in late summer 2020 that continued through the study period. C4 counties were, on average, above the median on all SVI themes, and 3 of the 4 themes were significant in classifying counties in C4 versus C1. Specifically, the themes related to household and disability, minority and language, and housing and transportation all showed a positive association with this sustained pattern of COVID-19–related deaths. The majority (n=591, 74.4%) of these counties are located in Republican-led states.

Limitations

The local patterns in COVID-19–related deaths suggest that local-level factors, including geographic, demographic, and social vulnerability characteristics, are related to adverse outcomes from COVID-19. There are several limitations to this research. These include the observational nature of the study, which was conducted as the pandemic continues to emerge. The retrospective, secondary use of data makes it impossible to infer causation from our model. Outbreaks and adverse outcomes changed over time as local and national governments adopted new policies and vaccines to react to the emerging pandemic. Further, the government response index is available only at the state level and is constant across all counties within a state. Using a state-level predictor to explain cluster membership at the county level could lead to an ecological fallacy.

Conclusion

Despite limitations, this exploratory study revealed new insights into the most severe outcome of the COVID-19 pandemic. The identification of 4 distinct patterns of death incidences in 3108 US counties provides evidence of the differences in the realization of severe outcomes from the pandemic. The United States is a demographically and politically diverse nation, and it is important to understand the differences in pandemic-related outcomes across communities. By examining the relationship between county-level predictors and membership in the 4 cluster patterns, we showed that there are important demographic, political, and socioeconomic differences related to death patterns across the United States.
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Abstract

Background: Public health service is an important component and pathway to achieve universal health coverage (UHC), a major direction goal of many countries. China’s National Basic Public Health Service Program (the Program) is highly consistent with this direction.

Objective: The aim of this study was to analyze the key experience and challenges of the Program so as to present China’s approach to UHC, help other countries understand and learn from China’s experience, and promote UHC across the world.

Methods: A literature review was performed across five main electronic databases and other sources. Some data were obtained from the Department of Primary Health, National Health Commission, China. Data obtained included the financing share of the national/provincial/prefectural government among the total investment of the program in 32 provinces in 2016, their respective per capita funding levels, and some indicators related to program implementation from 2009 to 2016. The Joinpoint regression model was adopted to test the time trend of changes in program implementation indicators. Face-to-face individual interviews and group discussions were conducted with 48 key insiders.

Results: The program provided full life cycle service to the whole population with an equitable and affordable financing system, enhanced the capability and quality of the health workforce, and facilitated integration of the public health service delivery system. Meanwhile, there were also some shortcomings, including lack of selection and an exit mechanism of service items, inadequate system integration, shortage of qualified professionals, limited role played by actors outside the health sector, and a large gap between the subsidy standard and the actual service cost. The Joinpoint regression analysis demonstrated that 13 indicators related to program implementation showed a significant upward trend (P<.05) from 2009 to 2016, with average annual percent change values above 10% for 6 indicators and below 6% for 7 indicators. Three indicators (coverage of health records, electronic health records, and health management among the elderly) rose rapidly with annual percent change values above 30% between 2009 and 2011, but rose slowly or remained stable between 2011 and 2016. In 2016, the subsidy standard per capita in the eastern, central, and western regions was equivalent to US $7.43, $7.15, and $6.57, respectively, of which the national-level subsidy accounted for 25.50%, 60.57%, and 79.52%, respectively.

Conclusions: The Program has made a significant contribution to China’s efforts in achieving UHC. The Program focuses on a key population and provides full life cycle services for the whole population. The financing system completely supported by...
the government makes the services more equitable and affordable. However, there are a few challenges to implementing the Program in China, especially to increase the public investment, optimize service items, enhance quality of the services, and evaluate the health outcomes.

(JMIR Public Health Surveill 2022;8(7):e31289) doi:10.2196/31289
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Introduction

Countries across the world are making great efforts to achieve universal health coverage (UHC) [1]. In April 2018, at the 70th anniversary of its founding, the World Health Organization (WHO) announced that the tagline for the 69th World Health Day was “Universal health coverage: everyone, everywhere.” To this end, public health is indispensable [2]. The Declaration of Alma-Ata adopted in 1978 defined primary care as essential health care that is universally accessible to all individuals and families in a community [3], highlighting the significance of primary care for UHC [4]. In 2018, the Declaration of Astana reiterated the importance of health promotion and disease prevention, and the role of primary care as a bridge between UHC and public health service in the current context [5]. In China, as a major component of primary care, public health service once made a remarkable contribution to reducing infectious diseases and maternal and pediatric diseases, and promoted the development of primary care globally [6]. China made a commitment to prioritizing UHC in its recent strategic agenda [7], and aligned public health service delivery with efforts toward UHC by the National Basic Public Health Service Program (hereafter referred to as “the Program”) was launched in 2009 [8].

According to the WHO, five key elements are needed to achieve UHC: (1) an efficient, well-run health system that can meet major health needs by providing people-centered health care services to all, particularly pregnant women, children, and people living with HIV/AIDS, tuberculosis, malaria, or noncommunicable diseases (NCDs); (2) a strong health financing system ensuring equitable access to affordable health care services; (3) access to essential medicines, equipment, and technologies for diagnosis and treatment; (4) well-trained and motivated health workers; and (5) recognition that all sectors, inter alia education, transportation, agriculture, and urban construction, have their own roles to play for the health of the population [9]. The Program provides basic public health services to all residents free of charge to address major health challenges among urban and rural citizens, especially children, pregnant women, the elderly, and those with NCDs. The existing service package covers 55 items in 14 categories (see below for details). It is fair to say that the Program has made a significant contribution to China’s efforts toward UHC.

First, the Program targets issues that are highly consistent with the UHC concept. The former covers many priorities of the latter, including vaccination, reporting of and response to communicable diseases and emergency public health events, case management of hypertension and type 2 diabetes, maternal and child health, and health management of the elderly [10]. Second, these services are delivered to all Chinese citizens free of charge, which ensures their affordability and equity [11]. Third, the Program helps to build up the expertise of primary health workers, as they are trained and equipped with adequate technical skills to deliver the services with good quality and high efficiency [12]. The Program also requires the ability to communicate with the population in the catchment, process information, and identify problems. Such nontechnical skills of health workers are also enhanced, as they provide health education, health record management, and follow-up visits. As a result, a more versatile and qualified health workforce is taking shape. Fourth, implementation of the Program contributes to some other building blocks of UHC. For example, health record management requires development of an information system [13]; maternal and child health management and physical checkups require necessary equipment; and health promotion involves collaboration with the sports sector, urban planning institutions, civil affair authorities, and others [14].

Currently, national and international academic communities study UHC from different perspectives. Urqueta-Salomón and Villarreal [15] analyzed the coverage of health insurance and access to preventive medical care, and concluded that interventions on prenatal care and NCDs prevention were greatly inadequate. Atun [16] summarized the experience in achieving UHC by reviewing health insurance reform. Zheng et al [17] elaborated upon China’s health care service delivery system with a focus on the measures for UHC and their outcomes. Shi [18] studied how to achieve UHC in China in terms of concept, policy, and strategy, with little attention paid to prevention and public health. Shan et al [19] and Jiang and Ma [20] identified potential challenges in China’s health insurance on its journey to UHC. Chi et al [21] performed a gray relational analysis to evaluate to what extent UHC has been achieved in China, Germany, Britain, Cuba, and Thailand; the results showed that China was the least close to achieving UHC, and that equity in financing and benefits was a major challenge. Liang and Langenbrunner [22] analyzed the development path of UHC in China from an external perspective, pointing out that there is still a long way to go before China can truly achieve UHC, and put forward suggestions toward achieving this goal, including strengthening disease risk protection, improving health service equity, and improving health system performance. The UHC Monitoring Report released by the WHO in 2019 pointed out that most countries are underinvesting in primary health care and recommended that countries increase spending on primary health care to increase UHC [23].

To date, there have been few studies investigating the relationship between the Program and UHC. However, implementing the Program has become an important pathway
and means for China to achieve UHC. Thus, it is necessary and important to analyze its key experience and challenges so as to present China’s approach to UHC, help other countries understand and learn from this experience, and ultimately promote UHC worldwide.

Methods

Literature Search

Both the English and Chinese literature was searched on the PubMed, Web of Science, CNKI (China National Knowledge Infrastructure), Wanfang Data, and CQVIP databases with the key words “universal health coverage” and “basic public health service.” Related policy documents and data were also collected from the websites of the National Health Commission (NHC), WHO, and World Bank Database, among others. After eliminating duplicate records, the titles and abstracts of articles with close relevance were thoroughly reviewed by subrelated topics such as “basic public health service projects,” “project

<table>
<thead>
<tr>
<th>Database</th>
<th>Search strings</th>
</tr>
</thead>
<tbody>
<tr>
<td>PubMed</td>
<td>(1) “universal health coverage”[Title/Abstract] AND (“China”[MeSH] OR “China”[All Fields] OR “Chinas”[All Fields]); (2) “basic public health service”[Title/Abstract]</td>
</tr>
<tr>
<td>Web of Science</td>
<td>(1) universal health coverage (subject) and China (subject); (2) basic public health service and China (theme)</td>
</tr>
<tr>
<td>CNKIb</td>
<td>(1) (Theme: Universal Health Coverage (precise)) AND (Full text: China (precise)); (2) (Theme: “Basic Public Health Services” (Precise)) OR (Theme: Experience + Problem + Challenge (Precise))</td>
</tr>
<tr>
<td>CQVIP</td>
<td>(1) Title or keyword=Universal Health Coverage AND any field=China; (2) Title or keyword=Basic public health service AND title or keyword=Experience OR problem OR challenge</td>
</tr>
<tr>
<td>Wanfang</td>
<td>(1) Title or keyword= (“Universal Health Coverage”) AND All: (China); (2) Title or keyword= (“essential public health services”) AND Title or keyword= Experience or problem or challenge</td>
</tr>
</tbody>
</table>

Statistical Analysis

Entrusted by the Department of Primary Health, NHC, we started to evaluate the results of the Program in 2018 and obtained some data, including the financing from the national government as a share of the total investment in the Program in 32 provinces in 2016, their respective per capita funding levels, and some indicators of the Program from 2009 to 2016, such as coverage of health records, coverage of health services, and utilization rate of health records. These data were analyzed in Microsoft Office Excel 2010 for Windows (Microsoft Corp.). The data were initially collected by the provincial health commission and then reported to the NHC (as China’s top-level basic health management authority) before finally reaching us. With an official check by the above-mentioned authorities, the accuracy and reliability of all the data are highly guaranteed.

To test the changes of time trend in the basic public health service project, the Joinpoint regression program version 4.9.0.0 (National Cancer Institute) was adopted to analyze and determine the year of significant changes. The Joinpoint regression model was adopted to evaluate the average annual percentage change (AAPC) and annual percentage change (APC) with the corresponding 95% CIs in each time trend segment.

Interviews With Key Insiders

The interviewees included policymakers, frontline workers, and other relevant personnel who have been engaged in China’s public health work for many years. Face-to-face individual interviews and group discussions were conducted. The 48 interviewees included one representative from each of the three national-level institutions, namely the Department of Primary
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Health of the NHC, National Center for Disease Control (CDC), and the National Disease Prevention and Control Bureau of the NHC; three leaders and three staff from the Primary Health Division of the provincial-level health commission who were responsible for the Program; three from the provincial-level CDC; three county hospital presidents and three public health workers in county hospitals; three township health center (THC) directors and three public health workers in THCs; nine village doctors; three directors of community health care centers (CHCs), which are in urban areas, and three public health workers in CHCs; and nine doctors from CHC stations. Provincial-level personnel and grassroots personnel came from Liaoning, Anhui, and Chongqing, representing China’s eastern, central, and western regions, respectively. All of the interviewees have good knowledge about the practices related to UHC and basic public health service in China.

The full process was recorded, and transcripts were noted for the classification and analysis by topics.

The main interview questions were as follows:

1. Is the local basic public health service information platform connected with other systems?
2. What agencies/departments have you cooperated with or contacted while carrying out basic health service projects locally?

Table 2. Changes in the service categories among the three editions of the National Basic Public Service Specifications.

<table>
<thead>
<tr>
<th>Edition (year)</th>
<th>Categories of the service</th>
<th>Changes</th>
</tr>
</thead>
<tbody>
<tr>
<td>First edition (2009)</td>
<td>10 categories: (1) health record management for urban and rural residents; (2) health...</td>
<td>Not applicable</td>
</tr>
<tr>
<td>Second edition (2011)</td>
<td>11 categories: (1) health record management for urban and rural residents; (2) health...</td>
<td>“Reporting of and response to communicable diseases” was changed to “re...</td>
</tr>
<tr>
<td>Third edition (2017)</td>
<td>14 categories: (1) health record management for urban and rural residents; (2) health...</td>
<td>“Management of patients with hypertension” and “management of patients with type 2 diabetes” were merged into “management of patients with NCDs”; new categories include “management of patients with TB,” “free contraceptives,” “health management by TCM,” and “health promotion”</td>
</tr>
</tbody>
</table>

Some indicators showed that the coverage of the Program had gradually expanded to the whole population. In addition to the rising share of citizens with health records and higher utilization rate of those records, the share of children with a vaccination record book, share of children receiving standard EPI vaccination, and coverage of maternal and child health management were all above 90%. Coverage of elderly health management was approximately 70%. The share of patients with NCDs under management, along with the control rate of blood pressure and glucose, was on the rise. Since 2012, health management by TCM has developed rapidly. All of these facts
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indicated that the Program provided UHC services to hundreds of millions of people (Table 3).

The results of Joinpoint regression analysis are presented in Table 4. Thirteen indicators relating to the implementation of the program showed a significant upward trend ($P < .05$) from 2009 to 2016, including coverage of EHRs, coverage of health management among the elderly, and glucose control rate among the managed patients with type 2 diabetes, whereas there was no significant change in the share of children with a vaccination record book, share of children receiving standard EPI vaccination, and percentage of patients with hypertension under standardized management (all $P > .05$). The AAPC values of six indicators, including coverage of health records, coverage of EHRs, utilization rate of health records, coverage of health management among the elderly, coverage of health management by TCM among the elderly, and coverage of health management by TCM among children aged 0-36 months, were all above 10%, and those of the other seven indicators, including the rate of newborn home visits, coverage of health management among children aged 0-6 years, and rate of registration in early pregnancy, were all below 6%. The coverage of health records, EHRs, and health management among children aged 0-6 years rose rapidly between 2009 and 2011, but rose slowly between 2011 and 2016. The coverage of health management among the elderly increased significantly between 2009 and 2011, but remained stable between 2011 and 2016, and the glucose control rate among the managed patients with type 2 diabetes increased significantly between 2009 and 2013, but remained stable between 2013 and 2016.

**Table 3.** Representative indicators on implementation of the Program 2009-2016.\(^a\)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Coverage of health records, %</td>
<td>33.38</td>
<td>49.12</td>
<td>64.31</td>
<td>73.33</td>
<td>79.81</td>
<td>82.35</td>
<td>84.97</td>
<td>88.56</td>
</tr>
<tr>
<td>Coverage of electronic health records, %</td>
<td>17.64</td>
<td>28.40</td>
<td>58.99</td>
<td>69.62</td>
<td>76.36</td>
<td>78.01</td>
<td>81.65</td>
<td>85.46</td>
</tr>
<tr>
<td>Utilization rate of health records, %</td>
<td>14.22</td>
<td>14.80</td>
<td>17.66</td>
<td>22.34</td>
<td>29.95</td>
<td>46.98</td>
<td>51.4</td>
<td>55.11</td>
</tr>
<tr>
<td>Hard copies of print health education materials distributed per 10,000 people, n</td>
<td>1402.04</td>
<td>1613.33</td>
<td>5404.75</td>
<td>4501.36</td>
<td>4205.84</td>
<td>4845.88</td>
<td>4819.35</td>
<td>4408.12</td>
</tr>
<tr>
<td>Participants of health education activities per 10,000 people, n</td>
<td>387.20</td>
<td>570.87</td>
<td>1030.72</td>
<td>1487.17</td>
<td>1473.60</td>
<td>1001.92</td>
<td>1044.09</td>
<td>938.24</td>
</tr>
<tr>
<td>Share of children receiving standard EPI(^b) vaccination, %</td>
<td>98.19</td>
<td>98.93</td>
<td>99.32</td>
<td>99.01</td>
<td>99.29</td>
<td>99.33</td>
<td>99.44</td>
<td>99.14</td>
</tr>
<tr>
<td>Rate of newborn home visits, %</td>
<td>81.80</td>
<td>81.55</td>
<td>87.32</td>
<td>89.66</td>
<td>90.39</td>
<td>92.44</td>
<td>93.83</td>
<td>94.77</td>
</tr>
<tr>
<td>Coverage of health management among children aged 0-6 years, %</td>
<td>73.41</td>
<td>80.47</td>
<td>85.33</td>
<td>88.64</td>
<td>89.87</td>
<td>90.85</td>
<td>91.6</td>
<td>91.82</td>
</tr>
<tr>
<td>Rate of registration in early pregnancy, %</td>
<td>78.62</td>
<td>80.62</td>
<td>83.01</td>
<td>86.76</td>
<td>87.53</td>
<td>89.20</td>
<td>91.57</td>
<td>91.42</td>
</tr>
<tr>
<td>Coverage of postnatal visits, %</td>
<td>87.33</td>
<td>85.27</td>
<td>89.11</td>
<td>90.83</td>
<td>91.83</td>
<td>92.95</td>
<td>94.30</td>
<td>94.41</td>
</tr>
<tr>
<td>Coverage of health management among the elderly, %</td>
<td>35.17</td>
<td>50.59</td>
<td>65.21</td>
<td>71.80</td>
<td>70.03</td>
<td>72.47</td>
<td>73.29</td>
<td>70.74</td>
</tr>
<tr>
<td>Share of patients with hypertension under standardized management, %</td>
<td>68.96</td>
<td>70.77</td>
<td>68.29</td>
<td>70.56</td>
<td>69.28</td>
<td>74.67</td>
<td>70.03</td>
<td>71.64</td>
</tr>
<tr>
<td>Blood pressure control rate among the managed patients with hypertension, %</td>
<td>40.68</td>
<td>50.52</td>
<td>48.92</td>
<td>49.96</td>
<td>56.51</td>
<td>59.23</td>
<td>60.96</td>
<td>62.40</td>
</tr>
<tr>
<td>Share of patients with type 2 diabetes under standardized management, %</td>
<td>69.58</td>
<td>71.19</td>
<td>68.88</td>
<td>69.54</td>
<td>71.48</td>
<td>75.25</td>
<td>73.01</td>
<td>74.58</td>
</tr>
<tr>
<td>Glucose control rate among the managed patients with type 2 diabetes, %</td>
<td>40.03</td>
<td>40.18</td>
<td>45.88</td>
<td>48.54</td>
<td>56.16</td>
<td>55.63</td>
<td>54.25</td>
<td>57.93</td>
</tr>
<tr>
<td>Coverage of health management by TCM(^c) among the elderly, %</td>
<td>13.85</td>
<td>16.42</td>
<td>18.05</td>
<td>16.86</td>
<td>26.13</td>
<td>37.87</td>
<td>46.98</td>
<td>53.23</td>
</tr>
<tr>
<td>Coverage of health management by TCM among children aged 0-36 months, %</td>
<td>13.79</td>
<td>15.54</td>
<td>17.16</td>
<td>18.14</td>
<td>27.15</td>
<td>41.87</td>
<td>48.27</td>
<td>55.69</td>
</tr>
</tbody>
</table>

\(^a\)Source: National Survey on Primary Health Facilities 2016 by the Department of Primary Health, National Health Commission, China.

\(^b\)EPI: Expanded Program on Immunization.

\(^c\)TCM: traditional Chinese medicine.
<table>
<thead>
<tr>
<th>Indicators</th>
<th>AAPC(^a), % (95% CI)</th>
<th>(P) value</th>
<th>Trend(^b) 1</th>
<th>Period</th>
<th>APC(^c), % (95% CI)</th>
<th>(P) value</th>
<th>Trend 2</th>
<th>Period</th>
<th>APC, % (95% CI)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coverage of health records, (%)</td>
<td>15.0 (11.7 to 18.4)</td>
<td>&lt;.001</td>
<td>2009-2011</td>
<td>42.1</td>
<td>(21.0 to 66.8)</td>
<td>.006</td>
<td>2011-2016</td>
<td>5.7</td>
<td>(3.8 to 7.5)</td>
<td>.002</td>
</tr>
<tr>
<td>Coverage of electronic health records (%)</td>
<td>28.1 (21.5 to 35.0)</td>
<td>&lt;.001</td>
<td>2009-2011</td>
<td>102.9</td>
<td>(51.1 to 172.4)</td>
<td>.005</td>
<td>2011-2016</td>
<td>6.5</td>
<td>(4.6 to 8.5)</td>
<td>.002</td>
</tr>
<tr>
<td>Utilization rate of health records (%)</td>
<td>23.7 (15.6 to 32.3)</td>
<td>&lt;.001</td>
<td>2009-2016</td>
<td>23.7</td>
<td>(15.6 to 32.3)</td>
<td>&lt;.001</td>
<td>N/A(^d)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Share of children with a vaccination record book (%)</td>
<td>0.1 (–0.0 to 0.2)</td>
<td>.09</td>
<td>2009-2016</td>
<td>0.1</td>
<td>(–0.0 to 0.2)</td>
<td>.09</td>
<td>N/A(^d)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Share of children receiving standard EPI(^e) vaccination (%)</td>
<td>0.1 (–0.0 to 0.3)</td>
<td>.09</td>
<td>2009-2011</td>
<td>0.5</td>
<td>(–0.3 to 1.3)</td>
<td>.15</td>
<td>2011-2016</td>
<td>0.0</td>
<td>(–0.2 to 0.2)</td>
<td>.99</td>
</tr>
<tr>
<td>Rate of newborn home visits (%)</td>
<td>2.3 (1.6 to 2.9)</td>
<td>&lt;.001</td>
<td>2009-2016</td>
<td>2.3</td>
<td>(1.6 to 2.9)</td>
<td>&lt;.001</td>
<td>N/A(^d)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Coverage of health management among children aged 0-6 years (%)</td>
<td>3.3 (2.9 to 3.8)</td>
<td>&lt;.001</td>
<td>2009-2011</td>
<td>8.6</td>
<td>(6.3 to 10.9)</td>
<td>.001</td>
<td>2011-2016</td>
<td>1.3</td>
<td>(0.9 to 1.7)</td>
<td>.002</td>
</tr>
<tr>
<td>Rate of registration in early pregnancy (%)</td>
<td>2.3 (1.8 to 2.8)</td>
<td>&lt;.001</td>
<td>2009-2016</td>
<td>2.3</td>
<td>(1.8 to 2.8)</td>
<td>&lt;.001</td>
<td>N/A(^d)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Coverage of postnatal visit (%)</td>
<td>1.4 (0.9 to 1.9)</td>
<td>&lt;.001</td>
<td>2009-2016</td>
<td>1.4</td>
<td>(0.9 to 1.9)</td>
<td>&lt;.001</td>
<td>N/A(^d)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Coverage of health management among the elderly (%)</td>
<td>10.7 (7.4 to 14.1)</td>
<td>&lt;.001</td>
<td>2009-2011</td>
<td>38.2</td>
<td>(17.2 to 62.9)</td>
<td>.008</td>
<td>2011-2016</td>
<td>1.3</td>
<td>(–0.8 to 3.4)</td>
<td>.15</td>
</tr>
<tr>
<td>Share of patients with hypertension under standardized management (%)</td>
<td>0.6 (–0.5 to 1.6)</td>
<td>.22</td>
<td>2009-2016</td>
<td>0.6</td>
<td>(–0.5 to 1.6)</td>
<td>.22</td>
<td>N/A(^d)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Blood pressure control rate among the managed patients with hypertension (%)</td>
<td>5.3 (3.4 to 7.3)</td>
<td>&lt;.001</td>
<td>2009-2016</td>
<td>5.3</td>
<td>(3.4 to 7.3)</td>
<td>&lt;.001</td>
<td>N/A(^d)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Share of patients with type 2 diabetes under standardized management (%)</td>
<td>1.1 (0.3 to 1.9)</td>
<td>.02</td>
<td>2009-2016</td>
<td>1.1</td>
<td>(0.3 to 1.9)</td>
<td>.02</td>
<td>N/A(^d)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Glucose control rate among the managed patients with type 2 diabetes (%)</td>
<td>5.8 (3.0 to 8.6)</td>
<td>&lt;.001</td>
<td>2009-2013</td>
<td>9.2</td>
<td>(3.3 to 15.4)</td>
<td>.02</td>
<td>2013-2016</td>
<td>1.4</td>
<td>(–5.3 to 8.5)</td>
<td>.57</td>
</tr>
<tr>
<td>Coverage of health management by TCM(^f) among the elderly (%)</td>
<td>24.1 (18.5 to 30.1)</td>
<td>&lt;.001</td>
<td>2009-2016</td>
<td>24.1</td>
<td>(18.5 to 30.1)</td>
<td>&lt;.001</td>
<td>N/A(^d)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Coverage of health management by TCM among children aged 0-36 months (%)</td>
<td>25.1 (18.8 to 31.8)</td>
<td>&lt;.001</td>
<td>2009-2016</td>
<td>25.1</td>
<td>(18.8 to 31.8)</td>
<td>&lt;.001</td>
<td>N/A(^d)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^{a}\)Trend: two temporal trend segments (Trend 1 and Trend 2) that join up at one join point recognized by the Joinpoint regression model.

\(^{b}\)AAPC: average annual percent change.

\(^{c}\)APC: annual percent change.

\(^{d}\)N/A: not applicable.

\(^{e}\)EPI: Expanded Program on Immunization.

\(^{f}\)TCM: traditional Chinese medicine.
The Financing Mechanism of the Program Ensures Equity and Affordability

Since 2009, China has strived for the gradual equalization of basic public health services [24]. To this end, the Program is completely financed by governments at all levels, including the national, provincial, and prefecture levels and below. Due to regional economic disparity, government fiscal strength among provinces varies greatly. To ensure the equitable access to basic public health services, the national government requires that actual per capita financing for the Program should not be lower than the national standard. For example, in 2016, the state required that the per capita subsidy standard for basic public health service projects should not be less than the equivalent of US $6.51 (1 Yuan Renminbi=US $0.15 in 2016) and the result was that the per capita subsidy standard in the eastern, central, and western regions was US $7.43, $7.15, and $6.57, respectively, of which the national-level subsidy accounted for 25.50%, 60.57%, and 79.52%, respectively (see Table 5 for details). This means that according to the actual situation of economic development, the central government will give more financial support to the underdeveloped provinces in the west through transfer payments. The total public investment in the Program increased from US $2.4 billion in 2009 to US $9.6 billion in 2016 [25]. The per capita standard rose from US $2.20 in 2009 [26] to US $11.16 in 2020 [27], and will definitely continue to grow. Such a financing mechanism recognizes regional gaps and guarantees equity and affordability, therefore helping to provide better access to health services [28].

<table>
<thead>
<tr>
<th>Financing standard</th>
<th>Eastern region (Yuan(^a)), average (% share)</th>
<th>Central region (Yuan), average (% share)</th>
<th>Western region (Yuan), average (% share)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Per capita standard</td>
<td>51.32 (100.00)</td>
<td>49.38 (100.00)</td>
<td>45.42 (100.00)</td>
</tr>
<tr>
<td>By national budget</td>
<td>13.09 (25.50)</td>
<td>29.91 (60.57)</td>
<td>36.12 (79.52)</td>
</tr>
<tr>
<td>By provincial budget</td>
<td>8.98 (17.50)</td>
<td>8.51 (17.23)</td>
<td>5.36 (11.80)</td>
</tr>
<tr>
<td>By prefectural budget and below</td>
<td>29.25 (57.00)</td>
<td>10.96 (22.20)</td>
<td>3.94 (8.68)</td>
</tr>
</tbody>
</table>

\(^a\) Chinese Yuan Renminbi=US $0.1447 in 2016.

Implementation of the Program Enhances Capability and Quality of the Health Workforce

Primary health workers are the mainstay to deliver basic public health services and a major contributor to UHC. To achieve the goals, competent departments provide them with targeted training to improve their capability and quality. For instance, health authorities introduced a package of policies such as the Program of Strengthening Rural Healthcare Service Delivery Network to enhance their management and technical skills through training [29]. In addition, since the new round of health care reform was launched in 2009, the central government has asked THCs to design well-structured and targeted training programs to update village doctors’ knowledge and skills in public health services [30].

Local governments organize various training on the policies, technical protocols, knowledge, and skills related to the Program for those who manage or implement it, including public health managers, professionals, and village doctors. In some places, they also implement contests on the Programs and exams on the technical protocols of the services. In other provinces, ear-marked transfer from the national level is used for capacity building of CHC health workers. Other activities include a contracted-based education program of public health doctors or village doctors, which requires trainees to work at a primary level for a certain period after graduation, further education for the village doctors who had only received secondary vocational training, and training to upgrade village doctors into licensed assistant doctors [31].

In general, the Program improves the health workers’ capability and quality in three areas. First, they are more capable of providing integrated care. The Program is established to deliver integrated care, including both preventive and curative interventions. This requires the services of primary health workers to shift from a disease-centered to a health-centered model [32]. Second, as the services covered by the Program are all delivered at the primary level, primary health workers have direct contact with local residents and need to maintain a good relationship with them [33]. More attention is given to communication skills, patience, and empathy. Third, they are better at identifying problems during service delivery; managing, analyzing, and utilizing information; and diagnosing and addressing regional health issues [34]. Some studies found that the theoretical knowledge and practical skills of the trained primary health workers had improved greatly [35-38].

The Program Facilitates the Integration of a Public Health Service Delivery System

Previously, China’s public health service delivery system was fragmented, composed of many specialist public health institutions responsible for health education, disease prevention and control, endemic and occupational disease prevention, and maternal and child health care, respectively. Primary health care institutions were not included in the system. However, the Program was mainly implemented by primary institutions, along with participation by these specialist institutions through technical assistance, technical training, and development of protocols. Various players in the system work together. They complement, collaborate with, and support each other, which gradually integrate the public health service delivery system [39]. This is a significant step forward to achieve integrated continuous care as well as UHC.
Shortcomings of the Program

No Well-Established Selection and Exit Mechanism for Service Items, and the Number of Items Keeps Rising

First, the service package of the Program cannot meet the actual needs of the general public. This is largely associated with the fact that service items are set based on how much public financing is available [40]. UHC aims to provide people-centered, quality services to satisfy the needs of the population. However, with higher health literacy, the needs are growing and becoming more diversified. Moreover, public health priorities are continuously changing over time, which requires timely updates of the service package [41].

Since the Program covers a large number of services and a huge target population, primary health workers can only manage to hit the set target in service volume but must compromise on quality. Indeed, the services sometimes fail to live up to the standards set in the Basic Public Health Service Specification (3rd edition) [42]. For example, some follow-ups fall short of requirement of the Specification. In some places, providers may only adopt the service as a matter of formality. While service volume and items increase continuously, the conflict between the actual needs of citizens and the service capacity of the primary level is not taken into consideration adequately. For instance, two new items, health management by TCM and management of patients with severe mental illness, were included in the package recently; however, primary institutions do not have the capability of delivering these services. Without sufficient knowledge and skills in TCM, village doctors have difficulties in carrying out TCM interventions. As a result, the pressure of health workers mounts on the one hand and citizens are not satisfied with the services on the other hand, which negatively affects the result of the Program.

Poor Integration of the Service Delivery System Lowers the Efficiency

Second, poor integration among the service items lowers the efficiency of the system. There are many service items in the package but little integration among them. For example, health records for the whole population are isolated from maternal, child, and elderly health management, and NCD cases are managed separately according to conditions [43]. All of these aspects result in unnecessary duplication in terms of effort and systems. Moreover, basic public health services and essential medical care are not well connected [44]. Taking NCD management as an example, services by general practitioners (GPs), specialists, and public health workers are so poorly integrated that a closed-end service network is absent, which has a negative influence on the quality of NCD management.

Furthermore, the information technology (IT) system is fragmented and poorly integrated [45]. Without a single top-level framework, IT systems are not compatible and connected with each other, which cannot meet the needs of the Program. There are nationwide systems for vaccination, management of patients with severe mental illness, and communicable disease reporting, as well as province-wide systems for maternal and child care. For the remaining items, there are few province-wide or prefecture-level information systems. In most cases, it is the counties/districts that authorize IT companies to develop the systems needed, which wastes substantial human and financial resources. Li et al [6] showed that the IT systems of primary health institutions with in-house EHRs were developed by over 80 IT providers independently with little connectivity and interoperability. Poor integration among these systems hinders information sharing across institutions and regions, which impacts the result of the Program [46]. For instance, although health records cover the majority of the population, many of them are not sufficiently active [47]. Moreover, the isolation between health record systems and the systems of health institutions hampers the integration of preventive and medical care.

Shortage of Well-Trained Health Professionals

The third challenge is insufficient well-trained primary health workers, who are the main implementers of the Program. According to the Statistic Bulletin on China’s Health Sector 2018, health workers in THCs and CHCs only account for 32.2% of the national total [48]. GPs, representing 8.49% of all doctors, represent the profession that faces the greatest shortage. At the end of 2018, the number of GPs per 10,000 people was only 2.22, which is still lower than the upper-end of target for 2020 of 2–3 GPs per 10,000 citizens [49].

The increasing workload on health workers also highlights the understaffed issue in health institutions. As service items and the population served are both on the rise, it is common that one primary health worker takes on the responsibilities of several. A survey among primary health workers in three provinces showed that 27.1% considered that after implementation of the Program, the workload increased to an unbearable level [50]. Shi et al [51] indicated that 4307 out of 10,626 (40.53%) primary care physicians were extremely tired. Li et al [52] found that 627 of 1221 (51.35%) village doctors in three provinces were not satisfied with the situation. Sun et al [53] found that 1244 of 3212 (38.73%) CHC health workers in five provinces wanted to quit the job. Meanwhile, given the restriction in the current recruitment system and lack of supportive measures, it is very hard to effectively replenish the primary health workforce. Moreover, primary health workers are often less knowledgeable with a lower education level and professional title [54]. Among staff of CHCs and TCs, those with an associate degree and below account for 71.9% and 91.3%, respectively. Village doctors are even more poorly educated [55]; 21% of primary health professionals are not licensed physicians or licensed assistant physicians [6]. Lack of human resources and inadequate service capability have greatly impacted implementation of the Program.

Government Agencies Outside the Health Sector Are Rarely Engaged and Interdepartment Collaboration is Weak

Fourth, China’s basic public health service delivery system remains an isolated island. The services are mainly delivered by health institutions. Local governments usually do not take the lead and deliver due responsibility in the Program implementation, because the basic public health service is often considered to be the mandate of the health sector only, and thus has little to do with the government as a whole [56]. Therefore,
other government agencies are poorly motivated to engage in this area. However, many of them, such as public security, civil affairs, neighborhood committees, and health insurers, should play important roles in information sharing and promotion campaigns, while primary health institutions function as the service providers. In practice, it is always the latter that propose collaboration with other agencies. In some cases, the public security department might even refuse to share information of the population in the catchment under the excuse of confidentiality. This is, to a large extent, because departments cannot reach a consensus on their cooperation in the absence of incentives or institutionalized operable binding mechanisms for coordination [57].

**Per Capita Public Financing Varies Among Regions and is Lower Than the Cost**

Fifth, public financing varies among regions, which may lead to inequity in health outcomes. In most provinces, underdeveloped provinces in particular, public financing for the Program follows the national standard and 80% of the financing is derived from transfer payments by the central government. However, in developed provinces, especially in the eastern region, the per capita financing is more than the national standard and service packages are more generous than the national package, because provincial and municipal governments allocate more investment to the Program. In 2016, 24 out of the 32 provinces (autonomous regions and municipalities directly under the central government) followed the national financing standard (US $6.51 per capita), and in the other 8 provinces, the financing was higher than the national standard (eg, US $19.68 per capita in Beijing and US $11.14 per capita in Shanghai) [56]. Unsurprisingly, in the areas where the per capita standard is much higher than the national standard, local residents enjoy better services. Health inequity derived from the regional economic gap is a stark fact, which is inconsistent with UHC [58].

In the exiting financing mechanism, a national standard guarantees basic equity among regions. However, in practice, provinces and regions with a strong economy have more financial and material resources available to finance the Program, while underdeveloped regions cannot afford the Program, even though their needs in disease prevention and control are more urgent. This results in a regressive effect, and widens the gap in public health service between the rich and poor regions [59].

In addition, there is an increasingly large gap between the financing standard and the actual service cost, which threatens the sustainability of the Program. With the growing demand for health, Chinese people, especially those living in cities and economically developed areas, want not only a longer life but also a healthier one, and their demand for basic public health service is increasing. For example, the elderly want their physical checkups to be as comprehensive as those performed in large hospitals, covering more complicated items such as computed tomography scans. Patients with hypertension or diabetes would like to receive imported drugs, which also comes with a higher cost. For instance, a complex package of lab tests will cost health institutions US $15. In practice, the Program was designed to provide universally accessible basic public health services. With a high-cost package in place, local financing is stressful, and primary health institutions have to finance public health services by the income from the medical service to reach the set target. Moreover, due to the geographical environment, customs, and other factors in different regions, the service delivery cost varies greatly.

**Discussion**

**Achievements and Shortcomings of Program Implementation**

The comprehensive promotion of the Program and the rapid development of the universal medical insurance system are two important measures that have jointly affected UHC in the New Medical Reform, which has attracted worldwide attention since 2009. These measures serve to build up a UHC system integrating preventive and curative care. Since its implementation, the Program has played a positive role in providing life cycle public health services for the whole population; enhancing equity, accessibility, and affordability of the public health service; improving the quality of the primary health workforce; and integrating the public health service delivery system. However, at the same time, there are still some challenges to overcome, such as a rigid item inclusion and exclusion mechanism that is insensitive to new developments, overemphasis on prevention but neglect of medical care, backward and fragmented information systems, insufficient human resources, and inadequate government functioning.

In the Program, five categories of services, including health record management for urban and rural residents, elderly health management, management of patients with hypertension, management of patients with type 2 diabetes, and health management by TCM, are considered to be developing from scratch in China. Among the 10 indicators relating to these services, except for the percentage of patients with hypertension under standardized management, the remaining 9 indicators have increased significantly, especially the 6 indicators relating to health record management for urban and rural residents, health management by TCM, and elderly health management, which increased at a relatively higher rate. Two categories of services (health management of children aged 0-6 years and maternal health management) had been implemented for a longer period of time before the Program was established and were thus relatively mature; consequently, all 4 indicators relating to these services rose relatively slowly. The vaccination service has been carried out in China for decades, and it is so widely accepted that the two indicators relating to this type of service have remained at about 99% after the implementation of the Program, with no room for growth.

Five indicators, including coverage of health records, coverage of EHRs, health management among children aged 0-6 years, health management among the elderly, and glucose control rate among the managed patients with type 2 diabetes, appeared in 2011 or 2013, rose rapidly before the connection point, and then the increase slowed down or tended to be stable after the connection point, which may be related to the increase both in the number of service items and in the workload of grassroots
personnel after 2011 [60]. According to the requirements of the National Basic Public Health Service Specification, the standardized management of patients with hypertension and type 2 diabetes should be a follow-up 4 times a year. Between 2009 and 2016, the standardized management rate of these two types of patients was between 68% and 76%; the percentage of patients with hypertension under standardized management did not increase significantly and the percentage of patients with type 2 diabetes under standardized management rose slowly, which may be related to the low compliance of the two types of patients with follow-up services and population flow [61]. In addition, with the popularity of sphygmomanometers and blood glucose meters, coupled with the limited service capacity of grassroots medical personnel, simple follow-up is no longer attractive to patients with type 2 diabetes or hypertension [62].

International Experience With UHC

Experience from other countries demonstrates that a health system with universal coverage is the foundation of the health sector. Since 2015, advocated by the WHO and United Nations (UN) Assembly, UHC has become a global goal. To this end, countries adopt different measures based on their own context and development stage but also face some common challenges.

The United Kingdom is a frontrunner in UHC; its National Health Service (NHS) provides high-quality health care services to British citizens under the principle of universal access, free care, and needs-based service. This is largely achieved owing to its strong funding system. The NHS budget accounts for 9.6% of the gross domestic product (GDP), whereas China’s health expenditure only accounts for up to 5.6% of its GDP. In addition, 82% of NHS expenditure is funded by the general taxation revenue, only 2% is funded by individual copayment, and the rest is funded by national insurance and donations. This system maximizes the access to health services. However, it shares the same challenges as faced by the Program. For example, each GP in the NHS is responsible for 1500 patients, and the income of physicians has nothing to do with their workload, which leads to low efficiency of the health service delivery system and very long waiting lists [63]. In China, the implementation of the Program also brings about an extremely heavy workload to primary health workers but lacks effective incentives. Germany has also achieved a high level of UHC, and the Statutory Health Insurance is the mainstay of Germany’s health insurance system. Besides financing, the service delivery system for prevention is also relatively independent from that used for curative care, which has become the bottleneck for quality gains at the primary level and the health status of the population [66]. The health care under UHC requires a shift to an integrated service delivery system featured by primary care as its core, better coordination and cooperation among service providers, as well as continuity and integration of services [67]. Better integration can boost the efficiency of the system. South Africa has made impressive progress in primary care largely owing to its focus on integrated care [68]. Erondu et al [2] also appealed that UHC requires a more integrated health system, including public health.

Suggestions to Promote UHC in China

Besides financing, the service delivery system for prevention is also relatively independent from that used for curative care, which has become the bottleneck for quality gains at the primary level and the health status of the population [66]. The health care under UHC requires a shift to an integrated service delivery system featured by primary care as its core, better coordination and cooperation among service providers, as well as continuity and integration of services [67]. Better integration can boost the efficiency of the system. South Africa has made impressive progress in primary care largely owing to its focus on integrated care [68]. Erondu et al [2] also appealed that UHC requires a more integrated health system, including public health.

Fang et al [69] argued that without efficiency gains in the health care system, some measures such as strengthening primary care and increasing investment can only bring moderate improvements in financial protection, one of the key objectives of UHC [70].

From a broader perspective, the basic public health service needs to connect with other health-related factors. “Health in All Policies” (HiAP) has become an important guideline for China’s efforts in the health sector in recent years [71]. HiAP is also described as a necessary component of primary care [72]. The Program has started to recognize the negative impact of unhealthy lifestyles, but it is not sufficient to only change
individuals’ lifestyle. Social and environmental factors bearing on health should receive more attention. For example, people can have a healthy lifestyle and dietary structure, but cannot avoid the negative impacts due to inhaling polluted air during outdoor exercises or the intake of antibiotics, steroids, and pesticide residues in the diet [71]. The Program should seize the opportunity to work with more partners, especially players in nonhealth sectors, to address policies and structural factors rather than only focusing on individual factors [73].

The Program, with ear-marked funding and specific governance arrangement, has been implemented in full swing very quickly, with some compromise on service quality to a certain extent [66]. At the initial stage, the performance indicators were mainly related to volume, such as the number of records on follow-up visits and coverage of health records, rather than incentives for better quality. The latest study indicates that quality of care, and not only accessibility, is the key determinant to improve population health and reduce the disease burden [74]. For instance, South Africa, where remarkable progress has been made in UHC, takes quality as the core of its efforts [71].

The quality of the basic public health service is also closely related to the existing financing methods and overall health system in China. On the one hand, despite continuous growth of public investment, the financing standard is still too low to satisfy the public expectation of the public health service. Due to regional economic disparity and a decentralized fiscal system, local governments’ expenditure on public health varies greatly, leading to a quality gap among regions. The Outline of the Planning for National Healthcare Service Delivery System (2015-2020) clearly points out that in western China, low-quality health resources and insufficient service capacity at the primary level affect the equity and efficiency of health service [75]. On the other hand, China’s health system remains hospital-centered, and patients tend to go to the higher-level providers for health services. From 2005 to 2015, the proportion of outpatient care provided at the primary level declined by 7% [76], although “strong primary providers” had been continuously emphasized since the launch of the reform in 2009. This is a problem worth pondering. When patients are “voting with their feet,” high-quality human resources are siphoned from the primary level, which aggravates the shortage of primary health workers, especially those of high quality. In 2010, only 5.6% of THC doctors had a 5-year or above medical education. This proportion increased very slowly in the following years, reaching 10% in 2017 [77]. As the capacity of health professionals undoubtedly influences service quality, it is hard to assure the quality of basic public health services delivered at the primary level [78]. At present, China is trying to change the medical education system and education model. The health workforce is expected to improve in the future. However, it remains a significant challenge to ensure the availability of adequate, high-quality health professionals at the primary level [56].

The UN Sustainable Development Goals require all countries to achieve UHC by 2030, focusing on two priorities in particular: universal coverage of essential health services and financial protection [70]. China has made substantial progress toward the first priority, largely due to implementation of the Program and the rapid expansion of health insurance system. However, it still has a long way to go in the second area because of gaps in health financing, service quality, and coordination within the system.

Conclusion
Based on a review of the implementation of basic public health service projects in China, this study systematically analyzed the role and challenges of the implementation of basic public health services in China, a country with a population of 1.4 billion, to achieve UHC. This experience can also serve as a reference for other countries. The services in the package focus on key populations and provide full life cycle services for the whole population. The financing system completely supported by the government makes the services more equitable and affordable. However, health system reform is complicated and full of daunting challenges, especially for a populous, developing country such as China. In the future, the Program should aim to first balance the relationship between curative and preventive care, and adjust its incentive mechanism. Meanwhile, a continuous increase in public investment is the key for both the health insurance system and to achieve equal access to basic public health services. A policy opportunity is to facilitate the integration of the Program and clinical care, which means a “family doctor team” made up of clinical physicians and public health workers that manages the health of the population in the catchment. Under this model, the continuity and quality of NCD management can be improved and the Program can directly contribute to better health outcomes. At present, many far-sighted experts are working on restructuring China’s service delivery system, and public health should be an important component. The restructuring should follow the principle of HiAP, and aim for a people-centered, community-based, and coordinated service delivery system, which can provide continuous, accountable, and integrated care to satisfy the needs of the population.
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