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Abstract

Background: During the COVID-19 pandemic, medical laypersons with symptoms indicative of a COVID-19 infection commonly sought guidance on whether and where to find medical care. Numerous web-based decision support tools (DSTs) have been developed, both by public and commercial stakeholders, to assist their decision making. Though most of the DSTs’ underlying algorithms are similar and simple decision trees, their mode of presentation differs: some DSTs present a static flowchart, while others are designed as a conversational agent, guiding the user through the decision tree’s nodes step-by-step in an interactive manner.

Objective: This study aims to investigate whether interactive DSTs provide greater decision support than noninteractive (ie, static) flowcharts.

Methods: We developed mock interfaces for 2 DSTs (1 static, 1 interactive), mimicking patient-facing, freely available DSTs for COVID-19-related self-assessment. Their underlying algorithm was identical and based on the Centers for Disease Control and Prevention’s guidelines. We recruited adult US residents online in November 2020. Participants appraised the appropriate social and care-seeking behavior for 7 fictitious descriptions of patients (case vignettes). Participants in the experimental groups received either the static or the interactive mock DST as support, while the control group appraised the case vignettes unsupported. We determined participants’ accuracy, decision certainty (after deciding), and mental effort to measure the quality of decision support. Participants’ ratings of the DSTs’ usefulness, ease of use, trust, and future intention to use the tools served as measures to analyze differences in participants’ perception of the tools. We used ANOVAs and t tests to assess statistical significance.

Results: Our survey yielded 196 responses. The mean number of correct assessments was higher in the intervention groups (interactive DST group: mean 11.71, SD 2.37; static DST group: mean 11.45, SD 2.48) than in the control group (mean 10.17, SD 2.00). Decisional certainty was significantly higher in the experimental groups (interactive DST group: mean 80.7%, SD 14.1%; static DST group: mean 80.5%, SD 15.8%) compared to the control group (mean 65.8%, SD 20.8%). The differences in these measures proved statistically significant in t tests comparing each intervention group with the control group (P<.001 for all 4 t tests). ANOVA detected no significant differences regarding mental effort between the 3 study groups. Differences between the 2 intervention groups were of small effect sizes and nonsignificant for all 3 measures of the quality of decision support and most measures of participants’ perception of the DSTs.

Conclusions: When the decision space is limited, as is the case in common COVID-19 self-assessment DSTs, static flowcharts might prove as beneficial in enhancing decision quality as interactive tools. Given that static flowcharts reveal the underlying
decision algorithm more transparently and require less effort to develop. They might prove more efficient in providing guidance to the public. Further research should validate our findings on different use cases, elaborate on the trade-off between transparency and convenience in DSTs, and investigate whether subgroups of users benefit more with 1 type of user interface than the other.

**Trial Registration:** Deutsches Register Klinischer Studien DRKS00028136; https://tinyurl.com/4bcauxs (retrospectively registered)

(JMIR Public Health Surveill 2022;8(4):e33733) doi:10.2196/33733
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**Introduction**

In December 2019, the spread of the novel lung disease COVID-19 caused by SARS-CoV-2 with previously unknown etiology was detected, and it developed into a global pandemic within a few weeks [1,2]. The disease courses of COVID-19 are heterogeneous. On the one hand, it is dangerous and can be lethal, even among previously healthy individuals. On the other hand, COVID-19 can present itself with unspecific and mild symptoms [3]. Given the dynamic development of the disease and public health measures, laypersons often felt uncertain about appropriate behavior, especially when a COVID-19 infection was suspected but not proven. This situation resulted in considerable uncertainty about what level of medical care was needed (care-seeking behavior) and whether isolation or quarantine was required (social behavior). As a result, capacity utilization in the health care system increased [4].

The increased demand for medical advice could not be met through traditional routes (eg, telephone consultation, visit to the general practitioner, visit to the emergency room, local health authorities). As a consequence, various online services with information and self-assessments (ie, patient-facing clinical decision support tools [DSTs]) were developed. These DSTs are comparable to commonly known symptom checkers (SCs), which “are tools developed to provide support to laypersons. Users can enter their complaints and, with some SCs, demographic or health-related information (eg, age, gender, past medical history) to obtain advice on the urgency of their complaints (triage advice) and the most likely diagnosis” [5].

The DSTs considered in the context of COVID-19 often require information about possible exposure to the virus, in addition to standard inputs related to gender, age, and major complaints. As output, the DSTs provide the probability of a COVID-19 infection rather than a diagnosis. Though most of the underlying algorithms are rule-based, simple, and similar decision trees, implementing official guidelines (eg, of the Centers for Disease Control and Prevention [CDC] [6]), their mode of presentation differs: Some DSTs present the rule-based decision tree as a static flowchart [7-12], while others are designed as conversational agents (ie, similar to chatbots) with a graphical user interface, which guides the user through the decision tree’s nodes step-by-step in an interactive manner [13-21].

Our review of the literature suggests that there is no research, neither on SCs nor on DSTs for COVID-19, indicating whether and how the interactivity of a user interface influences the decision outcome and decision support experience. Currently available studies assessing DSTs for COVID-19 report no findings on the influence between user interaction and quality of decision support [4,22-26]. However, many publications on so-called patient decision aids (PDAs) exist that have examined web-based and paper-based decision aids. In these studies, web-based PDAs showed no difference from paper-based PDAs in their effect on participants’ decision making [27]. In terms of web-based PDAs, interactive and static formats have not yet been compared to the best of our knowledge.

However, the comparison between web-based tools is particularly relevant during the COVID-19 pandemic, as laypersons’ decision making should ideally be supported at home to minimize the risks of unnecessary COVID-19 infections. The aim of this study is to assess whether static and interactive DSTs increase laypersons’ accuracy and confidence when making COVID-19-related decisions via the internet and whether 1 type of DST (static or interactive) is superior to the other.

**Methods**

**Study Design**

We chose a between-subjects design with 1 three-level independent variable: participants had to solve fictional case vignettes while receiving different types of decision support (no support in the control group, a DST in the form of a static flowchart in the first intervention group, and an interactive DST in the second intervention group). Participants were randomly assigned to 1 of the 3 groups. Decision support quality was evaluated by analyzing the tools’ effects on decision making and the participants’ judgment of the tools with multiple dependent variables: Regarding effects on decision making, the number of correct appraisals (using official CDC recommendations from October 14, 2020, as the standard [28]), perceived certainty regarding the appraisal, and mental effort in making the appraisals were examined. Participants’ judgments were collected on tool usefulness, ease of use, trust in the tools’ recommendations, and intention to use the tools in the future.

**Ethics Approval and Consent to Participate**

The Ethics Committee of the Department of Psychology and Ergonomics (IPA) at the Technische Universität Berlin approved this study (tracking number ROEB_01_20200715). Participants volunteered to take part in the survey and provided informed consent before participating.
Development of the Decision Support Tools

We designed 2 mock DSTs. The design was intended to mimic existing tools available on the internet. Features of various tools related to COVID-19 were analyzed. Relevant common features of these tools were the use of short, precise questions or statements to which the participants could respond in agreement (yes) or disagreement (no), and sometimes also with uncertainty (unsure). These questions guided participants through a decision tree’s nodes step-by-step until a recommendation could be provided. Input requirements and output content were mostly based on recommendations from public health agencies, such as the CDC. For the purpose of our study, the John Hopkins University Coronavirus Self-Checker was identified as a most suitable template because it is a decision tree–based interactive tool that requires a small amount of information at each step as input [18]. This facilitated the construction of a second DST providing identical advice in the form of a static flowchart, outlining the entire decision tree at once. In both cases, the content was based on the CDC recommendations from October 14, 2020 [28].

Considering these aspects, we developed 2 mock DSTs with identical content that differed only with respect to the interactivity of their user interface: a static flowchart where participants could follow the arrows of the appropriate path using their gaze (Multimedia Appendix 1). This flowchart was developed using Microsoft PowerPoint [29]. The other tool was implemented as a simple, interactive conversational agent, where participants clicked buttons to respond to questions, guiding them through the nodes of the decision tree step-by-step (Multimedia Appendix 2). The individual screens of the interactive DST were also designed using Microsoft PowerPoint and then linked together using InVision [30], enabling dynamic interaction. Mimicking the output of existing tools, 5 different recommendations were possible: “emergency care is required,” “self-care and physical distancing are sufficient,” “self-care is sufficient and quarantine necessary,” “self-care is sufficient and isolation is necessary,” and “nonemergency care and isolation are required.” We anticipated that laypersons would struggle comprehending the difference between “quarantine” and “isolation,” yet we decided to differentiate between them, as some COVID-19 DSTs use these terms without explaining them [7,11]. During data analyses, however, we rated answers as correct when participants confused these 2 terms (see the Data Analysis section). We developed mock tools rather than choosing existing DSTs from the internet in order to ensure comparability of the algorithm and design of the tools, as well as stable integration into the survey throughout the surveying period.

Preparing the Case Vignettes

We created 7 short patient descriptions (case vignettes). In this process, we extracted decision criteria identified by the CDC and its recommendations concerning help-seeking and social behavior in the case of a potential COVID-19 infection [28]. Decision criteria included the presence of typical COVID-19 symptoms with the following expressions: 0, no symptoms; 1, primary symptoms (typical for a COVID-19 infection); and 2, secondary symptoms (can also occur in a COVID-19 infection but are less typical) (see Multimedia Appendix 3) [28]. Another decision criterion represented the potential contact with the pathogen SARS-CoV-2 and the following expressions: 1, critical contact with a confirmed infected person has occurred; 2, contact may have occurred; or 3, critical contact can be excluded. The last important criterion is the presence or absence of risk factors classified by the Robert Koch Institute (RKI), Germany’s federal public health authority (eg, certain pre-existing conditions such as chronic lung disease; see Multimedia Appendix 4) [3]. Through a pretest with 15 participants, in which we evaluated the response behavior of the participants as well as their free-text feedback, we revised the wording of the vignettes, improving intelligibility and removing errors spotted by the pretest participants. The vignettes included more information than necessary for the appraisal to better simulate a real-life decisional context and increase ecological validity. We also ensured that all information asked for in the developed DSTs was included in the vignettes and that the fictitious patients represented diverse age and gender groups. In addition, each possible outcome of the mock tools was covered at least once as a correct solution. Multimedia Appendices 5 and 6 contain an outline of the 7 case vignettes.

Data Collection

Participants

All participants lived in the United States, were at least 18 years old, and had no professional medical background. Our investigation was limited to US residents, as recommendations of the developed DSTs were based on CDC recommendations and guidelines and thus applied to the US region.

Survey and Instruments

We created an online survey using UNIPARK (QuestBack GmbH, Germany) [31]. To ensure differences between the 2 groups were not due to confounding variables, we surveyed variables we suspected to have an influence on the main outcome measures, namely sociodemographic factors, affinity toward interacting with technology, prior knowledge of COVID-19, prior use of a COVID-19 DST, and perceived threat of a COVID-19 infection. The sociodemographic variables were age, gender, US residency, and highest level of completed formal education. Affinity toward interacting with technology was surveyed with the Affinity for Technology Interaction Short Scale (ATI-S) [32]. The perceived threat of COVID-19 was surveyed with an instrument developed by Kim and Park [33]. Participants’ prior knowledge of COVID-19 necessary to appraise the adequate health-seeking and social behavior for a suspected COVID-19 patient was assessed with 5 self-developed multiple-choice questions (see Multimedia Appendix 7).

In the survey’s main part, participants were presented the 7 case vignettes in random order. In both the experimental groups and the control group, participants provided their personal appraisal of the adequate help-seeking behavior for each case vignette and, in a further question, of the adequate social behavior. In the 2 experimental groups, participants were also prompted to state which recommendations of the tool (supposedly) provided concerned help-seeking behavior and social behavior (see Multimedia Appendices 8 and 9).
As we anticipated participants commonly erring in determining the appropriate social behavior when required to differentiate between isolation and quarantine, we deemed both answers correct for our main analysis and conducted a second analysis without this adjustment (Multimedia Appendix 9).

After each case vignette, participants were further asked to rate their mental effort required in making decisions concerning the respective fictitious case presentation using a 9-point category scale ranging from very, very low mental effort to very, very high mental effort (see Multimedia Appendix 10) [34]. This scale by Paas et al [35] can be considered a “subjective, indirect measure of cognitive load” in making decisions regarding case vignettes. Since mental effort increases with higher perceived demands of a stimulus or task [35], it was included here as an indicator of the quality of decision support. We assume that a good DST guides people to the right decision without requiring high cognitive load.

Following all 7 case vignettes, participants’ decisional uncertainty was assessed once using the O’Connor [36] Decisional Conflict Subscale. On 3 items with a 5-point scale, participants rated how confident they were in their decisions (see Multimedia Appendix 11). The scale was developed to evaluate health care consumer decision aids. We used this scale as an indicator of the quality of decision support, since we assume that a good DST helps medical laypersons to feel confident in their decisions. This assumption is supported by O’Connor’s [36] claim that “decision aids should reduce uncertainty and confusion in choosing a course of action.”

In addition to the effect of the tools on decision making and participants’ perceptions of their decision making, we also asked directly about participants’ perceptions of the tools in the 2 intervention groups. They were asked about the perceived usefulness and ease of use of the tools after having worked on all 7 cases. Perceived usefulness is defined as the individual’s perception of the extent to which using the tool improves decision-making performance. Perceived ease of use implies that using the tool does not require any effort [37]. Both constructs were measured using scales from the Davis Technology Acceptance Model [38]. In addition, the intentions to use the DSTs in the future and the trust in the recommendations of the DSTs were measured as a subjective rating using 1 item each (Multimedia Appendix 12 presents the exact phrasing of the items).

Procedure

We recruited participants via the crowdsourcing platform Prolific.co [39]. This platform is aimed at researchers and allows them to conveniently recruit participants for online surveys and experiments. Prolific.co provides a pool of participants that can be screened based on demographic data. Researchers can make their survey or experiment available on Prolific.co, and users registered on Prolific.co as prospective participants can choose whether to participate in studies that they are eligible for according to the set prescreening criteria. We chose Prolific.co as it is characterized by a diverse population that provides high-quality data [40]. Each participant received a remuneration of US $2.00 for completing the survey. In addition, participants could earn a bonus of US $0.20 for each correct decision. To ensure that all participants answered the questions attentively, attention checks were added to the survey. Participants failing more than 1 of 3 attention checks were excluded. Furthermore, at the end of the survey, participants were asked to self-report whether they had participated in the survey attentively, honestly, and without external assistance, as suggested by Rouse [41]. Participants were remunerated independently of their answer, but only data from participants confirming this question were included in the analysis. By selecting the weekend day and early afternoon PDts, we attempted to recruit a population as diverse as possible, as suggested by Casey et al [42]. The survey was released for participation on Prolific.co on 4 different days (November 21, 2020, at 1 PM Pacific Daylight Time [PDT]; November 22, 2020, at 11 AM PDT; November 28, 2020, at 12 PM PDT; and November 29, 2020, at 1 PM PDT). On each day, 50 participants were recruited within a few hours after release.

Data Analysis

Data were cleaned and explored using R 4.0.2 [43] and the tidyverse packages [44]. After examining the central tendencies and distributions of the variables separately for the 3 groups and plotting them using the ggplot2 package [45], we performed a one-way analysis of variance to compare the 3 conditions separately for the dependent measures accuracy, decisional certainty, and mental effort. If significant group differences were present, we followed up with Bonferroni-corrected post hoc pairwise t tests. For the dependent variables’ usefulness, ease of use, trust in tool recommendations, and future use intention, we conducted Welch two-sample t tests to compare the 2 intervention groups because the sample sizes of the groups were unequal [46]. Effect sizes were quantified with Cohen d and calculated using the rstatis package [47]. When results were not statistically significant, we performed a post hoc power analysis using the pwr package [48] with corresponding group sizes, an α level of .05, and a power 1-β of .80.

Results

Participant Characteristics

In total, our survey was accessed 233 times during the 4 days it was available. Overall, 37 participants could not be used for data analysis because they dropped out of the questionnaire (n=12, 32%), exceeded the maximum survey completion time (n=10, 27%), failed attention checks (n=6, 16%), or did not meet eligibility criteria (n=9, 25%). The remaining participants all affirmed that they had paid close attention during the survey and answered honestly. This yielded a total of 196 (84.1%) participants, who assessed all 7 case vignettes and could be included in the analysis (see Table 1 for details). The mean time for completion of the survey was 22 minutes and 3 seconds. Across the 3 groups, the participant characteristics were similar; see Table 1.

https://publichealth.jmir.org/2022/4/e33733
Table 1. Participant characteristics (N=196) of an experimental study assessing the influence of DSTs\textsuperscript{a} on laypersons’ COVID-19-related appraisals. Participants were nonmedically trained US inhabitants sampled online in November 2020.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total sample</th>
<th>Group 1: control group (no DST)</th>
<th>Group 2: static DST</th>
<th>Group 3: interactive DST</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample size, N</td>
<td>196</td>
<td>66</td>
<td>62</td>
<td>68</td>
</tr>
<tr>
<td>Age (years), median (IQR)</td>
<td>30 (18)</td>
<td>30 (17.2)</td>
<td>26.5 (13.2)</td>
<td>33 (20.5)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>94 (48)</td>
<td>31 (47)</td>
<td>27 (44)</td>
<td>36 (53)</td>
</tr>
<tr>
<td>Male</td>
<td>100 (51)</td>
<td>33 (50)</td>
<td>35 (56)</td>
<td>32 (47)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (1)</td>
<td>2 (3)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-high-school graduate</td>
<td>4 (2)</td>
<td>1 (2)</td>
<td>1 (2)</td>
<td>2 (3)</td>
</tr>
<tr>
<td>High school graduate</td>
<td>34 (17)</td>
<td>9 (14)</td>
<td>18 (29)</td>
<td>7 (10)</td>
</tr>
<tr>
<td>Some college</td>
<td>66 (34)</td>
<td>22 (33)</td>
<td>20 (32)</td>
<td>24 (35)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>49 (25)</td>
<td>20 (30)</td>
<td>12 (19)</td>
<td>17 (25)</td>
</tr>
<tr>
<td>Graduate degree or higher</td>
<td>43 (22)</td>
<td>14 (21)</td>
<td>11 (18)</td>
<td>18 (26)</td>
</tr>
<tr>
<td>Recent\textsuperscript{b} experience with COVID-19 decisions, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recently faced a triage decision</td>
<td>70 (35)</td>
<td>25 (38)</td>
<td>27 (44)</td>
<td>18 (26)</td>
</tr>
<tr>
<td>Recently faced a social behavior decision</td>
<td>101 (52)</td>
<td>35 (53)</td>
<td>32 (52)</td>
<td>34 (50)</td>
</tr>
<tr>
<td>Recently consulted a static DST to face the decision</td>
<td>56 (29)</td>
<td>15 (23)</td>
<td>21 (34)</td>
<td>20 (29)</td>
</tr>
<tr>
<td>Recently consulted an interactive DST to face the decision</td>
<td>53 (27)</td>
<td>21 (32)</td>
<td>15 (24)</td>
<td>17 (25)</td>
</tr>
<tr>
<td>Medical training, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No training</td>
<td>163 (83)</td>
<td>55 (83)</td>
<td>51 (82)</td>
<td>57 (84)</td>
</tr>
<tr>
<td>Basic first-aid training</td>
<td>33 (17)</td>
<td>11 (17)</td>
<td>11 (18)</td>
<td>11 (16)</td>
</tr>
<tr>
<td>Affinity for technology interaction on a scale of 1-6, median (IQR)\textsuperscript{c}</td>
<td>4 (1.2)</td>
<td>4 (1.7)</td>
<td>4 (1)</td>
<td>4 (1)</td>
</tr>
<tr>
<td>Perceived threat of COVID-19 on a scale of 1-7, median (IQR)\textsuperscript{d}</td>
<td>5 (2)</td>
<td>5.25 (1.6)</td>
<td>5 (2.1)</td>
<td>5 (2)</td>
</tr>
<tr>
<td>Prior knowledge of COVID-19 on a scale of 0-5, median (IQR)\textsuperscript{e}</td>
<td>3 (2)</td>
<td>3 (2)</td>
<td>3 (1)</td>
<td>3 (1)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}DST: decision support tool.
\textsuperscript{b}“Recent” was defined as “in the past 6 months.”
\textsuperscript{c}Measured by the Wessel Affinity for Technology Interaction Short Scale (ATI-S).
\textsuperscript{d}Measured by a subjective self-assessment on 2 items on a scale of 1-7 adapted from Kim and Park [33].
\textsuperscript{e}Measured by the number of correctly answered multiple-choice questions with reference to COVID-19.

**Effects on Decision Making**

Omnibus ANOVAs detected group differences with respect to decision accuracy (overall and separately for decisions about help-seeking behavior and social behavior) and perceived certainty but not for mental effort in decision making; see Table 2.
Table 2. Omnibus ANOVAs measuring the effects of different DSTs on laypersons’ ability to correctly appraise fictitious descriptions of patients with symptoms indicative of COVID-19 in an experimental study. In total, 196 participants (all US residents and nonmedically trained) were recruited online in November 2020 and asked to judge how fictitious patients with symptoms indicative of COVID-19 should behave. Participants were randomly assigned to 1 of 3 groups in which they either received support by a static DST (flowchart) or an interactive DST (mimicking a conversational agent) or received no support.

<table>
<thead>
<tr>
<th>Dependent variables</th>
<th>Group 1: without DST</th>
<th>Group 2: static DST</th>
<th>Group 3: interactive DST</th>
<th>Test statistics of group comparison</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total correct decisions (min=0, max=14)†</td>
<td>10.17 (2.00)</td>
<td>11.45 (2.48)</td>
<td>11.71 (2.37)</td>
<td>8.59 F 2,193 &lt;.001, η² 0.08</td>
</tr>
<tr>
<td>Correct decisions on help-seeking behavior (min=0, max=7)</td>
<td>4.82 (0.96)</td>
<td>5.47 (1.39)</td>
<td>5.54 (1.40)</td>
<td>6.58 F 2,193 &lt;.001, η² 0.002</td>
</tr>
<tr>
<td>Correct decisions on social behavior (min=0, max=7)‡</td>
<td>5.35 (1.41)</td>
<td>5.98 (1.26)</td>
<td>6.16 (1.18)</td>
<td>7.33 F 2,193 &lt;.001, η² 0.02</td>
</tr>
<tr>
<td>Decisional certainty: certainty score from 0 to 100‡, mean (SD)</td>
<td>65.78 (20.78)</td>
<td>80.51 (15.89)</td>
<td>80.72 (14.08)</td>
<td>15.67 F 2,193 &lt;.001, η² 0.14</td>
</tr>
<tr>
<td>Mental effort on a scale from 1 to 9, mean (SD)</td>
<td>5.62 (1.57)</td>
<td>5.40 (1.68)</td>
<td>5.09 (1.78)</td>
<td>1.73 F 2,193 .18, N/A ‡</td>
</tr>
</tbody>
</table>

**DST:** decision support tool.

†The response options “quarantine” and “isolation” were not differentiated for this analysis, that is, they were both considered correct because layperson participants commonly confuse these terms. An analysis without this adjustment is provided in Multimedia Appendix 9 and shows the same trend.

‡Responses were transformed into a certainty score between 0 and 100 (ie, 0=person feels extremely uncertain about the best choice and 100=person feels extremely certain about the best choice).

N/A: not applicable.

**Accuracy**

Across all groups, participants’ appraisals were commonly correct. The average participant decided correctly in more than 10 (70%) of the 14 decisions. Overall decision accuracy was higher in the experimental groups receiving support from a DST than in the unsupported control group; see Figure 1 and Table 2. Bonferroni-corrected pairwise Welch two-sample t tests indicated statistically significant differences with moderate effect sizes between control and experimental groups (control group vs static DST group: t 117.35 = –3.21, P < .001, Cohen d = –0.57, 95% CI –1.1 to –0.14; control group vs interactive DST group: t 129.6 = –4.06, P < .001, Cohen d = –0.70, 95% CI –1.31 to –0.21). The difference in decision accuracy between the 2 experimental groups showed a negligible effect size and was not significant (t 125.38 = –0.59, P = .55, Cohen d = –0.10, 95% CI –0.54 to 0.34). Based on a post hoc power analysis, we estimated that on a population level, the real difference in accuracy was less than Cohen d=0.5 (equivalent to 1.22 correct responses), with a power of 0.8.

We found similar results when analyzing participants’ accuracy for help-seeking behavior and social behavior separately; see Table 2. When the differences between the response options “isolation” and “quarantine” were considered, the pattern remained the same, but the gap in accuracy between experimental and control groups widened; see Multimedia Appendix 13.
Figure 1. Boxplot showing the distribution of the 196 participants’ decision accuracy to appraise 7 fictitious descriptions of patients with symptoms indicative of COVID-19. Study participants (all US inhabitants, nonmedically trained, sampled online in November 2020) were tasked to answer 2 questions per patient description. We randomly assigned participants to 1 of 3 experimental groups; in 2 groups, they were supported by either a static DST (ie, a flowchart) or an interactive DST (ie, a conversational agent mimicking a chatbot). In the control group, they received no decision support. The boxplots’ filled box represents the IQR, the horizontal line inside the box the median, the whiskers the maximum and minimum values within 1.5 IQR of the median, and the single dots the outliers of participants’ total number of correct decisions. DST: decision support tool.

**Decisional Certainty**

Participants were commonly certain in their decision making. Less than 15 (8%) of the 196 participants indicated a certainty of less than 50 on a scale from 0 to 100, in contrast to 32 (16%) indicating maximum certainty (100/100). Participants’ certainty in their decisions differed between the 3 groups: certainty in decision making was rated lower by participants without decision support than by those receiving decision support; see Figure 2 and Table 2. Bonferroni-corrected pairwise Welch two-sample $t$ tests marked these differences as statistically significant (control group vs static DST group: $t_{121.1}=-4.51$, $P<.001$, Cohen $d=-0.79$, 95% CI $−1.22$ to $−0.37$; control group vs interactive DST group: $t_{115.67}=-4.67$, $P<.001$, Cohen $d=-0.81$, 95% CI $−1.27$ to $−0.44$).

Decision certainty in the 2 experimental groups was nearly identical, with mean certainty scores of 80.51 (static DST) and 80.72 (interactive DST). The inferential analysis indicated this difference to be of negligible effect size and nonsignificant ($t_{123.68}=-0.09$, $P=.92$, Cohen $d=0.01$, 95% CI $−0.47$ to 0.43). Based on a post hoc power analysis, we estimated that on a population level, the real difference in decisional certainty between both experimental groups was less than Cohen $d=0.5$ (equivalent to 7.5 percentage points), with a power of 0.8.
Figure 2. Laypersons’ perceived certainty in their own appraisals of COVID-19-related clinical decisions obtained in an experimental study in November 2020. The 196 study participants were US residents, nonmedically trained, and sampled online. Our study tasked them to assess 7 fictitious descriptions of patients with symptoms indicative of COVID-19. Participants were randomized to either receive support from a static DST (ie, a flowchart) or an interactive DST (ie, a conversational agent mimicking a chatbot). Following the 14 appraisals, we surveyed the participants’ certainty in their answers using the Decisional Conflict Scale. A score of 0% indicated minimum certainty, while 100% indicated maximum certainty. The boxplots’ filled box represents the IQR, the horizontal line inside the box the median, the whiskers the maximum and minimum values within 1.5 IQR of the median, and the single dots the outliers of participants’ total number of correct decisions. DST: decision support tool.

Mental Effort

The perception of how demanding the task was varied among participants. Although a third (63/196, 32.1%) stated that the tasks required low mental effort (ie, they indicated an average mental effort score below 4.5 on a scale from 1 to 9), 4 (40%) of 10 considered the tasks to be at least somewhat demanding (indicating scores above 5.5).

Participants rated the mental effort of decision making lowest in the interactive DST group (mean 5.06) and highest in the control group unsupported by a DST (mean 5.62); see Table 2. However, the differences between group means were not significant in the omnibus ANOVA; see Table 2. Based on a post hoc power analysis, we estimated that on a population level, the effect size of the difference was not greater than $\eta^2=0.047$, with a power of 0.8.

Participants’ Perceptions of the Tools

We investigated participants’ perceptions of the mock tools with 4 metrics: perceived usefulness, perceived ease of use, trust, and intention to use the tools again in the future. On average, participants perceived the DSTs positively: their self-reported trust in the tools was generally high in both experimental groups as was the number of DST recommendations the participants followed (on average, in more than 12 [86%] of a total of 14 recommendations); see Table 3. Accordingly, almost all (126/130, 95%) participants judged the mock tools to be useful (ie, indicated a perceived usefulness score of above 3.0 on a scale from 1 to 5), with half of the participants scoring the usefulness at or above 4.75. Ease of use was rated similarly positive (see Table 3), and their intention to use the tools in the future was high, on average. Regarding differences between the 2 DSTs, the mock users’ scores on perceived usefulness, trust, and future use intention were higher in the static than in the interactive DST group. Ease of use was perceived higher in the interactive DST group. However, all effect sizes of differences between the 2 DST groups were small (Cohen $d\leq0.35$) and proved significant only for future use intention in a Welch two-sample $t$ test; see Table 3.

Based on a post hoc power analysis, we estimated that on a population level, the real difference in these variables between both groups was less than Cohen $d=0.5$ (equivalent to a difference of 0.34 for perceived usefulness and perceived ease of use, 0.42 for self-reported trust, 0.96 for followed decisions, and 0.51 for future use intention), with a power of 0.8.
Table 3. Laypersons’ perceptions of 2 mock DSTs for COVID-19-related clinical decisions obtained in an experimental study in November 2020. The 196 study participants were US residents, nonmedically trained, and sampled online. Our study tasks them to assess 7 fictitious descriptions of patients with symptoms indicative of COVID-19. Participants were randomized to either receive support from a static DST (ie, a flowchart) or an interactive DST (ie, a conversational agent mimicking a chatbot) or receive no support (control group). Subsequently, participants in the intervention groups were asked to rate the given tools’ usefulness and perceived ease of use, state their trust in the tools, and state their future intention to use the tools. We measured usefulness and perceived ease of use according to the Davis Technology Acceptance Model.

<table>
<thead>
<tr>
<th>Dependent variables</th>
<th>Group 2: static DST</th>
<th>Group 3: interactive DST</th>
<th>Test statistics of group comparison</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>t df</td>
<td>P value</td>
<td>Cohen d</td>
</tr>
<tr>
<td>Perceived usefulness on a scale from 1 to 5, mean (SD)</td>
<td>4.56 (0.65)</td>
<td>4.35 (0.71)</td>
<td>126,8 = 1.7</td>
</tr>
<tr>
<td>Perceived ease of use on a scale from 1 to 5, mean (SD)</td>
<td>4.26 (0.71)</td>
<td>4.47 (0.58)</td>
<td>117,92 = –1.90</td>
</tr>
<tr>
<td>Trust, mean (SD)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-reported trust in the tools’ recommendation on a scale from 1 to 7</td>
<td>6.08 (0.84)</td>
<td>5.83 (0.85)</td>
<td>127,15 = 1.74</td>
</tr>
<tr>
<td>Decisions where the recommendation of the tools was followed on a scale from 0 to 14</td>
<td>12.73 (1.81)</td>
<td>12.5 (2.03)</td>
<td>127,94 = 0.67</td>
</tr>
<tr>
<td>Future use intention on a scale from 1 to 7, mean (SD)</td>
<td>6.23 (0.88)</td>
<td>5.87 (1.16)</td>
<td>123,91 = 1.99</td>
</tr>
</tbody>
</table>

aDST: decision support tool.

Discussion

Principal Findings

In our study, DSTs increased laypersons’ accuracy and certainty in decision making. Potentially, DSTs can also reduce the mental effort in decision making, but this effect was statistically nonsignificant in our experiment. Thus, our experiment confirms the benefit of DSTs for COVID-19-related self-triage discussed in prior studies [4,23].

Regarding the question of whether 1 mode of presentation of DSTs (ie, static or interactive presentation) is superior to the other, our experiment produced evidence that differences in measures of the quality of decision support and participants’ perception of the tools are small. Interactive DSTs are potentially more convenient to use. Users of the interactive DST rated the mental effort as lower and the perceived ease of use as higher than the users of the static DST. However, these differences were not significant and did not translate into a higher level of trust, greater perceived usefulness, or greater intention to use the tool in the future. On the contrary, users rated the static tool more favorably on these measures than the interactive DST. Overall, the effect sizes for differences in these measures were low and statistically nonsignificant.

To the best of our knowledge, our study is among the first to directly compare the effectiveness of different modes of presentation on the quality of support received from web-based, patient-facing clinical DSTs. Our results are in line with findings from similar research in a different field of application: In their 2018 meta-analysis on the use of PtDAs to support decisions concerning prostate cancer screening, Baptista et al [27] concluded that web-based decision aids reduce decisional conflict compared to no decision aid, but no more than static, printed-out decision aids. Comparability between Baptista et al [27] and our study is limited, as web-based decision aids and their paper-based printed-out versions assessed by Baptista et al [27] do not directly match the mock conversational agent and the static flowchart we presented digitally in our study. However, both results suggest that for a decision scenario with clear-cut options, the mode of presentation with a DST has little to no effect on how helpful it is for its users.

Practical Implications

First, our results underline the benefits of making DSTs available to laypersons for decisions with clear-cut options, such as those encountered in the COVID-19 pandemic, as both decisional accuracy and trust in the decision increased when laypersons were supported by both mock DSTs. Second, the quality of decision support provided by the static flowchart and the interactive tool did not differ significantly, and post hoc sensitivity analyses on effect sizes indicated that we can rule out large effects. Thus, factors such as development effort might potentially weigh more than the format of interaction when deciding on how to present decision support to laypersons.

When complexity is low, as in the case of the COVID-19 decisions, the static version may provide a better overview and thus make the decision more transparent to its users and be quicker and more cost-efficient to develop and publish than an interactive conversational agent. In contrast, for decisions with higher complexity, full transparency might compromise ease of use of a static DST. Thus, for more complex decisions, interactive tools that guide the user step-by-step may be more user friendly. However, our results suggest that interactivity is not an effective means in itself to increase the usefulness of a DST: First, the higher convenience of using the interactive DST did not translate into greater trust or perceived usefulness, nor did it yield a greater increase in decision accuracy or certainty than static flowcharts. As the latter entail less development efforts, while increasing transparency, they might be the preferable mode of DSTs for public health officials to implement on their websites to provide guidance to the public on decisions of low complexity and limited decision space.

Our study also raises 2 topics for further research. First, which factors increase users’ trust in DSTs, and how are they weighted?
From our results, we can only speculate that users prefer transparency over convenience. Second, would subgroups of the population prefer 1 type of interface over the other? Although our results showed only minor differences between sample averages of users of the static and interactive DSTs, potentially subgroups of the population benefit more from 1 type of interface than the other. For example, users with low technological affinity might prefer a static flowchart over a conversational agent.

**Limitations**

The results of our study are mainly limited by concerns about external validity. That is, the interactive mock DST we developed does not fully represent the whole variety of interactive tools that are available on the internet. Although our DST mimics the interactive tool from Johns Hopkins University, other tools incorporate significantly more decision factors and possible outcomes. Second, the sampled study population's composition of educational background is not representative of the adult US population. Our study sample included a higher proportion of highly educated persons, with only 4 (2%) of 196 participants being non-highschool graduates as compared to 9.8% in the US adult population [49]. In addition, the mock interactive tool we developed for this paper does not fully exhaust the potential of interactivity, as our participants only followed prompts to respond to binary questions by clicking either Yes or No buttons, while more interactive tools also require users to enter information manually (eg, age or current location). Finally, participants in this study did not use the tool for self-assessment but to appraise cases with fictitious patients. This means that they did not experience personal concerns, as would likely be the case with COVID-19 suspicion in a real-world use situation. To promote external validity, the recommendations of the DSTs we developed conform with all CDC guidelines and their interactive capacities are basic but mimic those of existing DSTs.

**Conclusion**

When the decision space is limited, a static flowchart potentially performs just as well as an interactive tool in enhancing the decision quality of laypersons with symptoms indicative of a COVID-19 infection. As static flowcharts reveal their underlying decision algorithm more transparently, they might prove to be more suitable in not only guiding laypersons through the health care system but also communicating the reasoning and thereby empowering patients. Further research should validate our findings on different use cases, elaborate on the trade-off between transparency and convenience in DSTs, and investigate whether subgroups of users benefit more from 1 type of user interface than the other by assessing interactions between outcome variables (eg, accuracy, mental effort, perceived usefulness) and participant characteristics (eg, age, eHealth literacy). We have made all data necessary to conduct these exploratory analyses and to reproduce our reported findings publicly available [50].
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Abstract

Background: Men who have sex with men experience disproportionately high levels of HIV and other sexually transmitted infections (STIs), sexual risk behavior, substance use, and mental ill-health. These experiences are interrelated, and these interrelations are potentiated by structural conditions of discrimination, stigma, and unequal access to appropriate health services, and they magnify each other and have intersecting causal pathways, worsening both risk for each condition and risk for the negative sequelae of each condition. eHealth interventions could address these issues simultaneously and thus have wide-ranging and greater effects than would be for any 1 outcome alone.

Objective: We systematically reviewed the evidence for the effectiveness of eHealth interventions in addressing these outcomes separately or together.

Methods: We searched 19 databases for randomized trials of interactive or noninteractive eHealth interventions delivered via mobile phone apps, internet, or other electronic media to populations consisting entirely or principally of men who have sex with men to prevent HIV, STIs, sexual risk behavior, alcohol and drug use, or common mental illnesses. We extracted data and appraised each study, estimated meta-analyses where possible by using random effects and robust variance estimation, and assessed the certainty of our findings (closeness of the estimated effect to the true effect) by using GRADE (Grading of Recommendations, Assessment, Development and Evaluations).

Results: We included 14 trials, of which 13 included active versus control comparisons; none reported mental health outcomes, and all drew from 12 months or less of follow-up postintervention. Findings for STIs drew on low numbers of studies and did not suggest consistent short-term (<3 months postintervention; d=0.17, 95% CI –0.18 to 0.52; I²=0%; 2 studies) or midterm (3-12 months postintervention, no meta-analysis, 1 study) evidence of effectiveness. Eight studies considering sexual risk behavior outcomes suggested a short-term, nonsignificant reduction (d=–0.14, 95% CI –0.30 to 0.03) with very low certainty, but 6 studies reporting midterm follow-ups suggested a significant impact on reducing sexual risk behavior (d=–0.12, 95% CI –0.19 to –0.05) with low certainty. Meta-analyses could not be undertaken for alcohol and drug use (2 heterogeneous studies) or for HIV infections (1 study for each of short-term or midterm follow-up), and alcohol outcomes alone were not captured in the included studies. Certainty was graded as low to very low for most outcomes, including all meta-analyses.

Conclusions: To create a comprehensive eHealth intervention that targets multiple outcomes, intervention evaluations should seek to generalize both mechanisms and components that are successfully used to achieve change in 1 outcome over multiple outcomes. However, additional evaluations of interventions seeking to address outcomes other than sexual risk behavior are needed before development and evaluation of a joined-up intervention.
Introduction

Men who have sex with men (MSM) experience HIV and other sexually transmitted infections (STIs), sexual risk behavior [1,2], substance use disorders [3-8], and mental ill-health at higher levels than the general population [9,10]. These experiences are interrelated, and these interrelations are potentiated by structural conditions of discrimination, stigma, and unequal access to appropriate health services, and they magnify each other and have intersecting causal pathways, worsening both risk for each condition and risk for the negative sequelae of each condition. This is known as a syndemic. MSM who report substance use are more likely to report condomless anal intercourse and HIV infection [11]. MSM reporting higher levels of anxiety and depression are more likely to have potential alcohol dependency [12], and MSM with depressive symptoms report more condomless anal intercourse [13]. Public health strategies to address these outcomes together therefore have the potential to achieve multiplicative effects.

EHealth interventions are those facilitated by electronic media and devices. Such interventions aim to promote healthy behaviors and mental health, for example, by challenging thought patterns that obstruct change, increasing or maintaining motivation, setting and reviewing goals, and providing feedback on behavior. EHealth interventions have the capacity to acceptably and cheaply address multiple risk behaviors and health states by assessing individual needs, identifying connections between these, and then tailoring support [14]. This has the potential for multiplicative effects, given the same individuals commonly experience multiple risk behaviors and health states where addressing on behavior or health state can predispose a change in others [15]. EHealth interventions targeting sexual health, substance use, and mental ill-health among MSM most commonly draw on the information-motivation-behavioral skills model and social cognitive theory, while also often drawing on other scientific theories of behavior and behavior change [16]. Systematic reviews focused on general or mixed populations report that eHealth interventions can reduce alcohol use [17] and address common causes of mental ill-health [18-24]. Emerging evidence also suggests that eHealth interventions might reduce drug use and sexual risk behavior. Given the clustered and interacting nature of these problems among MSM, evidence of the effectiveness of eHealth interventions for addressing each of these outcomes among MSM might suggest the value of an eHealth intervention that addresses these outcomes simultaneously and holistically. This intervention might also have multiplicative effects in ameliorating these syndemic conditions.

Our goal in undertaking this systematic review was to jointly consider the evidence for the effectiveness of eHealth interventions in addressing HIV and other STIs, sexual risk behavior, substance use, and mental ill-health separately or together in order to assess whether the evidence base supports the development of a single eHealth intervention for MSM for these syndemically related conditions.

Methods

This was part of a larger evidence synthesis project also examining theories of change and implementation studies for eHealth interventions for MSM. Our systematic review was registered in PROSPERO (International Prospective Register of Systematic Reviews, CRD42018110317).

Inclusion and Exclusion Criteria

We included randomized trials, without regard to comparator, of interactive or noninteractive eHealth interventions delivered via mobile phone apps, internet, or other electronic media (ie, electronic communication technology) and delivered to populations consisting entirely or principally of MSM. We also required interventions to address prevention of HIV, STIs, sexual risk behavior, alcohol and drug use, or common mental illnesses as outcomes representing, for example, incident cases of STIs and HIV, number of condomless sex partners, substance use frequency or prevalence, or symptomatology or diagnoses of anxiety or depression. We excluded (1) eHealth interventions merely facilitating one-off contact, (2) those addressing HIV self-testing, clinic attendance, or STI partner notification only, and (3) interventions delivered by human providers via electronic media. These interventions were excluded to better facilitate an understanding of the effectiveness of “fully eHealth” interventions delivered over a period of time on individual health behaviors rather than on the management of STIs—one-off health education interventions delivered via video or other opportunistic interventions.

Study Search and Selection

To locate studies, we searched 19 databases in October and November 2018, updating searches in April 2020. We also searched 3 trial registers to identify ongoing recently published or otherwise unindexed trials alongside searches for grey literature. The full details of the databases and a sample search string are shown in Multimedia Appendix 1. We searched included studies’ reference lists and contacted subject experts. We deduplicated the retrieved references and uploaded these to EPII-Reviewer (v 4.0, EPPI-Center). An inclusion criteria worksheet with guidance notes was prepared and piloted by 2 reviewers screening batches of the same 50 references. Where the 2 reviewers disagreed, they met to discuss this and if possible, reach a consensus, with recourse to a third reviewer if necessary. Once the inclusion criteria worksheet generated 95% agreement, each title and abstract was screened by 1 reviewer. Two reviewers assessed each full text that passed screening.
Data Extraction and Appraisal

Two reviewers independently extracted data from outcome evaluations by using existing tools, meeting to discuss in cases of disagreement. We extracted data on basic study details (target population, study location, timing and duration, research questions, or hypotheses); methods (design, sampling and sample size, data collection, and analysis); and intervention description (timing and duration, program development, theoretical framework/logic model, content and activities, providers, details of any intervention offered to the control group), as well as allocation; sequence generation and concealment; measures, follow-up, and blinding; retention; and data on outcomes. Trials were appraised using the Cochrane risk of bias tool [25]. Where there was a risk of missing data from published reports affecting our analysis, we contacted authors wherever possible to request additional information. The risk of bias domains were used to inform GRADE (Grading of Recommendations, Assessment, Development and Evaluations) tables, which reflects the certainty of evidence for each outcome and time point. GRADE is a tool for researchers to describe how close the effect estimated in a meta-analysis is to the “true” effect of the intervention.

Meta-analysis Methods

We narratively synthesized outcome evaluations by type of comparison and then by outcome, thereby grouping effect estimates by a follow-up duration after the intervention (short-term involving less than 3 months and medium-term involving 3 months up to 1 year). We defined type of comparison as either active versus control, where interventions were compared against a business-as-usual or no-treatment control, and active versus active, where interventions were compared against other eligible eHealth interventions. Where necessary, we rebased follow-up times using the stated intervention length but report in our narrative synthesis follow-up times as described in original reports. After converting effect estimates to standardized mean differences, we used a robust variance estimation meta-analysis with random effects to synthesize outcomes by follow-up time and then across all follow-up times and quantified heterogeneity by using $I^2$. Robust variance estimation permits the inclusion of multiple effect sizes per study by accounting for nonindependence in standard errors. If an indication of substantial heterogeneity was determined with fewer than 3 studies (eg, study-level $I^2$ greater than 50%), we did not present a pooled estimate by follow-up time or across follow-up times. We were unable to assess publication bias owing to the number of effect sizes in any 1 meta-analysis. We intended to undertake a network meta-analysis but were unable to do so owing to the low number and variable quality of studies.

Results

Our original search yielded 49,473 references, with 20,726 remaining after deduplication (see Figure 1). We included a further 5317 references as a result of our updated search. From these, 344 references were not excluded on title and abstract and were screened on full texts over both waves of searching, yielding 16 records of 14 trials included in our syntheses.
Included Trials and Interventions

The included trials [26-39] were published between 2006 and 2020 (see Multimedia Appendix 2). Of the included trials and included arms within those trials, 13 compared active intervention versus no treatment [26-38], while 2 [31,39] compared active interventions against each other. All but 4 trials were conducted in the United States: 1 was undertaken in the Netherlands [31], 1 in China [28], 1 in Taiwan [29], and 1 in Sweden [38]. We categorized interventions into time-limited or modular (guiding participants sequentially through intervention content from beginning to end; 11 trials) [26-28,30-32,34,35,37-39] and open-ended interventions (either user-responsive [36], static website content [33], or a multifeature app [29]; 3 trials). Interventions were generally delivered via website (including mobile website), with the exception of TXT-Auto [36], Safe Behavior and Screening (SBS) [29], and 1 downloaded videogame [30]. Within the 11 trials of time-limited or modular interventions, interventions had different foci. For example, myDEx [26] focused on comprehensive sexual education for young people, and China-Gates HIV Prevention Program [28], Hot and Safe M4M.org [27], Keep it Up! [34,35], Sexpulse [37], and WRAPP [38,39] presented general HIV prevention and sexual health content—all in interactive web-based modular formats—whereas SOLVE [30] used a videogame format. Davidovich et al [31] tested a tailored and a nontailored version of a web-based modular noninteractive intervention termed as cognitive vaccine, while Hirshfield et al [32] presented a modular video series, SexPositive. The 3 trials using open-ended interventions were delivered using text messages (TXT-Auto) [36], a mobile multifeature app (SBS) [29], or a static website [33].

Quality of the Included Trials

We present in Figure 2 a summary risk of the bias graph, presenting review-level findings by domain. Trials generally had acceptable sequence generation and allocation concealment; however, blinding of outcome assessors was not always reported. Most trials presented complete outcome data, but 5 trials had high attrition, with imbalanced attrition between arms. Eight of the included trials appeared to be at high risk of bias owing to selective outcome reporting, including differences between reported outcomes and outcomes listed in the protocol. Study-level judgments and GRADE tables for each analysis are available in Multimedia Appendix 3.
Figure 2. Summary risk of bias graph: outcome evaluations of eHealth interventions to address HIV and other sexually transmitted infections, sexual risk behavior, substance use, and mental ill-health in men who have sex with men.

**Mental Health**

No included studies presented relevant mental health outcomes.

**Alcohol and Drug Use**

Two studies [29,36] presented the estimates for drug use, both focused on open-ended interventions, but none included alcohol use specifically. Although both studies presented short-term results, only Reback et al [36] presented midterm results. Effect estimates in none of the follow-up categories suggested consistent evidence of effectiveness (see Table 1).

Table 1. Meta-analysis findings by outcome and follow-up time: eHealth interventions in men who have sex with men.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Follow-upa</th>
<th>Results</th>
<th>Certainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alcohol and drug use</td>
<td>Short-term</td>
<td>No meta-analysis; 2 heterogeneous studies [29,36]</td>
<td>Very low</td>
</tr>
<tr>
<td>Alcohol and drug use</td>
<td>Midterm</td>
<td>No meta-analysis; 1 study [36]</td>
<td>Very low</td>
</tr>
<tr>
<td>HIV infections</td>
<td>Short-term</td>
<td>No meta-analysis; 1 study [29]</td>
<td>Low</td>
</tr>
<tr>
<td>HIV infections</td>
<td>Midterm</td>
<td>No meta-analysis; 1 study [35]</td>
<td>Very low</td>
</tr>
<tr>
<td>Sexually transmitted infections</td>
<td>Short-term</td>
<td>$d=0.17$, 95% CI $-0.18$ to $0.52$, $I^2=0%$, 2 studies [29,33]</td>
<td>Very low</td>
</tr>
<tr>
<td>Sexually transmitted infections</td>
<td>Midterm</td>
<td>No meta-analysis; 1 study included [35]</td>
<td>Moderate</td>
</tr>
<tr>
<td>Sexually transmitted infections</td>
<td>Overall</td>
<td>$d=0.07$, 95% CI $-0.79$ to $0.94$, $I^2=16%$, 3 studies [29,33,35]</td>
<td>N/Ab</td>
</tr>
<tr>
<td>Sexual risk</td>
<td>Short-term</td>
<td>$d=-0.14$, 95% CI $-0.30$ to $0.03$, $I^2=61%$, 8 studies [26,27,29,32,34-37]</td>
<td>Very low</td>
</tr>
<tr>
<td>Sexual risk</td>
<td>Midterm</td>
<td>$d=-0.12$, 95% CI $-0.19$ to $-0.05$, $I^2=27%$, 6 studies [28,31,32,35-37]</td>
<td>Low</td>
</tr>
<tr>
<td>Sexual risk</td>
<td>Overall</td>
<td>$d=-0.15$, 95% CI $-0.26$ to $-0.05$, $I^2=56%$, 10 studies [26-29,31,32,34-37]</td>
<td></td>
</tr>
</tbody>
</table>

aShort-term: up to 3 months postintervention; midterm: 3 months to a year after the intervention.

bN/A: Not applicable.

**Short-term Results**

After 6 months of app use (ie, at 6 months postrandomization), Chiou et al [29] found that the SBS open-ended intervention with general content reduced drug use as measured on a 5-point Likert scale ($\beta=-1.19$, SE 0.204, $P<.001$). In Reback et al [36], neither at the postintervention follow-up at 8 weeks postrandomization ($d=0.15$, 95% CI $-0.16$ to 0.45) nor at 3...
months postrandomization (diff = −0.03, 95% CI −0.34 to 0.28) was there evidence of a difference between TXT-Auto and the assessment-only condition on days of methamphetamine use. Statistical heterogeneity precluded meta-analysis of the results, and certainty of the assessment of evidence was graded as very low owing to risk of bias (details of randomization), inconsistency of studies, and imprecision of effect estimates.

**Midterm Results**

At 6 months postrandomization, there was no evidence of a difference between the TXT-Auto intervention tested in Reback et al [36] against the assessment-only condition on days of methamphetamine use (diff = 0.23, 95% CI −0.07 to 0.54). A similar estimate was produced at 9 months postrandomization (diff = 0.28, 95% CI −0.02 to 0.59). Although both estimates suggested a possible intervention effect increased days of methamphetamine use in the intervention arm, authors noted that this could have been due to baseline imbalance.

**HIV Infections**

Two studies presented findings relating to incident HIV infections, the former reporting on an open-ended intervention and the latter on a time-limited modular intervention [29,35]. In the short-term (at postintervention follow-up), Chiou et al [29] found an incidence rate ratio of 1.56 (95% CI 0.26-9.56) comparing SBS against a control group (see Table 1). In the midterm (at 6 months postintervention), Mustanski et al [35] found that incident HIV diagnoses were not different in the Keep It Up! intervention arm (9 diagnoses over 384 person-years) than in the control arm (8 diagnoses over 410 person-years). Included interventions did not have an overall impact on HIV infections, with an increase in incidence of HIV infections equivalent to 0.12 standard deviations but an imprecisely estimated confidence interval that included the point of no effect (95% CI −0.34 to 0.59). Certainty in the assessment of the evidence ranged from very low to low owing to risk of bias (selective outcome reporting) and imprecision of effect estimates.

**STIs**

Three studies presented estimates for STIs: Chiou et al [29], Milam et al [33], and Mustanski et al [35]. Of these, Chiou et al [29] and Milam et al [33] presented short-term results on open-ended interventions, whereas Mustanski et al [35] presented midterm results on a time-limited/modular intervention. There was no evidence of short-term impacts on incident STIs, while there was some evidence, albeit from 1 study, for midterm impacts on incident STIs.

**Short-term Results**

At postintervention, Chiou et al [29] reported an incidence rate ratio of 1.39 (95% CI 0.31-6.37) for incident syphilis infections in the SBS group compared to control. Milam et al [33] reported rates of any incident bacterial STIs (syphilis, gonorrhea, or chlamydia) over 12 months, which was the intervention period, finding that the proportions in each arm (30% intervention vs 25% control) were not statistically different (P = .50) and that the distribution of visits with new STIs per subject did not differ between arms (P = .57).

**Midterm Results**

Mustanski et al [35] reported results for several STIs, both individually and as a composite outcome, at 6 months postintervention. Findings were principally reported as risk ratio (RR) and suggested a statistically significant 40% difference in risk of any STI diagnosis (RR 0.60, 95% CI 0.38-0.95). Findings for individual STIs were not significant—specifically, urethral chlamydia (RR 0.60, 95% CI 0.13-2.34), urethral gonorrhea (RR 0.35, 95% CI 0.01-4.33), rectal chlamydia (RR 0.61, 95% CI 0.34-1.06), or rectal gonorrhea (RR 0.91, 95% CI 0.40-2.05). Another analysis of the outcome drew on a matched-pair analysis and estimated a within-subject reduction in risk of 68% for any STI (95% CI 0.40-0.83).

**Meta-analysis**

A meta-analysis of effect sizes with follow-up of less than 3 months (see Table 1) included 2 effect sizes from 2 studies reporting on open-ended interventions and suggested a nonsignificant increase in STIs in the intervention group as compared to that in the control group (diff = 0.17, 95% CI −0.18 to 0.52), with heterogeneity not meaningfully present in this meta-analysis (I² = 0%). The certainty of evidence was very low due to risk of bias (details of randomization, selective outcome reporting) and imprecision of effect estimates. The overall analysis across short- and medium-term follow-up and intervention types drew on 3 studies contributing 7 effect sizes and suggested a small and nonsignificant increase in STIs in the intervention group as compared to the control group (diff = 0.07, 95% CI −0.79 to 0.94) and low heterogeneity (I² = 16%) [29,33,35]. Plots are presented in Multimedia Appendix 4 [26-39].

**Sexual Risk Outcomes**

Eleven studies presented estimates for sexual risk outcomes [26-32,34-36]. One further study [38] intended to present short-term results relating to sexual risk outcomes but did not estimate an effect owing to an unexpectedly low sample size. Sexual risk outcomes are organized into condomless anal intercourse (at the time of included studies’ publication usually referred to as unprotected anal intercourse), condom use, serononconcordant sex acts, and sex acts under the influence of drugs and alcohol.

**Short-term Results**

Nine studies presented short-term results [26,27,29,30,32,34-37]. Of these, Chiou et al [29] and Reback et al [36] report on open-ended interventions while the rest report on time-limited/modular interventions. Results are presented by type of outcome: condomless sex, condom use during sex, HIV serononconcordant sex acts, and sex acts under the influence of drugs and alcohol.
attention control recipients of any condomless receptive anal intercourse during the prior 3 months (odds ratio [OR] 0.43, 95% CI 0.20-0.94). The effect was lower in magnitude and nonsignificant for any condomless insertive anal intercourse (OR 0.64, 95% CI 0.28-1.44). However, at 3 months postbaseline, Carpenter et al [27] did not find that the Hot and Safe M4M intervention generated significant differences between groups on any condomless anal intercourse, condomless insertive anal intercourse, condomless receptive anal intercourse, condomless insertive oral intercourse, or condomless receptive oral intercourse. Specific significance tests per outcome were not provided, though calculated standardized mean differences (see Figure 3 for specific estimates) did not suggest a significant impact of the intervention. In the first evaluation of the Keep it Up! intervention, Mustanski et al [34] found that at 12 weeks postintervention, those who received the program had a lower rate ratio of condomless anal intercourse acts (rate ratio=0.56, P=.04; n=63). However, in the second evaluation of Keep it Up! [35], there was no significant difference between groups on any condomless anal intercourse, numbers of male condomless anal intercourse partners overall, or number of casual condomless anal intercourse partners at 3 months postrandomization, although specific significance tests were not reported for these outcomes. Calculated standardized mean differences between groups on reports of any condomless anal intercourse did not suggest a significant difference (d=−0.10, 95% CI −0.26 to 0.06). Rosser et al [37] estimated that the Sexpulse intervention reduced the number of male condomless anal intercourse partners by 16.8% at 3 months postbaseline, though this effect was only marginally significant (95% CI 0.691-1.000). Finally, reporting on an open-ended intervention, Reback et al [36] did not undertake endpoint-specific tests for condomless anal intercourse outcomes; however, we calculated that the intervention did not reduce episodes of condomless anal intercourse with main partners, anonymous partners, partners for transactional sex, or casual partners at 8 weeks or 3 months postbaseline (see Figure 3 for specific estimates). There was some suggestion of a harmful effect in terms of the intervention group having a higher number of condomless anal intercourse episodes with casual partners at 8 weeks postbaseline, but this may have been due to substantial baseline imbalance.

A study by Christensen et al [30] examined the mediating impact of shame on number of condomless anal intercourse events in the prior 3 months in the SOLVE time-limited/modular intervention at 3 months postbaseline. Estimates of the intervention’s total impact on condomless anal intercourse were not presented, but the significantly reported indirect effect on condomless anal intercourse through shame suggests a significant total effect of the intervention on condomless anal intercourse. However, these estimates are not directly comparable to the other tests of intervention impact presented here.

Two studies presented short-term results for condom use, and together, they reported mixed evidence of effectiveness on this outcome [29,34]. At 6 months postbaseline, Chiu et al [29] found that the SBS open-ended intervention increased the proportion of anal intercourse encounters where condoms were used by 20.7% (SE 0.058, P=.001) [29]. Similarly, in the first evaluation of the Keep it Up! time-limited/modular intervention, Mustanski et al [34] showed a reduced number of condom use errors (d=−0.19, P=.56) and condom failures (d=−0.22, P=.30), but not significantly.

Three studies presented short-term results for HIV serononconcordant sex acts and yielded mixed evidence on the effectiveness of time-limited/modular interventions for this outcome [26,27,32]. In their evaluation of the myDEx intervention, Bauermeister and colleagues [26] found that at 90 days postrandomization (ie, at postintervention), intervention recipients had lower odds than attention control recipients of any condomless receptive anal intercourse with serodiscordant or serounknown partners not known to be on pre-exposure prophylaxis or virally suppressed during the prior 3 months but not significantly so (OR 0.44, 95% CI 0.15-1.31); a similar pattern was found for insertive anal intercourse (OR 0.49, 95% CI 0.17-1.33). However, at 3 months postbaseline, Carpenter et al [27] found that the Hot and Safe M4M intervention generated greater reductions in all condomless anal intercourse events with partners of positive or unknown serostatus (group by time $F_{110,7.59}. P=.007$), including condomless insertive anal intercourse (group by time $F_{110,7.24}. P=.008$) but not condomless receptive anal intercourse (group by time $F_{110,1.35}. P=.25$). The intervention group also reported reduced condomless insertive oral intercourse events (group by time $F_{110,7.45}. P=.007$) and reduced condomless receptive oral intercourse events with partners of positive or unknown serostatus (group by time $F_{110,8.45}. P=.004$). Hirshfield et al [32] found that at 3 months postbaseline, the SexPositive intervention did not reduce either the number of condomless anal intercourse partners known to be serodiscordant (adjusted standardized $β=.003$, 95% CI −.168 to .178) or the number of condomless anal intercourse partners not known to be seroconcordant (adjusted standardized $β=.073$, 95% CI −.332 to .051). Reback et al [36] was the only study to present short-term results for this category of sexual risk outcomes, reporting on an open-ended intervention. At neither 8 weeks postbaseline (d=0.23, 95% CI −0.08 to 0.54) nor 3 months postbaseline (d=0.08, 95% CI −0.23 to 0.38) was there a significant difference between groups on episodes of sex while on methamphetamine.
Midterm Results

Six studies presented midterm results—all but the last focused on time-limited/modular interventions [28,31,32,35-37]. Results are presented by type of outcome: condomless sex, condom use, seronoconcordant sex acts, and sex acts under the influence of drugs.

Four studies presenting midterm results for condomless sex yielded inconsistent evidence as to the effectiveness of interventions on this outcome [28,35-37]. Let us first consider time-limited/modular interventions. First, in the evaluation of the China-Gates HIV Prevention Program, intervention participants were less likely than control participants at 6 months postbaseline to report condomless anal intercourse in the last 3 months with a risk difference of 9.3% (95% CI 1.1-17.5); estimates using multiple imputation to include the entire sample generated a similar estimate (8.9%, 95% CI 1.2-16.6) [28]. In the second evaluation of Keep it Up!, there was no significant difference between groups on numbers of male casual condomless anal intercourse acts and number of condomless anal intercourse partners at 6 or 12 months postrandomization, though specific significance tests were not reported for these outcomes [35]. In this same study, intervention participants were not significantly different in the odds of condom use as compared to the control participants at 6 months postbaseline. This was the case comparing either the tailored version of the intervention (OR 10.50, 95% CI 1.19-92.72); however, intervention participants receiving the nontailored intervention did not show a significant difference on this outcome as compared to control recipients (OR 1.62, 95% CI 0.14-19.07) [31]. In addition, Hirshfield et al [32] found that endpoint-specific tests for condomless anal intercourse outcomes; however, we calculated that the intervention did not reduce episodes of condomless anal intercourse with main partners, anonymous partners, partners for transactional sex, or casual partners 6 months or 9 months postbaseline (see Figure 4 for specific estimates).

Studies of this outcome focused on time-limited/modular interventions only. Davidovich et al [31] presented midterm results for condom use with no evidence of effectiveness, whereas this study and that by Hirshfield et al [32] presented inconsistent evidence of intervention effectiveness on midterm results for seronoconcordant sex acts. In Davidovich et al [31], intervention participants receiving the tailored intervention were significantly more likely than control participants to practice negotiated safety (seroconcordant condomless anal intercourse or no condom use only in the context of monogamous relationships) as compared to condomless anal intercourse with partners of unknown HIV concordance if they received the tailored intervention (OR 10.50, 95% CI 1.19-92.72); however, intervention participants receiving the nontailored intervention did not show a significant difference on this outcome as compared to control recipients (OR 1.62, 95% CI 0.14-19.07) [31]. In this same study, intervention participants were not significantly different in the odds of condom use as compared to the control participants at 6 months postbaseline. This was the case comparing either the tailored version of the intervention (OR 1.66, 95% CI 0.70-0.99) or the nontailored version of the intervention (OR 0.55, 95% CI 0.22-1.37) against control, with OR values greater than 1, suggesting increased condom use. However, it should be noted that in this analysis, negotiated safety, condom use, and other condomless anal intercourse were mutually exclusive categories estimated as part of a multinomial regression model. In addition, Hirshfield et al [32] found that
at 12 months postbaseline, the SexPositive intervention did not significantly reduce either the number of condomless anal intercourse partners known to be serodiscordant (adjusted standardized $\beta$=–.073, 95% CI –.332 to .051) or the number not specifically known to be seroconcordant (adjusted standardized $\beta$=–.084, 95% CI –.399 to .045). Reback et al [36] was the only study to present medium-term results for this category of sexual risk outcomes, reporting on an open-ended intervention. We calculated the differences by using endpoint means. At neither 6 months postbaseline ($d$=–0.10, 95% CI –0.41 to 0.21) nor 9 months postbaseline ($d$=–0.18, 95% CI –0.48 to 0.13) was there a significant difference between groups on episodes of sex while using methamphetamine.

Figure 4. Midterm estimates of effects of eHealth interventions on sexual risk behaviors in men who have sex with men [28,31,32,35-37].

**Meta-analysis**

The effect sizes for sexual risk outcomes are presented in Table 1 as well as in Figure 3 for outcomes at follow-ups of less than 3 months postintervention (short-term) and in Figure 4 for outcomes between 3 months and 1 year after the intervention (midterm). In both plots, negative effect sizes represent benefits. A meta-analysis drawing on 32 effect sizes from 8 studies with less than 3 months follow-up [26,27,29,32,34-37] found a suggestion of effectiveness, albeit not statistically significant ($d$=–0.14, 95% CI –0.30 to 0.03) with substantial heterogeneity ($I^2$=61%). The certainty of evidence for this meta-analysis was graded as very low owing to risk of bias (details of randomization, selective outcome reporting), inconsistency of studies, and publication bias arising from the noninclusion of 2 studies [30,38]. A meta-analysis drawing on 22 effect sizes from 6 studies with 3 months to 1 year of follow-up suggested a significant impact on reducing sexual risk ($d$=–0.12, 95% CI –0.19 to –0.05) but with low heterogeneity ($I^2$=27%). The certainty of evidence for this meta-analysis was graded as low owing to risk of bias (details of randomization, selective outcome reporting). We then pooled estimates regardless of follow-up time. Based on 54 effect sizes from 10 studies [26-29,31,32,34-37], interventions significantly reduced the sexual risk as compared to control groups ($d$=–0.15, 95% CI –0.26 to 0.05). This meta-analysis had substantial heterogeneity ($I^2$=56%). To explore this heterogeneity, we compared interactive interventions [26-29,34-37] with noninteractive interventions [31,32]. A random-effects meta-regression did not suggest that this characteristic accounted for heterogeneity, with noninteractive interventions not meaningfully worse than interactive interventions ($\beta$=1.2, 95% CI –.66 to .89).

**Active Versus Active Comparisons**

Two included studies included comparisons between active interventions, which were time-limited/modular in approach [31,39]. Both studies reported sexual risk outcomes only, and only Davidovich et al [31] presented extractable outcome data. Thus, meta-analysis was not undertaken. In Davidovich et al [31], we calculated that participants receiving the tailored intervention were more likely than participants receiving the nontailored intervention to report, at 6 months postbaseline, the practice of negotiated safety (defined above) as compared to condomless anal intercourse (OR 6.50, 95% CI 2.49-16.90) and the practice of condom use as compared to condomless anal intercourse (OR 2.98, 95% CI 1.74-5.12). In their evaluation of time-limited interactive web-based modular interventions, Bowen et al [39] tested the impact of ordering modules with content about HIV knowledge, content about risk in casual or new partnerships, and content about contexts of risk on the proportion of anal intercourse partners with whom a condom was used every time. At postintervention, there was
no statistical difference between modules on sexual risk, but specific group differences were not presented.

Discussion

Summary of Findings

Our systematic review of intervention effectiveness included 14 trials, of which 13 included active versus control comparisons. Trials included substance use, HIV, and STIs, and sexual risk behavior outcomes but not mental health outcomes. Substance use outcomes did not include alcohol use. Furthermore, all outcome estimates drew from 12 months or less of follow-up postintervention. A further 2 trials presented active versus active comparisons [31,39]. Neither trial found a difference between tested interventions on sexual risk outcomes and thus are not discussed further. Moreover, relevant characteristics, for example, moderation of intervention effectiveness by income, ethnicity, and other social variables were not meaningfully addressed by this body of evidence.

In active versus control comparisons, findings for drug use drew on 2 studies in short-term follow-up [29,36], which could not be meta-analyzed owing to extreme heterogeneity, and 1 study in midterm follow-up [36]. Together, these studies did not present consistent evidence of effectiveness, and the GRADE profile for both analyses suggested the certainty of evidence was very low. Analysis for HIV infection also drew on 2 studies—1 in short-term follow-up [29] and 1 in midterm follow-up [35]. Neither study suggested that an eHealth intervention was effective at reducing infections, though short follow-up times and low event rates precluded meaningful comparison. Again, the GRADE profile suggested that the certainty of these findings was low or very low. Analyses for STIs were similarly scant, drawing on 2 trials in the short-term [29,33] and 1 trial in the midterm follow-up [35]. Although a pooled analysis of short-term follow-ups suggested no impact of the interventions on incident STIs with very low certainty, the 1 trial informing the midterm follow-up did suggest a meaningful and statistically significant reduction in incident STIs, with corresponding moderate certainty [35].

The largest analyses assessed sexual risk behavior outcomes. Although the GRADE profile suggested that the certainty of the conclusions was very low or low owing primarily to the risk of bias in the included trials and possible publication bias, pooled estimates from midterm follow-ups drawing on 6 trials suggested a small and statistically significant impact of eHealth interventions in reducing the sexual risk behavior ($d=–0.12$). Pooled estimates from short-term follow-ups drawing on 8 trials did not reach statistical significance but suggested a trend toward reductions in sexual risk behavior of similar magnitude ($d=–0.14$). We tested whether the interactivity of the interventions was related to intervention effectiveness on sexual risk behaviors; however, a meta-regression did not suggest significant differences between interventions on the basis of this characteristic.

Implications

The quality and quantity of evidence supporting the effectiveness on eHealth interventions was low or, in the case of mental health outcomes, nonexistent for most of the outcomes we set out to analyze. Even where meta-analyses drew on multiple studies, issues with included trials precluded certainty in the evidence presented. Moreover, despite substantial heterogeneity in meta-analyses for sexual risk behavior outcomes, we were unable to explain this heterogeneity. Another key gap in this systematic review related to the inclusion of outcomes that accurately reflect current knowledge about minimizing sexual risk. For example, a focus on condom use does not reflect that risk for HIV can be managed through effective biomedical means such as adherence to HIV treatment for people living with HIV or pre-exposure prophylaxis. It is likely that interventions designed in the current context would more explicitly acknowledge biomedical approaches to managing risk.

One of the questions we set out to address in this systematic review was if the existing evidence overall suggests that our scoped outcomes could coherently, feasibly, and effectively be addressed by a single health intervention. It is clear based on the meta-analyses presented that the evidence does not, as yet, suggest that is the case, despite the consistent acceptability of these interventions we documented in a linked systematic review of process evaluations [40]. This is largely because interventions, with few exceptions, were focused on individual outcomes as well as the patchy effects for outcomes that were assessed. Only 2 interventions captured substance use outcomes alongside sexual risk behavior outcomes [29,36], where trials otherwise reported outcomes over multiple categories; this was between sexual risk behavior and either HIV or other STIs. No study reported outcomes for depression or anxiety, despite poor mental health being a key syndemic condition nor did any study report outcomes relating to alcohol use, despite this being the most commonly misused substance in high-income country settings.

In order to remedy this, future trials of eHealth interventions should include several considerations. First, given the complete lack of evidence in this area, trials should consider how to address poor mental health in MSM, with a focus on how determinants of poor mental health in MSM both relate to outcomes considered here (sexual ill-health, substance use) and other antecedents (eg, stigma). Second, trials should address a range of substance use behaviors that are syndemically linked to other relevant outcomes (mental well-being and sexual health), including alcohol use. Third, trials should incorporate follow-ups long enough and sample sizes large enough to detect a meaningful impact on HIV and other STIs, given the time needed to detect meaningful differences in HIV infection incidence. Alternatively, given the challenge associated with attaining sample sizes large enough to demonstrate impacts on STIs, studies could include a wider range of behavioral indicators closely linked with reduced STIs to improve confidence that a distal improvement in incident infections is likely. Most included studies reported only 1 or 2 relevant outcomes relating to sexual risk outcomes. Fourth, trials should ensure that interventions are not inequality-generating and that this is examined empirically. This is important because interventions may unintentionally exacerbate inequalities within groups due to, for example, differential access to mental or...
sexual health services or substance use services. Finally, to generate a joined-up comprehensive eHealth intervention that targets multiple outcomes, intervention evaluations should seek to generalize both mechanisms and components that are successfully used to achieve change in 1 outcome over multiple outcomes and should draw on current technologies and modalities. For example, a videogame download for a desktop computer is unlikely to be as acceptable as a specific app-based on text message–based intervention. The majority of the interventions used websites, but it was frequently unclear based on intervention descriptions how relevant these interventions would be in the current mobile health environment. It remains important to note that this is a rapidly developing field of research, and it is likely that a range of “next-generation” eHealth interventions will be evaluated in the near future. This will be valuable to understand how more recent technologies, including greater use of apps as opposed to websites, can support reducing health inequalities in MSM.

**Limitations**

Although we undertook an exhaustive search, the possibility remains that we were unable to include all relevant outcome evaluations. In addition, our meta-analysis drew on evidence of variable quality, with limited scope for meta-analyses. We were unable to account for heterogeneity between studies where this was present owing to either scarcity of evidence or limitations of our evidence base. In particular, we were unable to undertake network meta-analysis, and most meta-analyses had too few studies to make meta-regression, for example, comparing intervention type on outcomes, meaningful. In our analysis of sexual risk outcomes, which was the one model where we were able to undertake meta-regression, we were unable to explain heterogeneity. Meta-regressions by outcome type to determine differential effectiveness on outcomes within sexual risk would have been uninterpretable owing to the statistical methods used for meta-analysis and owing to multiple studies reporting outcomes across several domains. Probable publication and selective reporting bias across studies meant that several estimates of intervention effectiveness from the included studies could not be included in our meta-analyses; in at least one case, outcomes stated in a trial protocol were not published in the main trial report. Finally, we were unable to locate evidence for some scoped outcomes.

**Conclusion**

Our systematic review found that while some evidence exists for the effectiveness of eHealth interventions in addressing sexual risk in MSM, the quality of evidence was poor, as was the quality of the evidence for the range of outcomes considered. eHealth interventions present a potentially powerful avenue for addressing a range of interrelated health challenges; however, more needs to be understood about how interventions work for individual outcomes before progressing a comprehensive intervention.
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Abstract

Background: Lung cancer is a leading cause of death worldwide, and its incidence shows an upward trend. A study of the long-term changes in the premature death rate in lung cancer in a developed region of China has great exploratory significance to further clarify the effectiveness of intervention measures.

Objective: This study examined long-term changes in premature lung cancer death rates in order to understand the changes in mortality and to design future prevention plans in Pudong New Area (PNA), Shanghai, China.

Methods: Cancer death data were collected from the Mortality Registration System of PNA. We analyzed the crude mortality rate (CMR), age-standardized mortality rate by Segi’s world standard population (ASMRW), and years of life lost (YLL) of patients with lung cancer from 1973 to 2019. Temporal trends in the CMR, ASMRW, and YLL rate were calculated by joinpoint regression expressed as an average annual percentage change (AAPC) with the corresponding 95% CI.

Results: All registered permanent residents in PNA (80,543,137 person-years) from 1973 to 2019 were enrolled in this study. There were 42,229 deaths from lung cancer. The CMR and ASMRW were 52.43/10^5 and 27.79/10^5 person-years, respectively. The YLL due to premature death from lung cancer was 481779.14 years, and the YLL rate was 598.16/10^5 person-years. The CMR and YLL rate showed significantly increasing trends in men, women, and the total population (P<.001). The CMR of the total population increased by 2.86% (95% CI 2.66-3.07, P<.001) per year during the study period. The YLL rate increased with an AAPC of 2.21% (95% CI 1.92-2.51, P<.001) per year. The contribution rates of increased CMR values caused by demographic factors were more evident than those caused by nondemographic factors.

Conclusions: Lung cancer deaths showed an increasing trend in PNA from 1973 to 2019. Demographic factors, such as the aging population, contributed more to an increased CMR. Our research can help us understand the changes in lung cancer mortality and can be used for similar cities in designing future prevention plans.
Introduction

Lung cancer is the leading cause of cancer-related deaths worldwide, with 2,206,771 new lung cancer cases and 1,796,144 deaths in 2020 [1]. Many studies have made tremendous efforts in the discovery of potential biomarkers for the detection, classification, and progression monitoring of lung cancer. Lung cancer treatment has made great progress over the past decade. Study of the long-term changes in the disease burden of lung cancer has great exploratory significance to further clarify the epidemiological characteristics of lung cancer and improve patient survival times [2].

In recent decades, China has witnessed rapid economic development, and tremendous changes have occurred in the population and epidemics [3]. Shanghai is an economic, science and technology, industrial, financial, and exhibition center and is 1 of the earliest cities in China to enter an aging society. Shanghai is a representative city for modernization development in China. In the next 20 years, other cities in China and other low- and middle-income countries (LMICs) are likely to follow the development characteristics of Shanghai [4]. The Shanghai Pudong New Area (PNA) officially began to develop on April 18, 1990. Since then, Pudong has become 1 of the areas with the fastest urbanization and economic growth in China. Economic growth and total scale have highlighted the speed and height of Pudong’s development and opening up. Over the past 30 years, PNA has adhered to reform, expansion, and strengthened innovation. It has developed from a field into a modern urban area with concentrated elements and advanced facilities. It has become the epitome of Shanghai’s modernization and the symbol of China’s reform and expansion [5,6].

Cancer is a disease that seriously endangers human health. In the past decade, cancer has been the main cause of death in China [7]. The treatment of cancer has become the most important research direction in the world to improve life expectancy [1]. Years of life lost (YLL) refers to the loss of life caused by early death. It can more accurately reflect the burden on society [7]. The aging population, progress of treatment, smoking, and environmental pollution may be factors that affect long-term changes in the premature death rate in lung cancer. An epidemiological study of lung cancer mortality trends over time may help quantify its impacts on public health and society, promote the assessment of current protocols for lung cancer, and define high-risk populations that will benefit from early detection programs for lung cancer [8]. Our study examined long-term changes in the premature death rate in lung cancer from 1973 to 2019 in PNA, Shanghai, China, to improve public health.

Methods

Data Source

Cancer death data were collected from the Mortality Registration System of PNA, including age, gender, date, and cause of death. The complete population data were provided by the Statistics Bureau and the Public Security Bureau of PNA [9]. Periodic evaluations, data cleaning, and compilation were performed to ensure completeness of the registration system. The per capita gross domestic product (GDP) of Shanghai and PNA were collected from the Shanghai Municipal Bureau of Statistics [10] and the Shanghai PNA Bureau of Statistics [11].

Deaths from malignant neoplasm of the trachea (C33) and bronchus and lung (C34) were classified by the underlying cause of lung cancer deaths according to the International Classification of Diseases 10th Revision (ICD-10) [12]. Since the data covered a long time span of 47 years, data before 1975, coded based on ICD-8, and data for 1975–2001, coded based on ICD-9, were converted to ICD-10 codes.

Causes of death were coded by rigorously trained clinicians, and each record was further verified by the Center for Disease Control and Prevention (CDC).

Ethics Approval and Consent to Participate

Our study did not involve any intervention in human participants. The surveillance protocol was approved by the ethical committee of the Shanghai PNA Center CDC. Strict confidentiality of individual data was practiced throughout the study.

Statistical Analyses

The crude mortality rate (CMR) and the age-standardized mortality rate by Segi’s world standard population (ASMRW) of neurological disorders were calculated per 100,000 (/10^5). The CMR and ASMRW between genders were compared using the Poisson approximation method and the Mantel-Haenszel test, respectively.

The YLL was calculated according to the original method described by Murray and Lopez [13]. The equation used to calculate the YLL is as follows [14]:

\[ YLL = KCe^{\beta a}(r + \beta)^2 \left\{ e^{-(r + \beta)(L + a)} - 1 \right\} - e^{-(r + \beta)(a - 1)} + [(1 - k)/r] \times (1 - e^{-rt}) \]

where \( a \) is the age at death, \( \beta \) is the age weighting parameter (\( \beta=0.04 \)), \( C \) is the age weighting fit with constant (\( C=0.1658 \)), \( r \) is the discount rate (\( r=3\% \)), \( L \) is the standard life expectancy at the age of death according to the standard reference life table for the Global Burden of Disease (GDB) study [15], and \( e \) is the Napier constant.

The calculation of the YLL was performed using the World Health Organization (WHO) template [14].
Temporal trends in the CMR, ASMRW, and YLL rate were calculated using joinpoint Regression 4.3.1.0 (National Cancer Institute, Bethesda, MD, USA) and expressed as an average annual percentage change (AAPC) with a corresponding 95% CI. The Z test was performed to assess whether the AAPC was statistically different from 0. The terms “increase” and “decrease” were used to describe a statistically significant (P<.05) AAPC, while “stable” was used for not statistically significant trends.

Age was classified into 8 groups: 0-4, 5-14, 15-29, 30-44, 45-59, 60-69, 70-79, and 80+ years. Age-specific CMRs were calculated for each age group. Changes in the mortality rates of each period in 5 years from 1973 to 2019 were compared with the period before it or the data from 1973 to 1979, and causes from demographic and nondemographic factors were estimated by the decomposition method, in which mortality rates were calculated and compared for each 5-year age group, from 0-4 to 85+ years [16]. All statistical analyses were conducted using SPSS Statistics version 21.0 (SPSS, Inc, Chicago, IL, USA) and R version 3.4.3 (R Core Team). Statistical significance was set at P<.05.

Results

Baseline Characteristics of Underlying Death from Lung Cancer

From 1973 to 2019, all registered permanent residents in PNA, with a total of 80,543,137 person-years, were enrolled in this study. There were 42,229 deaths from lung cancer. Of these, 30,638 (72.55%) patients were men. The median age at death from lung cancer was 72.10 years, and the average age at death was 70.96±11.21 years. The CMR and ASMRW of lung cancer were 77.04/10^5 and 44.27/10^5 person-years, respectively, in men, while the corresponding rates were 28.43/10^5 and 13.77/10^5 person-years, respectively, in women (Table 1).

Table 1. Baseline characteristics of deaths (1973-2019).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Deaths, n (%)</th>
<th>Age (years), mean (SD)</th>
<th>Age (years), median</th>
<th>CMR^a (/10^5 person-years)</th>
<th>ASMRW^b (/10^5 person-years)</th>
<th>YLL^c (years)</th>
<th>YLL rate (/10^5 person-years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>30,638 (72.55)</td>
<td>70.54 (10.74)</td>
<td>71.56</td>
<td>77.04</td>
<td>44.27</td>
<td>343,728.73</td>
<td>864.30</td>
</tr>
<tr>
<td>Female</td>
<td>11,591 (27.45)</td>
<td>72.08 (12.30)</td>
<td>73.73</td>
<td>28.43</td>
<td>13.77</td>
<td>138,050.40</td>
<td>338.58</td>
</tr>
<tr>
<td>Period</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1973-1979</td>
<td>929 (2.20)</td>
<td>64.88 (10.31)</td>
<td>66.38</td>
<td>21.57</td>
<td>23.40</td>
<td>12,915.91</td>
<td>299.88</td>
</tr>
<tr>
<td>1980-1984</td>
<td>969 (2.29)</td>
<td>65.75 (11.14)</td>
<td>67.08</td>
<td>29.29</td>
<td>28.79</td>
<td>13,006.25</td>
<td>393.17</td>
</tr>
<tr>
<td>1985-1989</td>
<td>969 (2.29)</td>
<td>66.47 (10.98)</td>
<td>67.48</td>
<td>31.51</td>
<td>28.45</td>
<td>12,711.93</td>
<td>413.33</td>
</tr>
<tr>
<td>1990-1994</td>
<td>1890 (4.48)</td>
<td>67.24 (10.42)</td>
<td>68.18</td>
<td>40.02</td>
<td>31.10</td>
<td>24,095.98</td>
<td>510.23</td>
</tr>
<tr>
<td>1995-1999</td>
<td>4797 (11.36)</td>
<td>68.32 (10.70)</td>
<td>69.77</td>
<td>43.16</td>
<td>30.70</td>
<td>59,014.12</td>
<td>530.92</td>
</tr>
<tr>
<td>2000-2004</td>
<td>6363 (15.07)</td>
<td>69.73 (11.10)</td>
<td>71.43</td>
<td>52.98</td>
<td>31.23</td>
<td>74,513.88</td>
<td>620.42</td>
</tr>
<tr>
<td>2005-2009</td>
<td>7595 (17.99)</td>
<td>71.22 (11.33)</td>
<td>73.46</td>
<td>57.88</td>
<td>27.68</td>
<td>84,179.23</td>
<td>641.55</td>
</tr>
<tr>
<td>2010-2014</td>
<td>8832 (20.91)</td>
<td>71.66 (11.47)</td>
<td>73.34</td>
<td>63.10</td>
<td>26.28</td>
<td>96,872.05</td>
<td>692.14</td>
</tr>
<tr>
<td>2015-2019</td>
<td>9885 (23.41)</td>
<td>72.65 (10.85)</td>
<td>72.62</td>
<td>66.40</td>
<td>24.02</td>
<td>104,535.93</td>
<td>702.19</td>
</tr>
<tr>
<td>Total</td>
<td>42,229 (100.00)</td>
<td>70.96 (11.21)</td>
<td>72.10</td>
<td>52.43</td>
<td>27.79</td>
<td>481,779.14</td>
<td>598.16</td>
</tr>
</tbody>
</table>

^aCMR: crude mortality rate.
^bASMRW: age-standardized mortality rate by Segi’s world standard.
^cYLL: years of life lost.

Age-specific Mortality in Lung Cancer

The CMRs in the age groups of 0-4, 5-14, 15-29, 30-44, 45-59, 60-69, 70-79, and ≥80 years were 0.09/10^5, 0.02/10^5, 0.36/10^5, 4.26/10^5, 35.97/10^5, 132.70/10^5, 302.76/10^5, and 372.98/10^5 person-years, respectively (Table 2).
### Burden of Premature Death from Lung Cancer

From 1973 to 2019, the YLL due to premature death from lung cancer was 481,779.14 years and the YLL rate was 598.16/10^5 person-years. The YLL and rate of YLL in men (343,728.73 years and 864.30/10^5 person-years, respectively) were higher than those in women (138,050.40 years and 338.58/10^5 person-years, respectively); see Table 1. In terms of age, the top 3 YLL were in the age groups of 60-69, 70-79, and 45-59 years, which were 159,523.69, 134,731.32, and 119,690.09 years, respectively. The top 3 YLL rates were in the age groups of 70-79, 80+, and 60-69 years, which were 2785.91/10^5, 1975.87/10^5, and 1837.34/10^5, respectively (Table 2).

### Trends in Mortality and YLL in Lung Cancer

The temporal trends in the CMR, ASMRW, and YLL rate were expressed based on the modeled CMR, ASMRW, and YLL rate, as shown in Figure 1. The CMR and YLL rate for deaths from lung cancer showed significantly increasing trends in men and women, and the total population during 1973-2019 (all P<.001). The ASMRW decreased in men by 2.86% (95% CI 2.66-3.07, P<.001) per year during the study period. The YLL rate increased with an AAPC of 2.21% (95% CI 1.92-2.51, P<.001) per year from 1973 to 2019 (Figures 1A and 1B).

Regarding age-specific mortality, the YLL, CMR, and ASMRW of the total population were observed from 1973 to 2019 (Figures 1C and 1D). The increasing trends in the CMR were also observed in the age groups of 70-79 years (P=.01) and 80+ years (P<.001). The 30-44-, 45-59-, and 60-69-year age groups had statistically decreasing trends in the CMR (P<.001). The YLL rate increased by 8.24% (95% CI 2.83-13.94, P=.01) per year in the age group of 80+ years and 0.03% (95% CI –0.44 to 0.50, P=.09) per year in the age group of 70-79 years. However, the YLL rate decreased by 1.51% (95% CI 1.25-1.76 to 0.05, P=.001) per year in the age group of 30-44 years, 1.27% (95% CI –1.72 to 0.83, P<.001) per year in the age group of 45-59 years, and 1.46% (95% CI –1.84 to 1.09, P<.001) per year in the age group of 60-69 years (Figures 1C and 1D).

### Table 2. Number of deaths, CMR^a, YLL^b, and YLL rates (1973-2019).

<table>
<thead>
<tr>
<th>Age (years)</th>
<th>Deaths, n (%)</th>
<th>CMR (/10^5 person-years)</th>
<th>YLL (years)</th>
<th>YLL rate (/10^5 person-years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.61-19</td>
<td>153.65</td>
<td>0.92</td>
<td>25,994.32</td>
<td>674.25</td>
</tr>
<tr>
<td>15-19</td>
<td>153.65</td>
<td>0.92</td>
<td>25,994.32</td>
<td>674.25</td>
</tr>
<tr>
<td>19-29</td>
<td>119,614.09</td>
<td>2.86</td>
<td>343,728.73</td>
<td>864.30</td>
</tr>
<tr>
<td>30-44</td>
<td>119,614.09</td>
<td>2.86</td>
<td>343,728.73</td>
<td>864.30</td>
</tr>
<tr>
<td>45-59</td>
<td>119,614.09</td>
<td>2.86</td>
<td>343,728.73</td>
<td>864.30</td>
</tr>
</tbody>
</table>

^aCMR: crude mortality rate.  
^bYLL: years of life lost.
Figure 1. Trends in the CMR (/10^5 person-years), ASMRW (/10^5 person-years), and YLL (/10^5 person-years) rate of persons dying from lung cancer by pathology type and age group in Shanghai PNA from 1973 to 2019. (A) CMR and ASMRW in lung cancer, (B) YLL rate in lung cancer, (C) CMR of age groups, and (D) YLL rate of age groups. AAPC: average annual percentage change; ASMRW: age-standardized mortality rate by Segi’s world standard population; CMR: crude mortality rate; PNA: Pudong New Area; YLL: years of life lost.

Quantitatively Impacts of Demographic and Nondemographic Factors on Increased CMRs

The increasing CMRs caused by nondemographic and demographic factors are shown in Figure 2. Based on the CMR in lung cancer in 1973-1979, no statistically significant trend was found caused by nondemographic factors in the total population, with an AAPC of 0.17% (95% CI –11.34 to 13.16, \(P=0.97\)) from 1980 to 2019, but a significant upward trend was observed in the increased CMR caused by demographic factors (AAPC [95% CI]=51.70% [35.48-69.88], \(P<0.001\)). In men, the increased CMR caused by nondemographic factors decreased by 32.96% (95% CI–51.68 to –6.99, \(P=0.02\)) during 1980-2019, and the CMR caused by demographic factors increased by 46.42% (95% CI 32.23-62.03, \(P<0.001\)). In women, the increased CMR caused by nondemographic factors showed an upward trend with an AAPC of 24.24% (95% CI 2.60-50.44, \(P=0.03\)), and the CMR caused by demographic factors also increased (AAPC [95% CI]=55.63% [38.54-74.83], \(P<0.001\); see Table 3. Figure 2B-D shows the proportion of increased CMR values caused by nondemographic and demographic factors. From 1985 to 2019, demographic factors played a decisive role in the contribution of the CMR compared to 1973-1979.
Figure 2. Increased CMRs caused by demographic and nondemographic factors and their proportion during the period from 1973 to 2019 compared with the CMR in lung cancer during 1973-1979 in Shanghai PNA. (A) Increased CMRs, (B) contribution of increased CMRs in the total population, (C) contribution of increased CMRs in men, and (D) contribution of increased CMRs in women. CMR: crude mortality rate; PNA: Pudong New Area.
### Table 3. Increased CMRs\(^a\) caused by demographic and nondemographic factors and their contribution during the period from 1973 to 2019 compared with the CMR in lung cancer during 1973-1979 or the period before it in Shanghai PNA\(^b\).

<table>
<thead>
<tr>
<th>Comparison periods</th>
<th>CMR of the based period (/10(^5) person-years)</th>
<th>CMR of the other period (/10(^5) person-years)</th>
<th>(D) value of mortality (/10(^5))</th>
<th>Impact of demographic factors</th>
<th>Impact of nondemographic factors</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Added value (/10(^5))</td>
<td>Contribution rate (%)</td>
<td>Added value (/10(^5))</td>
<td>Contribution rate (%)</td>
<td></td>
</tr>
<tr>
<td><strong>Panel A</strong> (based on the first period)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1980-1984 vs 1973-1979</td>
<td>21.57</td>
<td>29.29</td>
<td>7.72</td>
<td>2.00</td>
<td>25.68</td>
</tr>
<tr>
<td>1990-1994 vs 1973-1979</td>
<td>21.57</td>
<td>40.02</td>
<td>18.45</td>
<td>10.20</td>
<td>55.28</td>
</tr>
<tr>
<td>2010-2014 vs 1973-1979</td>
<td>21.57</td>
<td>63.10</td>
<td>41.53</td>
<td>34.10</td>
<td>82.11</td>
</tr>
<tr>
<td><strong>Panel B</strong> (based on the last period)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1980-1984 vs 1973-1979</td>
<td>21.57</td>
<td>29.29</td>
<td>7.72</td>
<td>2.00</td>
<td>25.68</td>
</tr>
<tr>
<td>1990-1994 vs 1985-1989</td>
<td>31.51</td>
<td>40.02</td>
<td>8.51</td>
<td>7.61</td>
<td>89.34</td>
</tr>
<tr>
<td>1995-1999 vs 1990-1994</td>
<td>40.02</td>
<td>43.16</td>
<td>3.14</td>
<td>2.72</td>
<td>86.91</td>
</tr>
<tr>
<td>2000-2004 vs 1995-1999</td>
<td>43.16</td>
<td>52.98</td>
<td>9.82</td>
<td>8.13</td>
<td>82.79</td>
</tr>
<tr>
<td>2005-2009 vs 2000-2004</td>
<td>52.98</td>
<td>57.88</td>
<td>4.90</td>
<td>10.12</td>
<td>134.01</td>
</tr>
<tr>
<td>2010-2014 vs 2005-2009</td>
<td>57.88</td>
<td>63.10</td>
<td>5.22</td>
<td>7.86</td>
<td>125.16</td>
</tr>
<tr>
<td>2015-2019 vs 2010-2014</td>
<td>63.10</td>
<td>66.40</td>
<td>3.30</td>
<td>7.80</td>
<td>136.61</td>
</tr>
</tbody>
</table>

\(^a\)CMR: crude mortality rate.

\(^b\)PNA: Pudong New Area.

**Discussion**

**Principal Findings**

It is crucial to understand the long-term changes in the rate of premature death from lung cancer for medical treatment research to formulate future preventive measures. The goal of “Healthy China 2030” has been to reduce the premature death rate of noncommunicable diseases by 30\% \([17]\). Since 2000, many cities in China have gradually entered an aging society, and Shanghai is the first to do so. In recent years, the aging in Shanghai has not been alleviated but has gradually increased. Since 2018, PNA as a miniature Shanghai has already entered a superaging society, with a proportion of over 20\% (Multimedia Appendix 1). We concluded that the increasing trends in the CMR were seen in the age groups of 70-79 years (\(P=.01\)) and 80+ years (\(P<.001\)) in terms of age-specific mortality and burden. The YLL rate increased by 8.24\% (95\% CI 2.83-13.94, \(P=.01\)) per year in the age group of 80+ years and 0.03\% (95\% CI –0.44 to 0.50, \(P=.09\)) per year in the age group of 70-79 years. The proportion of individuals aged 70-79 years (Multimedia Appendix 2) was almost the largest since 1995. The age groups under 70 years had statistically decreasing trends in lung cancer CMR (\(P<.001\)). It is evident that aging has contributed to an increase in lung cancer mortality.

Economic development, such as an increased GDP, improves public health. However, some factors related to the developed economy, such as lifestyle factors and environmental and medical levels, may also influence the mortality rate. Globally, smoking-attributable deaths have increased by 20.1\% (15.3-25.2) since 1990, with most deaths occurring in China \([18]\). In China, smoking has either peaked or continued to increase \([19]\). According to our statistics over the past 50 years, the YLL rate increased with an AAPC of 2.21\% per year from 1973 to 2019, and this may be associated with the increased smoking rate. The YLL rate of men is higher than that of women (Figure 1), which is consistent with the difference in the smoking proportion between men and women.

Outdoor air pollution exposure is a clear carcinogen to humans \([20]\). For decades, after rapid industrialization and urbanization, air pollution in China has worsened \([21]\). Air pollution has significantly affected the health of Chinese people as 1 of the top 10 risk factors for death \([18]\). Several large cohorts confirmed that the particulate matter (PM\(_{2.5}\)) concentration in the environment is associated with the risk of lung

https://publichealth.jmir.org/2022/4/e33633
The initial treatment of lung cancer is relatively simple, including surgery, chemotherapy, and radiotherapy. In the early 2000s, the key genes for lung cancer were identified. In this field, molecular detection is the basic method for guiding and individualizing treatment selection tools. Epidermal growth factor receptor (EGFR) tyrosine kinase inhibitors (TKIs) are small molecule–targeted drugs widely used in advanced non-small-cell lung cancer (NSCLC). Its effectiveness can be shown in symptom improvement, lesion control, and prolongation of progression-free survival (PFS). Women and nonsmoking patients were the dominant groups in TKI treatment [24]. The introduction of immune checkpoint inhibitors in 2015 was an important milestone in the treatment of lung cancer. Immunotherapy has been proven to have a long-lasting positive effect on patients with NSCLC and has been rapidly upgraded to first-line treatment after the success of second-line and backline treatments [25,26]. Since 2003, lung cancer–targeting drugs have entered the scope of Shanghai medical insurance and are widely used in lung cancer treatment. Furthermore, immunotherapy and antiangiogenic drugs have also been gradually introduced in Shanghai. The diversity of drug selection and the individualization and accuracy of treatment schemes directly affect the survival of patients with lung cancer. This may explain why the YLL rate showed a downward trend with an AAPC of the total population after 2005 compared with that before 2005. We found that, except for patients over 80 years old, the CMRs and YLL rate decreased after 2000 in almost all age groups. The changes in these data are related to the rapid development of tumor-targeted therapy and immunotherapy over the past 20 years.

Lung cancer is the leading cause of cancer-related deaths worldwide, with 2,206,771 new lung cancer cases and 1,796,144 deaths in 2020. Lung cancer has a high incidence rate and contributes to 30% of all cancer-related deaths in China. The mortality trends in lung cancer in the United States have gradually decreased [27]. Mortality rates increased from 1990 by 3.91% per year and decreased from 2004 by 1.95% in Montenegro [28]. Some studies have observed a sharp increase in the lung cancer mortality rate since 2000 in China [27]. The lung cancer mortality rate increased from 30.18% in 2004 to 36.10% in 2010 [29]. In 2018, the mortality rate of Chinese men was 68% higher than their US counterparts, while that of Chinese women was similar to that of US women. The difference in men may be related to smoking [27]. Lung cancer mortality in China may increase by 40% between 2015 and 2030 [30]. Our study also found that mortality increased significantly in both genders in PNA. In addition to reducing the proportion of smokers, the widespread application of chest computerized tomography (CT) screening will impact lung cancer mortality in China [27].

Strengths and Limitations

This study has major strengths, including a large population size (over 8 million) and a relatively long time span (47 years). However, there are several limitations to the study. First, all our data were from a single district, although this district is the largest in Shanghai. Second, there were no data on lifestyle, histological typing, and disease history in our study, so it was impossible to determine the role of each risk factor that may lead to changes in lung cancer mortality [31]. Nonetheless, our study was based on complete and accurate public data over 4 decades from the government surveillance system, and high data quality was ensured.

Conclusion

This population-based study found increasing trends in the mortality and burden of lung cancer in men and women, and the total population in a developed region of China from 1973 to 2019. Demographic factors, particularly aging, contributed to an increase in mortality. Our study can contribute to a better understanding of lung cancer and can be used in similar cities to design future prevention plans.
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Abstract

Background: Men who have sex with men (MSM) who undergo voluntary HIV counseling and testing (VCT) often report condomless anal sexual intercourse, having many sexual partners, and being exposed to risky sexual networks. Limited research has discussed the application of motivational interviewing and convenience referral platforms to facilitate the referral of sexual partners for HIV testing among MSM.

Objective: This study aimed to evaluate the effects of VCT referral by sexual partners through social networking platforms and the test results after elicited interviews with MSM; compare the characteristics and risk behaviors among MSM tested without referral, index subjects, and referred sexual partners; and explore unknown sexual affiliations through visualizing and quantifying the social network graph.

Methods: This was a cross-sectional study. Purposeful sampling was used to recruit index subjects from a community HIV screening station frequented by MSM in Taipei City on Friday and Saturday nights. Respondent-driven sampling was used to recruit sexual partners. Partner-elicited interviews were conducted by trained staff before VCT to motivate MSM to become index subjects and refer sexual partners via the Line app, or to disclose the accounts and profiles of sexual partners on relevant social networking platforms. Referred sexual partners received rapid HIV testing, and the recruitment process was repeated until leads were exhausted.

Results: After the interviews, 28.2% (75/266) of MSM were successfully persuaded to become index subjects in the first wave, referring 127 sexual partners via the Line app for rapid HIV testing and disclosing 40 sexual partners. The index subjects and tested sexual partners had more sexual partners (F2=3.83, P=.02), more frequent anal intercourse (F2=10.10, P<.001), and higher percentages of those who had not previously received HIV testing (χ2=6.1, P=.047) compared with MSM tested without referrals. The new HIV-seropositivity rate among tested sexual partners was 2.4%, which was higher than the rate in the other 2 groups. The social network analysis revealed the following 4 types of sexual affiliation: chain, Y, star, and complicated. Among the HIV-negative sexual partners, 26.9% (43/160) had sexual affiliations with HIV-positive nodes, and 40% (10/25) were untested sexual partners with a direct sexual affiliation with an HIV-positive node. Four transmission bridges were found in the network graph.

Conclusions: Partner-elicited interviews can effectively promote referral for HIV testing and case identification via Line, and can clarify unknown sexual affiliations of MSM to facilitate the development of a tailored prevention program. Social network analysis is needed for an insightful understanding of the different network structures.
Background

Voluntary counseling and testing (VCT) for HIV, a process aimed at enabling an individual to make an informed choice regarding HIV testing, and condom use are key strategies for achieving the World Health Organization’s goal of 95% of all persons with HIV being aware of their status and being successfully treated by 2025, which is ultimately aimed at eliminating HIV by 2030 [1,2]. In 2019, it was estimated that 81% of people with HIV worldwide and 88% in Taiwan knew their infection status [3,4]. In addition to the current VCT model, a proactive approach should be applied to reach and test those who have not yet been diagnosed.

HIV could have been primarily transmitted through condomless sex in a social network characterized by similar and related risk behaviors [5,6]. Men who have sex with men (MSM) and who undergo VCT often report condomless anal sexual intercourse and having multiple sexual partners [7,8]. They comprise the main at-risk group for HIV transmission globally [9]. The active provision of VCT to the sexual partners of MSM who have been screened for HIV could promote the identification of HIV cases and the obstruction of transmission chains [10]. The referral of sexual partners is a delicate and private matter, and is difficult to compare against social network referral relating to nonsexual relationships [11,12]. There is a need for guiding frameworks for motivational interviewing on sensitive matters, including for sexual partners [13], and limited research has been conducted in this regard.

Motivational interviewing is based on the theory of helpfulness and disclosure, which emphasizes that self-disclosure and helping others could be conducive to interviewees being willing to share intimate topics like sexual relationships [14]. According to this theory, concepts, such as verbal persuasion, an emphasis on benefits, and the motivation to be a helper, contribute to the generation of interview content that encourages MSM to refer their sexual partners for VCT [15,16]. A convenient platform for initiating referrals is also necessary [17].

Social networking platforms that include mobile instant messaging apps (eg, Line and WeChat), mobile geosocial network apps (eg, Grindr, Jack’d, and Hornet), and web-based communities (eg, Facebook, Twitter, and Instagram), have become popular platforms for MSM to seek and meet sexual partners and receive health information [18-21]. Previous studies confirmed that posting screening advertisements, sending messages, or engaging in web-based discussions can effectively improve self-reported HIV testing behaviors among people engaging in condomless sex [22-25]. Such platforms provide a convenient private approach for delivering testing messages, and as the testing process is coordinated directly among MSM, their sexual partners, and testing staff, they could be used as referral platforms. Cross-referral between MSM and their sexual partners via social networking platforms presents unique opportunities to access connected communities and intervene in their risk-taking behavior.

Social network analysis is usually applied to reveal previously unknown facets about risky behaviors, specifically regarding affiliations between an individual (node) and the rest of the network [5,6]. The analysis of each node, which is defined as an individual engaging in certain types of actions in a network, provides valuable information on individual risk features and behaviors in a social network [26]. A social network graph can be developed for more diversified analyses, such as presenting the network type, and quantifying links between HIV-negative and HIV-positive nodes to understand the possible distances of HIV transmission [27].

Objective

The purpose of this study was to evaluate the effects of sexual partners’ referrals for HIV testing through social networking platforms, along with the generated test results, after conducting motivational interviewing with MSM. Specifically, we compared differences in the characteristics and risk behaviors of the MSM tested without referral, index subjects, and referred sexual partners in this network. Finally, we aimed to reveal the unknown sexual affiliations of each HIV-negative node to HIV-positive nodes through visualizing and quantifying the social network graph.

Methods

Study Design

The study followed a cross-sectional design. Purposeful sampling was used to recruit participants, while respondent-driven sampling was used to recruit sexual partners, who were referred via social networking platforms. Partner-elicited interviews were conducted until no new sexual partners were referred or no social networking accounts and profiles of sexual partners on platforms where they first met were disclosed by the index subjects to the research team.

Participants

Participants included those who had undergone VCT by trained staff, had self-identified as MSM, had engaged in condomless anal sexual intercourse, were over 20 years old, were literate, owned a mobile phone, lived in Taipei, and had agreed to participate in this research. Men self-identifying as transgender were excluded. Participants who received VCT during the first wave and referred or disclosed their sexual partners via social networking platforms were defined as index subjects, while sexual partners were defined as those with whom the referrer had engaged in sexual intercourse during the previous 3 months. Tested sexual partners were defined as those who had been referred through the referrer and who had completed the rapid
HIV test by the trained staff. This process continued until all leads were exhausted. Participants who were unwilling to refer or disclose their sexual partners during the first wave were defined as MSM tested without referrals.

Procedure and Data Collection
This research was conducted from August 2017 to January 2018. MSM who underwent VCT and met the inclusion criteria were recruited at a community screening station in a gay village, mainly a business community, frequented by MSM in Taipei City on Friday and Saturday nights from 6 PM to 10 PM. The reason for choosing this location is that the station provides HIV screening services for the target group from New Taipei City and Taipei City, which have the highest HIV prevalence rates in Taiwan. After explaining the research purpose and procedure, written informed consent was obtained from the participants. Individuals who agreed to participate in the research then completed a questionnaire, and a pretest counseling session was conducted by trained staff. The 20-30–min partner-elicited interviews were performed and information on the sexual partners was collected by the same staff. A free and anonymous rapid HIV test and posttest counseling session were subsequently provided to the participants. The reasons for refusal to be recruited, or not agreeing to refer or disclose any information on sexual partners, were also discussed and recorded in the first wave. For those who refused to participate in the research, the HIV testing procedure was completed without the partner-elicited interview.

The Line app is one of the most popular mobile instant messaging apps in Taiwan. It can be downloaded free of charge and was therefore used as a referral platform in this study. Successful referrers were added as friends to our official Line account, to open a chat room and send messages. Then, a QR code for our official Line account was provided to index subjects. They could post a message to share the QR code or our official Line account directly to their sexual partners via the in-app function. After reading our recruitment message, the sexual partners could then add our official account as a friend and make an appointment for HIV testing with our staff through the chat room. The referral process is depicted in Figures 1 and 2.

Figure 1. Flowchart of the referral process using the Line app.
Partner-elicited interviews were conducted with the tested sexual partners to encourage further referrals. Sexual partners’ test appointments and results were checked weekly. If the referred sexual partner did not contact our official Line account, the referrer was requested to remind the partner to contact us.

The trained staff accompanied and referred all participants with HIV-positive results to the HIV case manager at the hospital for HIV confirmation, diagnosis, assessment, and treatment.

**Partner-Elicited Interviews**

The partner-elicited interviews were designed around the theoretical concept of helpfulness and disclosure [14-16] (Multimedia Appendix 1). The interview process proceeded smoothly as it commenced with an empathic and inspiring statement, followed by an in-depth discussion guided by open-ended questions [28]. Participants were motivated to become referrers via verbal persuasion, which promoted self-awareness about their HIV status and facilitated discussions on safe sexual behaviors and HIV prevention measures in partner relationships. The benefits for their referred sexual partners were then explained, including 2 easy steps via the Line app to link their sexual partners with our staff to make an appointment and receive a free and anonymous rapid HIV test in a convenient and personalized manner. If the participants were unwilling to directly refer their sexual partners, the staff elicited them as helpers by asking them to disclose information about their sexual partners, such as their accounts and profiles on specific social networking platforms, and their current HIV status, thus helping to discover unknown HIV-related sexual affiliations within the MSM community.

The content validity of partner-elicited interviews was examined through theoretical consistency and expert validity. The trained staff who conducted the interviews had completed a 5-hour training course related to HIV testing, counseling, and practice, presented by the Taiwan AIDS Nurse Association, and an additional 8 hours of internship for consistency training before participating in the formal research.

**The Demographics, Risk Behaviors, and HIV-Testing Experience Questionnaire**

The demographics portion of the questionnaire asked participants about their age, education, employment, religion, marital status, sexual orientation, and sexual preferences, while the risk behavior section asked about their experiences with finding sexual partners through social media, age of sexual debut, number of sexual partners in the past 3 months, frequency of anal intercourse and condom use in the past 3 months, and experiences with recreational drug use. The HIV-testing experience questionnaire asked about experiences with HIV testing and frequency of HIV testing.

**Sexual Partner Record**

A data collection form was used to record information about referred/disclosed sexual partners of index subjects. Contents included nicknames and/or contact information (eg, user account and profile information on social media platforms or the last 4 digits of their phone number), or any other information about sexual partners, including the selection of HIV testing appointments (descriptions of the time/location/date and any special requirements for delivering an HIV test) and the current HIV status.

**Rapid HIV Testing Equipment**

The third generation of the Alere Determine HIV-1/2 was used to test for HIV-1/HIV-2 antibodies in human serum or plasma. It was licensed by the Taiwan Food and Drug Administration, with a sensitivity of 99.75% and a specificity of 99.87% [29]. Tests took approximately 15 minutes to complete, and the test results were managed and recorded by trained staff.

**Analysis Procedure**

The primary outcome was HIV-positive results. Secondary outcomes were the referral rate; the comparison of demographics, risk behaviors, and HIV-testing experiences; and quantified findings of the social network graph. Demographic data were analyzed by calculating the means of...
continuous variables and the percentages of categorical variables. A one-way analysis of variance, Fisher least significant difference test, and chi-square test were used to investigate the differences and associations in participants’ characteristics, risk behaviors, HIV-testing experiences, and HIV test results between different groups.

The UCINET software package [30] was used to analyze the social network at the ego level and the output of the social network graph. A node was defined as an individual in the network. The numbers of the intermediate nodes linking each HIV-negative node of tested and untested sexual partners to the closest HIV-positive node were calculated (the calculation was not repeated), to present the influence of each node in the possible distance of HIV transmission among the social networking platform users. Unique codes were used within the network graph to maintain anonymity.

Ethical Statement

This study was approved by the institutional review board of MacKay Memorial Hospital (17MMHISO68e). Written informed consent was obtained from all participants, who were given information about the study’s purpose, procedures, potential benefits and harms, and confidentiality. All information was collected and processed anonymously and replaced with unique codes. At the end of the research, all the accounts and records of the research participants and untested sexual partners were deleted to protect their privacy. Each participant received a compensatory voucher worth US $6.66 after completing their interviews and rapid HIV tests. Participants who successfully referred their sexual partners received an additional voucher of the same value.

Results

During the study period, 279 MSM visited our screening stations for rapid HIV tests, all of whom met the inclusion criteria. Of these, 4.7% (13/279) refused to participate owing to not having enough time to attend the interviews and 95.3% (266/279) agreed to participate in the partner-elicited interviews, with 28.2% (75/266) agreeing to refer/disclose information about their sexual partners and become index subjects. The remaining 71.8% (191/266) of subjects without referral provided the following reasons for declining: 32.5% (62/191) reported that their sexual partners had recently undergone HIV tests, 30.4% (58/191) preferred to respect the privacy of their sexual partners, 25.7% (49/191) did not have any information about their sexual partners, and 11.5% (22/191) simply declined to answer.

At the end of the recruitment period, a total of 167 sexual partners were referred/disclosed, and of these, 127 had been referred via the Line app and 40 were disclosed by index subjects. All 127 who were referred via the app made appointments and completed the rapid HIV test conducted by our trained staff, at a time and place designated for their convenience. As for the 40 partners who had not been referred for HIV testing, their social networking accounts and profiles on platforms where the index subjects first met them were disclosed by the index subjects, including geosocial network apps (Hornet: 14/40, 35.0%; Grindr: 7/40, 17.5%; and Jack’d: 4/40, 10.0%), online communities (Facebook: 6/40, 15.0% and Twitter: 5/40, 12.5%), and the Line app (4/40, 10.0%).

Figure 3 presents the detailed recruitment process.
Table 1 presents comparisons among the MSM tested without referrals, index subjects, and tested sexual partners. As indicated, the mean age ($F_2=6.9$, $P=.001$) and age of sexual debut ($F_2=5.5$, $P=.005$) of the index subjects and tested sexual partners were significantly lower than those of the MSM tested without referrals.
Table 1. Comparisons of participants’ demographics, risk behaviors, HIV-testing experiences, and testing results (N=393).

<table>
<thead>
<tr>
<th>Variable</th>
<th>MSM* tested without referral (n=191)</th>
<th>Index subject (n=75)</th>
<th>Tested sexual partner (n=127)</th>
<th>LSD test&lt;sup&gt;e&lt;/sup&gt;</th>
<th>F value (df)</th>
<th>( \chi^2 ) (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>32.7 (8.5)</td>
<td>29.5 (6.3)</td>
<td>29.9 (7.5)</td>
<td>b &gt; c, d</td>
<td>6.9 (2)</td>
<td>N/A</td>
<td>.001</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N/A</td>
<td>.33</td>
</tr>
<tr>
<td>Above university</td>
<td>37 (19.4)</td>
<td>16 (21.3)</td>
<td>20 (15.7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>College or university</td>
<td>133 (69.6)</td>
<td>48 (64.0)</td>
<td>83 (65.4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or lower</td>
<td>21 (11.0)</td>
<td>11 (14.7)</td>
<td>24 (18.9)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employment, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N/A</td>
<td>.44</td>
</tr>
<tr>
<td>Employed</td>
<td>140 (73.3)</td>
<td>55 (73.3)</td>
<td>83 (65.4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>26 (13.6)</td>
<td>11 (14.7)</td>
<td>27 (21.3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>25 (13.1)</td>
<td>9 (12.0)</td>
<td>17 (13.4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N/A</td>
<td>.75</td>
</tr>
<tr>
<td>Single</td>
<td>179 (93.7)</td>
<td>73 (97.3)</td>
<td>121 (95.3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>9 (4.7)</td>
<td>1 (1.3)</td>
<td>4 (3.1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Divorced</td>
<td>3 (1.6)</td>
<td>1 (1.3)</td>
<td>2 (1.6)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sexual orientation, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N/A</td>
<td>.89</td>
</tr>
<tr>
<td>Homosexual</td>
<td>166 (86.9)</td>
<td>65 (86.7)</td>
<td>108 (85.0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bisexual</td>
<td>25 (13.1)</td>
<td>10 (13.3)</td>
<td>19 (15.0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Preferred position, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N/A</td>
<td>.06</td>
</tr>
<tr>
<td>Versatile</td>
<td>100 (52.4)</td>
<td>32 (42.7)</td>
<td>62 (48.8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Top</td>
<td>51 (26.7)</td>
<td>31 (41.3)</td>
<td>31 (24.4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bottom</td>
<td>40 (20.9)</td>
<td>12 (16.0)</td>
<td>34 (26.8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Finding sexual partners through social media, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N/A</td>
<td>.72</td>
</tr>
<tr>
<td>Yes</td>
<td>131 (68.6)</td>
<td>48 (64.0)</td>
<td>83 (65.4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>60 (31.4)</td>
<td>27 (36.0)</td>
<td>44 (34.6)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age of sexual debut (years), mean (SD)</td>
<td>21.5 (5.2)</td>
<td>19.7 (3.7)</td>
<td>20.0 (4.6)</td>
<td>b &gt; c, d</td>
<td>5.5 (2)</td>
<td>N/A</td>
<td>.005</td>
</tr>
<tr>
<td>Number of sexual partners, mean (SD)</td>
<td>2.1 (1.9)</td>
<td>3.1 (5.5)</td>
<td>2.9 (2.5)</td>
<td>b &lt; c, d</td>
<td>3.8 (2)</td>
<td>N/A</td>
<td>.02</td>
</tr>
<tr>
<td>Number of times engaging in anal intercourse, mean (SD)</td>
<td>4.0 (3.2)</td>
<td>6.8 (7.0)</td>
<td>6.1 (6.1)</td>
<td>b &lt; c, d</td>
<td>10.1 (2)</td>
<td>N/A</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Frequency of condom use during anal intercourse, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N/A</td>
<td>.24</td>
</tr>
<tr>
<td>Used every time</td>
<td>69 (41.1)</td>
<td>25 (39.1)</td>
<td>46 (42.2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequently used</td>
<td>55 (32.7)</td>
<td>17 (26.6)</td>
<td>25 (22.9)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rarely used</td>
<td>40 (23.8)</td>
<td>17 (26.6)</td>
<td>29 (26.6)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never used</td>
<td>4 (2.4)</td>
<td>5 (7.8)</td>
<td>9 (8.3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experiences with recreational drug use, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N/A</td>
<td>.55</td>
</tr>
<tr>
<td>No</td>
<td>168 (88.0)</td>
<td>63 (84.0)</td>
<td>107 (84.3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>23 (12.0)</td>
<td>12 (16.0)</td>
<td>20 (15.7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experiences of HIV testing, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N/A</td>
<td>.047</td>
</tr>
<tr>
<td>Yes</td>
<td>176 (92.1)</td>
<td>64 (85.3)</td>
<td>106 (83.5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>15 (7.9)</td>
<td>11 (14.7)</td>
<td>21 (16.5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variable</td>
<td>MSM(^a) tested without referral(^b) (n=191)</td>
<td>Index subject(^c) (n=75)</td>
<td>Tested sexual partner(^d) (n=127)</td>
<td>LSD test(^e)</td>
<td>F value (df)</td>
<td>(\chi^2) (df)</td>
<td>P value</td>
</tr>
<tr>
<td>----------</td>
<td>---------------------------------------------</td>
<td>--------------------------</td>
<td>----------------------------------</td>
<td>----------------</td>
<td>--------------</td>
<td>---------------</td>
<td>--------</td>
</tr>
<tr>
<td>Interval of regular HIV testing (n=176), n (%)</td>
<td></td>
<td></td>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>15.4 (3)</td>
<td>.02</td>
</tr>
<tr>
<td>Three months</td>
<td>41 (23.3)</td>
<td>18 (28.6)</td>
<td>14 (13.1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Half year</td>
<td>62 (35.2)</td>
<td>21 (33.3)</td>
<td>41 (38.3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>One year</td>
<td>35 (19.9)</td>
<td>6 (9.5)</td>
<td>13 (12.1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not regularly tested</td>
<td>38 (21.6)</td>
<td>18 (28.6)</td>
<td>39 (36.4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIV-testing results, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>0.9 (1)</td>
<td>.64</td>
</tr>
<tr>
<td>Negative</td>
<td>189 (99.0)</td>
<td>74 (98.7)</td>
<td>124 (97.6)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Newly positive</td>
<td>2 (1.0)</td>
<td>1 (1.3)</td>
<td>3 (2.4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(a\) MSM: men who have sex with men.
\(b\) Those who did not refer or disclose any sexual partner.
\(c\) Those who agreed to refer or disclose their sexual partners during the first wave.
\(d\) Those who were referred through the Line app and completed the rapid HIV test by the trained staff.
\(e\) Fisher least significant difference test.
\(f\) N/A: not applicable.
\(g\) Including mobile instant messaging or geosocial apps and online communities.
\(h\) In the past 3 months.
\(i\) N=341; due to missing data.

Further, the mean number of sexual partners (\(F_2=3.8, P=.02\)) and mean frequency of anal intercourse (\(F_2=10.1, P<.001\)) during the preceding 3 months were significantly higher for both the index subjects and tested sexual partners than for the MSM tested without referrals. The percentages of those who had not previously undergone HIV testing (\(\chi^2=6.1, P=.047\)) and did not regularly undergo testing (\(\chi^2=15.4, P=.02\)) were also significantly higher among the index subjects and tested sexual partners than the MSM tested without referrals. The HIV-seropositivity rate of the tested sexual partners was 2.4%, which was higher than the rates for both the index subjects (1.3%) and the MSM tested without referrals (1.0%); these did not show statistically significant differences.

Figure 4 shows the graph after partner-elicited interviews of 75 index subjects, to which were added 127 tested and 40 untested sexual partners. Three newly diagnosed HIV nodes and 4 previously known HIV-positive nodes were discovered, and this resulted in an HIV-positive rate of 4.2% (7/167) for all sexual partners. The sociometric structure in this social network graph included 59 pairs and groups of chain types (n=134). There were 3 Y-type groups (n=16), 4 star-type groups (n=32), and 2 groups of the complicated type (n=60). In the largest complicated type (n=48), the number of HIV-positive nodes was also the largest (n=5), and 4 sexual partners created a bridge with direct sexual affiliations between an HIV-positive node and the other nodal clusters, thus playing an important role as HIV transmission intermediaries. Of these, 2 tested bridges had been referred via the Line app and 2 untested bridges had been disclosed, namely the Hornet and Grindr apps, where the index subject first met the sexual partners.
**Table 2** presents the network graph analysis of the number of intermediate nodes, which link 160 HIV-negative tested (n=124) and untested (n=36) sexual partners to the closest HIV-positive nodes (n=8). Of them, 73.1% (117/160) had no sexual affiliation with the HIV-positive node and 26.9% (43/160) had sexual affiliations with the HIV-positive node directly or through 1 to 3 intermediate nodes. Untested sexual partners reflected a higher proportion (10/25, 40%) of direct sexual affiliations with HIV-positive nodes than tested sexual partners (3/18, 17%).
Discussion

Principal Findings

This study’s main finding was that the partner-elicited interview successfully persuaded MSM to refer their sexual partners through the Line app to promote HIV testing. Eliciting referral via tested MSM could target sexual partners with behaviors carrying higher HIV risk. The data collected through this referral mode may contribute to understanding hitherto unknown social network affiliations.

The concept of helping and disclosing proved successful for developing and guiding the partner-elicited interviews in this research. Feedback from the referrers who had agreed to refer or disclose after the partner-elicited interviews indicates that they felt altruistic, had noncritical attitudes, and felt empowered to share the messages from the trained staff during the interview process. Moreover, the application of easy referral steps via the familiar and private interface [31] of the Line app was a key factor that motivated the referrers to be willing to refer their sexual partners for HIV testing. The interviews were conducted prior to HIV testing and subsequent test results. Referrers did not have to bear the negative consequences of notifying their sexual partners of an HIV diagnosis [32], which may have been a contributing factor to securing referrers’ cooperation.

All the sexual partners (127/127, 100.0%) referred via the Line app completed the rapid HIV tests by our trained staff during the research period, which signifies that the referral strategy was highly feasible and that the recruitment exercise had been successful. One possible reason for the high testing rate of the sexual partners could be the thorough preparation of the recruiters and the trust relationship between the referrers and peers [33]. We provided a suggested referral message to share with sexual partners to explain the reason for the referral and endorse the testing experience. The relationship tends to be more intimate than a causal relationship when the Line app is used to deliver private messages related to sexual behavior and HIV testing [34]. In addition, the homepage of our official Line account had a public and credible introduction [35], and both these methods increased the sexual partners’ trust to add the recommended Line account. Our model emphasized the web discussion of the HIV testing appointment individually in the private chat room of the Line app and a free, anonymous, rapid HIV test at a designated time and place, which contributed to the willingness of MSM to undergo the HIV test [17,36]. The partner-elicited interviews could be better used to target at-risk MSM and promote the HIV case findings. These results are similar to those of previous studies that used contact tracing and partner notification of HIV-positive index subjects in China [37,38]. Although the new HIV-positive rate of 10.5% to 11.1% among sexual partners in the previously mentioned study is higher than the rate of 2.4% in our study, our results still revealed that HIV case findings can be mobilized earlier among MSM via social networking platforms prior to an HIV-positive diagnosis. During the study period, Taiwan began to promote pre-exposure prophylaxis for the HIV risk group, accompanied by a large number of mobile screening programs in the community, which resulted in a sharp drop in the HIV-positive rate [39,40]. This may also be one of the reasons for the low positive rate in this study.

The accounts and profiles from social networking platforms used to refer/disclose sexual partners can be captured and exported to the network graph to present unknown and complex sexual affiliations [41]. This study uncovered a diverse network structure. The application of social network analysis (eg, multilevel modeling) is needed in the future to obtain insights into the different network structures. A high percentage of the tested MSM did not refer/disclose their sexual partners in this study, and we therefore cannot exclude the possibility that most HIV risk-taking information within the social network remains unknown. Moreover, it is worth noting that more untested sexual partners were at high risk of HIV infection via direct sexual affiliations with HIV-positive nodes. A survey also found that a high percentage (82.3%) of people newly diagnosed with HIV/AIDS had sex without a condom with an average of 2 sexual partners [42]. In the current network, 2 untested bridges need urgent testing and education on safe sex, thus helping to break the current HIV transmission risks affecting the nodal cluster [43]. However, due to the law of personal data protection in Taiwan, the trained staff are not allowed to contact the 2 untested bridges. Hence, the index subject forms an important channel through which health care providers may be able to provide an HIV self-test tool or link these sexual partners, who cannot be contacted otherwise, to testing resources. In addition

Table 2. Data on intermediate nodes linking HIV-negative sexual partners to the closest HIV-positive nodes.

<table>
<thead>
<tr>
<th>Variablea</th>
<th>Total HIV-negative sexual partners (n=160), n (%)</th>
<th>Tested sexual partnersb (n=124), n (%)</th>
<th>Untested sexual partnersc (n=36), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not linking to any HIV-positive node</td>
<td>117 (73.1)</td>
<td>106 (90.6)</td>
<td>11 (9.4)</td>
</tr>
<tr>
<td>Linking to the closest HIV-positive node</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Directly</td>
<td>43 (26.9)</td>
<td>18 (41.9)</td>
<td>25 (58.1)</td>
</tr>
<tr>
<td>Through 1 intermediate node</td>
<td>13 (30.2)</td>
<td>3 (16.7)</td>
<td>10 (40.0)</td>
</tr>
<tr>
<td>Through 2 intermediate nodes</td>
<td>11 (25.6)</td>
<td>7 (38.9)</td>
<td>4 (16.0)</td>
</tr>
<tr>
<td>Through 3 intermediate nodes</td>
<td>16 (37.2)</td>
<td>5 (27.8)</td>
<td>11 (44.0)</td>
</tr>
</tbody>
</table>

aEach node was calculated at the closest distance to an HIV-positive node; the calculation was not repeated.

bThose who were referred through the Line app and completed the rapid HIV test by our trained staff.

cThose whose accounts and profiles on social media platforms where they first met the referrer were disclosed by the referral to our staff.
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to sexual partners’ referral, providing education to change risky behaviors, such as condomless anal sex, during pretest and posttest counseling may improve treatment and adherence to highly active antiretroviral therapy in the future [44].

Most participants in this study met new sexual partners through social media, which reflects the findings of previous studies [45]. In addition to continuously eliciting network information from MSM during interviews, it is important to develop innovative measures for health care providers to directly reach out and provide testing resources through these same applications and communities.

Limitations
This study has several limitations. First, we directly recruited MSM who were willing to refer or disclose their sexual partners, which was not a random selection. This excluded many individuals who were unwilling to participate, thus affecting the study’s generalizability. Second, this study was conducted at a community screening station in Taipei City, which limits the inferences that can be made. Third, the social network was analyzed at the end of the data collection process, which resulted in static presentation. For this reason, causal relationships could not be confirmed. Fourth, the research period lasted only 6 months, which may have prevented a thorough exploration of the social networks. Future related studies should thus be conducted at multiple screening stations over a longer research period, thereby increasing the amount of data available to complete and analyze the social networks. Finally, there are currently no specific criteria to determine the validity of referrals. A comparison with traditional approaches is needed.

Conclusion
Partner-elicited interviews could promote the referral/disclosure of sexual partners via social networking platforms among MSM. The motivational interviewing and referral process via the Line app used in this research can be directly applied in the education and practical training of HIV-screening consultants. Further, this may enhance the uptake of HIV testing and help target HIV-at-risk sexual networks. This study’s social network analysis revealed the types and unknown details of the direct and indirect sexual affiliations of each HIV-negative and HIV-positive node, thus promoting a better understanding of the possible distance of HIV transmission within the network. Emerging screening methods (eg, tests delivered through peer referrals or the direct recruitment of MSM through social media) are needed to actively target untested MSM engaging in condomless anal sex. These results may be useful for those attempting to improve current HIV screening programs and contact tracing for newly diagnosed case findings and surveillance.
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Abstract

Background: Promoting sexual health among forcibly displaced adolescents is a global public health priority. Digital sexual communication strategies (eg, sexting) may increase adolescents’ confidence in discussing sexual health issues and negotiating condom use. However, limited evidence exists describing validated measures for text-based condom negotiation in the literature.

Objective: This study helps fill this gap by adapting and examining the psychometric properties of a condom use experience through technology (condom use negotiated experiences through technology [CuNET]) scale.

Methods: Using peer network sampling, 242 forcibly displaced adolescents (aged 16-19 years) living in Kampala’s slums were recruited for participation between January and March 2018. A subscale (embarrassment to negotiate condom use) of the Multidimensional Condom Attitudes Scale was adapted to incorporate sexting, yielding CuNET. Participants were randomly assigned to calibration and validation subsamples to conduct exploratory and confirmatory factor analyses to establish and validate the scale. CuNET measured participants’ support levels for texting-based condom negotiation via sexting based on gender, and multivariable logistic regression was used to explore its associations with sexual health outcomes (recent consistent condom use, access to sexual and reproductive health services, and lifetime sexually transmitted infection testing).

Results: The one-factor CuNET with the validation sample was valid ($\chi^2 = 5.3; P = .26$; root mean square error of approximation = 0.05, 90% CI 0.00-0.16; comparative fit index = 0.99; Tucker-Lewis index = 0.99; standardized root mean square residual = 0.006), and reliability (Cronbach $\alpha = .98$). Adolescent girls showed significantly lower levels of support for using sexting to negotiate condom use (mean 13.60, SE 0.70 vs mean 21.48, SE 1.23; $P = .001$). In multivariable analyses, a 1-point increase in the CuNET score was associated with increased odds of recent consistent condom use (adjusted odds ratio [aOR] 1.73, 95% CI 1.24-2.41) but not with access to sexual and reproductive health services (aOR 1.51, 95% CI 0.99-2.30) or lifetime sexually transmitted infection testing (aOR 0.90, 95% CI 0.64-1.26).
Conclusions: The unidimensional CuNET scale is valid and reliable for forcibly displaced adolescents living in slums in Kampala, gender-sensitive, and relevant for predicting consistent condom use among urban displaced and refugee adolescents. Further development of this scale will enable a better understanding of how adolescents use digital tools for condom negotiation.
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Introduction

Background
Promoting sexual health among forcibly displaced adolescents is a global public health priority. A 2019 systematic review of sexual health interventions in humanitarian settings highlighted the urgent need for sexual health interventions targeting adolescents [1]. Uganda hosts over 1 million forcibly displaced persons, over 72,000 of whom live in Kampala [2], with an HIV prevalence rate of more than twice (13.9%) [3] the national average (6.2%) [4]. In a 2019 cross-sectional study of youth (n=1134) living in Kampala’s slums, 9.9% of participants reported HIV or sexually transmitted infection (STI) co-infection [5]. Despite the heightened risk of HIV among adolescents, condom use remains sporadic [6]. In a sample of slum-dwelling youth in Kampala attending vocational training, Swahn et al [7] found that 1 in 3 participants did not use condoms, whereas 44.9% had sex with multiple partners and 23.2% engaged in transactional sex. To improve the sexual health of vulnerable adolescents, the World Health Organization [8] is calling on public health advocates to leverage digital technologies, as digital media use is widespread among adolescents.

At the same time, there is scant evidence of valid and reliable measures for evaluating the effectiveness of digital sexual health interventions. Despite preliminary studies investigating the effect of digital sexual communication on condom self-efficacy and use, there is limited evidence of validated measures to study this effect [9,10]. This knowledge gap impedes researchers’ understanding of why and how today’s adolescents are deploying digital sexual communication to negotiate for safer sex.

Digital Sexual Communication and Safer Sex
Digital technologies are (1) integral socialization tools for adolescents, many of whom regularly use texting apps and phone-based social media apps [11], and (2) becoming increasingly recognized as useful sexual health delivery tools because of their low cost and the privacy they provide, especially for adolescents [12,13]. For instance, using baseline data from a longitudinal study of 284 US adolescents, Widman et al [14] found that many adolescents used technology to negotiate for safer sex practices such as condom use, HIV or STI testing, and limiting sexual partners. Moreover, sexually active adolescents are more likely to engage in sexting (ie, a digital sexual communication strategy that involves sending or receiving sexually explicit materials through their mobile technologies) [10] to promote condom use [15]. A recent cross-sectional study of forcibly displaced adolescents in Kampala found that adolescents who engaged in sexting reported condom use compared with those who did not sext [16]. Adolescents’ digital communication practices require validated measures for evaluation.

Measuring Digital Sexual Communication: Condom Negotiated Experiences Through Technology
This study combined items from one subscale (ie, embarrassment about using and negotiating condom use) of Helweg-Larsen and Collins [17] Multidimensional Condom Attitudes Scale (MCAS) and sexting data to yield the condom use negotiated experiences through technology (CuNET) scale, and then tested the psychometric properties and utility of the CuNET scale. The MCAS is the most commonly used scale to measure individual beliefs about and attitudes toward condoms [17]. The MCAS comprises five subscales measuring respondents’ opinions regarding (1) the reliability and effectiveness of condoms, (2) sexual pleasure associated with condom use, (3) stigma attached to condom use, (4) embarrassment about the purchase of condoms, and (5) embarrassment about condom use and condom negotiation [17,18]. Studies have found that the fifth subscale, embarrassment surrounding condom use and negotiation, is the most important factor in predicting condom use [17,19]. Given this subscale’s predictive power, measures of condom negotiation should incorporate contextual (ie, cultural socialization) and individual (ie, knowledge of and confidence with condoms) attributes that could affect condom use.

Preventive interventions informed by Social Cognitive Theory (SCT) [20] have demonstrated effectiveness in increasing condom use confidence and reducing STI incidence by equipping individuals with negotiation skills and increasing their confidence and ability to use condoms effectively. Yet measures of condom use likelihood have not been updated considering the significant changes in young people’s (often technology-based) negotiations of sexual activity. For instance, digital technologies may have shifted young people’s perceptions of sexual risk practices and attitudes toward condoms [10,21,22]. Digital technologies may alter adolescents’ attitudes and embarrassment about negotiating condom use by providing a digital environment for these discussions. As sexual health scholars and preventionists evaluate how best to leverage these new digital environments for sexual health interventions [11], they will need valid and reliable measures that recognize these emergent digital environments.

Gender Sensitivity
Valid and reliable measures or scales for future digital sexual health interventions must also acknowledge how gender affects attitudes toward sexual activity, condom use, and negotiation. Gendered socialization in many societies emphasizes the control
and domination of men, with different gender-based expectations (eg, concerning sex) assigned to men and women [23,24]. Even though adolescent girls may be using new digital spaces to challenge traditional cultural sexual scripts that cast them as passive actors and sexual gatekeepers for men, evidence shows that sexting scripts have many similarities to traditional scripts [25]. In 2017, a review of qualitative literature, including 8 studies mostly from the United States (age range 12-25 years), showed that adolescent girls were asked far more often than adolescent boys to send nude pictures [26]. Similarly, a cross-sectional study conducted among 1653 adolescents in Sweden found that 26.2% of girls aged between 15 and 16 years in romantic relationships sent sexts to their partners, compared with 19.6% of boys [27]. Although the study authors did not provide a rationale for these different sexting rates, they are indicative of power imbalances and cultural expectations that compel girls to be responsive to the sexual needs of boys rather than asserting their own sexual needs. Collectively, these findings emphasize that any scale developed to assess sexting practices and inform digital sexual health interventions must be gender sensitive.

This Study
This study contributes to the current sexting, digital sexual communication, and sexual health literature by modifying and validating a gender-sensitive measure that evaluates adolescents’ attitudes about using sexting to negotiate for condom use. Drawing from sexting literature [9,10,28], we hypothesized that adolescents who engage in sexting might demonstrate higher rates of condom use, as indicated by their low levels of embarrassment in using sexting to negotiate condom use. Using our adapted CuNET scale (ie, low embarrassment to negotiate and discuss condom use over sexting), we compared support for condom negotiation via sexting across gender among a sample of forcibly displaced adolescents in Kampala, Uganda, and tested the relationship between the CuNET scale and sexual health outcomes.

Methods

Participant Recruitment
From January to March 2018, in collaboration with 3 refugee-serving organizations and 2 government agencies, 242 forcibly displaced adolescents were recruited to participate in the study. Eligible participants ranged from the ages 16 to 19 years and (1) self-identified as a refugee or displaced person or having refugee or displaced parents, (2) reported that they lived in 1 of 5 slums settlements (Kabala, Rubaga, Kansanga, Katwe, and Nsambya), and (3) were able to provide informed consent. A total of 12 peer research assistants (PRAs), who self-identified as refugees or displaced persons aged 18 to 24 years, were also recruited and trained in research methods and confidentiality to help with participant recruitment and survey administration.

Ethics Approval
The University of Toronto (#35405) and the Uganda Ministry of Health (ADM: 105/261/01) granted ethical approval for the research. Before completing the surveys, all participants provided written informed consent. Following guidance and waivers from the ethics boards, participants aged between 16 and 17 years were deemed capable of providing informed consent.

Sampling and Data Collection
A peer-networking technique [29], an effective strategy to recruit and include marginalized populations, such as refugees and displaced youth, was used to recruit adolescents. Participants received recruitment vouchers from PRAs to help recruit 2 to 5 other forcibly displaced adolescents in their social network until the target number of participants was reached. Participants chose a private space for the PRA to administer the 35- to 45-minute structured survey on tablets in English or Swahili. Sexual health toolkits, counseling services, and a transport refund of USh 12,500 (approximately US $ 3.74) were provided to all participants who completed the survey.

Measures
The MCAS’s embarrassment about negotiation and condom use subscale [17]—a 5-item scale that uses a Likert-type scale ranging from strongly disagree=1 to strongly agree=7; Cronbach α=.83—has been identified as the strongest predictor of condom use among all MCAS subscales. Therefore, this subscale was selected for adaptation to include sexting. As part of the adaptation process, feedback was solicited from practitioners, PRAs, and experts in Uganda before pilot testing the updated instrument among PRAs (n=12) and forcibly displaced adolescents (n=4) in Nsambya. Participants read the instructions and each item aloud, commented in their own words on what they were being instructed to do and what each item brought to their mind, picked a response option, and explained why they chose the option. After pilot testing the instrument on a number of people, the researchers conducted a debriefing session with participants to look for patterns in the feedback. Specifically, the researchers wanted to know whether participants had similar hesitations, requests for clarification, and whether they had any suggestions for different wording. Feedback during the pilot study suggested that statements should be reverse worded to avoid the response set. For instance, “When I suggest using a condom, I am almost always embarrassed” became “While sexting, I am not embarrassed to suggest using condoms to my partner” (Textbox 1). This recommendation is supported by Boateng et al [30], who argue that negatively worded or reverse-scored items have the potential to negatively impact a scale’s psychometric properties.

Participants in the pilot test also recommended that detailed response anchors be provided for clarity. The instrument was revised to include detailed responses with corresponding numbers: strongly disagree=1, disagree=2, somewhat disagree=3, neither agree nor disagree=4, somewhat agree=5, agree=6, and strongly agree=7. After the participants approved the final revised measure, it was named CuNET. The CuNET scale response items include, “While sexting, I know what to say to my partner when I want to talk about condoms or other protections.” Textbox 1 shows the final version of the CuNET scale used in this study.
To assess validity, associations between CuNET scores and sexual health outcomes (ie, access to sexual and reproductive health (SRH) services, lifetime STI testing, and recent consistent condom use) were examined among participants who were sexually active. Access to SRH was measured using a single self-reported item asking whether participants had ever accessed SRH services in the previous 3 months. Lifetime STI testing was assessed using a single item asking participants whether they had ever received an STI test. Recent consistent condom use was assessed using a single item asking participants whether they consistently used condoms in the previous 3 months. For all 3 items, the responses included yes=1 and no=0.

**Statistical Analyses**

Descriptive, bivariate analyses, multivariable regression and exploratory factor analysis (EFA) were conducted using Stata 14 (StataCorp), whereas confirmatory factor analysis (CFA) was conducted using Mplus 7.4 [31]. Missing data were less than 5% that any procedure used for handling missing data would have resulted in similar results. First, descriptive analyses of all the variables were conducted. The steps were followed as outlined in Bowen and Guo [32] for testing measurement models by first creating two subsamples using a random process: calibration and validation. Specifically, Bowen and Guo recommend four steps for establishing a measure’s validity and reliability: (step 1) using EFA and calibration sampling to test the factor structure of the data, (step 2) conducting CFA and calibration sampling to test for construct validity of the scale, (step 3) using the full sample, chi-square independence test and 2-tailed independent t tests to conduct a gender sensitivity analysis of individual items and the entire scale, respectively, and (step 4) using the full sample and multivariable logistic regression to examine the predictive validity of the scale. The following steps allow a comprehensive understanding of the validity and reliability of the scale.

**Factor Structure**

In step 1, the calibration subsample (N=121) was used to conduct an EFA to classify individual items into CuNET factors. Factor loadings that were ≥0.30 were retained [33]. The number of factors was determined by identifying eigenvalues >1 (Kaiser criterion) and via visual examination of the scree plot [34]. To test whether the sample was sufficient for conducting factor analysis, the Kaiser-Meyer-Olkin test (score above 0.60 recommended) and Bartlett test of sphericity (acceptable if statistically significant) were used [33].

**Convergent Validity**

Following the EFA, CFA was conducted in step 2 using the validation subsample (N=121) to verify the one-factor structure from the EFA results. As the CuNET response set was ordinal (ie, 7 categories), weighted least square mean and variance adjusted estimators were used for the CFA because weighted least square mean and variance adjusted estimators provide a more accurate parameter estimate and a model fit that is more robust to ordinal data [31]. Model fit was assessed using (1) comparative fit index (CFI), with adequate fit represented as CFI≥0.90; (2) standardized root mean square residual (SRMR), acceptable if ≤0.08; and (c) the root mean square error of approximation (RMSEA), acceptable if ≤0.08 [35,36]. A good model fit is indicated when CFI≥0.95, RMSEA≤0.05, and SRMR≤0.06 [36].

**Reliability**

Calibration and validation data were combined, and items were summed up before assessing the reliability of the CuNET scale. Reliability was evaluated using Cronbach α, with values higher than .70 deemed acceptable [37]. Given that all items in the CuNET scale start with the words “While sexting,” Cronbach α may be inflated because of similarities in some of the wordings of the scale. Therefore, reliability was further evaluated using the composite reliability index, with a value of or above 0.70 deemed acceptable [33]. In addition, convergent validity was assessed using the average variance extracted (AVE), with a value above 0.50 deemed acceptable [33].
Gender Sensitivity

In step 3, after confirming the one-factor CuNET scale, the full sample (combining the calibration and validation data) was used to examine gender differences. Here, a higher score indicated positive support for texting-based condom negotiation. Independent t tests were then used to compare the mean scores of the CuNET scale by gender.

The next aim was to analyze gender differences among participants who reported positive versus negative support for texting-based condom negotiation. After validating the CuNET scale, a dichotomous variable was created to categorize participants as positive supporters or negative supporters. Positive supporters (coded as 1) included participants who selected the response anchors somewhat agree=5, agree=6, and strongly agree=7. Negative supporters (coded as 0) included participants who selected the response anchors strongly disagree=1, disagree=2, somewhat disagree=3, and neither agree or disagree=4. A chi-square independence test was then conducted.

Predictive Validity

In step 4, using the full sample, we conducted multivariable logistic regression to examine associations between CuNET and sexual health outcomes of recent consistent condom use, access to SRH services, and lifetime STI testing, adjusting for sociodemographic factors (eg, age, gender, education, and mobile phone use) factors. For this analysis, we tested 3 models among a sample of only adolescents who indicated to have engaged in sexual intercourse. We also calculated adjusted odds ratios (aORs), highlighting those significant at the P<.05 level. Missing responses were excluded from the analyses; the number of complete responses was reported for each variable.

Results

Sample Characteristics

As illustrated in Table 1, the average age of the participants was 17.56 (SD 1.10) years. More than 3 in 4 (196/242, 81%) were identified as adolescent girls, 77.8% (179/230) had less than secondary/secondary education, 61.2% (148/242) were originally from the Democratic Republic of the Congo, and 63.2% (153/242) had been in a dating relationship in the last 12 months. About 61.6% (149/242) owned and used mobile phones, whereas over half (122/242, 50.5%) used more than one type of mobile app. Approximately 15.3% (37/242) engaged in digital sexting and 44.2% (107/242) self-reported having had sexual intercourse in their lifetime.
Table 1. Characteristics of forcibly displaced adolescents in the slums of Kampala, Uganda: cross-sectional findings (N=242).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sociodemographic factors</strong></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD; range)</td>
<td>17.56 (1.10; 16-19)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Girls</td>
<td>196 (81)</td>
</tr>
<tr>
<td>Boys</td>
<td>46 (19)</td>
</tr>
<tr>
<td><strong>Education (n=230), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Secondary or less than secondary school</td>
<td>179 (77.8)</td>
</tr>
<tr>
<td>Postsecondary education</td>
<td>51 (22.2)</td>
</tr>
<tr>
<td>**Place of birth (n=242), n (%)</td>
<td></td>
</tr>
<tr>
<td>South Sudan</td>
<td>22 (9.1)</td>
</tr>
<tr>
<td>Burundi</td>
<td>50 (20.7)</td>
</tr>
<tr>
<td>Democratic Republic of the Congo</td>
<td>148 (61.2)</td>
</tr>
<tr>
<td>Rwanda</td>
<td>9 (3.7)</td>
</tr>
<tr>
<td>Others</td>
<td>13 (5.4)</td>
</tr>
<tr>
<td><strong>Time in Uganda (years; n=242), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;1</td>
<td>16 (6.6)</td>
</tr>
<tr>
<td>1-5</td>
<td>137 (56.8)</td>
</tr>
<tr>
<td>&gt;5</td>
<td>88 (36.5)</td>
</tr>
<tr>
<td><strong>Immigration status (n=242), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Refugees</td>
<td>216 (90)</td>
</tr>
<tr>
<td>Seeking asylum or undocumented</td>
<td>24 (10)</td>
</tr>
<tr>
<td><strong>Dating relationship, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Not dating</td>
<td>88 (36.5)</td>
</tr>
<tr>
<td>Dating</td>
<td>153 (63.2)</td>
</tr>
<tr>
<td><strong>Technology use</strong></td>
<td></td>
</tr>
<tr>
<td>Mobile phone ownership and use (n=242), n (%)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>93 (38.4)</td>
</tr>
<tr>
<td>Yes</td>
<td>149 (61.6)</td>
</tr>
<tr>
<td><strong>Mobile App use (n=241), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>No app</td>
<td>69 (28.5)</td>
</tr>
<tr>
<td>1 type of app</td>
<td>51 (21.1)</td>
</tr>
<tr>
<td>2-3 types of apps</td>
<td>89 (36.8)</td>
</tr>
<tr>
<td>4 or more types of apps</td>
<td>33 (13.6)</td>
</tr>
<tr>
<td><strong>Digital sexual communication, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Sexting patterns (n=242)</td>
<td></td>
</tr>
<tr>
<td>Nonsexters</td>
<td>205 (84.7)</td>
</tr>
<tr>
<td>Sexters</td>
<td>37 (15.3)</td>
</tr>
<tr>
<td><strong>Sexual health, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Ever had sex (n=241)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>134 (55.6)</td>
</tr>
<tr>
<td>Yes</td>
<td>107 (44.4)</td>
</tr>
</tbody>
</table>
Values

Variables

<table>
<thead>
<tr>
<th>Recent consistent condom use (n=100)</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>74 (74)</td>
</tr>
<tr>
<td>Yes</td>
<td>26 (26)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Access to SRH&lt;sup&gt;a&lt;/sup&gt; services (n=100)</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>71 (71)</td>
</tr>
<tr>
<td>Yes</td>
<td>29 (29)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Lifetime STI&lt;sup&gt;b&lt;/sup&gt; testing (n=100)</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>93 (93)</td>
</tr>
<tr>
<td>Yes</td>
<td>7 (7)</td>
</tr>
</tbody>
</table>

<sup>a</sup>SRH: sexual and reproductive health.
<sup>b</sup>STI: sexually transmitted infection.

**EFA Results**

An EFA with 5 items and oblique rotation revealed a single-factor solution of the CuNET construct using the calibration sample (Table 2). The Kaiser-Meyer-Olkin measure of sampling adequacy was 0.89, exceeding the commonly recommended value of 0.60, and Bartlett test of sphericity was significant: \( \chi^2_{10}=3418.9 \) (\( P<.001 \)), eigenvalue=4.48, and communalities above 0.30.

**Table 2.** Summary of exploratory factor analysis results for CuNET<sup>a</sup> scale using a calibration sample of forcibly displaced adolescents living in the slums of Kampala, Uganda: cross-sectional findings (N=121).

<table>
<thead>
<tr>
<th>Item</th>
<th>Factor loading</th>
<th>KMO&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>CuNET&lt;sup&gt;b&lt;/sup&gt;1: While sexting, I am not embarrassed to suggest using condoms to my partner</td>
<td>0.91</td>
<td>0.93</td>
</tr>
<tr>
<td>CuNET2: While sexting, it is really easy to bring up issues of using condoms to my partner</td>
<td>0.96</td>
<td>0.93</td>
</tr>
<tr>
<td>CuNET3: While sexting, it is easy to suggest to my partner that we use a condom</td>
<td>0.97</td>
<td>0.85</td>
</tr>
<tr>
<td>CuNET4: While sexting, I am comfortable talking about condoms with my partner</td>
<td>0.96</td>
<td>0.83</td>
</tr>
<tr>
<td>CuNET5: While sexting, I know what to say to my partner when I want to talk about condoms or other protections</td>
<td>0.94</td>
<td>0.92</td>
</tr>
<tr>
<td>KMO</td>
<td>N/A&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.89</td>
</tr>
</tbody>
</table>

<sup>a</sup>CuNET: condom use negotiated experiences through technology.
<sup>b</sup>KMO: Kaiser-Meyer-Olkin measure of sample adequacy.
<sup>c</sup>N/A: not applicable.

**CFA Results**

The one-factor CuNET with the validation sample showed good fit: \( \chi^2_{4}=5.3 \) (\( P=.26 \)), RMSEA=0.05 (90% CI 0.00-0.16), CFI=0.99, Tucker–Lewis index=0.99, and SRMR=0.006 (Tables 3 and 4).

Factor loadings ranging from 0.91 to 0.98 exceeded the recommended 0.30 cutoff for the modified instruments. Evidence from the CFA using the validation subsample provides statistical support to the unidimensional model of the CuNET construct in the sample.
Table 3. Covariance matrix of the confirmatory factor analysis for the CuNET<sup>a</sup> scale using a validation sample of forcibly displaced adolescents living in the slums of Kampala, Uganda: cross-sectional findings (n=121).

<table>
<thead>
<tr>
<th></th>
<th>CuNET 1</th>
<th>CuNET 2</th>
<th>CuNET 3</th>
<th>CuNET 4</th>
<th>CuNET 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>CuNET 1</td>
<td>4.07</td>
<td>—&lt;sup&gt;b&lt;/sup&gt;</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>CuNET 2</td>
<td>3.86</td>
<td>4.58</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>CuNET 3</td>
<td>3.6</td>
<td>4.17</td>
<td>4.28</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>CuNET 4</td>
<td>3.67</td>
<td>4.05</td>
<td>4.02</td>
<td>4.36</td>
<td>—</td>
</tr>
<tr>
<td>CuNET 5</td>
<td>3.69</td>
<td>4.17</td>
<td>3.92</td>
<td>3.91</td>
<td>4.45</td>
</tr>
</tbody>
</table>

<sup>a</sup>CuNET: condom use negotiated experiences through technology.

<sup>b</sup>Not applicable.

Table 4. Confirmatory factor analysis for the CuNET<sup>a</sup> scale using a cross-sectional validation sample of forcibly displaced adolescents living in the slums of Kampala, Uganda (n=121).

<table>
<thead>
<tr>
<th>CuNET scale items</th>
<th>Factor loadings</th>
</tr>
</thead>
<tbody>
<tr>
<td>CuNet 1: While sexting, I am not embarrassed to suggest using condoms to my partner</td>
<td>0.91</td>
</tr>
<tr>
<td>CuNet 2: While sexting, it is really easy to bring up issues of using condoms to my partner</td>
<td>0.98</td>
</tr>
<tr>
<td>CuNet 3: While sexting, it is easy to suggest to my partner that we use a condom</td>
<td>0.96</td>
</tr>
<tr>
<td>CuNet 4: While sexting, I am comfortable talking about condoms with my partner</td>
<td>0.96</td>
</tr>
<tr>
<td>CuNet 5: While sexting, I know what to say to my partner when I want to talk about condoms or other protections</td>
<td>0.93</td>
</tr>
</tbody>
</table>

Fit indices from CFA<sup>b</sup>; one latent factor

- Chi-square: 5.29<sup>c</sup>
- RMSEA<sup>d</sup>: 0.05
- CFI<sup>e</sup>: 0.99
- TLI<sup>f</sup>: 0.99

Internal consistency of the final model

- Number of items: 5
- Cronbach α: 0.98
- Average variance extracted: 0.90
- Composite reliability index: 0.98

<sup>a</sup>CuNET: condom use negotiated experiences through the technology scale.

<sup>b</sup>CFA: confirmatory factor analysis.

<sup>c</sup>P=.26.

<sup>d</sup>RMSEA: root mean square error approximation.

<sup>e</sup>CFI: comparative fit index.

<sup>f</sup>TLI: Tucker–Lewis index.

Internal Reliability Results

Using the full sample, the values for Cronbach α (.98) and composite reliability index (0.98) exceeded the 0.70 thresholds, indicating that the CuNET scale had high internal consistency and reliability (Table 4). The results also provided evidence of convergent validity (AVE=0.90), as the CuNET scale exceeded the AVE threshold of 0.50.

Support for Texting-Based Condom Negotiation

Table 5 presents levels of support for texting-based condom negotiation. Overall, approximately 1 in 4 respondents reported support for using sexting to negotiate for condom use. Using independent t tests, the gender-based analysis showed that the combined CuNET scale was gender-sensitive: adolescent girls showed significantly lower levels of support for using sexting to negotiate condom use compared with adolescent boys (mean 13.60; SE 0.70 vs 21.48; SE 1.23; P<.001). Using CuNET scale item analysis, the chi-square test of independence revealed that adolescent boys showed significantly higher levels of support for using sexting to negotiate condom use in all 5 items. For instance, 61% (28/46) of adolescent boys agreed that “While sexting, I know what to say to my partner when I want to talk about condoms or other protections,” compared with 21% (41/196) of adolescent girls. Adolescent girls reported the lowest
percentage (34/196, 17.4%) of support for the item asking if sexting could reduce their discomfort with suggesting condom use to their partners, compared with adolescent boys (21/46, 46%).

Table 5. Levels of CuNET\(^a\) among a cross-sectional sample of forcibly displaced adolescents living in the slums of Kampala, stratified by gender (5 items; N=242)\(^b\).

<table>
<thead>
<tr>
<th>Items</th>
<th>Statements</th>
<th>Girls (n=196), n (% agreed)</th>
<th>Boys (n=46), n (% agreed)</th>
<th>Total, n (% agreed)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>CuNet 1</td>
<td>While sexting, I am not embarrassed to suggest using condoms to my partner</td>
<td>34 (17.4)</td>
<td>21 (45.7)</td>
<td>55 (22.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>CuNet 2</td>
<td>While sexting, it is really easy to bring up issues of using condoms to my partner</td>
<td>38 (19.5)</td>
<td>24 (52.2)</td>
<td>62 (25.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>CuNet 3</td>
<td>While sexting, it is easy to suggest to my partner that we use a condom</td>
<td>39 (20)</td>
<td>25 (54.3)</td>
<td>64 (26.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>CuNet 4</td>
<td>While sexting, I am comfortable talking about condoms with my partner</td>
<td>43 (22.1)</td>
<td>26 (56.5)</td>
<td>69 (28.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>CuNet 5</td>
<td>While sexting, I know what to say to my partner when I want to talk about condoms or other protections</td>
<td>41 (21)</td>
<td>28 (60.9)</td>
<td>69 (28.6)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(^a\)CuNET: condom use negotiated experiences through the technology scale.

\(^b\)A chi-square independence test was conducted to examine how CuNET items differed by gender; agreed percentages were calculated by creating a categorical variable using a cutoff of 5 and above, which indicated positive support. The total is the percentage of participants who provided positive attitudes toward using sexting for condom negotiation.

**Associations Between Support for Texting-Based Condom Negotiation and Sexual Health Outcomes**

In adjusted analyses, a 1-point increase in the CuNET score was associated with higher odds of recent consistent condom use versus no recent consistent condom use (aOR 1.73, 95% CI 1.24-2.41). Holding other factors constant, we found no association between CuNET and access to SRH services versus no access to SRH services (aOR 1.51, 95% CI 0.99-2.30) or recent lifetime STI testing versus never lifetime STI testing (aOR 0.90, 95% CI 0.64-1.26; Table 6).
Table 6. Independent association between CuNET\(^a\) and sexual health factors among a cross-sectional sample of sexually active forcibly displaced adolescents living in the slums of Kampala (N=100).\(^b\).

<table>
<thead>
<tr>
<th></th>
<th>Values (aOR (95% CI))</th>
<th>P value</th>
<th>Values (aOR (95% CI))</th>
<th>P value</th>
<th>Values (STI(^d) testing (Ever))</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>CuNet, mean (SD)</td>
<td>24.31 (8.46)</td>
<td></td>
<td>1.73 (1.24-2.41)</td>
<td>0.001 (\dagger)</td>
<td>21.13 (8.60)</td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>17.96 (0.96)</td>
<td></td>
<td>0.92 (0.33-4.05)</td>
<td>0.84</td>
<td>17.60 (1.07)</td>
<td></td>
</tr>
<tr>
<td>Gender (ref boys), n (%)</td>
<td>Girls 21 (80.8)</td>
<td></td>
<td>0.83 (0.19-3.67)</td>
<td>0.81</td>
<td>19 (73.1)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Boys 5 (19.2)</td>
<td></td>
<td>0.09 (0.01-0.89)</td>
<td>0.09 (0.01-0.89)</td>
<td>48 (96)</td>
<td>0.09 (0.01-0.89)</td>
</tr>
<tr>
<td>Mobile phone ownership</td>
<td>Yes 24 (92.3)</td>
<td></td>
<td>0.23 (0.04-1.51)</td>
<td>0.13</td>
<td>12 (80)</td>
<td></td>
</tr>
<tr>
<td>(ref no mobile phone), n (%)</td>
<td>No 2 (8.7)</td>
<td></td>
<td>0.37 (0.04-3.51)</td>
<td>0.39</td>
<td>27 (84.4)</td>
<td></td>
</tr>
<tr>
<td>Not dating</td>
<td>26 (100)</td>
<td></td>
<td>0.83</td>
<td></td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Dating</td>
<td>0 (0)</td>
<td></td>
<td>1.15 (0.33-4.21)</td>
<td>0.83</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td>Secondary or less</td>
<td></td>
<td>0.74 (0.16-3.42)</td>
<td>0.70</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>than secondary school</td>
<td>Postsecondary education</td>
<td>12 (48)</td>
<td>N/A</td>
<td></td>
<td>23 (71.9)</td>
<td>0.64 (0.12-3.43)</td>
</tr>
<tr>
<td></td>
<td>13 (52)</td>
<td></td>
<td>N/A</td>
<td></td>
<td>9 (28.1)</td>
<td></td>
</tr>
</tbody>
</table>

\(\dagger\) aOR: adjusted odds ratio.

Discussion

Principal Findings

Accurate measurement of forcibly displaced adolescents’ support for condom negotiation via digital tools may be important for the development and evaluation of digital sexual health interventions that aim to promote condom use. The findings from this study show that the one-factor CuNET scale is (1) valid and reliable for forcibly displaced adolescents living in informal settlements in Kampala, Uganda, (2) gender sensitivity, and (3) a portable tool for identifying factors associated with recent condom use among urban forcibly displaced adolescents.

Comparison With Prior Work

The findings of this study depart from sexting literature that focuses solely on the harmful effects of technology on sexuality \([15,21,22]\) by highlighting the positive applications that technology can have among forcibly displaced adolescents. Among adolescents who may be socialized to view conversations surrounding sex as taboo \([23]\), sexting may provide them with convenient ways to communicate with each other privately. Indeed, a recent meta-analysis of 23 studies concluded that sexting was part of adolescents’ development and sexual exploration \([10]\). This study extends the measurement of condom negotiation strategies from face-to-face interactions to include interactions in digital environments and updates the MCAS—embarrassment to negotiate the condom use subscale \([17]\) by recognizing sexting as a condom negotiation strategy. That is, sexting can be an important method by which adolescents influence their peers to use condoms, and thus a potentially high-impact target of sexual health interventions. As this study only focused on the utility of participants’ embarrassment to negotiate condom use via sexting, there is a need for future studies that develop a more comprehensive condom negotiation scale that encompasses other digital sexual communication strategies.
A closer look at the CuNET scale items indicates that confidence, knowledge, and persuasion are the key traits measured by the scale. These traits align with an important tenet of SCT—that for an individual to negotiate for condom use, they must have enough knowledge about the subject and confidence in their ability to engage their partner in conversations about sex-related topics. Importantly, this study shows that the venue of communication (ie, digital or in-person) may influence confidence levels surrounding these conversations. Digital technologies may afford adolescents with a continuous, digital, and real time venues to negotiate condom use with less embarrassment. Embarrassment may be addressed through the development and evaluation of interventions that encourage the exploration of sexual health subjects through technological interfaces.

Another primary goal of this study was to examine the gender sensitivity of the CuNET scale. The findings highlight gender differences in the endorsement of the CuNET scale items. Adolescent boys viewed the use of sexting for condom negotiation more favorably than adolescent girls. This finding is consistent with the sexual script theory [23], which highlights the double standards in sexual expectations for girls and boys. Adolescent girls may be socialized to avoid initiating any discussions of sex-related topics, regardless of venue. It is plausible that girls may support negotiating condom use via digital tools; however, they may not be willing to disclose this to peer interviewers because of the negative judgments attached to them doing so [38].

Findings from the psychometrics testing of the CuNET scale highlight how the changing landscape of digital sexual communications may provide an important opportunity to revisit condom negotiation strategies and interventions. Consistent with Widman et al [14], we found that favorable support for texting-based condom negotiation was associated with condom use. Thus, although texting-based condom negotiation may provide creative approaches that sexually active adolescents can use to negotiate condom use with their partners, interventions that increase condom education and access are critical. Therefore, interventionists need to consider gender differences and sociocultural norms that influence condom use and condom negotiation among adolescents.

Limitations
The findings of this study should be interpreted within the context of its limitations. This study relies on data from a nonprobable sample of forcibly displaced adolescents living in slums of Kampala, Uganda. This sample may not necessarily be representative of forcibly displaced communities in Kampala, Uganda, and does not capture the diversity of the adolescent refugee population globally. Our study had more adolescent girls than adolescent boys, which limits our ability to compare the 2 genders. Originally, the study was designed to include only adolescent girls because of the high HIV rates, which was 3-fold than that of adolescent boys in Uganda. However, our local collaborators asked us to also include adolescent boys. As a result, we oversampled the proportion of girls to reflect the local HIV epidemic characteristics. The use of a cross-sectional design means that the causality of the predictive validity of the CuNET scale cannot be inferred. Future longitudinal studies are needed to explore whether CuNET scale scores predict later condom use. The inability to test group invariance because of the small sample size calls for future studies that use rigorous methods to validate the CuNET scale. Furthermore, although the scale was pilot-tested and modified according to participant feedback on its face and content validity, there is a need for future studies that draw together adolescent participants and adolescent health experts to develop a culturally responsive CuNET scale that can capture multiple possible ways in which adolescents engage in condom negotiation. In addition, the high reliability and internal consistency of the CuNET scale indicate that some items may have a close meaning. Future studies should further refine the CuNET scale to reduce redundancy in scale items.

Conclusions
Despite these limitations, the strengths of this study include the validity and reliability of a new gender-sensitive scale (CuNET) useful for measuring support for texting-based condom negotiation among marginalized adolescents. The CuNET scale can be used to collect more targeted data for prevention studies addressing adolescents’ support for negotiating condom use via digital tools. The fact that CuNET is a digital sexual communication instrument responds to recent calls to leverage digital tools for the sexual health of adolescents [11,12]. On the basis of this study’s findings, more research is needed to develop further and validate a gender-responsive CuNET scale for adolescents. The current iteration of the CuNET scale appears to be a valid measure for assessing support for texting-based condom negotiation among forcibly displaced adolescents living in HIV hyperendemic settings in Kampala, Uganda, with strong potential for future adaptation to a host of settings and populations.
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Abstract

Background: Pre-exposure prophylaxis (PrEP) is highly effective at preventing the acquisition of HIV. There is a substantial gap, however, between the number of people in the United States who have indications for PrEP and the number of them who are prescribed PrEP. Although Twitter content has been analyzed as a source of PrEP-related data (eg, barriers), methods have not been developed to enable the use of Twitter as a platform for implementing PrEP-related interventions.

Objective: Men who have sex with men (MSM) are the population most affected by HIV in the United States. Therefore, the objectives of this study were to (1) develop an automated natural language processing (NLP) pipeline for identifying men in the United States who have reported on Twitter that they are gay, bisexual, or MSM and (2) assess the extent to which they demographically represent MSM in the United States with new HIV diagnoses.

Methods: Between September 2020 and January 2021, we used the Twitter Streaming Application Programming Interface (API) to collect more than 3 million tweets containing keywords that men may include in posts reporting that they are gay, bisexual, or MSM. We deployed handwritten, high-precision regular expressions—designed to filter out noise and identify actual self-reports—on the tweets and their user profile metadata. We identified 10,043 unique users geolocated in the United States and drew upon a validated NLP tool to automatically identify their ages.

Results: By manually distinguishing true- and false-positive self-reports in the tweets or profiles of 1000 (10%) of the 10,043 users identified by our automated pipeline, we established that our pipeline has a precision of 0.85. Among the 8756 users for which a US state-level geolocation was detected, 5096 (58.2%) were in the 10 states with the highest numbers of new HIV diagnoses. Among the 6240 users for which a county-level geolocation was detected, 4252 (68.1%) were in counties or states considered priority jurisdictions by the Ending the HIV Epidemic initiative. Furthermore, the age distribution of the users reflected that of MSM in the United States with new HIV diagnoses.

Conclusions: Our automated NLP pipeline can be used to identify MSM in the United States who may be at risk of acquiring HIV, laying the groundwork for using Twitter on a large scale to directly target PrEP-related interventions at this population.

(JMIR Public Health Surveill 2022;8(4):e32405) doi:10.2196/32405
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Introduction

Pre-exposure prophylaxis (PrEP) with antiretroviral drugs is highly effective at preventing the acquisition of HIV in men who have sex with men (MSM) [1]. There is a substantial gap, however, between the number of people in the United States who have indications for PrEP, including 25% of MSM [2], and the number of them who are prescribed PrEP [3]; approximately one-third of primary care physicians (PCPs) in the United States who are aware of PrEP have prescribed PrEP or referred a patient for PrEP [4]. Although efforts should be made to increase PCPs’ adoption of PrEP recommendations into routine clinical practice, PCP-based interventions are limited because some MSM, especially younger men, face challenges when disclosing their same-sex sexual behaviors to their PCPs [5]. Based on the findings of a recent study by Reuter et al [6] that examined Twitter users’ attitudes toward being monitored for health-related research, some MSM may be more open to PrEP-related interventions on social media, such as targeted messages or advertisements.

Hannaford et al [7] found that social media can help identify factors for implementing PrEP-related interventions that are not captured by traditional research methods, and they suggested that social media may present novel opportunities to implement PrEP-related interventions. Although Twitter content has been analyzed as a source of PrEP-related data (eg, barriers) [8,9], to our knowledge, methods have not been developed to enable the use of Twitter as a platform for PrEP-related interventions. The foremost requirement for implementing PrEP-related interventions on Twitter is to identify users in the populations that have indications for PrEP. Given that MSM are the population most affected by HIV in the United States [10], the objectives of this study were to (1) develop an automated natural language processing (NLP) pipeline for identifying men in the United States who have reported on Twitter that they are gay, bisexual, or MSM and (2) assess the extent to which they demographically represent MSM in the United States with new HIV diagnoses. This study seeks to lay the groundwork for using Twitter on a large scale to directly target PrEP-related interventions at MSM who may be at risk of acquiring HIV.

Methods

Ethical Considerations

The Institutional Review Board of the University of Pennsylvania reviewed this study and deemed it exempt human subjects research under Category (4) of Paragraph (b) of the US Code of Federal Regulations Title 45 Section 46.101 for publicly available data sources (45 CFR §46.101(b)(4)).

Data Collection

Between September 2020 and January 2021, we used the Twitter Streaming Application Programming Interface (API) to collect more than 3 million tweets containing keywords that men may include in posts reporting that they are gay, bisexual, or MSM. As a preliminary approach, we deployed handwritten, high-precision regular expressions—search patterns designed to automatically match text strings—on the 3 million tweets to filter out noise and identify actual self-reports (Multimedia Appendix 1). After automatically removing retweets and “reported speech” (eg, quotations, news headlines) [11], the regular expressions matched 8603 tweets that were posted by 6358 users geolocated in the United States [12].

In addition to tweet-based regular expressions, we also deployed handwritten regular expressions on the user profile metadata of the 3 million tweets collected from the Twitter Streaming API (Multimedia Appendix 1). The regular expressions matched the profile metadata of 4127 users geolocated in the United States [12]. After removing duplicate users from our tweet- and profile-based searches, we identified a total of 10,043 unique users. Figure 1 illustrates our automated pipeline for identifying men in the United States who have reported on Twitter that they are gay, bisexual, or MSM and (2) assess the extent to which they demographically represent MSM in the United States with new HIV diagnoses, we analyzed the state- and county-level geolocations [12] of these 10,043 users and drew upon a validated NLP tool [13] to automatically identify their ages.

Figure 1. Automated natural language processing pipeline for identifying men in the United States who have reported on Twitter that they are gay, bisexual, or men who have sex with men.
Results

Pipeline Evaluation

True positives and false positives were manually distinguished by 2 annotators in a random sample of 1000 (10%) of the 10,043 users that were identified by our automated pipeline, consisting of 500 matching tweets and 500 matching profiles. True positives were defined as tweets or profiles in which the users reported that they are gay, bisexual, or MSM. Overall interannotator agreement (Cohen $\kappa$) based on independent, dual annotations for all 1000 users was 0.81, which is deemed to be “almost perfect agreement” [14]. More specifically, interannotator agreement was 0.83 for the 500 tweets and 0.79 for the 500 profiles. Upon resolving the disagreements, 417 (83.4%) tweets and 430 (86%) profiles were annotated as true positives and 83 (16.6%) tweets and 70 (14%) profiles were annotated as false positives. Based on this evaluation, our automated pipeline has an overall precision of 0.85, where precision = true positives / (true positives + false positives).

Table 1 provides examples of tweets and profiles that were manually annotated as true or false positives. The majority of the profiles that were annotated as false positives were users that mentioned being transgender or nonbinary—populations that are beyond the scope of this study.

Table 1. Sample manual annotations of tweets and profiles.

<table>
<thead>
<tr>
<th>Type</th>
<th>Text</th>
<th>Label</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tweet</td>
<td>End the FDA's discriminatory and unscientific policy against gay men like me donating blood.</td>
<td>True positive</td>
</tr>
<tr>
<td>Tweet</td>
<td>As a bi guy we get so little representation, and almost all of its negative. It’s frustrating.</td>
<td>True positive</td>
</tr>
<tr>
<td>Tweet</td>
<td>Today, we remember Matthew Shepard who’s life was cut short as a result of a hate crime due to his identity as a gay male.</td>
<td>False positive</td>
</tr>
<tr>
<td>Profile</td>
<td>A proud black gay guy.</td>
<td>True positive</td>
</tr>
<tr>
<td>Profile</td>
<td>50+ gay trans man, writer, film and food lover. He/him OR they/them.</td>
<td>False positive</td>
</tr>
</tbody>
</table>

Demographics

To assess the utility of our automated pipeline for identifying MSM in the United States who may be particularly at risk of acquiring HIV, we analyzed their state- and county-level geolocations and ages. We detected a US state–level geolocation for 8756 (87.6%) of the 10,043 users identified by our automated pipeline, including users from all 50 states and the District of Columbia. As Figure 2 illustrates, the largest numbers of users were detected in California, New York, Texas, Florida, Illinois, Pennsylvania, Ohio, and Georgia. We detected a county-level geolocation for 6240 (71.2%) of these 8756 users. Table 2 presents the 15 counties for which we detected at least 100 users. We detected an age of ≥13 years [10] for 4782 (47.6%) of the 10,043 users, with a mean age of 31.9 (SD 13.1) years and a median age of 29 years. Table 3 presents the age distribution, based on each user’s most recent tweet containing a self-report of age.

Figure 2. Number of Twitter users, by state, identified by our automated pipeline between September 2020 and January 2021.
## Table 2. Counties with at least 100 Twitter users identified by our automated pipeline between September 2020 and January 2021.

<table>
<thead>
<tr>
<th>US county</th>
<th>Users (N=6240), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Los Angeles County, CA</td>
<td>535 (8.6)</td>
</tr>
<tr>
<td>New York County, NY</td>
<td>417 (6.7)</td>
</tr>
<tr>
<td>Cook County, IL</td>
<td>318 (5.1)</td>
</tr>
<tr>
<td>District of Columbia, DC</td>
<td>237 (3.8)</td>
</tr>
<tr>
<td>King County, WA</td>
<td>192 (3.1)</td>
</tr>
<tr>
<td>Fulton County, GA</td>
<td>155 (2.5)</td>
</tr>
<tr>
<td>San Mateo County, CA</td>
<td>151 (2.4)</td>
</tr>
<tr>
<td>Multnomah County, OR</td>
<td>128 (2.1)</td>
</tr>
<tr>
<td>Kings County, NY</td>
<td>127 (2)</td>
</tr>
<tr>
<td>Dallas County, TX</td>
<td>123 (2)</td>
</tr>
<tr>
<td>Philadelphia County, PA</td>
<td>121 (1.9)</td>
</tr>
<tr>
<td>Harris County, TX</td>
<td>116 (1.9)</td>
</tr>
<tr>
<td>Maricopa County, AZ</td>
<td>111 (1.8)</td>
</tr>
<tr>
<td>Suffolk County, MA</td>
<td>110 (1.8)</td>
</tr>
<tr>
<td>Travis County, TX</td>
<td>109 (1.7)</td>
</tr>
</tbody>
</table>

## Table 3. Age distribution of Twitter users identified by our automated pipeline between September 2020 and January 2021.

<table>
<thead>
<tr>
<th>Age group (years)</th>
<th>Users (N=4782), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>13-24</td>
<td>1630 (34.1)</td>
</tr>
<tr>
<td>25-34</td>
<td>1644 (34.4)</td>
</tr>
<tr>
<td>35-44</td>
<td>704 (14.7)</td>
</tr>
<tr>
<td>45-54</td>
<td>449 (9.4)</td>
</tr>
<tr>
<td>≥55</td>
<td>355 (7.4)</td>
</tr>
</tbody>
</table>

## Discussion

### Principal Findings

Our study demonstrates that gay men, bisexual men, or MSM in the United States publicly report their sexual orientation on Twitter and that these users can be accurately identified on a large scale. Moreover, among the 8756 users for which our automated pipeline detected a US state–level geolocation, 5096 (58.2%) were in the 10 states with the highest numbers of new HIV diagnoses [10]. Among the 6240 users for which a county-level geolocation was detected, 4252 (68.1%) were in counties or states considered priority jurisdictions by the Ending the HIV Epidemic initiative [15]. Furthermore, the age distribution of the users reflected the ranking of the most frequent age groups with new HIV diagnoses among MSM in the United States [10], with the 25-34 years age group first and the 13-24 years age group second. More specifically, these 2 age groups represent both the majority of the users in this study and the majority of MSM with new HIV diagnoses [10]. The mean (31.9 years) and median (29 years) ages of the users are within the age group (25-34 years) with the largest number of new HIV diagnoses, which is also the only age group in which HIV infections have increased since 2014 [10]. Therefore, our automated pipeline can be used as the basis for PrEP-related interventions targeted directly at MSM who are largely in the regions and age groups most affected by HIV in the United States, including younger men who may face challenges when discussing their same-sex sexual behaviors with their PCPs [5].

### Conclusions

This paper presented an automated NLP pipeline that can be used to identify MSM in the United States who may be at risk of acquiring HIV, laying the groundwork for using Twitter on a large scale to directly target PrEP-related interventions at this population.
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Abstract

Background: Despite the high risks associated with human papillomavirus (HPV), the HPV vaccination rate of men is far lower than women. Most previous review studies have focused on female vaccination and related affecting factors. However, previous studies have reported that the factors affecting HPV vaccination differ by gender.

Objective: The aim of this review was to identify the factors affecting HPV vaccine initiation in men through a systematic review approach.

Methods: A literature review was conducted across 3 central electronic databases for relevant articles. A total of 30 articles published between 2013 and 2019 met the inclusion criteria and were reviewed in this study.

Results: In total, 50 factors affecting HPV vaccination in men were identified, including 13 sociodemographic factors and social structure factors, 12 belief-related variables, 4 family factors, 4 community factors, 14 variables related to needs, and 3 environmental factors.

Conclusions: To increase HPV vaccination rates in men, strategies targeting young males and their families should consider frequent visits to or contact with health care providers so that health care professionals can provide recommendations for HPV vaccination.

(JMIR Public Health Surveill 2022;8(4):e34070) doi:10.2196/34070
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Introduction

Background

Human papillomavirus (HPV) infection is one of the most common sexually transmitted infections (STIs) in all genders [1,2]. The available data show that approximately 13 million people are diagnosed with HPV infections annually in the United States [3], and these infections range from genital warts to cancers of the cervix, penis, anus, and head and neck. Some studies reported that HPV infection is associated with 5.2% of newly diagnosed cancers worldwide [4]. However, despite the high incidence of and risks associated with HPV-related diseases for both sexes [3-5], globally, the control of HPV infection is commonly considered for women only.

A crucial strategy for protecting people against HPV is the prophylactic HPV vaccination, which can prevent initial HPV infection [6-8]. Population uptake of HPV vaccination has demonstrated significant effectiveness in preventing HPV-related diseases, such as cervical intraepithelial neoplasia [9]. The World Health Organization has recommended HPV vaccination as a routine immunization for girls and female adolescents [6], and most countries have implemented national HPV vaccination programs for women [10]. More recently, HPV vaccination programs inclusive of all genders have been
discussed as being more effective for successfully acquiring herd immunity against HPV [10-12]. However, few countries have included young males in their national HPV vaccination programs [2,10,13]. According to a review that reported the HPV vaccination rates in adolescents, only the United States and Canada have reported rates in male adolescents, and these HPV vaccination rates (1.1%-31.7%) in males are confirmed to be very low compared to females (2.4%-94.4%) [14].

To increase the uptake of HPV vaccination among males, it is essential to understand the factors affecting HPV vaccine initiation. Previous review studies have reported that race and ethnicity, age, health insurance status, previous vaccination history, personal knowledge and awareness of HPV, and parental knowledge and education levels are significant predictors for HPV vaccination uptake [15,16]. Nevertheless, most of the published research to date has focused on female vaccination and the factors affecting it. Although some studies have reported that the factors affecting HPV vaccination differ by gender [17,18], they have rarely identified specific evidence regarding the factors affecting male HPV vaccination. In addition, those results that have reported factors affecting male HPV vaccination have been inconsistent. For example, regarding age, Thomas and colleagues reported that younger males had a higher rate of vaccination [19]. Conversely, other research has shown that it was older participants who had a higher rate of vaccination [20].

Increasing HPV vaccination rates in men requires identifying the unique factors affecting men’s HPV vaccine initiation and establishing public health policies accounting for those factors. The Behavioral Model of Health Service Use (BMHSU) offers a multidimensional explanation about a person's use of health services. This study uses the BMHSU to structure the factors influencing HPV vaccination in men and provide a comprehensive understanding of these factors. Therefore, this study aimed to (1) confirm the factors affecting HPV vaccination in men through a systematic review of previous studies and (2) identify which components of the BMHSU were explored and influenced HPV vaccination in men.

BMHSU Framework

This study uses the BMHSU developed by Andersen [21] as a framework to explain the factors associated with HPV vaccination in men. The BMHSU has been widely used in studies on a person's access to health care and is a reliable model that could help understand determinants of health service usage. Since Andersen’s behavioral model was introduced, it has been used to reveal barriers or determinants to accessing medical care in various medical situations, from mental health to cancer screening [22-25]. Hence, it is possible to explain differences in access to health care using model components. Moreover, this model provides a comprehensive and multifaceted understanding of access to health services in several review studies [26,27].

The BMHSU explains that health behaviors can be influenced by individual characteristics and the surrounding environment. In this model, the domain of population characteristics includes predisposing characteristics, enabling resources, and needs. Predisposing characteristics are described as personal propensities reflecting sociodemographic factors (eg, age, gender), social structure (eg, education, race, family size), and beliefs (eg, attitudes, knowledge, values). The enabling resources refer to the means that individuals have available to them, such as insurance, income, and community facilities. The needs refer to personally perceived and evaluated needs. Additionally, the domain of environment includes the health care system and external environment.

Methods

This study is a systematic review conducted to identify the factors influencing HPV vaccination in men. This study was performed according to the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines [28]; however, this protocol was not registered.

Search Strategy

The data search was performed comprehensively across three electronic databases: PubMed, Embase, and CINAHL complete. Articles from the inception of the databases until July 2020 were searched. We applied search terms according to our research question: “What factors affect men’s HPV vaccination uptake?” In accordance with the search terms, the MeSH (Medical Subject Headings), Entree, and free terms were collected from the relevant literature and electronic databases before the search. A keyword search strategy was developed with the following terms: “Papillomavirus Infections,” “Papillomavirus,” “Human Papillomavirus,” “Wart virus,” “HPV,” “Vacination,” “Vaccine,” “Immunization,” “Male,” “Men,” and “Boy.” The search strategies are given in detail in Multimedia Appendix 1.

Eligibility Criteria

We set the inclusion criteria for identifying publications in accordance with the purpose of the review, as follows: (1) studies involving heterosexual male participants, (2) availability of HPV vaccine initiation data of the participants, (3) studies reporting factors or predictors associated with the HPV vaccination rate of men, and (4) peer-reviewed articles. The exclusion criteria were as follows: (1) studies presenting data excluding gender classification, (2) gray literature such as conference abstracts, (3) articles not published in English, and (4) articles describing experimental studies. All the articles were cross-checked by the research team.

Data Extraction and Synthesis

The data were extracted independently by 4 authors (HS, SJ, IC, and HJP). Duplicates were removed first using bibliography software (Endnote Version X9.1, Clarivate Analytics). After removing duplicates, the titles and abstracts were screened using the preset criteria, and irrelevant articles were excluded. A total of 30 studies were finally selected after assessing full-text articles. Figure 1 shows the flow diagram of article selection. In case of a discrepancy over selection, we first tried to reach an agreement through discussion. If the discrepancies remained unresolved, the principal investigator (HS) made the final decision.
For synthesis of the extracted data, the included studies were respectively coded using a predesigned template comprising the study authors, year of publication, country of data collection, study type, data source, age of the participants, sample size, and study results. The factors affecting HPV vaccination in men were classified as the key results. Factors were recorded for every association between factors and any corresponding \( P \) values used to identify which influencing factors had been studied and where the evidence was statistically significant were recorded. This information was then integrated to review the effects of different factors across the literature. Then, all the factors identified were grouped reflecting the components of the BMHSU.

**Figure 1.** Article selection flow diagram for the systematic review. HPV: Human papillomavirus.

---

**Study Quality Assessment**

We used the Mixed Methods Appraisal Tool (MMAT) version 2018 for quality assessment of the eligible articles [29]. The MMAT was designed to assess the quality of a variety of studies including qualitative, quantitative, and mixed-method research designs. Each quality criterion consisted of the following five items: (1) whether the sampling strategy was relevant to address the research question; (2) whether the sample was representative of the target population; (3) whether the measurements were appropriate; (4) whether there were risks of bias or confounders; (5) whether the statistical analysis was appropriate to answer the research question. Each item had “Yes,” “No,” or “Cannot tell” as the responses. To evaluate the quality of the studies, we determined the number of “Yes” responses to the items. The quality of the articles was assessed independently by 3 authors (HS, SJ, and HJP). The authors continuously discussed differences in evaluation until an agreement was reached.

**Results**

**Study Characteristics**

A total of 30 studies were included in the review [17,18,30-57]. The characteristics of the included studies are presented in Table 1. The studies were published between 2013 and 2019. All of them were conducted in the United States except for 1 study that was conducted in Denmark. Of the 30 studies, 26 were cross-sectional studies; the rest were cohort studies (n=3) and longitudinal studies (n=1). The participants of the studies were boys and male adults aged 9 to 34 years. The sample size of each study ranged from 168 to 809,656. The study quality scores obtained using the MMAT ranged from 2 to 5; the quality scores of most studies (n=24) were evaluated as very high (score=5) or high (score=4), 5 studies were rated moderate (score=3), and only 1 was rated low (score=2). The quality scores and the funding sources of the reviewed studies are presented in Table 1 and Multimedia Appendix 2.
Table 1. Characteristics of the reviewed studies (N=30).a

<table>
<thead>
<tr>
<th>Study</th>
<th>Study type</th>
<th>Data source</th>
<th>Age (years)</th>
<th>Sample size (N)</th>
<th>Quality appraisal scoreb</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clarke et al (2016) [38]</td>
<td>Cross-sectional</td>
<td>2012-2013 Electronic medical records from Johns Hopkins Community Physicians clinics</td>
<td>11-26</td>
<td>14,688</td>
<td>5</td>
</tr>
<tr>
<td>Dela Cruz et al (2018) [40]</td>
<td>Cross-sectional</td>
<td>2014 population-based telephone survey in Hawaii</td>
<td>11-18</td>
<td>Parents (n=799) and their sons (n=467)</td>
<td>3</td>
</tr>
<tr>
<td>Reiter et al (2013) [52]</td>
<td>Longitudinal</td>
<td>2010-2011 internet-based survey from a national sample of parents with sons</td>
<td>11-17</td>
<td>Parents (n=327) and their sons (n=228)</td>
<td>3</td>
</tr>
<tr>
<td>Thompson et al (2019) [56]</td>
<td>Cross-sectional</td>
<td>2016 National Health Interview Survey</td>
<td>18-26</td>
<td>1714</td>
<td>4</td>
</tr>
</tbody>
</table>

aExcept for the study by Bollerup et al [35] that was carried out in Denmark, all others were conducted in the United States.
bScores were determined using the MMAT. All scores are quantitative.
cHPV: human papillomavirus.
Factors Affecting HPV Vaccination in Men

We adopted Anderson's BMHSU to structure the results of the review and reveal the relationships among the factors identified. We grouped the identified 50 factors into two components of the BMHSU: 47 population characteristics and 3 environmental factors. The factors identified in this review are presented in Textbox 1 and Table 2.
Textbox 1. Summary of the factors identified in this review. HPV: human papillomavirus; STI: sexually transmitted infection; Pap smear: Papanicolaou smear.

<table>
<thead>
<tr>
<th>Population characteristics (47 factors)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Predisposing (25 factors)</strong></td>
</tr>
<tr>
<td>• Sociodemographic and social structure factors (13 factors)</td>
</tr>
<tr>
<td>• Race and ethnicity</td>
</tr>
<tr>
<td>• Age</td>
</tr>
<tr>
<td>• Parental education level</td>
</tr>
<tr>
<td>• Sexual orientation</td>
</tr>
<tr>
<td>• Nativity status</td>
</tr>
<tr>
<td>• Relationship and marital status</td>
</tr>
<tr>
<td>• Parental age</td>
</tr>
<tr>
<td>• Parental marital status</td>
</tr>
<tr>
<td>• Education level</td>
</tr>
<tr>
<td>• Employment status</td>
</tr>
<tr>
<td>• Number of children in household</td>
</tr>
<tr>
<td>• Language proficiency of caregivers</td>
</tr>
<tr>
<td>• Parental employment status</td>
</tr>
<tr>
<td><strong>Beliefs (12 factors)</strong></td>
</tr>
<tr>
<td>• Parental awareness of HPV vaccine</td>
</tr>
<tr>
<td>• Attitude toward HPV vaccination</td>
</tr>
<tr>
<td>• Awareness of HPV or HPV vaccine</td>
</tr>
<tr>
<td>• Perceived behavioral control</td>
</tr>
<tr>
<td>• Receipt of STI information</td>
</tr>
<tr>
<td>• Searching for health information</td>
</tr>
<tr>
<td>• Subjective norms about getting HPV vaccine</td>
</tr>
<tr>
<td>• Parents’ perceived effectiveness of HPV vaccine</td>
</tr>
<tr>
<td>• Parents’ perceived risks of HPV</td>
</tr>
<tr>
<td>• Parental talks with sons about HPV vaccine</td>
</tr>
<tr>
<td>• Parental willingness to get sons free HPV vaccine</td>
</tr>
<tr>
<td>• Parents’ perceived severity of HPV-related cancers</td>
</tr>
<tr>
<td><strong>Enabling (8 factors)</strong></td>
</tr>
<tr>
<td>• Family (4 factors)</td>
</tr>
<tr>
<td>• Household income</td>
</tr>
<tr>
<td>• Insurance type</td>
</tr>
<tr>
<td>• Having clinics for usual health care</td>
</tr>
<tr>
<td>• Current state of insurance</td>
</tr>
<tr>
<td>• Community (4 factors)</td>
</tr>
<tr>
<td>• Region</td>
</tr>
<tr>
<td>• Size and type of educational institution</td>
</tr>
<tr>
<td>• Medical accessibility</td>
</tr>
<tr>
<td>• Availability of cost-free vaccination programs</td>
</tr>
</tbody>
</table>
• Need (14 factors)
  • Perceived (13 factors)
    • Vaccinations other than HPV
    • Number of visits to clinics
    • Sexual behaviors
    • Time from the last check-up visit
    • Perceived personal health status
    • HIV testing history
    • Check-up at 11-12 years (eg, well-child visit)
    • History of urinary tract infections
    • Cigarette smoking
    • Reasons for clinic visits (preventive or acute)
    • Maternal vaccination for influenza
    • Maternal STI history
    • Maternal Pap smear screening
  • Evaluated (1 factor)
    • Mother’s abnormal Pap smear result

Environment (3 factors)
• Health care system (3 factors)
  • Health care provider’s recommendation for HPV vaccine
  • Year that vaccinations were performed
  • Facility type
Table 2. Studies researching factors affecting human papillomavirus vaccination in men.

<table>
<thead>
<tr>
<th>Factors</th>
<th>References</th>
<th>Number of studies</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Population characteristics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Predisposing</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Sociodemographic and social structure factors</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Race and ethnicity</td>
<td>[17, 18, 20, 34, 35, 36, 39, 40, 41, 43, 44, 45, 46, 48, 52, 53, 54, 55, 57]</td>
<td>20</td>
</tr>
<tr>
<td>Age</td>
<td>[17, 18, 30, 34, 36, 38, 40, 43, 46, 47, 48, 49, 51, 54, 55, 57]</td>
<td>16</td>
</tr>
<tr>
<td>Parental education level</td>
<td>[17, 18, 35, 36, 40, 43, 44, 46, 53, 57]</td>
<td>10</td>
</tr>
<tr>
<td>Sexual orientation</td>
<td>[33, 34, 37, 39, 54, 55, 57]</td>
<td>7</td>
</tr>
<tr>
<td>Nativity status</td>
<td>[30, 31, 35, 46, 48, 53, 57]</td>
<td>7</td>
</tr>
<tr>
<td>Relationship and marital status</td>
<td>[18, 36, 40, 43, 44, 46]</td>
<td>6</td>
</tr>
<tr>
<td>Parental age</td>
<td>[30, 34, 45, 48, 54, 55, 57]</td>
<td>6</td>
</tr>
<tr>
<td>Parental marital status</td>
<td>[18, 35, 36, 43, 44, 46]</td>
<td>6</td>
</tr>
<tr>
<td>Education level</td>
<td>[18, 30, 41, 45, 48]</td>
<td>5</td>
</tr>
<tr>
<td>Employment status</td>
<td>[30, 45, 48, 54, 56]</td>
<td>5</td>
</tr>
<tr>
<td>Number of children in household</td>
<td>[36, 53]</td>
<td>2</td>
</tr>
<tr>
<td>Language proficiency of caregivers</td>
<td>[18, 53]</td>
<td>2</td>
</tr>
<tr>
<td>Parental employment status</td>
<td>[35]</td>
<td>1</td>
</tr>
<tr>
<td><strong>Beliefs</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parental awareness of HPVb vaccine</td>
<td>[40, 50]</td>
<td>2</td>
</tr>
<tr>
<td>Attitude toward HPV vaccination</td>
<td>[51]</td>
<td>1</td>
</tr>
<tr>
<td>Awareness of HPV or HPV vaccine</td>
<td>[45]</td>
<td>1</td>
</tr>
<tr>
<td>Perceived behavioral control</td>
<td>[51]</td>
<td>1</td>
</tr>
<tr>
<td>Receipt of STI information</td>
<td>[54]</td>
<td>1</td>
</tr>
<tr>
<td>Searching for health information</td>
<td>[56]</td>
<td>1</td>
</tr>
<tr>
<td>Subjective norms about getting HPV vaccine</td>
<td>[51]</td>
<td>1</td>
</tr>
<tr>
<td>Parents’ perceived effectiveness of HPV vaccine</td>
<td>[40]</td>
<td>1</td>
</tr>
<tr>
<td>Parents’ perceived risks of HPV</td>
<td>[40]</td>
<td>1</td>
</tr>
<tr>
<td>Parental talks with sons about HPV vaccine</td>
<td>[52]</td>
<td>1</td>
</tr>
<tr>
<td>Parental willingness to get sons free HPV vaccine</td>
<td>[52]</td>
<td>1</td>
</tr>
<tr>
<td>Parents’ perceived severity of HPV-related cancers</td>
<td>[40]</td>
<td>1</td>
</tr>
<tr>
<td><strong>Enabling</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Family</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Household income</td>
<td>[18, 35, 36, 41, 43, 44, 45, 46, 49, 53, 54, 56]</td>
<td>11</td>
</tr>
<tr>
<td>Insurance type</td>
<td>[17, 38, 43, 44, 45, 46, 47, 53, 54, 57]</td>
<td>9</td>
</tr>
<tr>
<td>Having clinics for usual health care</td>
<td>[30, 31, 41, 45, 48, 56]</td>
<td>6</td>
</tr>
<tr>
<td>Current state of insurance</td>
<td>[18, 30, 31, 41, 48, 54, 56]</td>
<td>6</td>
</tr>
<tr>
<td><strong>Community</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Region</td>
<td>[18, 30, 36, 41, 44, 48, 54]</td>
<td>7</td>
</tr>
<tr>
<td>Factors</td>
<td>References</td>
<td>Number of studies</td>
</tr>
<tr>
<td>------------------------------------------------------------------------</td>
<td>---------------------------------------------------------------------------</td>
<td>-------------------</td>
</tr>
<tr>
<td>Size and type of educational institution</td>
<td>[49,54,57]</td>
<td>3</td>
</tr>
<tr>
<td>Medical accessibility</td>
<td>[38,46]</td>
<td>2</td>
</tr>
<tr>
<td>Availability of cost-free vaccination programs</td>
<td>[18]</td>
<td>1</td>
</tr>
<tr>
<td><strong>Need</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived Vaccinations other than HPV</td>
<td>[32,43,44,49,54]</td>
<td>5</td>
</tr>
<tr>
<td>Number of visits to clinics</td>
<td>[30,31,32,38,46]</td>
<td>5</td>
</tr>
<tr>
<td>Sexual behaviors</td>
<td>[34,37,45,49]</td>
<td>4</td>
</tr>
<tr>
<td>Time from the last check-up visit</td>
<td>[18,53,56]</td>
<td>3</td>
</tr>
<tr>
<td>Perceived personal health status</td>
<td>[32,54]</td>
<td>2</td>
</tr>
<tr>
<td>HIV testing history</td>
<td>[34,41]</td>
<td>2</td>
</tr>
<tr>
<td>Check-up at 11-12 years (eg, well-child visit)</td>
<td>[44,46]</td>
<td>2</td>
</tr>
<tr>
<td>History of urinary tract infections</td>
<td>[54]</td>
<td>1</td>
</tr>
<tr>
<td>Cigarette smoking</td>
<td>[47]</td>
<td>1</td>
</tr>
<tr>
<td>Reasons for clinic visits (preventive or acute)</td>
<td>[32]</td>
<td>1</td>
</tr>
<tr>
<td>Maternal vaccination for influenza</td>
<td>[42]</td>
<td>1</td>
</tr>
<tr>
<td>Maternal STI history</td>
<td>[42]</td>
<td>1</td>
</tr>
<tr>
<td>Maternal Pap smear screening</td>
<td>[42]</td>
<td>1</td>
</tr>
<tr>
<td><strong>Evaluated</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mother’s abnormal Pap smear result</td>
<td>[42]</td>
<td>1</td>
</tr>
<tr>
<td><strong>Environment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Health care system</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health care provider’s recommendation for HPV vaccine</td>
<td>[17,18,36,44,46,50,53,57]</td>
<td>8</td>
</tr>
<tr>
<td>Year when vaccinations were performed</td>
<td>[17,32,36,53]</td>
<td>4</td>
</tr>
<tr>
<td>Facility type</td>
<td>[18,43,46]</td>
<td>3</td>
</tr>
</tbody>
</table>

*Studies that obtained statistically significant findings (P<.05).  
HPV: human papillomavirus.  
STI: sexually transmitted infection.  
Pap smear: Papanicolaou smear

**Population Characteristics**

According to the BMHSU, the domain of population characteristics includes predisposing factors, enabling factors, and need factors.

**Predisposing Factors**

Among the predisposing factors, social structure reflected the social position of the individuals in their society. We combined sociodemographic factors and social structure components of the BMHSU because it may be difficult to distinguish them in different cultural contexts. We then found 13 factors that were categorized as sociodemographic factors and social structure factors, including age, sexual orientation, relationship or marital status, parental age, race or ethnicity, education level, employment status, nativity status, number of children in the household, parental education level, parental marital status, language proficiency of caregivers, and parental employment status. Approximately half of the studies (n=16) explored age as a factor related to the HPV vaccination initiation [17,18,30,34,36,38,40,43,46-49,51,54,55,57]. Among them, 9 studies showed significant associations between age and vaccination [17,30,36,38,40,46,47,51,55]. However, the 5 studies with teenagers reported more vaccinations at older ages [17,36,40,46,47], whereas the other 4 studies covering populations aged up to 26 years reported the opposite relationship [30,38,51,55]. The most frequently mentioned factor was race or ethnicity (n=20) [17,18,30,34,36,38-41,43-46,48,49,52-55,57]; of the 20 studies, 13 showed significant relationships between race or ethnicity.
and vaccination [17,18,34,36,38,40,41,43,44,46,52,54,57]. However, some of the results are inconsistent, with 7 studies reporting that Hispanics were more vaccinated than non-Hispanics [17,18,36,43,44,46,54]; other studies reported conflicting results that African Americans [34,38] were more vaccinated or Caucasians [40,52] were less vaccinated than other ethnic groups. As for parental education level, 6 out of 10 studies revealed significant associations [17,35,36,43,44,46]. The association between parents’ marital status and HPV vaccination was explored in 6 studies [18,35,36,43,44,46]. A significant association was reported in 4 of them [18,35,36,44], and married parents were less likely to have their sons vaccinated according to 3 studies [18,36,44], but 1 study in Denmark reported the opposite result [35].

We identified 12 belief factors, namely attitude toward HPV vaccination, awareness of HPV or HPV vaccine, perceived behavioral control, receipt of STI information, searching for health information, subjective norms about getting HPV vaccine, parental awareness of HPV vaccine, parents’ perceived effectiveness of HPV vaccine, parents’ perceived risks of HPV, parental talks with sons about HPV vaccine, parental willingness to get sons vaccinated, and parents’ perceived severity of HPV-related cancers. Beliefs refer to individual values about health, attitudes toward health services, or knowledge about disease. Significantly, sons of parents with high awareness of the HPV vaccines were more likely to be vaccinated [40,50]. However, other significant factors belonging to the belief domain were reported in only 1 study.

### Enabling Factors

We found four enabling factors that were ultimately categorized as family factors: household income, health insurance types, having clinics for usual health care, and current state of insurance. As for household income, those with low economic status had a higher likelihood of being vaccinated according to 4 studies [36,44,45,53]; however, 1 study conducted in Denmark reported conflicting results [35]. Regarding the relationships between insurance type and HPV vaccination, 7 out of 9 studies reported that men with Medicaid or public insurance were significantly more likely to get vaccinated than men with private insurance [17,38,43,44,46,47,54]. In addition, uninsured people were less likely to take HPV vaccinations [48,54].

The remaining four factors identified were categorized as community factors: region (eg, specific city or state), size and type of educational institution, accessibility to medical facilities, and availability of cost-free vaccination programs. The rate of HPV vaccination was significantly higher in urban areas [38,46] where accessibility to medical facilities was better.

### Need Factors

The need factors of populations could be classified into perceived and evaluated. In this study, 13 factors were identified as perceived needs that affect HPV vaccination in men, including vaccinations other than HPV, the number of visits to clinics, sexual behaviors, time from the last check-up visit to a clinic, perceived personal health status, history of urinary tract infections, participants’ HIV testing history, check-up at 11 to 12 years (eg, well-child visit), cigarette smoking, reasons for clinic visits, maternal vaccination for influenza, maternal STI history, and maternal Papanicolaou (Pap) smear screening. The reviewed studies reported that men who received other vaccinations (eg, influenza; meningitis; hepatitis B; and tetanus, diphtheria, and pertussis vaccines) were more likely to take HPV vaccines [32,43,44,54]. All 5 studies that explored the number of visits to clinics as the factors affecting HPV vaccination in men [30-32,38,46] consistently reported that more frequent clinic visits had a significant relationship with more HPV vaccinations. It was also found that more HPV vaccinations were given to those who had undergone HIV tests [34,41] and those whose mothers had undergone Pap smear tests [42].

In this study, one factor was classified as an evaluated need: the mother’s abnormal Pap smear result. It was found that initiation of HPV vaccination was associated with abnormal maternal Pap smear results [42].

### Environment

The BMHSU suggests the health care system and external environment as the environmental factors that affect individual health behaviors [21]. This review did not reveal any significant external environmental factors. The following were identified as health care system factors: health care provider’s recommendations for HPV vaccination, the year that the vaccinations were performed, and the types of health care facilities that men usually use. The most frequently reported factor was the health care provider’s recommendations for HPV vaccination (n=8). Those who received recommendations for HPV vaccination showed more HPV vaccination uptake [17,18,36,44,46,50,53,57]. The studies also revealed that HPV vaccination rates have gradually increased since the year when the government recommended HPV vaccination for males in the United States [17,32,36,53].

### Discussion

#### Principal Findings

This systematic review identified 30 peer-reviewed research articles published from 2013 to 2019 that contained studies analyzing the factors affecting male HPV vaccination. We identified a total of 50 modifiable and nonmodifiable factors across a wide range of domains assessed by the authors of those studies as being associated with male HPV vaccination. For this study, we used Andersen’s BMHSU to structure the identified factors. The highest rates of vaccination tended to be associated with the following identified factors: men aged 10 to 20 years, Hispanic race, adolescents with single parents, higher parental knowledge and awareness of HPV vaccination, low economic status, individuals with public insurance, males living in urban areas, individuals receiving other vaccinations, frequent visits to clinics, and receiving health care providers’ recommendations. Although many factors have been identified in previous studies and could be potential affecting factors (eg, attitude toward HPV vaccination, parental perceptions of the risks of HPV), they were often only assessed by single studies featuring small sample sizes, thus limiting the generalizability of these factors to the larger male population.
We found that health care providers’ recommendations are major facilitators of HPV vaccinations in men. These findings coincided with those of prior review studies noting that the health care provider’s recommendation was the most significant factor leading to the initiation of HPV vaccination [58-60]. One of the studies reviewed in this work reported that receiving the health care provider’s recommendation was the most influential factor in parental decisions on vaccinating children for HPV [59]. Another review study reported that people who were advised to get HPV vaccinations by health care providers were more likely to be vaccinated than people with no recommendations, with an odds ratio of 10.1 [60]. However, despite positive evidence of health care providers’ recommendations, the delivery of recommendations associated with HPV vaccine in men is a challenge that must be overcome. Some studies explain a gap associated with recommendations according to sex that originated from the provider’s lack of knowledge or opinions [61,62]. Perkins and colleagues also reported that a provider-focused intervention targeting health care providers improved the initiation of the HPV vaccine prominently for boys [63]. Thus, a first step to enhance the rates of male HPV vaccination could be to induce consistent recommendations for immunization from the health care providers through training for health professionals.

This review suggests that frequent contact with health care providers is a promising factor for promoting HPV vaccination rates in men. We found that the number of visits to clinics and accessibility to health care facilities have significant relationships with the initiation of HPV vaccinations in men [30-32,38,46,54]. Furthermore, studies revealed that those males who had taken vaccinations other than those for HPV (eg, tetanus, diphtheria, and pertussis; meningitis; influenza; and hepatitis B) had higher HPV vaccination rates. This might have shown the potential of a program developed to link the initiation of HPV vaccination to other vaccinations conducted at the same age [13]. Thus, we should seek frequent contact with health care professionals and explore feasible programs at the same time for men based on these results.

This review also suggests that parental awareness of HPV vaccination is an essential facilitator of HPV vaccinations in children. Several previous studies on men’s HPV vaccinations have noted that a lack of knowledge regarding the HPV vaccine is one of the causes of low HPV vaccination rates in men [64-66]. Radisic and colleagues also reported that parental awareness of HPV was strongly associated with vaccinating children [67]. Because it is advisable to initiate vaccination for early adolescents aged 9 to 14 years [13], it is important to increase parental awareness of vaccination after the national introduction of HPV vaccination in men. Thus, these findings suggest the necessity of parental education to promote HPV vaccination in men effectively. To promote rates of HPV vaccine uptake in men, national policies should include parents as decision-makers and aim to increase their knowledge and awareness.

In this study, some factors (eg, household income, marital status of parents) were significant but inconsistent in their direction of association with male HPV vaccination. In a study performed in the United States, household income had a negative relationship with HPV vaccination, whereas in a study performed in Denmark, a positive one was found. Regarding ethnic groups, the reviewed studies suggest various ethnic groups to be the most vaccinated, for example, Hispanics or African Americans. One of the reasons is that most of the reviewed studies were conducted in the United States. Since 2011, the United States has included men in the national HPV vaccination program. Accordingly, the HPV vaccination rate in men has changed over time, and it can be expected that the findings are diverse according to the time of the studies included in this review. For more nuanced and conclusive results on these aspects, future research should be performed in a wider range of countries and target families with different socioeconomic statuses and ethnic backgrounds.

**Limitations**

This review has some limitations. First, most of the included studies, except for 1, were conducted in the United States. Despite the comprehensive findings on the factors affecting male HPV vaccination, it might be difficult to generalize these results. Second, most studies that were reviewed in this work performed secondary data analyses and extracted the variables from available large-scale data sets that had already been constructed for different purposes. Thus, a wide range of psychosocial variables or factors were not reflected in the reviewed studies. Third, we only included heterosexual participants. Men who have sex with men (MSM) are at high risk for HPV infection [68,69]. HPV vaccination was emphasized for the MSM population more than for heterosexual males, as seen in the differences with respect to the recommended age [70]. For this reason, we assumed that the factors affecting HPV vaccine initiation in men might be different in the case of MSM. However, further research should include various sexual orientations and gender groups to understand and unify disparities in HPV vaccine initiation in men.

**Conclusions**

This review analyzed 30 research articles using a systematic approach and identified a total of 50 factors affecting HPV vaccination in men. Based on our results, to increase the rates of male HPV vaccination, strategies targeting health care providers should be considered so that health care professionals can provide consistent and evidence-based recommendations for HPV vaccination, including frequent visits or contact with health care providers. In addition, national policies should include parents as decision-makers and increase their knowledge and awareness of HPV vaccination and its effects on preventing a variety of cancers.
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Abstract

Background: Despite the available evidence on its severity, COVID-19 has often been compared with seasonal flu by some conspirators and even scientists. Various public discussions arose about the noncausal correlation between COVID-19 and the observed deaths during the pandemic period in Italy.

Objective: This paper aimed to search for endogenous reasons for the mortality increase recorded in Italy during 2020 to test this controversial hypothesis. Furthermore, we provide a framework for epidemiological analyses of time series.

Methods: We analyzed deaths by age, sex, region, and cause of death in Italy from 2011 to 2019. Ordinary least squares (OLS) linear regression analyses and autoregressive integrated moving average (ARIMA) were used to predict the best value for 2020. A Grubbs 1-sided test was used to assess the significance of the difference between predicted and observed 2020 deaths/mortality. Finally, a 1-sample t test was used to compare the population of regional excess deaths to a null mean. The relationship between mortality and predictive variables was assessed using OLS multiple regression models. Since there is no uniform opinion on multicomparison adjustment and false negatives imply great epidemiological risk, the less-conservative Siegel approach and more-conservative Holm-Bonferroni approach were employed. By doing so, we provided the reader with the means to carry out an independent analysis.

Results: Both ARIMA and OLS linear regression models predicted the number of deaths in Italy during 2020 to be between 640,000 and 660,000 (range of 95% CIs: 620,000-695,000) against the observed value of above 750,000. We found strong evidence supporting that the death increase in all regions (average excess=12.2%) was not due to chance (t²=7.2; adjusted P<.001). Male and female national mortality excesses were 18.4% (P<.001; adjusted P=.006) and 14.1% (P=.005; adjusted P=.12), respectively. However, we found limited significance when comparing male and female mortality residuals’ using the Mann-Whitney U test (P=.27; adjusted P=.99). Finally, mortality was strongly and positively correlated with latitude (R=0.82; adjusted P<.001). In this regard, the significance of the mortality increases during 2020 varied greatly from region to region. Lombardy recorded the highest mortality increase (38% for men, adjusted P<.001; 31% for women, P<.001; adjusted P=.006).

Conclusions: Our findings support the absence of historical endogenous reasons capable of justifying the mortality increase observed in Italy during 2020. Together with the current knowledge on SARS-CoV-2, these results provide decisive evidence on the devastating impact of COVID-19. We suggest that this research be leveraged by government, health, and information authorities to furnish proof against conspiracy hypotheses that minimize COVID-19–related risks. Finally, given the marked concordance between ARIMA and OLS regression, we suggest that these models be exploited for public health surveillance. Specifically, meaningful information can be deduced by comparing predicted and observed epidemiological trends.

(JMIR Public Health Surveill 2022;8(4):e36022) doi:10.2196/36022
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Introduction

Background

SARS-CoV-2 is a new beta coronavirus first identified in December 2019 in Wuhan, China. The related pathology, called COVID-19, has raged worldwide, claiming millions of victims and throwing economic and health systems into severe crises. In such a dramatic scenario, Europe is one of the most affected areas: As of December 2021, it accounted for over 30% of global official deaths (ie, approximately 1,600,000) [1]. Because the risk factors are multiple, including environmental conditions, pollution, age, gender, ethnicity, crowding, poverty, and medical comorbidities, mortality varies substantially from country to country as well as intranationally [2-4]. Indeed, the peaks in daily deaths per million inhabitants ranged from 1 (Ukraine) to over 40 (Belgium), with a median of 3.5 (IQR 2-13) [4]. The first European nation to suffer the devastating effects of COVID-19 was Italy, with mortality peaks much higher than the European median (over 15). In particular, the regions of northern Italy—especially the provinces of Bergamo and Brescia—faced a harsh first wave, reaching the highest number of deaths globally [1,5]. To date, despite a substantial reduction in mortality thanks to a massive vaccination campaign, Italy is still the second-ranking European country for official COVID-19 deaths [1,6]. Nonetheless, the debate over COVID-19 mortality has been intense during the pandemic. In the early stages, given the low testing capabilities, the calculation of mortality was subject to numerous uncertainties, which led to both overestimates and underestimates. For this reason, researchers focused their efforts on comparing 2020 data with historical death series [7].

Ordinary least squares (OLS) regression models are among the most adopted model by scientists due to their simplicity and efficacy. Specifically, OLS multiple and simple regressions have often been used to predict the course of COVID-19 cases and deaths, both individually and in conjunction with other epidemiological models such as Susceptible-Infected-Recovered (SIR) [8-10]. The literature shows that linear regression analyses are valuable short-term forecasting tools when the necessary assumptions are satisfied. However, it is not unusual for requirements such as normality of the residuals or homoskedasticity to be violated when dealing with actual epidemiological data. In these cases, the use of corrective procedures or alternative models should be considered. Among the latter, autoregressive integrated moving average (ARIMA) and SARIMA (ARIMA + seasonal component) models have shown excellent predictive capabilities. In particular, a recent study by Abolmaali and Shirzai [11] demonstrated that the ARIMA approach could outperform other classical models such as logistic function, linear regression, and SIR. Similar findings were obtained by Alabdulrazzaq et al [12], who proved that the accuracy of the prediction of COVID-19 spread provided by their ARIMA model was both appropriate and satisfactory.

Despite more than 135,000 official deaths nationwide, some Italian conspiracy movements argue that COVID-19 is a nondangerous disease and that these numbers have been deliberately exaggerated [13]. Unfortunately, it was not uncommon even for eminent Italian scientists or other prominent personalities to have recklessly downplayed the risks of COVID-19 or favored the spread of fake news [14,15]. Thus, the infodemic question “Dead from COVID or with COVID?” soon filled social networks [15]. Indeed, such a question arises from the hypothesis that COVID-19 was noncausally correlated with the deaths recorded in Italy in 2020.

Objective

Based on this premise, this study aimed to estimate the difference between the observed and predicted numbers of deaths in Italy during 2020. In particular, we modelled all mortality trends by cause of death, sex, and age group from 2011 to 2019, predicting the best values for 2020. By doing so, causal evidence will be provided on the impact of a nonendogenous mortality factor, such as COVID-19. The results of this paper have epidemiological and infodemiological relevance since (1) 2 models widely adopted by the scientific community such as OLS linear regression and ARIMA are compared; (2) to the best of our knowledge, this is the most detailed historical and forecasting survey regarding mortality in Italy; and (3) an estimate of the statistical significance of the increase in mortality in Italy during 2020 is provided. Finally, we investigate 2 essential, but often overlooked, aspects of epidemiological and public health surveillance, namely the possible emergence of nonlinear subtrends (capable of invalidating predictions of models trained on historical global data) and the problem of multicomparison adjustment (capable of dangerously inflating false negatives).

Methods

Data Collection

For this study, we used data from the national agencies and portals of demographic and statistical research, Italy (details and references are provided in the following paragraphs). Specifically, the annual number of deaths (including deaths by sex and age groups), deaths per causes of deaths (including deaths by sex groups), and mortality (including mortality by sex and age groups) were extracted from the platforms and annual reports of the National Institute of Statistics (ISTAT) and National Health Observatory for the years 2011 to 2020 [16-18]. Demographic data (ie, population number per age group, population number and density, and per region) were gathered from Tuttitalia.it [19,20]. This portal contains all ISTAT demographic information relating to municipalities, provinces, and regions. Although the investigated period ranged from 2011 to 2020, causes of death statistics were available until 2017 as the official evaluation process takes 3 years [17]. More details on the data collection process are described in Multimedia Appendix 1.

Procedure and Statistical Analysis Key Points

Here, we provide a summary of the procedure adopted. A more detailed description is reported in Multimedia Appendix 1. We modeled regional trends in annual deaths and mortality from 2011 to 2019 through OLS linear regression. We called Δ the residuals’ data set from 2011 to 2019 and Δ the residuals’ data set from 2011 to 2020. Through the Grubbs 1-sided test, we
searched for high outliers in $\Delta^*$ and $\Delta$. The Grubbs test was performed using RStudio v.4.1.2 software (library: outliers). We also performed a 1-sample $t$ test to assess if the regional death increases were due to chance. This was done by comparing the 2020 excess death population to a fixed null mean (ie, the expected residual). Furthermore, we calculated the difference between the model prediction and the observed value. To validate or deny any statistical anomalies in the number of deaths during 2020, we checked all the trends of the following annual statistics within the 2011-2019 time frame: male deaths by age group, female deaths by age group, male mortality by age group, female mortality by age group, deaths by causes of death, male deaths by causes of death, female deaths by causes of death. Specifically, we searched for anomalous nonlinear subtrends capable of distorting the interpretations on the cumulative data (indeed, sum of linear trends is linear). An example of this phenomenon is shown in Figure S1 in Multimedia Appendix 1. Concerning male and female deaths for age groups, we also calculated the 2020 forecast for each age group through an ARIMA (p, d, q) model using RStudio v.4.1.2 software (libraries: forecast and tseries). To facilitate the reproducibility of the analysis, we have provided all the ARIMA models in Multimedia Appendix 2. Finally, we used OLS multiple linear regression to verify any correlations with demographic and geographic statistics such as population, population density, and latitude [21].

**Concerning Multicomparison Adjustment Problem**

The $P$ value adjustment for a multicomparison test originates from the possibility of unintentionally increasing the number of false positives [22]. However, as shown by Greenland [23], the indiscriminate and unthinking implementation of this method can lead to conclusions that are erroneous, misleading, and, when sensitive topics are touched (eg, public health), even dangerous. Indeed, a scientist is called upon to consider both the consequences and the likelihood of incurring false results [23,24]. For instance, some authors suggest it is advisable to adjust the $P$ values in exploratory investigations since the chances of spurious correlations due to the look-elsewhere effect are high [24]. Conversely, adjusting $P$ values can be counterproductive when hypotheses are well-targeted and false negatives carry a serious risk (eg, airport metal detector).

Nonetheless, Bender and Lange [25] highlighted that it is challenging to perform a multiple test adjustment in exploratory analyses due to the possible lack of a clear structure in the multiple tests; ergo, they recommend this procedure only for well-targeted hypotheses. Such a scenario spotlights the absence of a clear consensus [26]. Additional critical issues lie in the fact that the $P$ value is not the probability that the test hypothesis is true nor that chance alone produced the observed association [27]. Ergo, adopting an (un)adjusted dichotomous threshold is not suitable for assessing the statistical significance of an outcome, as $P$ values should be used—at best—as graded measures of the strength of evidence against the test hypothesis [27,28]. Finally, other authors have raised further concerns about adjusted $P$ values. For example, Brandt [29] pointed out the medical unreasonableness of evaluating a patient’s test results based on how many tests the patient had that day. With this provocation, Brandt [29] also questioned the scientific community about the possibility of dividing the results into different studies to bypass the problem of multicomparison. In conclusion, Greenland [23] stressed that proposing a single null hypothesis represents a bias in the analysis, and $P$ values test not only the degree of data compatibility with the null hypothesis but all the test’s assumptions [27]. Hence, it must be admitted that every statistical interpretation or adjustment is strongly influenced by the authors’ prejudices and uncertainties on the assumptions made [23,24,27]. This is also true of the so-called “robust analyses,” whose complexity is further confusing. For these reasons, a scientist cannot do anything else beyond showing how methods and results vary under different conditions [23].

**Our Approach**

This manuscript aimed to test statistical methods to identify epidemiologically relevant anomalies in a time series and provide near-definitive evidence on COVID-19 impact on mortality in Italy. Based on the evidence summarized in the previous subsection, we concluded that the best option was to give the reader the means to conduct an independent evaluation showing how results changed under different assumptions. Specifically, we used 2 approaches: The first, proposed by Siegel [30], involves the evaluation of the significance of a global test (ie, national population by sex) and then the implementation of other subtests (ie, regional population by sex) without corrections. In particular, we believe this approach is the most suitable for the purpose of this manuscript and denote it with A1. The second approach, denoted with A2, is the more conservative Holm-Bonferroni method with number of hypotheses $m=47$ [31].

**Results**

**Overall Death Excess During 2020**

Compared with the OLS linear regression model prediction (Figure 1), the 2020 excess in the observed number of deaths in Italy was substantially larger (excess=89,287; % excess=13.6 (SE 5.3)). The detailed report is presented in Tables S1 and S2 in Multimedia Appendix 1. We found strong evidence supporting that the death increase in all regions was not due to chance (mean % excess=12.2 [SD 1.7]; $t_{121}=7.2$; adjusted $P<.001$). Figure 1 also shows the high statistical confidence between the values predicted by the OLS linear regression and ARIMA (0,2,2) model; this constitutes further proof of the goodness of the linear interpolation.
Male Mortality Rate During 2020

For A1, when the male mortality rate is considered, the 2020 excesses were large and highly significant in 13 of 21 regions (all $P<.005$). Moderate significant increases were observed in the other five regions ($0.02 \leq P \leq 0.10$). A low significance was obtained only in Molise, Basilicata, and Calabria (all $P \geq 0.20$). Overall, the excess male mortality in Italy during 2020 was high and markedly significant ($P<0.001$; excess=18.8 per 10,000; % excess=18.4 [SE 5.4]). Moreover, all regions recorded an excess male mortality between 5% (Basilicata) and 38% (Lombardy).

For A2, adjusted $P \leq 0.006$ was reached nationally and in 6 regions (Piedmont, Lombardy, Trento, Veneto, Liguria, Emilia Romagna), while $0.02 \leq$ adjusted $P \leq 0.08$ were reached in 5 regions (Bolzano, Friuli Venezia Giulia, Marche, Abruzzo, Apulia). Campania and Sardinia also registered a moderate significance (adjusted $P \leq 0.16$). Adjusted $P \geq 0.43$ were obtained in the remaining regions. Details of each region are provided in Table 1.

Details of each region are provided in Table 1. Further information on the model goodness is provided in Table S3 in Multimedia Appendix 1.
### Table 1. Regional male mortality statistics: comparison of ordinary least squares (OLS) linear regression predicted mortality (predicted value) and observed mortality of 2020 (observed value) in Italy. The data are normalized to 10,000 people (deaths per 10,000).

<table>
<thead>
<tr>
<th>Italian region</th>
<th>Predicted value</th>
<th>Predicted value SE</th>
<th>Observed value</th>
<th>Excess, % (SE)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Adjusted P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Italy</td>
<td>102.1</td>
<td>4.6</td>
<td>120.9</td>
<td>18.4 (5.4)</td>
<td>&lt;.001</td>
<td>.006</td>
</tr>
<tr>
<td>Piemonte</td>
<td>105.7</td>
<td>5.2</td>
<td>132.3</td>
<td>25.1 (6.2)</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Valle d’Aosta</td>
<td>114.4</td>
<td>11.3</td>
<td>136.3</td>
<td>19.1 (12.3)</td>
<td>.02</td>
<td>.40</td>
</tr>
<tr>
<td>Lombardia</td>
<td>98.5</td>
<td>4.1</td>
<td>136.2</td>
<td>38.3 (5.8)</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Bolzano</td>
<td>93.6</td>
<td>4.9</td>
<td>110</td>
<td>17.5 (6.2)</td>
<td>.001</td>
<td>.02</td>
</tr>
<tr>
<td>Trento</td>
<td>90.7</td>
<td>4.7</td>
<td>121</td>
<td>33.4 (7)</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Veneto</td>
<td>97.2</td>
<td>3.7</td>
<td>114.7</td>
<td>18 (4.5)</td>
<td>&lt;.001</td>
<td>.002</td>
</tr>
<tr>
<td>Friuli Venezia Giulia</td>
<td>99.6</td>
<td>5.9</td>
<td>116.3</td>
<td>16.8 (7)</td>
<td>.002</td>
<td>.06</td>
</tr>
<tr>
<td>Liguria</td>
<td>103.4</td>
<td>5.6</td>
<td>126.5</td>
<td>22.3 (6.7)</td>
<td>&lt;.001</td>
<td>.006</td>
</tr>
<tr>
<td>Emilia-Romagna</td>
<td>97.5</td>
<td>4.5</td>
<td>116.1</td>
<td>19.1 (5.6)</td>
<td>&lt;.001</td>
<td>.006</td>
</tr>
<tr>
<td>Toscana</td>
<td>97.2</td>
<td>6</td>
<td>108.5</td>
<td>11.6 (7)</td>
<td>.03</td>
<td>.43</td>
</tr>
<tr>
<td>Umbria</td>
<td>94.5</td>
<td>6.3</td>
<td>105.4</td>
<td>11.5 (7.6)</td>
<td>.04</td>
<td>.62</td>
</tr>
<tr>
<td>Marche</td>
<td>96.3</td>
<td>5.4</td>
<td>111.1</td>
<td>15.3 (6.6)</td>
<td>.003</td>
<td>.07</td>
</tr>
<tr>
<td>Lazio</td>
<td>100.1</td>
<td>5.2</td>
<td>110.1</td>
<td>10 (5.7)</td>
<td>.02</td>
<td>.42</td>
</tr>
<tr>
<td>Abruzzo</td>
<td>101.9</td>
<td>4.5</td>
<td>114.6</td>
<td>12.5 (5)</td>
<td>.002</td>
<td>.06</td>
</tr>
<tr>
<td>Molise</td>
<td>107.3</td>
<td>7.2</td>
<td>113.8</td>
<td>6 (7.2)</td>
<td>.50</td>
<td>.99</td>
</tr>
<tr>
<td>Campania</td>
<td>116.1</td>
<td>5.5</td>
<td>129.9</td>
<td>11.9 (5.4)</td>
<td>.005</td>
<td>.12</td>
</tr>
<tr>
<td>Puglia</td>
<td>100.1</td>
<td>5.8</td>
<td>115.6</td>
<td>15.5 (6.7)</td>
<td>.003</td>
<td>.08</td>
</tr>
<tr>
<td>Basilicata</td>
<td>107.2</td>
<td>6.1</td>
<td>112.9</td>
<td>5.3 (6)</td>
<td>.40</td>
<td>.99</td>
</tr>
<tr>
<td>Calabria</td>
<td>106.5</td>
<td>6.1</td>
<td>113.9</td>
<td>6.9 (6.2)</td>
<td>.20</td>
<td>.99</td>
</tr>
<tr>
<td>Sicilia</td>
<td>112.7</td>
<td>7.2</td>
<td>122.9</td>
<td>9.1 (7)</td>
<td>.10</td>
<td>.99</td>
</tr>
<tr>
<td>Sardegna</td>
<td>101.2</td>
<td>5.3</td>
<td>113.7</td>
<td>12.3 (5.9)</td>
<td>.007</td>
<td>.16</td>
</tr>
</tbody>
</table>

<sup>a</sup>Grubbs test.

### Female Mortality Rate During 2020

For A1, highly significant excess female mortality was found in the northern regions and Sardinia (P<.01, except Valle d’Aosta, P=.02). Moderately significant excesses were recorded in Tuscany, Marche, Molise, and Apulia (.04≤P≤.07). Scarcely significant differences were recorded in the rest of Italy (all P>.40). Nevertheless, all regions experienced an excess female mortality between 4% (Basilicata) and 31% (Lombardy). Details of each region are provided in Table 2. Further information on the model goodness is provided in Table S4 in Multimedia Appendix 1. For A2, Lombardy (adjusted P=.006) and Trento (adjusted P=.001) reached the greatest statistical significance. Moderate significance (.01≤adjusted P≤.06) was reached in 5 regions (Piedmont, Bolzano, Friuli Venezia Giulia, Liguria, and Emilia Romagna). Sardinia (adjusted P=.19) and Veneto (adjusted P=.20) also registered a modest significance. Low significance was observed in the remaining regions (all adjusted P≥.38). Details of each region are provided in Table 2.
Table 2. Regional female mortality statistics: comparison of ordinary least squares (OLS) linear regression predicted mortality (predicted value) and observed mortality of 2020 (observed value) in Italy. The data are normalized to 10,000 people (deaths per 10,000).

<table>
<thead>
<tr>
<th>Italian region</th>
<th>Predicted value</th>
<th>Predicted value SE</th>
<th>Observed value</th>
<th>Excess, % (SE)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Adjusted P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Italy</td>
<td>68.3</td>
<td>3.9</td>
<td>77.9</td>
<td>14.1 (6.6)</td>
<td>.005</td>
<td>.12</td>
</tr>
<tr>
<td>Piemonte</td>
<td>70.8</td>
<td>4</td>
<td>84.1</td>
<td>18.8 (6.8)</td>
<td>.001</td>
<td>.02</td>
</tr>
<tr>
<td>Valle d’Aosta</td>
<td>69.9</td>
<td>9.8</td>
<td>88.9</td>
<td>27.1 (19.3)</td>
<td>.02</td>
<td>.38</td>
</tr>
<tr>
<td>Lombardia</td>
<td>64.3</td>
<td>3.5</td>
<td>84.2</td>
<td>30.9 (7.2)</td>
<td>&lt;.001</td>
<td>.006</td>
</tr>
<tr>
<td>Bolzano</td>
<td>60.5</td>
<td>3.6</td>
<td>73.9</td>
<td>22.1 (7.4)</td>
<td>&lt;.001</td>
<td>.01</td>
</tr>
<tr>
<td>Trento</td>
<td>59.4</td>
<td>2.8</td>
<td>73.4</td>
<td>23.6 (5.9)</td>
<td>&lt;.001</td>
<td>.001</td>
</tr>
<tr>
<td>Veneto</td>
<td>64.2</td>
<td>3.8</td>
<td>72.8</td>
<td>13.4 (6.9)</td>
<td>.009</td>
<td>.20</td>
</tr>
<tr>
<td>Friuli Venezia Giulia</td>
<td>64.2</td>
<td>2.8</td>
<td>72.6</td>
<td>13 (5)</td>
<td>.001</td>
<td>.05</td>
</tr>
<tr>
<td>Liguria</td>
<td>67.4</td>
<td>4.3</td>
<td>79.3</td>
<td>17.7 (7.6)</td>
<td>.002</td>
<td>.06</td>
</tr>
<tr>
<td>Emilia-Romagna</td>
<td>66.1</td>
<td>3.3</td>
<td>75.6</td>
<td>14.4 (5.7)</td>
<td>.002</td>
<td>.05</td>
</tr>
<tr>
<td>Toscana</td>
<td>65.4</td>
<td>3.7</td>
<td>71.2</td>
<td>8.9 (6.3)</td>
<td>.07</td>
<td>.80</td>
</tr>
<tr>
<td>Umbria</td>
<td>63.2</td>
<td>4</td>
<td>67</td>
<td>6.1 (6.8)</td>
<td>.43</td>
<td>.99</td>
</tr>
<tr>
<td>Marche</td>
<td>64</td>
<td>4.7</td>
<td>71.8</td>
<td>12.2 (8.5)</td>
<td>.05</td>
<td>.68</td>
</tr>
<tr>
<td>Lazio</td>
<td>67.8</td>
<td>4.7</td>
<td>71.9</td>
<td>6 (7.5)</td>
<td>.56</td>
<td>.99</td>
</tr>
<tr>
<td>Abruzzo</td>
<td>67.6</td>
<td>4.6</td>
<td>72</td>
<td>6.5 (7.4)</td>
<td>.43</td>
<td>.99</td>
</tr>
<tr>
<td>Molise</td>
<td>66.4</td>
<td>5.1</td>
<td>74.7</td>
<td>12.6 (8.9)</td>
<td>.06</td>
<td>.73</td>
</tr>
<tr>
<td>Campania</td>
<td>80.3</td>
<td>5.7</td>
<td>85.1</td>
<td>6 (7.7)</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>N/A</td>
</tr>
<tr>
<td>Puglia</td>
<td>68.5</td>
<td>4.7</td>
<td>76.5</td>
<td>11.6 (7.8)</td>
<td>.94</td>
<td>.65</td>
</tr>
<tr>
<td>Basilicata</td>
<td>71.5</td>
<td>4.7</td>
<td>74.4</td>
<td>4.1 (7)</td>
<td>.40</td>
<td>.99</td>
</tr>
<tr>
<td>Calabria</td>
<td>71.7</td>
<td>4.4</td>
<td>75.1</td>
<td>4.8 (6.5)</td>
<td>.79</td>
<td>.99</td>
</tr>
<tr>
<td>Sicilia</td>
<td>78</td>
<td>5.9</td>
<td>83.4</td>
<td>7 (8.3)</td>
<td>.47</td>
<td>.99</td>
</tr>
<tr>
<td>Sardegna</td>
<td>64</td>
<td>3.4</td>
<td>71.5</td>
<td>11.6 (5.9)</td>
<td>.008</td>
<td>.19</td>
</tr>
</tbody>
</table>

<sup>a</sup>Grubbs test.
<sup>b</sup>N/A: not available.

**Relationship Between Deaths and Geographical-Demographic Statistics**

The linear multiregression model among the log-transformed statistics, the regional number of inhabitants (X<sub>1</sub>), regional population density (X<sub>2</sub>), regional latitude (X<sub>3</sub>), and 2020 regional excess deaths (Y), returned the following equation:

\[ Y = f(X_3) = k \times \text{pow}(X_3, a), \]

with \( k = 2.6 \times 10^{-7}, a = 9.9 \), \( R = 0.82 \), adjusted \( P < .001 \).

**Retrospective Analysis of Deaths**

Figure 2 shows the number of deaths per cause of death from 2012 to 2017 in Italy (2018 and 2019 data were not available, as shown in Multimedia Appendix 1). Tumors and diseases of the circulatory system always accounted for over 60% of total deaths (also considering the projections for 2020). The percentages of male (female) deaths for tumors ranged from 55.6% (44.4%) to 56.3% (43.7%), while deaths related to the circulatory system were 43.1% (56.9%) to 43.7% (56.3%). All trends were markedly linear.

Finally, Figure 3 and Figure 4 show male and female deaths, respectively, by age group from 2011 to 2019. Explicitly calculating each trend for each age and sex group and summing the predictions for 2020, we obtained the best value of 648,733 deaths. All trends were markedly linear (Figures S3 and S4 in Multimedia Appendix 1). Summing up all the forecasts of the ARIMA models for each age and sex group, we obtained a total of 637,534 deaths. A similar result was obtained by summing the global trends for men and women (640,508 deaths).
Figure 2. Number of deaths per cause of death from 2011 to 2017 in Italy; the most updated National Institute of Statistics (ISTAT) data were available until 2017 (see Multimedia Appendix 1). 1: infectious and parasitic diseases; 2: tumors; 3: psychic disorders, diseases of the nervous system and organs of the senses; 4: diseases of the circulatory system; 5: diseases of the respiratory system; 6: diseases of the digestive system; 7: other morbid states; 8: poorly defined symptoms, signs, and morbid states; 9: external causes of trauma and poisoning.

Figure 3. Male deaths per age group in Italy from 2011 to 2019 and autoregressive integrated moving average (ARIMA) predictions for 2020.
Figure 4. Female deaths per age group in Italy from 2011 to 2019 and autoregressive integrated moving average (ARIMA) predictions for 2020.

Comparison Between Male and Female Mortality
The increases in mortality were 18% (P<.001; adjusted P=.006) for men and 14% (P=.005; adjusted P=.12) for women at the national level and 16% for men compared with 13% for women, on average, at the regional level. However, we found limited significance when comparing the residuals’ populations using the Mann-Whitney U test (P=.27; adjusted P=.99).

Discussion
Principal Findings
This paper provides strong evidence in favor of an anomalous mortality event during 2020 in Italy, which was not predictable based on endogenous causes such as deaths and mortality trends between 2011 and 2019. Notably, the number of total deaths observed in 2020 exceeded the linear regression model prediction by more than 89,000 (a value nearly 3 times greater than the prediction standard error) and the ARIMA prediction by more than 86,000. Grubbs and t tests confirmed that this figure was unexpected. At the national level, the increase in mortality was 18% for the male population and 14% for the female population. Nonetheless, the statistical significance of this difference was low. The total excess mortality was positively correlated with latitude, which explained the data set variability much better than demographic statistics like population number and density. All the “deceases due to causes of death” trends from 2012 to 2017 were appreciably linear or stationary; this precludes the existence of anomalous subtrends linked to the causes of death. Moreover, summing up all the 2020 death predictions by age group, we obtained a value ranging from 640,000 to 660,000 deceased, significantly far from the observed one (750,000). In conclusion, these findings confirm the absence of any confounding inner subtrends capable of explaining the excess deaths during 2020 in Italy.

Comparison With Prior Work
To the best of our knowledge, the most comprehensive and detailed study examining excess mortality during 2020 in Italy was the report redacted by the ISTAT and National Institute of Health (ISS) [32]. Their research focuses on comparing the March-December 2015-2019 and 2020 periods, starting from the assumption that COVID-19 is the cause of the discrepancies observed. On the contrary, our analysis has been more impartial since we have not introduced any hypothesis about the reasons that caused this phenomenon. Therefore, our findings provide evidence of statistical and epidemiological significance that had not been considered before. Specifically, excluding internal causes gives further strength to the theories that identify COVID-19 as the principal cause of such a tragic scenario. COVID-19 dangerousness is confirmed at the molecular-genetic level [33-36]. The strong positive correlation we found between excess mortality and latitude is compatible with greater virulence and mortality of COVID-19 in northern Italy depicted by other literature [37,38]. In this regard, an increasing number of mathematical-statistical investigations classify COVID-19 as a seasonal low-temperature infection [39-41], although the effect size of the environmental factors is still debated [42]. However, it is a fact that low temperatures can have indirect effects on the spread of infections, like the creation of indoor gatherings—with insufficient air circulation—and the weakening of the immune defenses [43,44]. Since average temperatures in northern regions are lower than the rest of the peninsula [45], this phenomenon could partially explain the Italian epidemiological scenario. A large amount of literature has also identified pollution as a relevant COVID-19 risk factor. For
instance, NO₂, PM10, and PM2.5 were causally connected with more serious situations, as they can drastically reduce the immune response and compromise respiratory functions [45-48]. This type of pollutant is widespread in the Po Valley [45,46]. Contrary to other literature, our paper did not detect a high significance in the difference between male and female national mortalities [49-58]. Nonetheless, this result is not conclusive and deserves further investigation as such a discrepancy could be more evident by considering the most affected and exposed age groups. Moreover, the COVID-19 course is influenced by numerous comorbidities, such as cancer, chronic kidney diseases, diabetes mellitus, hypertension, chronic obstructive pulmonary diseases, asthma, chronic respiratory diseases, immunocompromised state, HIV infection, heart conditions, overweight and obesity, dementia or other neurological conditions, and mental health conditions [59-61]. The majority of these pathologies are more common in older age groups, which helps explain the greater aggressiveness of the infection in some regions [17,48]. Hence, it is necessary to consider that the pre-pandemic epidemiological scenario has contributed to enhancing the disease damage in Italy. Nevertheless, it would be incorrect to consider only the older population as vulnerable: Phenomena such as long COVID (ie, the onset of medical complications that last weeks to months after initial recovery) are increasing in younger age groups, including children and adolescents [62,63]. The most common symptoms of long COVID are fatigue, weakness, cough, chest tightness, breathlessness, palpitations, myalgia, and difficulty focusing; their appearance is not related to the severity of the COVID-19 course [63,64]. Moreover, new variants of concern—favored by the uncontrolled spread of the virus—continuously pose new threats to all age groups [33,65,66]. In this regard, strategies such as vaccinations and nonpharmaceutical containment measures have been and continue to be fundamental to control COVID-19 diffusion, avoid hospital overcrowding, and slow down the epidemiological peaks [67-73]. Indeed, although this paper has provided evidence in favor of a high number of deaths due to COVID-19 in Italy during 2020 (before the administration of COVID-19 vaccines), lockdowns, social distancing, and masks have prevented the death toll from being numerous times higher [74-77].

**Limitations**

Our approach has limitations to be considered. Since statistical significance is a measure of data compatibility with the null hypothesis (including the model’s assumptions), the evidence provided in this paper could vary under different initial hypotheses. However, the degree of uncertainty was reduced by targeting the tested hypotheses well. Furthermore, causal relationships have not been directly investigated. Therefore, these findings must be contextualized in light of the results of other literature. Finally, the discrepancies between the model predictions and the observed data were not weighted on the clinical characteristics of the patients.

**Conclusions**

This paper provides strong evidence on the absence of historical endogenous reasons capable of explaining the anomalous mortality increase recorded in Italy during 2020. Weighing these statistical results on the numerous molecular-genetic, medical, biological, virological, and epidemiological-based publications that confirmed high COVID-19 virulence, we conclude that the pandemic impact on excess deaths in Italy constitutes a scientific fact. This answers the question “Died from COVID or died with COVID?” Specifically, this manuscript can be adopted by health authorities and disclosure agencies to discredit fake news that minimizes the COVID-19 risk. Moreover, given the marked concordance between ARIMA and OLS regression models, we suggest that these methods be exploited for public health surveillance aims. In particular, considering their efficiency and effectiveness, it is possible to derive meaningful information regarding current and future epidemiological situations from the comparison between the predicted and observed trends.
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Abstract

Background: Population size estimates (PSE) provide critical information in determining resource allocation for HIV services geared toward those at high risk of HIV, including female sex workers, men who have sex with men, and people who inject drugs. Capture-recapture (CRC) is often used to estimate the size of these often-hidden populations. Compared with the commonly used 2-source CRC, CRC relying on 3 (or more) samples (3S-CRC) can provide more robust PSE but involve far more complex statistical analysis.

Objective: This study aims to design and describe the Shiny application (shinyrecap), a user-friendly interface that can be used by field epidemiologists to produce PSE.

Methods: shinyrecap is built on the Shiny web application framework for R. This allows it to seamlessly integrate with the sophisticated CRC statistical packages (eg, Rcapture, dga, LCMCR). Additionally, the application may be accessed online or run locally on the user’s machine.

Results: The application enables users to engage in sample size calculation based on a simulation framework. It assists in the proper formatting of collected data by providing a tool to convert commonly used formats to that used by the analysis software. A wide variety of methodologies are supported by the analysis tool, including log-linear, Bayesian model averaging, and Bayesian latent class models. For each methodology, diagnostics and model checking interfaces are provided.

Conclusions: Through a use case, we demonstrated the broad utility of this powerful tool with 3S-CRC data to produce PSE for female sex workers in a subnational unit of a country in sub-Saharan Africa.

(JMIR Public Health Surveill 2022;8(4):e32645) doi:10.2196/32645
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Introduction

Background

Accurate knowledge of population size is critical in many areas of science but a challenge whenever complete counts are too difficult or expensive to be obtained. One such area is the HIV pandemic, which increasingly is driven by high-risk behaviors that define “key populations” (KP), among them, female sex workers (FSW), men who have sex with men (MSM), and people who inject drugs (PWID) [1]. Global, national, and local HIV control efforts all require knowing the size of these high-risk populations to monitor the epidemic in terms of density and distribution of populations over time and to inform effective and appropriately scaled program development, target setting, and resource allocation. Yet, there is no gold standard to derive reliable population size estimates (PSE). Instead, public health teams and stakeholders use a wide range of methods, many of which are not based on empirical data nor sound statistical concepts [2,3], potentially producing poor-quality estimates. Estimates of population sizes derived from programmatic mapping [4,5] enumerate members of the population attending venues during the exercise but often fail to account for the less socially visible, resulting in underestimates. Other nonempirical subjective methods such as Wisdom of the Crowd [6,7] and the Delphi methods [3,8] are susceptible to bias and the influence of individuals.

Capture-recapture (CRC) globally has seen wide use for PSE, including for the HIV pandemic [9-18]. The basic idea behind CRC is to engage in 2 or more encounter events or sources (these might also be referred to as samples, captures, or lists), recording which individuals appear in which events and relating the number of individuals sampled once to those sampled repeatedly. Most CRC exercises include 2 encounter events with the key assumption being that the 2 samples (2S) are independent [19]. Unfortunately, many such 2S-CRC exercises may suffer from violating this assumption resulting in overestimates (negative dependence between 2 samples) or underestimates (positive dependence between 2 samples) [3,19,20]. CRC with 3 (or more) samples (3S-CRC) relaxes this assumption, as interaction terms may be added to the statistical models to address source dependencies. Given sufficient overlap of samples and independence of samples, 3S-CRC allows for more sophisticated analysis compared with 2S-CRC [18,21], resulting in more accurate PSE. Statistical support for these analyses might not be available, creating a critical challenge for field epidemiologists to produce robust PSE.

Several statistical models satisfy the requirements to perform the aforementioned sophisticated analysis of 3S-CRC data: log-linear models, Bayesian model averaging, and Bayesian nonparametric latent-class models. Log-linear models are a classic methodology for the analysis of multiple source CRC data. Variants are implemented that allow for varying capture probabilities across events and heterogeneous capture probabilities among members of the population. Bayesian model averaging allows the analyst to flexibly account for list dependency by creating models for all possible dependencies and averaging over them in a way that is proportional to the probability that the dependence is correct. The Bayesian latent class model deals with heterogeneity in a novel way. It posits that there are unobserved subgroups in the data with different capture probabilities for each capture event. The number of these groups and their probabilities are unknown. The algorithm uses a Bayesian framework to estimate these, along with the population size. Application of these 3 types of statistical models requires computational expertise. This is a barrier to the use of CRC involving 3 or more sources, as it typically requires knowledge of specialized software [22] or programming in languages such as R [23]. To fill this need, we present a graphical user interface, shinyrecap, that guides the user through sample size estimation, data preparation and exploration, and PSE using CRC studies.

Objectives

The objectives of this paper were to describe shinyrecap, a free, web-based application facilitating the format and analysis of CRC data for PSE.

Methods

Overview of the Capture-Recapture Method

The application of ratio estimation for PSE from multiple encounters dates to at least 1787 [24] and gained popularity primarily among animal ecologists more than a century later [25-27], although applications abound in other areas, including epidemiology [28,29]. Early applications were restricted to sampling on 2 occasions or from 2 lists, wherein individuals encountered during the first survey are offered an identifying mark. For KP CRC, these identifiers are inexpensive but memorable unique objects or “gifts” such as brightly colored rubber bracelets or distinctive key chains. The number of individuals who accept the unique gifts are documented. The same process is repeated during a second survey, during which individuals are also asked about having received a gift during the previous capture. Estimation of the unknown number of population members from 2 samples requires the strong assumptions that (1) the population is static over the sampling interval, (2) the identifying unique objects or gifts are not lost nor misidentified, (3) individuals are sampled independently during the surveys (list independence), and (4) every population member shares a common and constant probability of encounter during the surveys (homogeneity). The first assumption is well-approximated by sampling over short time intervals. However, the remaining assumptions are unlikely to hold.

The next major innovation was the extension of estimation to data collected from 3 or more samples [30,31]. This enables relaxation of the third and fourth assumptions using statistical models that account for sampling dependence and various forms of inhomogeneity (ie, nonuniform) in encounter probabilities [27,30,32-35]. To understand why more samples allows for the assumption relaxation, consider a 3S-CRC where each capture is the same size. If the population is homogeneous and all individuals have the same probability of being captured in each sample (p), then the probability of being captured in all 3 samples would simply be p^3. On the other hand, if half the population has a capture probability of p and the other half
probability $p_2$, then the probability of a random person being captured in all 3 would be $0.5(p_1^3 + p_2^3)$. By comparing the counts of individuals captured in all 3 samples to what would be expected if there was homogeneity, we can measure and model it. Log-linear models, Bayesian model averaging, and Bayesian Dirichlet process mixture models (nonparametric latent-class models) and each model heterogeneity in different ways, allowing for the production of more accurate estimates in the presence of inhomogeneity.

**Overview of Relevant Statistical Models**

**Log-Linear Models**

Models for capture probabilities originated in the discipline of animal ecology [27,34]. The natural logs are modeled as linear combinations of factors representing various forms of inhomogeneity. Four general classes of models are produced, representing a wide range of model complexity: Captures have the same probability, and individuals are uniform ($M_0$); captures might have different probabilities, and individuals are uniform ($M_i$); captures have the same probability, and individuals may be heterogeneous ($M_h$); and captures may have different probabilities, and individuals may be heterogeneous ($M_{hh}$). Selection of a single “best” model is typically done using either the Akaike or Bayesian information criterion (AIC and BIC, respectively) [36]. For these, lower values indicate a “better” model fit.

For heterogeneous models, log-linear models require the specification of a parametric distribution for the population’s log odds of being captured. These are typically set to be either Normal, Poisson, Gamma, or Darroch. Additionally, the Chao (lower bound) correction can be used to obtain a lower bound on the population size rather than an estimate of it.

The “Normal” model incorporates heterogeneity as a Gaussian mixing distribution [37]. The Poisson, Darroch, and Gamma options incorporate different heterogeneity correction columns into the design matrix. The Darroch, and especially the Gamma, correction may produce distinctly large heterogeneity corrections and estimates of population size. Unfortunately, the correct model specifications are frequently not identifiable (roughly, parameters are not informed by the data), and so choosing based on any information criteria can lead to misspecified models [38].

**Bayesian Model Averaging of Log-Linear Models**

Bayesian model averaging is geared to be robust to list dependence. Ideally, one would like to have all capture events be independent draws from the population. In many cases, however, some capture events may be related. For example, in a citywide survey of PWID, it might happen that the first 2 capture events were more heavily concentrated in one area of the city than the third event, introducing potential dependence. When list dependence is present, the interactions between events should be considered.

The natural logs of expected frequencies of observable encounter combinations can be modeled as linear combinations of main and interaction effects of the sampling events [32,35]. This allows the model to flexibly account for list dependence among the various samples. Bayesian model averaging enumerates all possible models of list dependency and then puts a prior on the likelihood that each model is the true one, with more complex models typically having lower prior probability than less complex models. Combining this prior with a prior for population size allows one to calculate a posterior estimate of population size averaging over all possible models. In this posterior, estimates from each model are weighted by the posterior probability of the model, yielding a single estimate that includes model uncertainty. Some form of model averaging is important given that there may be limited information in the data available to identify the true model out of the large number of potential models [22].

The first step in the analysis is to specify a prior distribution for population size. This represents the analyst’s prior knowledge about population size along with uncertainty. By default, a “noninformative” improper prior is used, which is proportional to 1 divided by the population size. Typically, analysts will have access to at least a rough idea of the range of possible population sizes from previous PSE reports or literature reviews. This information can be incorporated into the prior parameterized as a log-normal distribution with a truncation at a specified maximum population size. The “delta” parameter controls the prior, favoring simple models in the model averaging. This parameter is more difficult to interpret, and it is set to $2^{-k}$ by default, where $k$ is the number of encounter events. Lower values indicate less prior weight on more complex list interactions. Once the prior is specified, the posterior probability distribution of the population size can be calculated.

**Bayesian Nonparametric Latent-Class Models**

Instead of assuming a parametric probability function for capture probability, as is done by traditional log-linear models, this approach posits that the population is divided into a number of groups, with members in each group having the same homogeneous capture probability. The number of homogeneous strata in a population is uncertain, and covariables that identify those classes may not be available. Thus, the strata are said to be latent, and strata identities are treated as missing data. Estimation is naturally accomplished using mixtures of distributions. A clever implementation of Bayesian nonparametric latent-class modeling can then be used to estimate population size [21]. Both the number of strata and the strata capture probabilities are inferred via Bayesian inference, with a stick-breaking Dirichlet process prior enforcing model parsimony such that models with fewer latent strata are preferred.

The degree to which fewer strata are preferred is controlled by a prior on the stick-breaking process parameterized as a Gamma distribution with shape and scale values. The relationship between the Gamma distribution and the number of latent groups is complex and mediated by a stick-breaking process. In general, the default values of 0.25 for both the shape and scale parameters result in a reasonably diffuse prior.

Estimation is based on the posterior distribution of population size, of which a sample is constructed using Markov chain
Monte Carlo (MCMC) simulation. MCMC algorithms start from initial values and produce serially correlated “chains” of samples from some distribution. That distribution converges to the joint posterior distribution only after some potentially large number of “burn-in” iterations. Therefore, valid inferences can be made only after discarding the burn-in iterations.

**shinyrecap Application User Interface**

shinyrecap was developed using the Shiny [23] web framework for R [39]. Shiny is a flexible, open-source toolkit used to build web applications with rich interactivity that can easily produce tables, visualize data, and create dashboards. The advantage of this framework is that it makes it easy to expose advanced algorithms and packages written in R to a noncoding audience. In shinyrecap, we leveraged the algorithms from the Rcapture [40] package for log-linear modeling, the dga package for Bayesian model averaging [41], and the LCMCR [21] package for Bayesian latent-class modeling. Whereas it would normally take substantial experience with R to use those packages, shinyrecap provides easy access to a wider audience with “the click of a button.”

shinyrecap has been made available for public use [42] and does not require installation of or experience with R. Client-server communication occurs over a secure-sockets layer (SSL) protocol connection. Required data inputs are minimal and can be aggregate or individual-level. Any data provided to shinyrecap persist only for the session; neither input nor output data are saved on the web server. This provides users with security protection against third-party traffic analysis and any security intrusions into the server not concurrent with the user’s session. shinyrecap offers a tutorial video and manual, and help buttons are presented where input information is required in each shinyrecap module.

Alternatively, R users can launch the interface locally from any computer by entering the following into the R console:

```r
# Launch the application locally
shinyrecap()
```

shinyrecap is structured in 3 parts. First, it supports the design of CRC studies by providing a tool for sample size estimation. Second, it provides a data formatting tool to assist with the data processing of CRC surveys. Finally, it provides the analysis tool to generate the estimates and outputs required for PSE.

### Results

**Application User Interface**

**Sample Size Estimation**

When designing a CRC study, it is important to collect enough data to achieve sufficient precision for PSE. shinyrecap's sample size estimation tool does this by allowing the user to specify population parameters such as guesstimates of the target population size and the amount of capture heterogeneity in the population, as well as sample characteristics such as the number of capture events and their expected sample sizes. It then simulates CRC studies in this population and estimates the population size using log-linear modeling for each of the simulations. Precision is estimated from the simulation results.

The application supports simulation and estimation using the $M_k$ model if homogeneity is assumed. If heterogeneity is allowed, simulation and estimation are performed using the $M_{kh}$ model with normally distributed capture probabilities. Given the input parameters, the interface provides the user with the distribution of a log-linear population size estimator across the simulations. A table is also provided that summarizes the percent of times simulated estimates were within different ranges of accuracy. A user might find it acceptable to have their estimate within 10% of the true value 90% of the time, whereas they might choose to collect more samples if the calculator says that their estimate will only be within 10% of the true value 50% of the time.

**Data Formatting**

The first barrier encountered by a practitioner is putting their CRC data into the right format for analysis. shinyrecap is able to read 2 data types: individual and aggregate. We focus on the capture history format (aggregate data) here to demonstrate the data formatter tool. Individual-level data files have 1 row per encounter, with each column representing a sampling event (eg, 3 columns for 3S-CRC) and, within the columns, the successful encounter event result (ie, the individual accepts the unique object; individuals who refuse the object during the encounter are not counted). The usual data format used by CRC analysis programs is the capture-history format. In this format, each column should represent a successful encounter event, and each row should be an encounter history. A “1” indicates a successful encounter (capture), and “0” indicates absence, so the following history represents 80 individuals who were encountered and accepted the unique object during the 2nd events, but not during the 1st or 3rd:

![Example History](image)

When the aggregate data type is specified, the last column represents the total number of individuals with that capture history. A properly structured 3S-CRC data set would look something like Figure 1.

From the first row, we see that there were 30 individuals who were observed at event 1 but not at the 2nd and 3rd events:

![Example Data](image)

There were 10 individuals captured in all 3 events, as seen in the following row:

![Example Data](image)

Note that there is no row for the following history because that pertains to the unknown number of population members who were not observed at any event:

![Example Data](image)

For $k$ encounter events, there are $2^k - 1$ observable event histories and 1 unobservable history. Analysis of CRC data requires enumeration of all $2^k - 1$ observable counts (which may contain observed values of 0 but not missing values).
The capture-history data format is easily recorded from individually identifiable population members. However, in many epidemiological studies, unique individuals are not identified; rather, data are aggregated. These accumulated data files consist of counts of individuals who were encountered at each sampling event and the subsets of those who were encountered at any preceding sampling event(s) (Figure 2). No identifying information is collected on any subject at any event. During the 1st sampling event, only the count of individuals present and who were offered and accepted a unique (to the event) identifier is recorded. During the 2nd event, observed population members are tabulated by whether they received the identifier distributed during the first event, and those individuals are given a second (and different) aggregate identifier. At the 3rd event, the observed population members are cross-tabulated by whether they received the event-specific identifier distributed during each of the 2 previous events. We call this event-count formatted data. Although 7 counts have been recorded, the counts are aggregated differently from the required format shown in Figure 1. Note that the sum of samples should always be larger than the sum of count data.

It takes some thought to figure out how to convert the data to the required format, and the process becomes much more difficult if there are more than 3 events. The shinyrecap data formatting tool makes that conversion easy and reliable for any number of encounter events.

Figure 1. Example capture-history data format for 3 encounter events (3S-CRC). Absence or presence is denoted by 0 or 1, respectively.

<table>
<thead>
<tr>
<th>Event 1</th>
<th>Event 2</th>
<th>Event 3</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>30</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>80</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>40</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>60</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>20</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>20</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>10</td>
</tr>
</tbody>
</table>

Figure 2. Aggregated capture histories in event-count format for 3-source capture-recapture (3S-CRC).

<table>
<thead>
<tr>
<th>Event 1</th>
<th>Event 2</th>
<th>Event 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Present</td>
<td>Count</td>
<td></td>
</tr>
<tr>
<td>Present</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>Absent</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>Present</td>
<td>Count</td>
<td></td>
</tr>
<tr>
<td>Present</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>Absent</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>Present</td>
<td>Count</td>
<td></td>
</tr>
<tr>
<td>Present</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>Present</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>Absent</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>Absent</td>
<td>Count</td>
<td></td>
</tr>
<tr>
<td>Absent</td>
<td>60</td>
<td></td>
</tr>
</tbody>
</table>

Analysis

shinyrecap guides the user through the analysis process for log-linear modeling, Bayesian model averaging, and Bayesian latent-class modeling. All analyses may be exported as downloadable reports in HTML, Word, or PDF documents. To facilitate analysis transparency and reproducibility, R code to replicate the analysis is included in all reports by default.

Log-Linear Models

The log-linear section of the application has 3 sections. The first section, “Model Comparison,” displays population size, standard error, AIC, and BIC for each potential model formulation. The “Model Selection” section allows the user to select one of these models and calculate a confidence interval. The “Descriptives” section provides output to help the user understand the model and diagnose potential problems. Two diagnostic plots help explore the heterogeneity structure. The first diagnostic plot displays a function of the number of units captured i times for different values of i. It should be roughly linear except in the case where the data were generated by an M_0 model. The second diagnostic plot shows the number of individuals captured for the first time at the i_th sampling event. It should be linear in the case of the M_h model and concave down in the case of an M_t model. Any other form may indicate an M_i or M_ih model.

Bayesian Model Averaging

The first step in the Bayesian model averaging interface is to set a prior distribution for the population size. This is set to a noninformative 1/N distribution, but it is recommended to change this to something relevant to the population under study. To do this, the user can specify their beliefs for the median population size (ie, they believe that there is a 50% chance the population size is above it and 50% chance it is below) and the 90th percentile (ie, there is only a 10% chance the true population size is above this value). The application then parameterizes these beliefs as a log-normal distribution. The user may also specify a maximum population size to put an upper bound on the prior.

Once the prior is set, the user can go to the “Posterior Population Size” tab to obtain posterior estimates and credible intervals. The “Posterior Model Probabilities” tab allows the user to explore the different individual models that are averaged together and see their influence on the posterior.

Bayesian Nonparametric Latent-Class Models

The Bayesian nonparametric latent-class model is the most computationally intense analysis method. The user may control
the Gamma distribution stick-breaking prior as well as set the maximum number of latent groups. Increasing the number of latent groups increases the computation time but, since the number of groups is determined by the algorithm, does not affect the results so long as it is set sufficiently large. Although 10 is a good default value, the user can increase that to ensure that this limit does not affect the results.

There is a number of MCMC sampling options available to the user. There are 2 primary considerations that the user should be aware of. First, the MCMC process must be at equilibrium. To ensure this, the first samples generated by the algorithm should be thrown out. The number of samples thrown out is controlled by the “burn-in” option. If there are any trends in the trace plot (available in the Diagnostics tab), the burn-in period may need to be increased. Second, the sample size must be large enough that the posterior is not dominated by sampling noise. With MCMC sampling, each sample is correlated with the last sample, so the effective sample size (also in the Diagnostics tab) is often much lower than the raw number of samples generated by the process. Typically, the user should aim for an effective sample size greater than 1000. The effective sample size can be increased by increasing the number of samples generated or the number of MCMC steps taken between samples, which reduces correlation.

After specifying the prior on the number of strata and the MCMC sampling parameters, a sample from the posterior distribution is produced by pressing the “Run” button. A progress bar displays the progress of each computational operation. A posterior summary will be displayed.

**Pairwise Analysis**

The pairwise analysis table displays PSE, standard error, and 95% confidence limits for each possible pair of sampling events and is used as a diagnostic step to examine sampling events for homogeneity. Similar PSE across pairwise results indicate the independence assumption may have been met, whereas differences across results suggest violations of the assumption. Any of the models available in the shinyrecap Analysis tool may be used to incorporate such dependence into models.

**Example With FSW Data**

Estimates of key population size are critical for HIV program planning. For this reason, a large 3S-CRC activity was implemented in a subnational unit (SNU) of a sub-Saharan African country with high HIV burden and unmet need for HIV/AIDS treatment services. Using 3S-CRC data collected from FSW, we demonstrated the utility of the shinyrecap tool to estimate sample size sufficient for precision, format our data in preparation for analysis, and produce PSE using several different statistical models.

Between October 2018 and December 2018, 544 FSW hotspots in the SNU were sampled, representing 13,344 encounters with FSW over 3 sampling rounds. During encounters with FSW in hotspots, FSW distribution teams offered inexpensive and memorable objects that were unique to each of the 3 capture rounds. Eligible FSW who consented were considered enrolled in this PSE activity. In subsequent rounds, 1 week to 2 weeks apart, FSW were asked to show or describe objects they had received during previous rounds, and affirmative responses were tallied upon correct identification of the objects. Distributors recorded information on tablets and uploaded to a secure central server after each encounter. Data were aggregated into a table similar to Figure 1 for analysis.

In the following sections, we work through how the shinyrecap application was used to assist in the planning, data management, and analysis of this study.

**Sample Size Estimation**

Before any study is conducted, it is wise to determine what level of precision one is likely to get out of a potential sampling plan. Figure 3 shows the result of using the sample size estimation tool in the context of the example FSW PSE study. Capture sample sizes were set at 4410, 2675, and 2519, with a theorized population size of 20,000. A moderate amount of heterogeneity was also added, such that 90% of individuals in the population had capture odds less than 1.2 times the average individual in the population.

The table in the upper right of Figure 3 summarizes the results and finds that, 80% of the time, our PSE will be within 7.73% of the true value.
Data Format

After the data were collected, we translated it from event format to capture history format. Figure 4 shows the result of applying the data formatter to the example FSW CRC data. Once translated, the capture history data may be imported into the analysis tool for inference.
Figure 4. The data formatter tool.

```
Convert Unique Event Identifier Format Data Into Capture History Format

Number of Captures:
3

Data From Capture Event 1

<table>
<thead>
<tr>
<th># Observed at Event 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>6733</td>
</tr>
</tbody>
</table>

Data From Capture Event 2

<table>
<thead>
<tr>
<th>Captured at Event 1</th>
<th># Observed at Event 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>1820</td>
</tr>
<tr>
<td>No</td>
<td>1843</td>
</tr>
</tbody>
</table>

Data From Capture Event 3

<table>
<thead>
<tr>
<th>Captured at Event 1</th>
<th>Captured at Event 2</th>
<th># Observed at Event 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>Yes</td>
<td>593</td>
</tr>
<tr>
<td>No</td>
<td>Yes</td>
<td>551</td>
</tr>
<tr>
<td>Yes</td>
<td>No</td>
<td>503</td>
</tr>
<tr>
<td>No</td>
<td>No</td>
<td>1028</td>
</tr>
</tbody>
</table>

V1  V2  V3  _count_
1  0  0  4410.00
0  1  0  1292.00
1  1  0  1227.00
0  0  1  1028.00
1  0  1  503.00
0  1  1  551.00
1  1  1  593.00
```

Analysis

Log-linear Models

The first class of models we apply is log-linear. Figure 5 displays the analysis tool’s result table for all of the various applicable log-linear models. These may have no effects (0), effects for time (t), effects for heterogeneity (h), or both (th). Note that there are multiple listings in the figure for heterogeneous models (h and th) corresponding to different functional forms for the differing capture probabilities of individuals in the population. For most epidemiological studies, we expect capture probability to vary among individuals or over time, which means that models M₀ and Mₕ are likely more appropriate than the simpler alternatives. This is consistent with the result that the AIC and BIC values are considerably lower for these compared with the M₀ and Mₕ models. The set of Mₕ models has the lowest AIC and BIC, indicating that there may be heterogeneity in the population.

Poisson2 induces a reasonable amount of heterogeneity and is generally a good default choice. In this case, it yields a PSE of 18,317, which, as we will see in the following sections, is consistent with other analyses.
Bayesian Model Averaging

Applying a Bayesian model averaging model results in a very similar estimate compared with the Poisson2 log-linear model with a posterior estimate of 18,624 (see Figure 6). Here, we choose a diffuse prior for our analysis with a median population size of 20,000 and a 90th percentile of 80,000.

Use of the default “Noninformative” prior, which is an improper prior with mass equal to the inverse of population size, is a useful robustness check to assess the influence of our choice of prior. The posterior estimate using the noninformative prior was 18,608, which is very similar to our original result. Note that the log-normal prior median input was increased from the default of 7000 to 20,000 and the 90% upper bound was adjusted from the default of 10,000 to 80,000.

Bayesian Nonparametric Latent-Class Models

Applying the latent-class model, as in Figure 7, results in an estimate of 16,266. This is modestly lower than the other methods; however, the 95% probability interval using this method is quite wide, ranging from 10,621 to 23,512, indicating that the model’s results are compatible with the other 2 methods. The latent-class model will often have intervals wider than the other 2 methods as a result of its high level of flexibility in describing the latent heterogeneity.

Note that the MCMC number of samples was increased to 100,000 from the default of 10,000, thinning was increased from the default of 10 to 100, and the burn-in was increased from the default of 10,000 to 100,000. These inputs were adjusted to increase effective sample size.
Pairwise Comparison

The table in Figure 8 displays population estimates using each pair of capture events. This pairwise analysis may be helpful to review as a diagnostic step to understand the 3S-CRC data. Each row is a separate 2S-CRC analysis using only 2 of the sampling events. For example, pa12 estimates the population size using only the 1st and 2nd sampling events, pa13 estimates only the 1st and 3rd sampling events, and pa23 estimates only the 2nd and 3rd sampling events. The ideal situation is to have similar PSE for each pair, which would be consistent with independence of sampling events. Neither the 1st to 2nd nor the 1st to 3rd comparisons have intervals that overlap with the interval for the 2nd to 3rd comparison, suggesting that the independence assumption may be unreasonable for these.

Discussion

shinyrecap is a new Shiny application for population size estimation that is easy to use and freely accessible to anyone with an internet connection and a web browser.

The example using 3S-CRC data from FSW in an SNU of a sub-Saharan African country demonstrates how computationally intensive statistical methods are made more accessible to epidemiologists and others with shinyrecap. The simplicity of the sample size estimation, data formatting, and analytic tools, with supporting online manuals and tutorial videos, allows users to progress through CRC activities when statistical support might not be readily available. shinyrecap promotes local ownership of PSE activities, including sample size determination, formatting data for use in the shinyrecap, as well as using the various analytical models for estimating population size. With several key statistical models available to those
without coding expertise, local public health staff were able to test various models, compare the results, and interpret the results given their local knowledge.

Our model results using shinyrecap with 3S-CRC data were larger than the PSE produced from programmatic mapping and enumeration among FSW in the same SNU: 9858 in 2013 [43] and 9745 in 2015 [44]. Both these estimates were smaller than those produced by shinyrecap: log-linear models; for example, the $M_0$ Chao lower bound was the smallest of all log-linear models, at 14,990 (14,620-15,378); the Bayesian model averaged 18,624 (17,625-19,649); and Bayesian latent-class models averaged 16,266 (10,612-23,512). The ability to produce confidence bounds is another benefit of shinyrecap compared with programmatic mapping and enumeration.

Shiny apps offer a solution to the problem of poor-quality estimates for key population program and policy developers and elevate the level of sophistication of analysis while building in-country capacity to implement critical surveillance activities. Recently, several Shiny apps were introduced that enhance HIV surveillance efforts to estimate awareness of HIV status over time [45], synthesize multiple PSE using the Anchored Multiplier [46], and estimate sample size for biobehavioral survey-based multiplier methods for PSE [47]. shinyrecap is unique among this group in that it offers multiple features in one tool to support population size estimation with 3S-CRC from sample size estimation to data formatting to multiple model options for analysis.

Our work was motivated by the needs of epidemiologists and others who require reliable tools for PSE but may not have the necessary coding experience or advanced statistical skills needed to analyze CRC data involving 3 or more samples. The application facilitates the estimation of sample sizes for captures, proper formatting of individual-level and aggregate-level data in preparation for analysis, and various options for analysis of CRC data from 3 or more sources. In addition, all output can be saved in HTML, Word, or PDF formats, with an option to include the R code used by the Shiny to produce the output. Public health teams now have a powerful tool in shinyrecap to produce reliable PSE for a broad range of applications without specialized computing expertise.
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Abstract

Background: Opioid addiction and overdose have a large burden of disease and mortality in New York State (NYS). The medication naloxone can reverse an overdose, and buprenorphine can treat opioid use disorder. Efforts to increase the accessibility of both medications include a naloxone standing order and a waiver program for prescribing buprenorphine outside a licensed drug treatment program. However, only a slim majority of NYS pharmacies are listed as participating in the naloxone standing order, and less than 7% of prescribers in NYS have a buprenorphine waiver. Therefore, there is a significant opportunity to increase access.

Objective: Identifying the geographic regions of NYS that are farthest from resources can help target interventions to improve access to naloxone and buprenorphine. To maximize the efficiency of such efforts, we also sought to determine where these underserved regions overlap with the largest numbers of actual patients who have experienced opioid overdose.

Methods: We used address data to assess the spatial distribution of naloxone pharmacies and buprenorphine prescribers. Using the home addresses of patients who had an opioid overdose, we identified geographic locations of resource deficits. We report findings at the high spatial granularity of census tracts, with some neighboring census tracts merged to preserve privacy.

Results: We identified several hot spots, where many patients live far from the nearest resource of each type. The highest density of patients in areas far from naloxone pharmacies was found in eastern Broome county. For areas far from buprenorphine prescribers, we identified subregions of Oswego county and Wayne county as having a high number of potentially underserved patients.

Conclusions: Although NYS is home to thousands of naloxone pharmacies and potential buprenorphine prescribers, access is not uniform. Spatial analysis revealed census tract areas that are far from resources, yet contain the residences of many patients who have experienced opioid overdose. Our findings have implications for public health decision support in NYS. Our methods for privacy can also be applied to other spatial supply-demand problems involving sensitive data.

(JMIR Public Health Surveill 2022;8(4):e32133) doi:10.2196/32133
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Introduction

Nonmedical opioid use, opioid use disorder, and opioid overdose are increasing problems in the United States. As of 2009, poisoning (mainly from drug overdose) surpassed motor vehicle accidents as the leading cause of injury-related death in US adults [1]. In 2016, the rate of opioid-related mortality alone surpassed firearms and motor vehicle accidents in the United States, killing over 42,000 people [2,3]. An estimated 350,000 people have died in the United States from causes related to opioids in the period from 1999 to 2016 [2].

The opioid epidemic has proved particularly severe in the Eastern United States [2]. Due to its large population, New York State (NYS) represents a large proportion of opioid overdose deaths nationally. In 2018, NYS had 3697 overdose deaths, the fifth highest of any state [4]. While other states in the Eastern United States successfully reduced the opioid prescribing rate between 2013 and 2017, prescribing in most NYS counties has remained steady [5]. Recent data show fatality rates continue to rise. On Long Island, the rate of opioid overdose increased by over 250% between 2010 and 2016. In Suffolk county alone, there were 365 opioid-related deaths in 2016 [3]. Because the number of people in NYS already experiencing opioid use disorder is large, and recent efforts to curtail prescribing may be insufficient, downstream approaches such as opioid use disorder treatment and emergency overdose treatment will continue to be essential.

Several papers have examined the spatial distribution of patients with opioid overdose or opioid use disorder in NYS. Epidemiological analyses are presented in Schoenfeld et al [3] with a focus on demographic factors and a high-resolution spatial analysis of the Long Island area. Similar analyses at the zip code level with statewide coverage are presented in Chen et al [6] and Xiang et al [7]. However, these papers rely on data from the NYS Department of Health Statewide Planning and Research Cooperative System (SPARCS) for admissions from 2004 through 2016. Since SPARCS has now released data through 2019, we report an updated zip code level map for opioid overdose similar to those in Chen et al [6].

With the exception of the most recent data, the spatial and demographic trends of opioid use disorder and opioid overdose are well studied, with many hot spots and risk factors identified. However, limited research is available in the literature regarding the spatial distribution of treatment resources relative to need. A few works have investigated spatial availability in specific regions, such as an analysis of naloxone deserts in New Jersey cities and an investigation of travel distances from sites of opioid overdose to medication-assisted treatment sites in Columbus, Ohio [8,9]. In this paper, we explore the availability of naloxone (for opioid overdose) and buprenorphine (for opioid use disorder) relative to the locations of the patients who may need them across the entirety of NYS.

The medication naloxone, often known by the brand name Narcan, is an opioid receptor antagonist that is highly effective at reversing an opioid overdose. Naloxone has been used in hospitals and emergency departments for four decades, and its safety and efficacy are well established [1,10-12]. If naloxone is administered before death, even by a layperson, opioid overdose survival approaches 100% [1,10]. However, availability of naloxone in medical settings alone may be insufficient. Opioid overdoses typically cause death in just 1 to 3 hours, and bystanders often do not call medical services for fear of police involvement [1,10,13,14]. Some studies found that medical services were called in less than 50% of incidents, even when bystanders had been trained on how to respond to an opioid overdose [1,13,14]. For these reasons, the World Health Organization recommends take-home naloxone, meaning that persons at risk of an opioid overdose and their household members or other contacts should carry naloxone in preparation for an emergency [15]. In 2018, the US Surgeon General echoed this advisory, emphasizing the role of family, friends, community members, and health care workers in preparing for opioid overdoses, which may involve misuse of prescription opioids, illicit opioids, and even high-dose prescriptions as directed [16].

To increase the availability of naloxone to laypeople, most US states have instituted open prescriptions known as standing orders [17,18]. Participating pharmacies (naloxone pharmacies) can offer this prescription to anyone who requests naloxone, circumventing the need for an individual visit with a physician and thereby reducing barriers associated with cost, time, and physician availability [17]. Standing orders have been significantly associated with increases in naloxone prescriptions and decreases in opioid-related deaths without affecting rates of nonmedical opioid use [17,19,20]. Standing orders may also accommodate lay prescribing (eg, through police officers or other community distribution programs), but the analysis by Gertner et al [17] showed that naloxone access laws specifically increased prescriptions from pharmacies, excluding lay prescriptions, suggesting an important role for naloxone pharmacies in fulfilling standing orders. However, only 2678 of more than 5000 NYS pharmacies are listed as participating in the naloxone standing order [21,22], suggesting a large opportunity to increase the impact of standing orders.

Another important class of medications are those that treat opioid use disorder itself by preventing opioid withdrawal and reducing cravings. Buprenorphine (brand names Suboxone, Subutex, etc) and methadone are first-line treatments for opioid withdrawal and maintenance therapy [23]. Unlike methadone, buprenorphine is a partial receptor agonist with a ceiling effect, meaning that additional doses beyond a threshold do not produce an increased effect. This feature renders buprenorphine safer than other full agonist opioids, an important factor since methadone overdose is a serious risk with methadone treatment [24-26]. There is mixed evidence for this difference in practice: one cross-sectional study found less mortality with buprenorphine than methadone [27]. Further, a major benefit of buprenorphine in the treatment of opioid use disorder is its high affinity for the mu receptor. This effect blocks the activity of other opioids, rendering concurrent use of other opioids generally ineffective and likely deterring further use [28]. Additionally, buprenorphine is a kappa receptor antagonist. Since the kappa receptor can cause dysphoria when stimulated, patients may tolerate buprenorphine better than methadone, which has some kappa agonist properties [26]. In addition to
its safety and tolerability, buprenorphine is effective in treating opioid use disorder [29]. Meta-analyses found buprenorphine similarly or slightly less effective than methadone in retaining patients in treatment. Buprenorphine was equally effective to methadone for relieving symptoms of withdrawal [26].

Despite its effectiveness and relative safety, buprenorphine remains a schedule III controlled substance. While methadone can only be prescribed for opioid use disorder through a federally licensed treatment program, individual practitioners can prescribe buprenorphine through a waiver program in accordance with the Drug Addiction Treatment Act of 2000 [30]. Physicians must complete an 8-hour course and apply for the waiver [31]. Nurse practitioners and physician assistants are also eligible but must complete a 24-hour course [32]. Although the number of waivered prescribers in the United States has risen steadily, fewer than 5000 prescribers in NYS have obtained buprenorphine waivers despite NYS having over 77,000 licensed physicians [33]. Furthermore, the waiver program limits how many prescriptions a prescriber may have at any one time. Physicians can be licensed to prescribe to a maximum of 30, 100, or 275 patients, but the vast majority (72.7% nationally) are only certified for 30 patients [34].

Despite the development of buprenorphine waivers and standing orders for naloxone, these life-saving medications are not always accessible. For instance, a report by the US Office of the Inspector General found significant geographic disparities in buprenorphine access at the county level across the United States [35]. Our work assesses where buprenorphine and naloxone are available in NYS, finding disparities at fine spatial resolution by measuring the distance to these resources for patients who have visited a hospital for an opioid overdose. In particular, this work seeks to identify regions of insufficient resources, where opioid overdose patients live in the absence of a nearby naloxone standing order pharmacy or buprenorphine-licensed prescriber. Identification of these regions is crucial for public health efforts to bridge gaps and ensure patients have access to these essential medications. Further, our methods may serve to support other states in identifying their low-access regions for improved health policy activities.

**Methods**

**Data Sets and Preprocessing Methods**

For this study, we used several public data sets and one private data set. Addresses of pharmacies in the naloxone standing order were downloaded from the NYS Department of Health website. The data included 2678 sites, excluding one repeated record [21]. The Python library tabula-py was used to extract the data from PDF format [36]. We used the most recent issue available at the time of writing, which was last updated in September 2019.

Addresses of buprenorphine providers in NYS were downloaded from the Buprenorphine Practitioner Locator [37]. This tracking service is provided by the US Department of Health and Human Services through the Substance Abuse and Mental Health Services Administration (SAMHSA).

To identify the locations of opioid overdose patients, private data were used from SPARCS, a statewide claims database of inpatient and outpatient medical encounters. Patient home addresses were collected from encounters from 2004 to 2019 that contained one or more International Classification of Diseases, Ninth Revision (ICD-9) or ICD-10 codes corresponding to the SPARCS data dictionary for opioid overdoses [38]. These codes include accidental and intentional opioid poisoning by a variety of agents such as heroin, methadone, and synthetic narcotics. Although nearly all the pharmacy and prescriber addresses were usable, many of the patient addresses in SPARCS were incomplete or otherwise not able to be geocoded, such as “Homeless,” “XX,” street intersections, and post office boxes. All patient data were accessed securely and aggregated behind a firewall in accordance with our SPARCS data use agreement and our institutional review board protocol at Stony Brook University.

All 3 data sets provide location records in human-readable format (123 my-street, my-town/my-county my-state, 12345). For the zip code–level map of opioid overdose rates, we used the zip code from the text address, and for the county-level summaries, we used the county name in the text address. For the other mapping, aggregation, and spatial computations, we needed locations to be represented in latitude and longitude coordinates. A geocoder is a tool for converting text addresses to latitude and longitude coordinates; we used the EaserGeocoder developed by Rashidian et al [39]. This geocoder has been shown to be more accurate than other open-source geocoders and comparable to popular commercial services such as Google and MapQuest. This geocoder was chosen because it allowed us to perform all geocoding behind a firewall and without sharing data on the web, pursuant with our data use agreement and institutional review board protocol. To format the addresses for the EaserGeocoder, further data cleaning methods were applied, such as stripping text after a comma, stripping letters that occur before the first numeral in an address, removing apartment and suite numbers, and converting one to 1.

In the naloxone pharmacy and buprenorphine prescriber data sets, we manually reviewed every address that was initially rejected by the geocoder. Many were post office boxes, street intersections, or plazas. Where possible, we searched for the business or provider name and replaced the invalid address with its corresponding street address. After review, the vast majority of resource addresses were geocoded (Table 1), resulting in 2678 pharmacy locations and 4478 prescriber locations. Due to size and data sensitivity, we did not individually review the patient addresses. Of the patient addresses, 140,219 were geocoded (Table 1). We then excluded multiple encounters with the same patient identifier, keeping only the most recent encounter that was successfully geocoded. A total of 107,493 patient locations were available for geospatial analysis.
### Methods for Resource Distance Analysis and Privacy Preservation

To assess resource availability, we sought to calculate the distance from patient residences to the nearest resources. In order to preserve privacy, we represented each point location by its enclosing census tract. SPARCS cell size policies prohibit reporting cells with fewer than 11 members. Therefore, tracts with 1 to 10 patients were merged with neighboring tracts until every polygon with a nonzero number of patients contained at least 11 patients. For each census tract or group of merged census tracts (MCTs), we calculated the distance from the polygon’s centroid to the nearest resource of each type. Spatial operations were performed using a PostGIS extension of a PostgreSQL database. Specifically, PostGIS was used to find the census tract that intersected with each patient point, merge census tracts, find the centroid of the newly formed MCTs, and calculate distance from each centroid to the nearest naloxone pharmacy and the nearest buprenorphine prescriber [40].

The software ArcGIS Desktop (Esri) was used to visualize data as maps. To compute density of patients far from a given resource, we first filtered the data set to include the MCTs whose centroids were >10 km (6.2 miles) from the nearest resource. This distance was chosen because it represents a relatively substantial travel distance, especially in areas with limited public transportation. Lower distance thresholds, such as 1, 2, and 4 miles, have been used in works focusing on specific urban areas such as Baltimore City, Maryland, and Columbus, Ohio [9,41]. However, research not restricted to urban areas shows that many patients travel much farther; a study of methadone patients across the United States found that 40% of patients traveled 10 or more miles to reach an opioid treatment program, and 6% traveled more than 50 miles [42]. For our statewide analysis, we chose 10 km to identify relatively underserved suburban and rural areas. After filtering for resource-far MCTs, we then used ArcGIS’s generate random points tool to generate a number of random points inside each MCT equal to the number of patients living in the MCT. Kernel density estimation was then performed on the generated points, using the kernel density tool in ArcMap with distance metric set to geodesic [43].

The programming language Python 2.7 (Python Software Foundation) was used with the library pandas for data cleaning, such as preparing the addresses for geocoding, and the Python library SQLAlchemy was used for interacting with PostGIS in Python [44].

### Results

#### Zip Code–Level Rates of Opioid Overdose for 2017-2019

First, we report an updated map of opioid overdose rates to supplement the older data published in Chen et al [6]. In this analysis, we included every opioid overdose admission with a valid zip code, without excluding multiple encounters from the same patient. Figure 1 shows the number of opioid overdose events per 100,000 residents at the zip code tabulation area level for this 3-year period. Several areas with high rates reported in Chen et al [6] continued to have high rates for recent years, such as southern central Long Island, northern Seneca county, southwestern Cattaraugus county, southern Saint Lawrence county, western Orange county, much of Greene county, and the area around the city of Buffalo. Some new hot spots are also visible, such as the area around the city of Rochester, the southwestern tip of Delaware county, and southern parts of Albany county.

If opioid overdoses were distributed randomly across zip codes, with the likelihood of each event occurring in a given zip code dependent on the zip code’s population, one would still expect to observe higher rates in some areas and lower rates in others. However, many of the zip codes were observed to have much higher rates than expected by chance, as shown in Multimedia Appendix 1, Table S1. Still, given that our primary goal was to locate high numbers of patients rather than identify underlying causes, even hot spots that occurred by chance should still be worthy of attention.
Geospatial Analysis of Distance to Buprenorphine and Naloxone Resources

Because naloxone pharmacies and buprenorphine prescribers are not distributed evenly, lack of participation disproportionately affects certain regions of NYS. We explored this issue in respect to the locations of actual patients treated for opioid overdose in NYS.

First, we offer a summary of the number of patients and resources in each county (Multimedia Appendix 1, Table S2.) Even at this low granularity, disparities are evident. Notably, the entirety of Hamilton county was found to have zero buprenorphine-waivered prescribers and zero naloxone pharmacies. Fortunately, this remote county was home to only 21 opioid overdose patients. In the other counties, the number of patients per prescriber and patients per pharmacy varied widely. Three counties had at least 100 patients per buprenorphine-waivered prescriber (Washington, Cayuga, and Cattaraugus), while 8 counties had fewer than 25 patients per prescriber. The number of patients per naloxone pharmacy was likewise highly variable, with 4 counties having over 90 patients per pharmacy (Sullivan, Putnam, Orleans, and Allegany) and 7 counties having fewer than 40 patients per pharmacy. However, a high number of resources in a county does not necessarily indicate sufficient access for the whole county, since resources are often concentrated in certain subregions of a county.

In order to find subregions with unmet needs, we present a supply and demand analysis at the high spatial resolution of the MCT. We visualized distance to resources as choropleths showing distance of MCTs to nearest resources. Figure 2 shows the distance from each MCT centroid to the nearest naloxone pharmacy, and Figure 3 shows the distance from each MCT centroid to the nearest buprenorphine provider. In both maps, a dot-density tool shows the number of patients living in the MCTs >10 km from the nearest resource.

The naloxone pharmacy map shows that most pharmacies are clustered in the urban and suburban areas, including Long Island. Naloxone pharmacies are absent in much of the northern part of the state, in the southwest, and in several of the south central areas. Although Long Island has a large number of pharmacies, its easternmost tip is lacking this resource. As for the number of patients whose residences overlap with these areas, the southwestern and south central areas appear most salient. Like the naloxone map, the buprenorphine prescriber map shows most prescribers are in urban and suburban areas, with a deficit on the eastern tip of Long Island. A large area without coverage appears in the northern central part of the state, and smaller areas appear along the border of Lake Ontario (in Oswego, Cayuga, and Wayne counties), along the southern border, and in the southern central part of the state (around Chenango and Cortland counties). Overlapping patients appear most numerous in Wayne and Oswego counties. However, in both maps, visual identification of the densest areas is limited by the fact that the dots obscure each other in dense areas. For this reason, we directly calculate and visualize density in the next section.

Figure 1. Rate of opioid overdose per 100,000 persons at the zip code tabulation area level, 2017-2019, with county outlines overlaid for reference.
Figure 2. Distance in kilometers of merged census tract centroids to nearest naloxone pharmacy and density of opioid overdose patients (admissions 2004-2019) in each merged census tract. OOD: opioid overdose; MCT: merged census tract.

Figure 3. Distance in kilometers of merged census tract centroids to nearest buprenorphine-waivered prescriber and density of opioid overdose patients (admissions 2004-2019) in each merged census tract. OOD: opioid overdose; MCT: merged census tract; BP: buprenorphine prescriber.
Kernel Density Estimation Reveals Hot Spots of High Need Relative to Resources

Figures 2 and 3 highlight regions of NYS that are far from opioid use disorder and opioid overdose treatment resources but do not fully reflect patient density in these regions. To examine density of resource-far patients, we performed kernel density estimation. We visualized the density of patients living in MCTs >10 km from the nearest naloxone pharmacy or >10 km from the nearest buprenorphine-waivered prescriber (Figure 4 and Figure 5, respectively). For naloxone distance, the highest density region was found in eastern Broome county (Figure 4). Although a number of naloxone pharmacies exist in Broome county, they are all in the western part of the county, mostly near the city of Binghamton. For buprenorphine distances, the densest regions were in the northwestern part of the state, particularly Oswego and Wayne counties (Figure 5). Together, these data outline significant geographic disparities existing in targetable subregions of NYS.

Figure 4. Density of opioid overdose patients living in merged census tracts >10 km from the nearest naloxone pharmacy in New York State. KDE: kernel density estimation.
Figure 5. Density of opioid overdose patients living in merged census tracts >10 km from the nearest New York prescriber with a buprenorphine waiver. KDE: kernel density estimation.

Discussion

Summary and Comparison With Related Studies

Our updated map shows that opioid overdose continues to be frequent across NYS, with particular burden in certain areas. Our analysis of treatment resource locations shows that access to naloxone and buprenorphine is far from universal. In Broome county and several other regions, areas without nearby naloxone pharmacies overlap with the residences of a large number of opioid overdose patients. In regions such as Oswego county, areas without buprenorphine providers likewise overlap with the residences of many patients. These findings have a variety of implications for targeted interventions.

Our analysis of new SPARCS data (2017-2019) provides an update to the existing research detailing opioid overdose epidemiology in NYS [3,6]. Past studies have examined naloxone and buprenorphine resources using a variety of methods, often focusing on a small geographic area. Lozo et al [8] investigated pharmacies’ participation in naloxone programs in 10 cities in New Jersey in conjunction with the rate of opioid-related hospital visits. Hyder et al [9] calculated distances from the sites of opioid overdose events in Columbus, Ohio, to the nearest medication for opioid use disorder treatment sites. Guerrero and Kao [45] examined the relationship between integrated treatment providers for substance abuse and neighborhood demographics such as income and race in Los Angeles county, California. Our work provides an important new contribution, assessing both naloxone and buprenorphine resources across a large geographic area.

Study Interpretation and Implications

It is not surprising for rural areas to have reduced proximity to resources that are often concentrated in municipal areas. However, our findings show that the overlap of patients with low-resource areas is not a uniform phenomenon across rural regions; instead, hot spots exist in particular subregions. We hope that the identification of these regions will help public health agencies to prioritize them through targeted interventions.

In the case of naloxone, it may be possible to recruit pharmacies that do not yet participate in the naloxone standing order. However, some areas might lack any pharmacies, with or without naloxone. A Google Maps search for pharmacy in the area of the Broome county hot spot shows one nearby pharmacy, on the border of Broome and Delaware counties, in the town of Deposit. This pharmacy is not listed in the directory of naloxone pharmacies, so its absence is not a geocoding error. It may be an ideal candidate for recruitment, yet having naloxone on standing order at a single pharmacy in the area might still be insufficient, and some other hot spots might not have any nearby pharmacies. One far-reaching solution is to make naloxone available over the counter (OTC), meaning that it could be stocked in any store and not limited to pharmacies [12]. The US Food and Drug Administration (FDA) has already promoted OTC naloxone as an essential step for improving naloxone accessibility. When potential manufacturers cited OTC labeling requirements as a barrier, the FDA developed a prototype label and completed their own comprehensibility testing, essentially greenlighting the process in 2018 [46,47]. Given the continued lack of OTC products, there may be other barriers or simply a
lack of financial interest for pharmaceutical companies; in this case, a government contract could bridge the gap.

As for buprenorphine, it may likewise be possible to recruit prescribers in the regions we identified. However, training clinicians and obtaining waivers does not necessarily mean that they will be able or willing to accept new patients. It may be preferable to expand psychiatric care resources in general, perhaps incentivizing the establishment of new practices in these areas, and even incentivizing young professionals to enter addiction psychiatry. Telehealth modalities are also an important route for improved care access, especially in remote areas. However, the federal government requires completion of an in-person physical to initiate buprenorphine treatment. This requirement was temporarily lifted during the COVID-19 pandemic in order to reduce in-office visits, leading to multiple successful telehealth programs [48-50]. Simply making this change permanent could improve buprenorphine accessibility for patients in the regions we identified.

Extremely remote areas represent a further challenge. Remote areas with low numbers of patients potentially spread over a large geographic area (eg, Herkimer and Hamilton counties) may be difficult to reach with spatially targeted interventions. These patients further underscore the need for telehealth prescribing, mail delivery of prescriptions, and nonpharmacy naloxone, as well as improved case finding and community outreach strategies.

Finally, spatial availability of resources such as naloxone and buprenorphine is only one of many obstacles to overdose prevention and recovery. The opioid epidemic is a complex crisis with many drivers; the spatial decision support suggested by this work is in no way intended as a sole solution. Other important resource types include methadone, naltrexone, fentanyl testing strips, therapy, and peer support. Given that social determinants of health play a significant role in the risk for opioid use disorder and opioid overdose, novel public health, education, identification, and engagement strategies might be implemented differentially targeting the described “landscapes of despair” that likely overlap with the census tracts underresourced with naloxone and medication for opioid use disorder prescribers [51]. Further, programs and policies must work to address the widespread financial and emotional distress that has worsened during the COVID-19 pandemic.

**Limitations**

For this study, we processed a large amount of real-world data. These data provide a powerful picture of opioid resource need and availability. However, we faced several limitations in working with these data. Even after intensive data cleaning, about 20% of patient addresses in SPARCS were not able to be geocoded. This problem might disproportionately affect certain populations, particularly homeless patients. In theory, a homeless patient should still have their address recorded as the place they reside, such as the address of a homeless shelter, park, or street corner. However, many addresses were recorded for opioid overdose patients in SPARCS such as undomiciled or homeless shelter, making geocoding impossible. This limitation is especially important given the increased risk of overdose in homeless individuals [52]. Our analyses are also unable to count opioid overdose patients who did not go to a hospital, which could be even more common for rural patients.

A further limitation of SPARCS data is the inevitable temporal lag: SPARCS data takes time to be compiled and released, so analyses cannot reflect the latest trends. In the Overdose Detection Mapping Application Program (ODMAP), overdoses are reported by first responders in a mobile app so that they can be compiled in almost real time [53]. The ODMAP website shows that there are participating agencies in every New York county. However, this fact does not necessarily indicate complete coverage of overdose events, since a single county has many agencies that would all need to participate. For example, the ODMAP website only lists one participating police department in Broome county, the City of Binghamton Police Department. Government agencies that have access to these data should use them to complement the less current but more complete analyses like the ones presented in this work.

The data for prescriber and pharmacy locations present some unique challenges as well. One limitation is that because NYS data were used, low-resource areas might appear exaggerated near the borders of the state. In particular, a high-density region of patients far from buprenorphine providers appears on the eastern border north of New York City (Figure 5), but these patients may be able to access resources across the border in Danbury, Connecticut, depending on their insurance coverage. Although the Broome county hot spot occurs near the southern border of NYS, it borders on a low-density region of Pennsylvania, so this still appears to be a high-need area. An important complication of prescriber data is that some prescribers work at multiple locations but do not always register every location in SAMHSA’s buprenorphine locator. It is also unknown how many NYS buprenorphine prescribers chose not to be listed publicly in SAMHSA’s directory. One analysis of administrative records found that just over half of waived prescribers had chosen to be listed publicly, although the number could be higher in NYS [54]. However, unlisted providers may be more difficult for prospective patients to find, since they are not in the directory, and unlisted providers may be less likely to be accepting new opioid use disorder patients. Therefore, gaps in the availability of listed providers may still represent important resource deficits.

Additionally, geocoding is not 100% accurate; even commercial geocoders such as Google and MapQuest only agree on about 95% of test addresses [39]. Geocoding error explains why a buprenorphine prescriber appeared in Hamilton county, when the county-level summary of prescribers showed zero buprenorphine prescribers in Hamilton county. Because the MCTs surrounding this erroneous point are so large, it so happens that their centroids are still >10 km away, so this point did not materially affect our results.

Last, our privatization methods necessarily introduce some error. For example, it is possible to have an MCT whose centroid is far from resources, even though parts of the MCT are not, especially for large or unusually shaped MCTs. If most patients actually live in the part of the MCT that is nearer to resources, a misleading hot spot could appear. To privately address the possibility of misleading hot spots, we provide close-up maps.
of the regions we highlighted, showing the boundaries of each MCT shape, the associated patient counts, and the nearby resources (Multimedia Appendix 2-4). Ideally, one would calculate the distance from each patient address coordinate to the nearest resource instead of generalizing their location to the MCT. Such analysis may be feasible for public health planning operations that have access to these data. However, due to the possibility of reverse geocoding, such results cannot be made public.

Conclusions
Geospatial analysis of naloxone and buprenorphine resources revealed areas of need across NYS. The locations of these subregions should be informative to other researchers and to NYS health agencies. Rather than trying to provide for all remote areas, public health efforts can prioritize these subregions and reach high-need patients. In addition, our approach may be helpful to other states in identifying targets for resource application to address their opioid epidemic with more local efficiency. It may also be applicable to other spatial resource problems involving sensitive data.
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Abstract

Background: The issue of malnutrition in the Democratic Republic of Congo is severe. Meanwhile, the Water, Sanitation, and Hygiene program has been demonstrated to be effective in reducing the rates of growth stunting among children.

Objective: We aimed to explore the association between maternal exposure to mass media and stunting in children through water, sanitation, and hygiene behaviors.

Methods: Mediation analysis was conducted using data from the 2018 Multiple Indicators Cluster Surveys.

Results: Mothers’ exposures to television and the internet in the Democratic Republic of Congo significantly decreases the risk of stunting in children by 5% and 10%, respectively, mediated by household water, sanitation, and hygiene facilities and practices.

Conclusions: These findings could inform interventions and policies to reduce the rate of stunting rate children by promoting water, sanitation, and hygiene through mass media, especially through the internet and television.

(JMIR Public Health Surveill 2022;8(4):e33394) doi:10.2196/33394
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Introduction

Undernutrition resulted in approximately 45% of deaths in children under 5 years, while stunting affected approximately 149 million children under 5 years in 2020 globally [1], posing significant global health issues. The United Nations Children’s Fund (UNICEF) defines stunting rate as the percentage of children aged between 0 to 59 months whose height is between 2 standard deviations (moderate and severe stunting) and 3 standard deviations (severe stunting) below the median for their age [2]. World Health Organization (WHO) data indicate that sub-Saharan Africa has the highest prevalence of stunting globally—approximately 32.3% children under 5 years in 2020 [3]. In sub-Saharan Africa, the largest percentage of children with stunted growth, approximately 43% in 2010, were from the Democratic Republic of Congo [2]. This issue gained the
attention of the World Health Assembly, and 6 global nutrition targets were set for 2025 [3]; in 2012, the first target—a 40% reduction in the number of children under 5 years with stunted growth—was met. However, in 2017, 42% of children in the Democratic Republic of Congo had stunted growth [4]. The prevalence of stunting continues to increase in the Democratic Republic of Congo, despite actions being implemented to reduce stunting in children in the Democratic Republic of Congo [4,5].

Stunting has been demonstrated to negatively affect cognitive performance, educational performance, and maternal reproductive outcomes.

WHO identified poor maternal health and nutrition, inadequate infant- and child-feeding practices, and infections as the main causes of stunting in children under 5 years. In addition, unsafe water sources and poor handwashing practices are also major factors that cause stunting [3,6]. Safe water sources and improved hygiene through good handwashing practices are the primary components of the WHO Water, Sanitation, and Hygiene (WASH) program, which is a primary health service initiative to provide access to healthy and safe water, and sanitation facilities including soap and water for proper handwashing [7]. By building community-based interventions, such as the WHO WASH program, children will be better guarded against diarrheal diseases, malaria, intestinal worms, and environmental causes of subclinical infection, and prevention of these illnesses will lower the risk of stunting in children [3]. Several experimental studies [8-13] have demonstrated that increased access to water, sanitation, and hygiene is significantly associated with lower risks of stunting. A randomized experiment in India reported that the implementation of a sanitation program resulted in reduced stunting [8], and a cluster-randomized controlled trial in rural Mali found that sanitation intervention using behavioral modification gradually increased the availability of and accessibility to latrines, and reduced stunting in children [9]. Furthermore, a number of programs have been executed globally, such as the US Centers for Disease Control and Prevention Global Water, Sanitation, and Hygiene program, which resulted in a 25% decrease in childhood diarrhea, and the UNICEF WASH Program, which has provided access to healthy water to 14 million people for daily use in cooking, drinking, and personal hygiene [14-16].

Because only approximately 50% of the population in the Democratic Republic of Congo have access to clean water sources, UNICEF supplies safe drinking water, maintains sufficient sanitation facilities, and promotes hygienic practices during critical periods in communities and schools [17]. In the Democratic Republic of Congo, several water, sanitation, and hygiene awareness-raising sessions have been organized with campaigners who disseminate information by directly addressing the public or through mass media (eg, radio, television, and the internet) [2,18,19]. Regionally, the Democratic Republic of Congo WASH Consortium Program improved household health and reduced water-associated illnesses in 2020 [20]. The program used social media, such as Twitter and Facebook, radio broadcasts, and newsletters to disseminate knowledge and evidence about water, sanitation, and hygiene [21]. Literature has shown that mass media directly influences people's behavior, and the effect increases quickly by improving mass media [22,23]. In addition, studies [24-26] conducted in other countries have demonstrated that media access is associated with better water, sanitation, and hygiene behaviors, especially in resource-poor settings. The use of mass media has also been associated with reduced rates of stunting. In sub-Saharan Africa, stunting is significantly associated with mass media exposure [27-29]. Studies conducted in other low- or middle-income countries, such as Bangladesh [30], Indonesia [31], and India [32] also found that the exposure of mother to the mass media is associated with stunting. In India, a community-led and community-managed programs using technology and mass media to change community behavior reduced stunting rates in children under 2 years [3].

Although published research has explored whether water, sanitation, and hygiene facilities and practices are associated with stunting; whether mass media are associated with water, sanitation, and hygiene facilities and practices; and whether mass media are associated with stunting; there is little research on associations between mass media, stunting, and water, sanitation, and hygiene-related behaviors as an integral. Hence, we aimed to investigate whether maternal exposure to mass media influences stunting rates and water, sanitation, and hygiene facilities and practices and to identify which type of mass media exposure works best to improve water, sanitation, and hygiene and nutrition behaviors.

**Methods**

**Data Source and Study Design**

Data from the UNICEF Multiple Indicator Cluster Surveys (MICS) were utilized. MICS, which consists of 6 rounds of surveys that focus mainly on maternal health and child development, has become the largest source of statistically sound and internationally comparable data on women and children worldwide [33]. Ethics approval for the survey was provided by individual review boards within each participating country at the time of survey implementation. Surveys were conducted in 26 provinces throughout urban and rural areas in the Democratic Republic of Congo during 2017 to 2018, in which a multistage clustering sampling strategy was used to select households. Type of residence was retained for stratification. With sampling units at different levels, a total of 21,630 households were drawn. From the original data, a sub-data set was formalized, in which 20,019 households remained after matching for household indices across 3 correlated data sets. The sub-data set documented basic and health-related information for women of reproductive age as well as their children under the age of 5 years.

**Measures and Outcomes**

**Basic Characteristics**

Data on maternal education level, household wealth, child's sex and age, residency, and Democratic Republic of Congo province of residence were utilized for this study. Maternal education level was coded as an ordinal discrete variable with 3 categories (no formal education or did not complete primary school, completed primary school, completed secondary school).
Household wealth was categorized by quintiles of wealth index (low, low-middle, middle, high-middle, and high). Child’s age in years was coded as an ordinal categorical variable ranging from 0 to 4. Sex (male or female) and residency (urban or rural) were both binary variables, and province of residence was coded as a nominal categorical variable (26 provinces).

**Primary Outcome**
The primary outcome of this study was whether a child in a given household was considered stunted, characterized with the binary variable stunting.

**Primary Exposure**
The primary exposure of this study was maternal exposure to mass media. Exposure included variables that indicated whether a mother was exposed to magazines or newspapers, radio, television, and the internet. As families in Democratic Republic of Congo often have limited access to these items, these variables were coded as binary variables rather than with multilevel values indicating detailed frequencies.

**Mediator**
The potential mediator of this study was coded as a composite variable that summarized information on household water, sanitation, and hygiene facilities and practices. Data from questions in the survey were grouped into handwashing practice, appropriate point-of-use water treatment, improved toilet, and improved drinking water source. These questions were addressed in our study either by household - level spot check observations or by self - reporting. After filtering valid responses, data from the 4 items were summarized into one composite variable, with 3 ordinal levels. Level 1 indicated that the household met none of the criteria, level 2 indicated that the household met at least one but not all of the criteria, and level 3 indicated that all of the criteria were met. A higher level indicated better water, sanitation, and hygiene facilities and practices.

Among 20,019 households in the sub–data set, 19,397 were included in the analysis based on responses to the questions and child's age in the household. Given the limited information about water, sanitation, and hygiene facilities and practices covered by the survey and conceiving reasonable associations among the primary outcome, exposure, and the potential mediator, only a subset of the original survey questions was taken into account.

**Statistical Analysis**
Descriptive and regression analyses were performed to investigate the causal relationships between water, sanitation, and hygiene; stunting; and mother’s exposure to mass media. Descriptive analysis was conducted on baseline characteristics, primary outcome and exposure, and potential mediator. Categorical variables were described as proportions, and continuous variables were described with mean with standard deviation. Mediation analysis (Figure 1) was performed using binary logistic regression:

where \( Y \) denotes an event that whether the child is stunted as a binary outcome, \( \beta_1 \) denotes the coefficient for mass media use, and \( \beta_0 \) denotes the intercept of the fitted model, which also includes a vector of control variables \( X \) with their coefficients \( \phi \) (or \( Z \) with their coefficients \( \theta \)), and ordinal logistic regression,

where \( Y \) denotes the water, sanitation, and hygiene practice composite variable with an ordinal outcome of \( m \) levels (1 \( \leq i \) \( \leq m-1 \)), \( \beta_{ij} \) denotes the coefficients for mass media use, \( \beta_0 \) denotes the intercept of the fitted model, and the model also includes a set of control variables \( Z \).

Model 1 was a logistic regression model that included the mass media use, maternal education level, child's age and sex, family wealth, residency, province, and mother's age as covariates and stunting as the outcome. Model 2 was an ordinal regression that included the mass media use, maternal education level, family wealth, residency, province, and mother's age as covariates and the composite variable as the outcome. The hypothesized mediating role of the composite variable between mass media exposure and stunting was tested for each media type. Combining model 1 and model 2 together,

where \( Y \) denotes the stunting outcome, \( Z \) denotes the mass media use, \( M \) denotes the water, sanitation, and hygiene facilities and practices, and \( \delta \) denotes the average causal mediation effect, which can be achieved by subtracting Equation 3 from Equation 4;

where \( Y \) denotes the stunting outcome, \( Z \) denotes the mass media use, \( M \) denotes the water, sanitation, and hygiene facilities and practices, and \( \delta \) denotes the average direct effect, which can be achieved by subtracting Equation 5 from Equation 6; and total effect in the causal pathway was estimated using a general model-based approach [34].

Total effect = Average causal mediation effect + Average direct effect

All statistical analyses were performed using R (version 3.6.1). The level of statistical significance was set at 5% (\( P<.05 \)) for all statistical tests. Results were reported as odds ratio (OR) and 95% confidence intervals. Interpretation for the coefficients of the ordinal regression model was slightly different from that of the logistic regression models, despite the same link function—a general model-based approach to mediation analysis [35,36] was used to examine the mediating effects, implemented using an R package [34]. The point estimates and 95% confidence intervals for average causal mediation effect, average direct effect, total effect, and the proportion of mediation were reported for each type of media. The number of Monte Carlo draws for quasi-Bayesian approximation was set to 1000. The White
heteroskedasticity-consistent estimator for the covariance matrix was used to attain robust standard errors.

Figure 1. Potential mediation effects in causal pathways. a and b: average causal mediation effect (ACME); c': average direct effect (ADE); WASH: Water, Sanitation, and Hygiene.

Results

The prevalence of stunting was found to be 44.43% (8619/19,397) in children under 5 years (Table 1). The majority of children were from households without improved drinking water sources (12,288/19,397, 63.35%), appropriate water treatment (18,961/19,397, 97.75%), improved toilets (17,213/19,397, 88.74%), and appropriate handwashing practices (17,130/19,397, 88.31%). Most children resided in rural areas (14,191/19,397, 73.16%), and more than half of the mothers had primary education levels or less.

Radio had the highest access rate (3943/19,397, 20.33%) among all the mass media methods, followed by television (2300/19,397, 11.86%), magazine or newspaper (1084/19,397, 5.96%), and internet (342/19,397, 1.76%). In the descriptive analysis, compared to children of mothers who have never been exposed to mass media, children of mothers who have been exposed to mass media had a higher-value composite variable (ie, better water, sanitation, and hygiene practices), lower prevalence of stunting, higher household wealth level, higher mother's education level, and were more likely to reside in urban areas. Provincial information can be found in Multimedia Appendix 1.

Mothers’ exposure to television or internet significantly improved household water, sanitation, and hygiene practices, after adjusting for mother's education level, household wealth level, residency, province of residence, and mother’s age (Table 2). For children whose mother had ever watched television, the odds of the combined high and middle water, sanitation, and hygiene practices versus that of the low level were estimated to be 1.64 times those of children whose mother had never watched television. For children whose mother had ever used the internet, the odds ratio of the same was estimated to be 2.89. The logistic model in which stunting was regressed on the composite variable showed a significantly decreased effect of water, sanitation, and hygiene practices variable on the odds of stunting, when given other covariates were controlled for. For children whose household had intermediate water, sanitation, and hygiene practices, the odds of being stunted were 1.01 (95% CI 0.94-1.09) times those of children in household with the lowest level water, sanitation, and hygiene practices. For children whose household had the highest versus the lowest water, sanitation, and hygiene practices level, the odds ratio of being stunted was estimated to be 0.41 (95% CI 0.18-0.85).

The estimated coefficients of total effects and average causal mediation effects (Table 3) can be interpreted as the increased or decreased risk of stunting among children whose mothers have ever been exposed to a type of mass media compared with those whose mothers have never been exposed to this type of mass media. Mothers’ exposure to magazines or newspapers had no significant total effect on stunting (P=.75). In comparison, mothers’ exposure to any of the other 3 types of media had significantly positive effects on decreasing the risk of child stunting, with 2% (P=.02), 5% (P<.001), and 10% (P<.001) decreased risk of stunting for radio, television, and internet, respectively. These total effects from the mediation analysis package are consistent with the total effects from logistic regression (model 1). For mothers’ exposure to television or internet, there was a significant effect on decreasing
stunting risk mediated by the composite water, sanitation, and hygiene variable, indicating a partial mediation effect with proportions of mediation of 18% \( (P=.03) \) and 19% \( (P=.02) \), respectively.

### Table 1. Characteristics of the study participants by exposure to mass media.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total (n=19,397)</th>
<th>Television (n=2300)</th>
<th>Magazine or newspaper (n=1084)</th>
<th>Radio (n=3943)</th>
<th>Internet (n=342)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stunting, n (%)</td>
<td>8619 (44.43)</td>
<td>627 (27.26)</td>
<td>374 (34.50)</td>
<td>1468 (37.23)</td>
<td>74 (21.64)</td>
</tr>
<tr>
<td>Mother’s age (years), mean (SD)</td>
<td>29.99 (7.17)</td>
<td>29.74 (6.72)</td>
<td>29.41 (7.13)</td>
<td>29.89 (6.99)</td>
<td>28.90 (6.12)</td>
</tr>
<tr>
<td><strong>Household water, sanitation, and hygiene, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Improved drinking water source</td>
<td>7109 (36.65)</td>
<td>1838 (79.91)</td>
<td>599 (55.26)</td>
<td>2085 (52.88)</td>
<td>284 (83.04)</td>
</tr>
<tr>
<td>Appropriate point-of-use water treatment</td>
<td>426 (2.20)</td>
<td>201 (8.74)</td>
<td>70 (6.46)</td>
<td>174 (4.41)</td>
<td>68 (19.88)</td>
</tr>
<tr>
<td>Improved toilet</td>
<td>2184 (11.26)</td>
<td>440 (19.13)</td>
<td>165 (15.22)</td>
<td>621 (15.75)</td>
<td>90 (26.32)</td>
</tr>
<tr>
<td>Appropriate handwashing practice</td>
<td>2267 (11.69)</td>
<td>700 (30.43)</td>
<td>282 (60.01)</td>
<td>826 (20.95)</td>
<td>151 (44.15)</td>
</tr>
<tr>
<td><strong>Child’s age (years), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>4175 (21.52)</td>
<td>450 (19.57)</td>
<td>224 (20.66)</td>
<td>839 (21.28)</td>
<td>76 (22.22)</td>
</tr>
<tr>
<td>1</td>
<td>3945 (20.34)</td>
<td>503 (21.87)</td>
<td>241 (22.23)</td>
<td>830 (21.05)</td>
<td>76 (22.22)</td>
</tr>
<tr>
<td>2</td>
<td>3764 (19.41)</td>
<td>462 (20.09)</td>
<td>212 (19.56)</td>
<td>753 (19.10)</td>
<td>68 (19.01)</td>
</tr>
<tr>
<td>3</td>
<td>3914 (20.18)</td>
<td>464 (20.17)</td>
<td>227 (20.94)</td>
<td>775 (19.66)</td>
<td>68 (20.18)</td>
</tr>
<tr>
<td>4</td>
<td>3599 (18.55)</td>
<td>421 (18.30)</td>
<td>180 (16.61)</td>
<td>746 (18.92)</td>
<td>56 (16.37)</td>
</tr>
<tr>
<td><strong>Mother’s education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Below primary school or no formal schooling</td>
<td>4480 (23.10)</td>
<td>115 (5.00)</td>
<td>48 (4.43)</td>
<td>429 (10.88)</td>
<td>13 (3.80)</td>
</tr>
<tr>
<td>Primary school</td>
<td>7672 (39.55)</td>
<td>346 (15.04)</td>
<td>128 (11.81)</td>
<td>1207 (30.61)</td>
<td>41 (11.99)</td>
</tr>
<tr>
<td>Secondary and above</td>
<td>7245 (37.35)</td>
<td>1839 (79.96)</td>
<td>908 (83.76)</td>
<td>2307 (58.51)</td>
<td>288 (84.21)</td>
</tr>
<tr>
<td><strong>Family wealth, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>5859 (30.21)</td>
<td>220 (9.57)</td>
<td>224 (20.66)</td>
<td>816 (20.69)</td>
<td>45 (13.16)</td>
</tr>
<tr>
<td>Low-middle</td>
<td>4394 (22.65)</td>
<td>280 (12.17)</td>
<td>226 (20.85)</td>
<td>782 (19.83)</td>
<td>45 (13.16)</td>
</tr>
<tr>
<td>Middle</td>
<td>3759 (9.38)</td>
<td>548 (23.83)</td>
<td>224 (20.66)</td>
<td>767 (19.45)</td>
<td>45 (13.16)</td>
</tr>
<tr>
<td>High-middle</td>
<td>3023 (15.58)</td>
<td>636 (27.65)</td>
<td>203 (18.73)</td>
<td>781 (19.81)</td>
<td>74 (21.64)</td>
</tr>
<tr>
<td>High</td>
<td>2362 (12.18)</td>
<td>616 (26.78)</td>
<td>207 (19.10)</td>
<td>797 (20.21)</td>
<td>133 (38.89)</td>
</tr>
<tr>
<td><strong>Child sex, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>9564 (49.31)</td>
<td>1132 (49.22)</td>
<td>523 (48.25)</td>
<td>1939 (49.18)</td>
<td>187 (54.68)</td>
</tr>
<tr>
<td>Female</td>
<td>9833 (50.69)</td>
<td>1168 (50.78)</td>
<td>561 (51.75)</td>
<td>2004 (50.82)</td>
<td>155 (45.32)</td>
</tr>
<tr>
<td><strong>Residency, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>5206 (26.84)</td>
<td>1879 (81.70)</td>
<td>605 (55.81)</td>
<td>1903 (48.26)</td>
<td>274 (80.12)</td>
</tr>
<tr>
<td>Rural</td>
<td>14191 (73.16)</td>
<td>421 (18.30)</td>
<td>479 (44.19)</td>
<td>2040 (51.74)</td>
<td>68 (19.88)</td>
</tr>
</tbody>
</table>

### Table 2. Effects of mothers’ exposure to mass media on the association between stunting and water, sanitation, and hygiene.

<table>
<thead>
<tr>
<th>Media type</th>
<th>Model 1: Total effects on stunting</th>
<th>Model 2: Effects on water, sanitation, and hygiene</th>
<th>Model 3: Direct effects on stunting</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR(^a) (95% CI)</td>
<td>(P) value</td>
<td>OR(^a) (95% CI)</td>
</tr>
<tr>
<td>Magazine or newspaper</td>
<td>1.01 (0.87, 1.17)</td>
<td>.90</td>
<td>0.91 (0.76, 1.08)</td>
</tr>
<tr>
<td>Radio</td>
<td>0.90 (0.82, 0.98)</td>
<td>.01</td>
<td>0.99 (0.90, 1.10)</td>
</tr>
<tr>
<td>Television</td>
<td>0.78 (0.69, 0.89)</td>
<td>&lt;.001</td>
<td>1.64 (1.40, 1.93)</td>
</tr>
<tr>
<td>Internet</td>
<td>0.60 (0.45, 0.79)</td>
<td>&lt;.001</td>
<td>2.89 (2.02, 4.12)</td>
</tr>
</tbody>
</table>

\(^a\)OR: odds ratio.
can be used to promote health knowledge and behaviors. Published literature has discussed how mass media as the primary means of health intervention and health hygiene practice, it is possible that mass media could be used to reduce the burden of disease and disability due to subsequent malnutrition [46]—radios were reportedly the most frequently used channel, followed by television [24,47]. This is consistent with our results, which indicated that radio usage has the highest usage. These traditional forms of media—radio, and television—have been used to increase water, sanitation, and hygiene knowledge and behaviors among target groups [24]. In addition, we found that exposure to the internet had the largest effect on decreasing the risk of stunting. Findings from the Indonesia National Nutrition Communication Campaign revealed that the use of social media, such as Facebook, Twitter, Instagram, and YouTube, extended the campaign’s reach and strengthened messaging from other sources [48]. Many campaigns also have demonstrated that the use of mass media is effective in increasing child survival [46]. In addition to water, sanitation, and hygiene-related behaviors, there were many other child survival health behaviors that mass media could impact, such as oral rehydration therapy [49], bed net use [50,51], and vaccination [52].

In addition, we found that although the internet is the most effective type of mass media to influence stunting rates through water, sanitation, and hygiene practices, it had a minor rate of use. On the other hand, radio was the most popular media type but only had a small mediation effect of water, sanitation, and hygiene practices, it had a minor rate of use. Conventional mass media—radio, and television—have been widely used in health communication campaigns [32,46,47]. For instance, improving access to water, sanitation, and hygiene is related to the reduction of diarrhea, which is associated with the risk of stunting [43,44]. Evidence shows that poor water, sanitation, and hygiene is responsible for approximately half of mothers’ exposure to mass media and stunting. Moreover, other studies [24,31,41] have indicated media access is associated with water, sanitation, and hygiene-related knowledge and behaviors. Poor water, sanitation, and hygiene is related to the substantial global burden of disease and disability due to subsequent malnutrition [42,43]. For instance, improving access to water, sanitation, and hygiene can reduce the burden of infectious diseases, such as diarrheal diseases, which is associated with the risk of stunting [43,44].

Given that our findings suggest that there is a positive association between media access and water, sanitation, and hygiene practice, it is possible that mass media could be used to promote health knowledge and behaviors. Published literature has discussed how mass media can be used to promote health knowledge and behaviors [46].

### Table 3. The mediating effect of the composite water, sanitation, and hygiene variable on mothers’ exposure to mass media and stunting.

<table>
<thead>
<tr>
<th>Media type</th>
<th>Total effect</th>
<th>Average causal mediation effect</th>
<th>Proportion of mediationa</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RDb (95% CI)</td>
<td>P value</td>
<td>RD (95% CI)</td>
</tr>
<tr>
<td>Magazine or newspaper</td>
<td>0.00 (--0.02, 0.03)</td>
<td>.75</td>
<td>0.00 (–0.00, 0.01)</td>
</tr>
<tr>
<td>Radio</td>
<td>–0.02 (–0.04, –0.00)</td>
<td>.02</td>
<td>0.00 (–0.00, 0.00)</td>
</tr>
<tr>
<td>Television</td>
<td>–0.05 (–0.08, –0.03)</td>
<td>&lt;.001</td>
<td>–0.01 (–0.02, –0.00)</td>
</tr>
<tr>
<td>Internet</td>
<td>–0.10 (–0.14, –0.06)</td>
<td>&lt;.001</td>
<td>–0.02 (–0.03, –0.00)</td>
</tr>
</tbody>
</table>

aProportion of mediation = Average causal mediation effect / Total effect. 
bRD: risk difference.

### Discussion

In the Democratic Republic of Congo, we found that mothers’ exposure to television and the internet could significantly decrease their children’s risk of having stunted growth through the mediation effect of the composite water, sanitation, and hygiene practices variable. In addition, we also found that mothers’ exposure to television and the internet could increase their household water, sanitation, and hygiene practices, and that children with better household water, sanitation, and hygiene have a lower risk of stunting. To the best of our best knowledge, this is the first pathway analysis study about the pathway from media exposure to stunting. Our analysis was conducted with a well-established mediation method in a counterfactual framework that provides a sound theoretical basis for causal inference. Moreover, we used a comprehensive range of indicators to represent water, sanitation, and hygiene facilities and practices of households in the Democratic Republic of Congo, and because the study utilizes data from a national survey, it is representative of the whole population.

Our results were consistent with those from some previous studies. Low- and middle-income countries in Asia, such as India and Bangladesh, found that children were more likely to have severely stunted growth if their mothers had never been exposed to mass media [37-40]. A plausible explanation could be that mothers are able to gain more information about nutrition and childcare from mass media. Moreover, other studies [24,31,41] have indicated media access is associated with water, sanitation, and hygiene-related knowledge and behaviors. Poor water, sanitation, and hygiene is related to the substantial global burden of disease and disability due to subsequent malnutrition [42,43]. For instance, improving access to water, sanitation, and hygiene can reduce the burden of infectious diseases, such as diarrheal diseases, which is associated with the risk of stunting [43,44]. Evidence shows that poor water, sanitation, and hygiene is responsible for approximately half of mothers’ exposure to mass media and the children’s stunting status. This may be partly attributed to the convenience of receiving information from the internet for mothers as individuals [53]. Instead of sharing the radio or television channels with other family members, women can access health information on their own through the internet (eg, child health care and feeding). Moreover, unlike watching television and reading newspapers, new media technologies are more interactive, which allows for more engagement [54]. For example, many websites and apps employ a computer algorithm to target users by their preference. By searching or reading nutrition-related pages on the internet, users can access similar articles by websites.

Conventional mass media do not share these characteristics. The Democratic Republic of Congo WASH Consortium also reported that the visits to its website had a higher rate of use compared with the convenience of website and social media [54]. In addition, we found that although the internet is the most effective type of mass media to influence stunting rates through water, sanitation, and hygiene practices, it had a minor rate of use. On the other hand, radio was the most popular media type but only had a small mediation effect of water, sanitation, and hygiene practices on the association between mothers’ exposure to mass media and the children’s stunting status. Findings from the Indonesia National Nutrition Communication Campaign revealed that the use of social media, such as Facebook, Twitter, Instagram, and YouTube, extended the campaign’s reach and strengthened messaging from other sources [48]. Many campaigns have demonstrated that the use of mass media is effective in increasing child survival [46]. In addition to water, sanitation, and hygiene-related behaviors, there were many other child survival health behaviors that mass media could impact, such as oral rehydration therapy [49], bed net use [50,51], and vaccination [52].

In addition, we found that although the internet is the most effective type of mass media to influence stunting rates through water, sanitation, and hygiene practices, it had a minor rate of use. On the other hand, radio was the most popular media type but only had a small mediation effect of water, sanitation, and hygiene practices on the association between mothers’ exposure to mass media and the children’s stunting status. This may be partly attributed to the convenience of receiving information from the internet for mothers as individuals [53]. Instead of sharing the radio or television channels with other family members, women can access health information on their own through the internet (eg, child health care and feeding). Moreover, unlike watching television and reading newspapers, new media technologies are more interactive, which allows for more engagement [54]. For example, many websites and apps employ a computer algorithm to target users by their preference. By searching or reading nutrition-related pages on the internet, users can access similar articles by websites. Conventional mass media do not share these characteristics. The Democratic Republic of Congo WASH Consortium also reported that the visits to its website had a higher rate of use compared with the convenience of website and social media [54]. In addition, exposure to magazines or newspapers was not significant in our model (P=.28). The reason for this might be the higher costs of and consequently limited access to magazines and newspapers compared with the convenience of website and social media [55].
risk, additional studies are needed in order to obtain more data. Meanwhile, it might increase information disparity if any campaign focuses only on the internet, because the internet access rate is low on average but relatively higher among the households with high socioeconomic status.

Our study also had some limitations. First, data were from a cross-sectional study [33] whose observational nature without temporal sequence makes it challenging to make strong causal claims. Although we controlled for potential confounders measured in our data sets, there still could exist unmeasured exposure–outcome, exposure–mediator, and mediator–outcome confounders. For instance, paternal factors were not considered in the models due to the limitation of the MICSs data set. As a result, we were unable to differentiate the effects of maternal exposure to mass media from those of paternal source. Therefore, our exposure of interest in this study should be interpreted as an approximation of the household’s exposure to mass media rather than strictly maternal exposure. Second, we did not control for the increase in familywise error rate for multiple statistical tests. Overall, we consider this study to be preliminary and encourage further investigation in this field. Lastly, mediation model warrants further refinement through interdisciplinary collaboration on questions such as whether and how information not directly related to water, sanitation, and hygiene in mass media can affect household water, sanitation, and hygiene practices.

We used causal mediation analysis to reveal the pathway from media exposure to stunting status in the Democratic Republic of Congo. As stunting in children continues to be a severe issue in the Democratic Republic of Congo, the findings of this study can inform and guide interventions or policies to reduce the rate of stunting among children by promoting water, sanitation, and hygiene through mass media. Mass media campaigns, using internet and television, may improve water, sanitation, and hygiene practices and help prevent stunting.
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Abstract

Background: COVID-19 is an ongoing global pandemic caused by SARS-CoV-2. As of June 2021, 5 emergency vaccines were available for COVID-19 prevention, and with the improvement of vaccination rates and the resumption of activities in each country, verification of vaccination has become an important issue. Currently, in most areas, vaccination and reverse transcription polymerase chain reaction (RT-PCR) test results are certified and validated on paper. This leads to the problem of counterfeit documents. Therefore, a global vaccination record is needed.

Objective: The main objective of this study is to design a vaccine passport (VP) validation system based on a general blockchain architecture for international use in a simulated environment. With decentralized characteristics, the system is expected to have the advantages of low cost, high interoperability, effectiveness, security, and verifiability through blockchain architecture.

Methods: The blockchain decentralized mechanism was used to build an open and anticounterfeiting information platform for VPs. The contents of a vaccination card are recorded according to international Fast Healthcare Interoperability Resource (FHIR) standards, and blockchain smart contracts (SCs) are used for authorization and authentication to achieve hierarchical management of various international hospitals and people receiving injections. The blockchain stores an encrypted vaccination path managed by the user who manages the private key. The blockchain uses the proof-of-authority (PoA) public chain and can access all information through the specified chain. This will achieve the goal of keeping development costs low and streamlining vaccine transit management so that countries in different economies can use them.

Results: The openness of the blockchain helps to create transparency and data accuracy. This blockchain architecture contains a total of 3 entities. All approvals are published on Open Ledger. Smart certificates enable authorization and authentication, and encryption and decryption mechanisms guarantee data protection. This proof of concept demonstrates the design of blockchain architecture, which can achieve accurate global VP verification at an affordable price. In this study, an actual VP case was established and demonstrated. An open blockchain, an individually approved certification mechanism, and an international standard vaccination record were introduced.
Conclusions: Blockchain architecture can be used to build a viable international VP authentication process with the advantages of low cost, high interoperability, effectiveness, security, and verifiability.

(JMIR Public Health Surveill 2022;8(4):e32411) doi:10.2196/32411
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Introduction

Background

COVID-19 is an ongoing pandemic caused by SARS-CoV-2. The disease was discovered at the end of 2019 [1] in Wuhan City, Hubei Province, People's Republic of China, which rapidly spread to many countries worldwide in early 2020 and eventually became a global pandemic. More than 170 million confirmed cases had been reported in countries and regions worldwide as of June 2021, with over 3.7 million deaths [2-4], making COVID-19 1 of the largest epidemics in human history. There are at least 287 COVID-19-preventive vaccines available in the world [5], with 5 vaccines (Pfizer/BioNTech, Astrazeneca-SK Bio, Serum Institute of India, Janssen, and Moderna) available for emergency use in June 2021, but none have completed clinical trials. Nonetheless, as vaccines are developed, disease conditions in various countries are gradually being controlled. Currently, all vaccination or reverse transcription polymerase chain reaction (RT-PCR) test results are certified and verified on paper by hospitals or testing institutions. Meanwhile, falsified documents pose a significant risk in confirming vaccines or conducting testing. At the end of 2020, the European Union (EU) began discussions on the design of vaccine passports (VPs). The official policies and measures were announced in June 2021 and went into effect in July 2021. The EU Digital COVID Certificate is available in both digital and paper formats, and it includes an official quick response (QR) code to ensure its authenticity. As a result, Japan began to design VPs as well. Although, based on the current strategy, the VP may become an important key to future global activities, the problems of document verification and data use among countries have yet to be resolved.

The Vaccination Certificate Program (VCI) is a consortium of 12 information technology and health care organizations, including Microsoft, Oracle, and the Mayo Clinic [6-8]. The project's goal is to provide a secure and decentralized solution for open licenses that is interoperable and widely adopted across multiple platforms. The software they proposed enables the exchange of verifiable clinical data via smart health cards or digital health wallets. As a result, it will require an ecosystem of interoperable applications, data, and processes. The VCI provides digital access to vaccination records by utilizing smart health cards or digital health wallets. As a result, it will require an ecosystem of interoperable applications, data, and processes. The VCI solution will necessitate the use of a token (smart card) and membership in an alliance, both of which are not required in our blockchain architecture.

Our team proposed “a blockchain-based global infectious disease surveillance and case-tracking model for COVID-19” [9] by the end of 2020. Although the primary goal of the COVID-19 defense was to prevent the virus from spreading across borders, we demonstrated how the blockchain can help with defense and ensure that information is correct. Another study conducted by our team demonstrated the viability of blockchain-based global information exchange [10,11]. Gstrein [12] proposed using blockchain to establish immunity certificates. The authors also suggested using immutable blockchain technology to prevent the spread of fraudulent information and reports. Furthermore, this research tries to address the issues of candidate privacy and anonymity.

Objectives

The worldwide VP verification mechanism is currently incomplete. There is no universal standard for digital VPs, and paper VPs are suspect of fabrication. Many developing nations cannot afford the worldwide data integration structure, since it requires a large number of resources and money. To address these issues, this study provides an innovative study of a global architecture that uses blockchain to complete the verification and distribution of VPs, such as RT-PCR testing results or vaccination records. The blockchain's public verification is utilized for passport verification, while smart contracts (SCs) with various purposes verify that a user's VP is valid. Finally, the public chain technique can be used to save building costs and create a worldwide VP chain.

Methods

Study Design

The architectural design application is divided into 2 parts: entity architecture and blockchain architecture. Basically, the system is an architecture of multitenancies interacting with each other using SCs built on the blockchain. Government-managed entities (Ministry of Health [MoH]), health service entities (eg, medical service organizations, medical stations, and hospitals), personal entities (eg, passengers, citizens, and patients), and border control entities (BCEs) are all classed according to their duties (Ministry of Foreign Affairs). The blockchain includes SCs and the public chain. Individual functions are discussed later. An overview of the blockchain architecture for VPs is shown in Figure 1.
Entities’ Identification and Application Process

**Government-Managed Entity**

In this study, a government-managed entity (GME) is a government agent that issues certificates to health service organizations to identify that the vaccination certificates or testing results submitted by the organizations can be trusted at border inspections. In addition, the identification of a GME, including the MoH, the Centers for Disease Control and Prevention (CDC), and the COVID-19 Central Command Center, is recognized by every country’s government.

**Health Service Entity**

A health service entity (HSE) is described as a facility that can provide a VP. Medical service organizations, medical stations, and hospitals are all included. Every HSE should request a certificate from the local GME to demonstrate that the former's reports can be trusted. The certificate will then be recorded in the blockchain through the certificate SC. When a personal entity (PE) accepts the HSE vaccine or RT-PCR testing services, the latter should get the PE's blockchain address. After the VP is completed, it is encrypted using eth-crypto, a Node.js-supported encryption software program. The encrypted VP is then recorded in the blockchain via the VP SC. The complete procedure is outlined later.

**Personal Entity**

A PE is described as a normal person seeking a VP via vaccination or RT-PCR testing in an HSE. When a PE registers on the blockchain via the SC, their blockchain address is generated. The identity of a PE includes travelers, citizens, patients, and others who want to get a VP. When a PE obtains a vaccine or RT-PCR testing from an HSE, the PE must supply the HSE with a blockchain address. Upon completion, the VP is transferred into the blockchain through the VP SC. The private key of the PE can then be used to decode the VP contained in the chain.

**Border Control Entity**

A BCE is defined as the unit in each country responsible for border control. The Ministry of Foreign Affairs is part of a BCE’s identity. During border inspections, a BCE gets encrypted VPs of PEs from the blockchain, where the PEs are asked to provide a private key to decrypt their individual encrypted VPs. The problem of falsified documents is handled because all VPs come from the blockchain and are provided by verified HSEs. Furthermore, countries can reach an agreement to allow BCEs to accept validated VPs from various HSEs as long as the HSHs are certified. The public chain is used by this framework to facilitate interoperability. The BCE does not require blockchain registration, since the BCE only needs to retrieve data. Additionally, in this multientity architecture, any entity can become a BCE in order to authenticate a PE’s VP.
Vaccine Passport Content and Format

In this study, the World Health Organization’s (WHO) interim guidelines for establishing a Smart Vaccination Certificate release was followed [13-16]. Vaccination information, the vaccination hospital, date, time, and the RT-PCR testing report should all be included in the VP. Only a certified or recognized HSE can complete a VP. In addition, the FHIR standard format was used in this research. In recent years, the FHIR has become the most widely used medical data standard and framework. FHIR adoption can increase data interoperability and usability, allowing users to quickly integrate the VP blockchain into their systems.

In the FHIR architecture, various resources are used to integrate the entire VP, which include patient (PE), organization (HSE), practitioner (administrative or medical staff), immunization (first or second dose injection records), immunization recommendation (second dose of vaccine reservation information), and observation (RT-PCR/quick screening and testing report). The FHIR resource structure of the VP is provided in Multimedia Appendix 1.

Blockchain Architecture and the Functions of a Smart Contract

Blockchain Architecture

To reduce resource consumption and VP usage restrictions, this study used the proof-of-authority (PoA) consensus technique, which allows authorized nodes to join as block-establishing nodes. The number of nodes in the PoA consensus process is unlimited, but the number of validators is limited. The nodes are in charge of synchronizing the blockchain ledger, while the verifiers are in charge of confirming transactions and packaging blocks. The blockchain of the PoA consensus method has the potential to outperform conventional and decentralized public chains, such as Bitcoin and Ethereum, in terms of efficiency and scalability, due to the limited number of validators.

Authorized nodes are set as government agencies of various countries, while countries worldwide jointly maintain the verification of blocks. The blockchain architecture was Ethereum’s public chain, and the Ethereum protocol was used to move VPs to the blockchain architecture, create a new block, and connect it to the blockchain using Geth (Go Ethereum). Due to the regulations of different countries or organizations, it is acceptable if certain BCE-permitted VPs for PEs are created by an HSE that has not obtained a certificate from a GME.

SCs of Different Functions

A total of 3 SCs are used in the research architecture: registration, VP, and certification SCs.

The registration SC is used to store the public keys of all users, which are used to encrypt VPs.

The VP SC is used by HSE to generate VPs, including VP encryption and storage of HSE certification information.

The certification SC is used to issue the certification authority of the organization, and the main purpose is that each country can develop and certify its own recognized HSE. When the BCE checks the blockchain VP information, it can quickly confirm the HSE certification.

Results

In the scenario, there are 3 entities: a PE seeking a VP, an HSE who can administer vaccinations, and a GME representing the MoH.

VP Verification

A PE wants to travel to other countries. The BCE system uses the blockchain to retrieve the encrypted VP. The PE's private key is required to decrypt the VP after passing HSE authentication. After that, the PE goes through VP verification to pass the border check. Figure 2 shows the PE's VP data recorded in the blockchain, which includes the HSE, HSE certificate, PE, and encrypted VP.

After obtaining the block data, the PE should provide a private key to unlock the encrypted VP. Then, the decrypted VP is presented in FHIR format, which can be read through the front-end graphical user interface (GUI).
VP Content and International Standard

In this study, the VP contained (1) patient information (e.g., name, national ID number/residence permit number/passport number, biological sex, nationality, birthday), (2) vaccine information (e.g., vaccine type, vaccine brand, manufacturer, number of doses, vaccination date, name/code of the medical institution responsible for vaccination, name/code of the medical staff who administered the vaccine, country where the vaccination was given, date of next vaccination record), and (3) RT-PCR test reports (e.g., disease name [COVID-19 or SARS-CoV-2], inspection date, report output date, testing method [needs to be tested by molecular biology nucleic acid], and check report results, including negative, positive, and undetectable). To verify the VP, the inspection unit should double-check its content and the information obtained in the block. The VP presented is shown in Figure 3.
Testing Feedback From a Different Country’s User

This study proposed a blockchain architecture for the authentication process of an executable international VP, with the advantages of low cost, high interoperability, effectiveness, security, and verifiability. In Southeast Asian countries, a regional travel protocol has been designed and cross-nationally tested. The findings reveal that the proposed architecture is capable of quickly verifying the VP for international travel.

The international standard format of the HL7 FHIR was designed in this architecture to ensure interoperability. The BCE can easily obtain a traveler’s validated VP, which has been verified by the source country’s supervisory unit.

Testing was performed on a simulated public chain environment. A total of 3 testing scenarios were tested in this study. In the testing process, 3 identities were registered. Both the certification SC and the VP SC required the signature of the private key. The private key was also used to decrypt the VP stored on the chain. All the users can use the web-based GUI shown in Figure 3.

The testing process was designed to simulate the scenario of a traveler using a VP. The simulation process was as follows:

1. The GME (country X MoH), the HSE (hospital A), and the PE (traveler) register a VP blockchain account.
2. Hospital A applies for authorization from the country X MoH through an SC.
3. The country X MoH announces the blockchain account to foreign BCEs for foreign verification of the permission (from the country X MoH) of hospital A.
4. The traveler goes to hospital A receiving vaccination and provides the blockchain account to hospital A.
5. Hospital A produces a VP for the traveler after vaccination and uploads the traveler’s VP to the VP blockchain via the SC. The traveler receives an index of the VP on the blockchain.
6. The traveler travels abroad and provides the index of the VP to the foreign BCE.
7. The BCE obtains encrypted VP data.
8. The traveler provides a private key (obtained at step 1) for VP decryption.
9. The BCE confirms the VP content and the authorization of hospital A.
10. The verification is completed, allowing the traveler to enter the country.

The GUI of step 5 (VP production) is shown in Figure 4. The GUI of steps 7-9 is shown in Figure 5.

In the first scenario, this was performed according to our test process. A web-based user portal was used to present the contents of the VP, as shown in Figure 3. The data of the VP were encrypted and stored in a block, which needed to be decrypted using the private key of the PE.

In the second scenario, we attempted to create a fake VP. With the design of the SC and decryption mechanism, if the PE tries to authenticate with another person’s VP, the encrypted VP will not be decrypted due to a private key error.

In the third scenario, we tested VPs generated by the HSE that have not obtained any GME certificates. When decrypting such VPs, the hospital certificate field is emptied. Therefore, the VP is considered an invalid VP, when checked.
The platform is currently in its testing stage, and there is a small number of users on the architecture chain. The users’ comments are summarized as follows:

- Blockchain architecture helps to verify the correctness of data.
- The construction cost of the blockchain architecture is low, and it can be quickly deployed and expanded to local areas.
- The protection provided by blockchain technology can make users believe that the system is secure.
- VP-issuing units and verification units can be clearly displayed in the VP to improve the safety of border control.

Figure 4. The GUI of VP production. FHIR: Fast Healthcare Interoperability Resource; GUI: graphical user interface; HSE: health service entity; VP: vaccine passport.
**Efficiency and Cost of Public Blockchain Architecture**

In the traditional authentication mechanism, facilities such as servers, users, and encrypted secure networks are required. The cost includes a hardware environment, software platform development, and personnel maintenance costs. However, the blockchain architecture under the PoA architecture can save these costs (Table 1).

In this study, a set of blockchain test environments was constructed for comparison.

The PoA blockchain is built on 3 basic computers (because it is PoA, it does not require supercomputing power). The BCE needs a general internet connection to obtain the encrypted VP on the blockchain. The user only needs to provide the private key to decrypt the personal VP.
Public and private organizations worldwide are looking for ways to fight COVID-19 in the hopes of finding a strategy and solution that can help society return to “normal.” Vaccination is the most critical issue at present. When herd immunity is achieved, what follows is how to restore “normal” activities worldwide.

The political issues and policies of different countries create problems when exchanging VPs between them. For example, the EU Digital COVID Certificate Regulation [12] was available since July 1, 2021. EU residents and citizens can have their EU Digital COVID Certificates in QR code or paper format issued and verified across the EU countries. That is the first solution proposed to prove an individual’s vaccination status. Presently, the United States uses handwritten paper certificates as proof of vaccination. Some states also have digital passes, but they have not constructed a complete verification and international use strategy. However, although paper documents are usually illegible or incorrect, they are also easy to lose and forge. Moreover, the mobile app–based authentication system itself is not complete, proving ineffective on a global scale amidst the majority’s lack of access to smartphones.

These verification certificates can allow organizations to plan on their own, such as identifying which organization accepts the VP, who has been certified by the organization, and whether the VP is authentic and has not been revoked. Therefore, the blockchain and public ledgers can be used as the frontline application of the VP verification system. If properly operated, the public ledgers cannot be forged and can reliably [13] prove an individual’s vaccination status.

The blockchain was originally used in the medical field and faced challenges related to transparency and confidentiality because “everyone can see everything” on the blockchain network [14-16]. The increasing transparency and decline of confidentiality, such as information on transmissions, are generally considered limitations of the blockchain. However, this limitation is an advantage in the process of using VPs. As VP holders need to prove to everyone that they have been vaccinated, such change gives the application of the blockchain a good advantage and the blockchain can be quickly deployed at low cost. Furthermore, different application SCs are developed in this research framework. Through SCs, entities of different levels can make individual authentication policies, which greatly improves usability and interoperability. Furthermore, cryptocurrency is inherently contained in the blockchain VP system of our design. If there is a need for payment for VP exchange and verification, the function of payment is available in our system.

**Table 1.** The cost comparison table between blockchain and traditional architectures.

<table>
<thead>
<tr>
<th>Facility</th>
<th>Blockchain-based architecture</th>
<th>Traditional architecture</th>
</tr>
</thead>
<tbody>
<tr>
<td>Server</td>
<td>3 general servers</td>
<td>All VP providers must have advanced servers (each country at least 1 server).</td>
</tr>
<tr>
<td>Internet</td>
<td>General internet</td>
<td>High-security protection.</td>
</tr>
<tr>
<td>System maintainer</td>
<td>At least 1 for each service server</td>
<td>At least 1 for each service server.</td>
</tr>
</tbody>
</table>

aVP: vaccine passport.

**Discussion**

**Principal Findings**

The major goal of this study was to design a general VP verification architecture for international use. The decentralized mechanism of the blockchain was used to build an open and unforgeable VP information platform. The blockchain architecture proposed in this research is a single standardized vaccine verification system framework that can be jointly created by the public and private sectors. The content of the VP is recorded using the FHIR international standard, and the SC of the blockchain is used for authorization and authentication to achieve hierarchical management of different international hospitals and individuals who receive the injection. The blockchain stores the encrypted VP, which is managed by the user who manages private keys. The blockchain uses the public chain of the PoA, and all information can be accessed on the designated chain, achieving the goal of low development cost and high efficiency in VP management, so countries in different economic states can use it. Additionally, the vaccine holder only needs to bring the private key—text, barcode, or cold wallet document—to complete the VP verification. This free authentication mechanism convinces government agencies, border control, airlines, hotels, department stores, restaurants, educators, and others to believe that these data are authentic and reliable and can design different authentication procedures to issue authorization verification certificates freely.

The FHIR is a standard issued by HL7. It evolved from the HL7 v2, HL7 v3, and HL7 Clinical Document Architecture (CDA) standards and aims to be easier to implement [1]. However, the interoperability between different systems in the medical field is poor. There are many problems that need to be solved for system interoperability. HL7 developed the FHIR as the basis for achieving interoperability. The FHIR is a widely used health information standard that describes the data format and data elements of electronic health records (EHRs). Schleyer et al [2] developed an FHIR-based medical dashboard that integrates clinical data and EHRs from the hospital information system (HIS). The test results after use by medical institutions show that the integrated dashboard is useful. Based on the FHIR, clinical information can be effectively integrated [2]. The FHIR uses a widely adopted network technology, is friendly to the same standard system and independent of users, and provides useful applications and format frameworks for EHR providers, health care providers, and public health [3]. Recently, many studies and industry products have demonstrated how the FHIR can be used for health care data integration [4-11] and have discussed how the FHIR can achieve interoperability between different health care systems.
Future Directions

By comparison with prior work, there are several important points that need to be studies in the future. First, blockchain technology ensures data security and privacy and has been successfully used in different domains. However, more study is needed to demonstrate the benefits of using the blockchain for VPs for international users. Second, for the blockchain architecture of VPs to work smoothly, it is preferred that a cross-country VP alliance service system be developed for international COVID-19 defense.

Conclusions

Although many countries endeavor to reopen their economies and allow inward and outward tourism, there is still uncertainty on the state of health of citizens from different countries with varying degrees of policies and types of vaccination. The use of VPs is 1 of the ways to promote the recovery of global activities. Unfortunately, at present, VPs are still difficult for many countries to implement. The verification, trust, and effectiveness of paper documents must be considered. The simple blockchain architecture proposed in this research can be implemented collaboratively by public and private entities and be rapidly expanded. The open nature of the blockchain contributes to establishing transparency and data accuracy. The smart certificate enables authorization and authentication, while the encryption and decryption mechanism ensures data protection. To make it globally available and accessible, the FHIR international data standard was adopted in this research. The principal findings in this study are as follows: First, blockchain architecture was used to build the authentication process of an executable international VP, with advantages of low cost, high interoperability, effectiveness, security, and verifiability. Second, the international data standard FHIR was adopted in this research. Third, this PoA demonstrated the design of blockchain architecture that, when adopted, can accurately achieve global VP verification and at a cost any country can afford. Fourth, the platform has been tested by several users in different countries in the Asia eHealth Information Network (AeHIN) and has shown that it is a suitable platform for VP verification.
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Abstract

Background: Liangshan prefecture of Sichuan province was an impoverished mountainous area in China, where the annual number of HIV-positive pregnant women accounted for approximately 10% of China’s total population in the decades before 2020. In general, pregnant women living here are likely to be physically and mentally different from those in other places.

Objective: This study aims to explore the health-related quality of life (HRQoL) of pregnant women living with HIV in an impoverished area.

Methods: From December 2018 to January 2019, HIV-positive and HIV-negative parturients within 18 months after delivery were recruited in Liangshan Prefecture, Sichuan Province. Questionnaires were designed to collect their demographic data, while the EuroQol 5-Dimension, 3-Level questionnaire was used to measure their HRQoL when they were in the second trimester from 4 to 6 months of pregnancy, and their quantitative health scores were converted to corresponding healthy utility values by using the Chinese Utility Value Integral System (time trade-off coefficient).

Results: A total of 250 pregnant women (133 HIV-positive and 117 HIV-negative) were enrolled in the study. Among them, 55 (41.35%) and 75 (64.10%) of HIV-positive and HIV-negative pregnant women self-reported full health (healthy state 11111), respectively. The median health utility value of the 250 pregnant women was 0.961 (IQR –0.046 to 0.961), and those of the HIV-positive and HIV-negative pregnant women were 0.875 (0.424-0.961) and 0.961 (IQR –0.046 to 0.961), respectively. We observed a significant difference only in the dimension of anxiety or depression between the two groups (P=.002) and no significant difference in the distribution of health utility indices between the two groups in terms of maternal age, education level, occupation, annual household income, prenatal care visits, family size, and medical insurance category. Multivariate ordinal logistic regression analysis showed that age (odds ratio [OR] 0.62, P<.05) and prenatal care visit (OR 0.29, P<.01) were independent risk factors for health status.

Conclusions: Most pregnant women self-reported satisfactory HRQoL in this impoverished mountainous area. HIV-negative pregnant women had an edge over HIV-positive pregnant women, and there were significant differences in anxiety or depression dimensions between the two groups.

(JMIR Public Health Surveill 2022;8(4):e29906) doi:10.2196/29906
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health-related quality of life; EQ-5D-3L; HIV; impoverished area; public health; pregnant women; depression; anxiety
**Introduction**

Generally, pregnant women have a poorer health-related quality of life (HRQoL) owing to the impact of pregnancy on their physiological and mental health [1]. Apart from limited physical activities in early pregnancy, most pregnant women are likely to experience pregnancy syndromes such as nausea, vomiting, dizziness, depression, nervousness, and anxiety throughout their pregnancy [2]. Moreover, compared with HIV-negative pregnant women, HIV-positive pregnant women have also been reported to have poorer overall physique [3], higher susceptibility to depression [3], and poorer mental health [4]. As evidenced by previous research, educational background, number of children, pregnancy symptoms, and occupation are all key factors influencing the HRQoL of pregnant women [2,5]. Labor losses and indirect costs for HIV and HRQoL are strongly associated with severity [6]. HIV/AIDS is also associated with a significant economic burden for caregivers living with HIV [7]. Nowadays, with 1.3 million (range 970,000 to 1.6 million) HIV-positive pregnant women worldwide in 2020 [8], HIV continues to be a major global public health issue. Accordingly, improvement of patient care—by evaluating HRQoL in HIV-positive pregnant women—is of great importance to inform decision-making, resource allocation, and health policy formulation.

HRQoL could be measured by using not only generic scales such as the World Health Organization Quality of Life-100 (WHOHRQOL-100), the EuroQoL 5-Dimension (EQ-5D) questionnaire, and the 36-Item Short Form survey (SF-36), but also specific scales such as the Medical Outcomes Study HIV Health Survey (MOS-HIV). The EQ-5D is used as a multi-attribute utility instrument for measuring HRQoL, which comprises a short, cognitively undemanding questionnaire that takes only a few minutes to complete [9,10].

In China, the general rate of mother-to-child transmission (MTCT) of HIV decreased from 34.8% before 2005 to 3.6% in 2020 over the years [11]. In Liangshan Prefecture, the highest HIV-affected epidemic region in Sichuan Province, China, where the annual number of local HIV-positive pregnant women is estimated to be 10% of China’s total in recent decades, the rate of MTCT of HIV was 4.3%. The per capita GDP of Liangshan Prefecture, an impoverished mountainous area, is estimated to be 10% of China’s total in recent decades, the annual number of local HIV-positive pregnant women is estimated to be 10% of China’s total in recent decades, the rate of MTCT of HIV was 4.3%. As a part of study on cost-effectiveness analysis, the personal indirect costs were set as the SD at CNY 500 (US $78.56), the allowable error (δ) was set at CNY 100 (US $15.71), and (α=.05) was 1.96. The minimum required sample size of HIV-positive pregnant women was 96.

**Assessment**

The EQ-5D-3L questionnaire was composed of five dimensions: mobility (MO), self-care (SC), usual activities (UA), pain or discomfort (PD), and anxiety or depression (AD); each dimension was divided into three levels: no problems, some problems, and extreme problems. The participants were asked to indicate their healthy state by ticking the box next to the most appropriate statement for each of the 5 dimensions. The healthy state could be either converted into corresponding healthy utility value by using the Chinese Utility Value Integral System (time trade-off coefficient; Table 1) [19] or graded into 4 healthy state levels in accordance with the EQ-5D-3L [20]. The formula for healthy utility value is as follows: F=1 – C – MO- SC – UA – PD – AD - N3, where N3 equals 0.000 or 0.022 if any dimension is at level 3. The healthy state could be either converted into corresponding healthy utility value by using the Chinese Utility Value Integral System (time trade-off coefficient; Table 1) [19] or graded into 4 healthy state levels in accordance with the EQ-5D-3L [20]. The formula for healthy utility value is as follows: F=1 – C – MO- SC – UA – PD – AD - N3, where N3 equals 0.000 or 0.022 if any dimension is at level 3.

Steps for grading a healthy state are as follows: first, the distance between each healthy state and full health is calculated (11111; for example, the distance between 12321 and 11111 is equal to 1 + 2 + 3 + 2 + 1 – 1 – 1 – 1 – 1 – 1 = 4). The mild healthy state “2” indicates that the distance is between 1 and 4, no dimension is at level 3, and there are at most three dimensions at level 2. The severe healthy state “4” implies that the distance is between 7 and 9, no dimension is at level 1, and at least two dimensions are at level 3. The others are in a moderate healthy state “3.”

**Methods**

**Study Design and Participants**

From December 2018 to January 2019, in Liangshan Prefecture, Sichuan Province, HIV-positive and -negative parturients within 18 months after delivery were recruited to the clinic for a questionnaire survey one by one. The questionnaire contained questions about demographic data including age, marital status, education level, and annual household income. The HRQoL of pregnant women was evaluated using the EQ-5D-3L. The inclusion criteria for participant recruitment were being registered residents of Liangshan Prefecture, having given birth in Liangshan prefecture, and having no severe mental or neurological disease.

Previous studies have shown that most HIV-positive women in Liangshan Prefecture are from the Yi minority, with a lower education level, and speak in Yi language [17,18]. In this study, we sought local doctors to help participants interpret the questionnaire and translate it to us.

Since this was a cross-sectional study, the following formula was used to estimate the sample size:

$$n = \frac{Z^2 \times \delta^2}{d^2}$$

As a part of study on cost-effectiveness analysis, the personal indirect costs were set as the SD at CNY 500 (US $78.56), the allowable error (δ) was set at CNY 100 (US $15.71), and (α=.05) was 1.96. The minimum required sample size of HIV-positive pregnant women was 96.
Table 1. Chinese Utility Value Integral System (time trade-off coefficient) for the EuroQol 5-Dimension questionnaire.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Mobility</th>
<th>Self-care</th>
<th>Usual activities</th>
<th>Pain or discomfort</th>
<th>Anxiety or depression</th>
<th>C</th>
<th>N3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Coefficient</td>
<td>0</td>
<td>0.099</td>
<td>0.246</td>
<td>0.105</td>
<td>0.208</td>
<td>0.074</td>
<td>0.193</td>
</tr>
</tbody>
</table>

Statistical Analysis

The chi-square test or the Fisher exact test was used to test the difference in the proportion of education level, occupation, and health insurance category between HIV-positive and HIV-negative pregnant women. Moreover, the Fisher exact test was applied to test the differences between the two groups under various health dimensions and factors influencing HRQoL, respectively. Multivariate ordinal logistic regression analysis for categorical data analysis was used for analysis of risk factors for health status. R packages vcd and MASS were used for the chi-square test, the Fisher exact test, and multivariate ordinal logistic regression analysis. The acquired data were then compared using the 2-tailed t test, with the level of statistical significance determined at α=.05.

Ethical Procedures

This study has been approved by the Ethics Review Committee of the National Center for Women and Children’s Health, Chinese Center for Disease Control and Prevention (FY2018-06) and that of the Chinese Center for Disease Control and Prevention (201922).

Results

Baseline Characteristics of the Recruited Subjects

In total, 250 pregnant women (133 HIV-positive and 117 HIV-negative) were recruited in this study (Table 2). The average age was 30.52 (range 18-53) years, with a significant difference between HIV-positive (mean 32.37, SD 5.62 years) and HIV-negative (mean 28.41, SD 7.07 years) pregnant women ($t_{248}=4.85$, $P<.001$).
Table 2. Baseline characteristics of pregnant women.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>HIV-positive pregnant women, n (%)</th>
<th>HIV-negative pregnant women, n (%)</th>
<th>Chi square (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td>7.709 (1)</td>
<td>.005</td>
</tr>
<tr>
<td>18-35</td>
<td>86 (64.66)</td>
<td>95 (81.20)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>35-53</td>
<td>47 (35.34)</td>
<td>22 (18.80)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education level</td>
<td></td>
<td></td>
<td>1.692 (1)</td>
<td>.19</td>
</tr>
<tr>
<td>Illiterate</td>
<td>114 (85.72)</td>
<td>92 (78.63)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary or junior high school</td>
<td>19 (14.28)</td>
<td>25 (21.37)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Occupation</td>
<td></td>
<td></td>
<td>0.032 (1)</td>
<td>.86</td>
</tr>
<tr>
<td>Farmer</td>
<td>118 (88.72)</td>
<td>102 (87.18)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Migrant worker</td>
<td>15 (11.28)</td>
<td>15 (12.82)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Annual household income (CNY)a</td>
<td></td>
<td></td>
<td>1.692 (1)</td>
<td>.19</td>
</tr>
<tr>
<td>&lt;8000</td>
<td>70 (52.63)</td>
<td>51 (43.59)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥8000</td>
<td>63 (47.37)</td>
<td>66 (56.41)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prenatal care visits</td>
<td></td>
<td></td>
<td>3.797 (3)</td>
<td>.28</td>
</tr>
<tr>
<td>≤2</td>
<td>48 (36.09)</td>
<td>56 (47.86)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>34 (25.56)</td>
<td>25 (21.37)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>20 (15.04)</td>
<td>16 (13.68)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥5</td>
<td>31 (23.31)</td>
<td>20 (17.09)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Family size (persons)</td>
<td></td>
<td></td>
<td>0.265 (2)</td>
<td>.88</td>
</tr>
<tr>
<td>3</td>
<td>18 (13.53)</td>
<td>16 (13.68)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4-5</td>
<td>70 (52.63)</td>
<td>58 (49.57)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥6</td>
<td>45 (33.84)</td>
<td>43 (36.75)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medical insurance</td>
<td></td>
<td></td>
<td>0.005 (1)</td>
<td>.95</td>
</tr>
<tr>
<td>Insured</td>
<td>126 (94.74)</td>
<td>112 (95.73)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uninsured</td>
<td>7 (5.26)</td>
<td>5 (4.27)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*aCNY=US $0.16.

Health Utility Measurements

The median health utility value was 0.961 (IQR –0.046 to 0.961), and those of the HIV-positive and HIV-negative pregnant women were 0.875 (IQR 0.424-0.961) and 0.961 (IQR –0.046 to 0.961), respectively. A significant difference was only found on the AD dimension between the two groups (P=.002) and not on other dimensions. Regarding SC, 98% of pregnant women had “no problems,” 5 (1.88%) had “some problems,” and 0 had “serious problems.” Approximately 90% and 85% of the pregnant women had “no problems” in the MO and UA dimensions, respectively, whereas for the PD dimension, 75% of the pregnant women had “no problems” and 24% of them had “some problems” (Table 3).

In total, 130 (52.00%) of pregnant women were in full health (healthy state, 11111), including 55 (41.35%) HIV-positive pregnant women and 75 (64.10%) HIV-negative pregnant women. Only 1 HIV-negative pregnant woman transitioned to grade 4 owing to the presence of other serious diseases after further inquiry. Consequently, this subject was excluded from the subsequent survey of health grade comparison between groups, per the chi-square test. A significant difference in health status between HIV-positive and HIV-negative pregnant women was observed ($\chi^2$=12.5, P=.002). Furthermore, HIV-positive pregnant women had a relatively poorer health status than HIV-negative pregnant women (Table 4).
Table 3. Health status of pregnant women under different EuroQol 5-Dimension dimensions.

<table>
<thead>
<tr>
<th>Dimensions</th>
<th>HIV-positive pregnant women (n=133), n (%)</th>
<th>HIV-negative pregnant women (n=117), n (%)</th>
<th>Fisher exact test (P value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mobility</td>
<td></td>
<td></td>
<td>.45</td>
</tr>
<tr>
<td>1</td>
<td>119 (89.47)</td>
<td>107 (91.45)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>14 (10.53)</td>
<td>9 (7.69)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0 (0)</td>
<td>1 (0.86)</td>
<td></td>
</tr>
<tr>
<td>Self-care</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>1</td>
<td>130 (97.74)</td>
<td>115 (98.29)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3 (2.26)</td>
<td>2 (1.71)</td>
<td></td>
</tr>
<tr>
<td>Usual activities</td>
<td></td>
<td></td>
<td>.14</td>
</tr>
<tr>
<td>1</td>
<td>109 (81.95)</td>
<td>104 (88.89)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>23 (17.29)</td>
<td>11 (9.40)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1 (0.75)</td>
<td>2 (1.71)</td>
<td></td>
</tr>
<tr>
<td>Pain or discomfort</td>
<td></td>
<td></td>
<td>.53</td>
</tr>
<tr>
<td>1</td>
<td>98 (73.68)</td>
<td>91 (77.78)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>34 (25.56)</td>
<td>24 (20.51)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1 (0.75)</td>
<td>2 (1.71)</td>
<td></td>
</tr>
<tr>
<td>Anxiety or depression</td>
<td></td>
<td></td>
<td>.002</td>
</tr>
<tr>
<td>1</td>
<td>77 (57.89)</td>
<td>90 (76.92)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>52 (39.1)</td>
<td>22 (18.80)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>4 (3.01)</td>
<td>5 (4.28)</td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Grading of healthy states of pregnant women (N=250).

<table>
<thead>
<tr>
<th>Grading of healthy states</th>
<th>HIV-positive pregnant women (n=133), n (%)</th>
<th>HIV-negative pregnant women (n=117), n (%)</th>
<th>Total, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full health</td>
<td>55 (41.35)</td>
<td>75 (64.10)</td>
<td>130</td>
</tr>
<tr>
<td>Mild health</td>
<td>45 (33.83)</td>
<td>22 (18.80)</td>
<td>67</td>
</tr>
<tr>
<td>Moderate health</td>
<td>33 (24.81)</td>
<td>19 (16.24)</td>
<td>52</td>
</tr>
<tr>
<td>Severe health</td>
<td>0 (0)</td>
<td>1 (0.86)</td>
<td>1</td>
</tr>
</tbody>
</table>

Analysis of Factors Influencing Health Utility

Based on the results of the chi-square or the Fisher exact test, no significant difference was observed in pregnant women’s age, education level, occupation, annual household income, prenatal care visits, family size, and type of health insurance category on the distribution of health grade. However, a lower proportion (25.00%) of the uninsured than insured pregnant women was observed in grade 1 (Table 5).

Multivariate ordinal logistic regression analysis showed that age (odds ratio [OR] 0.62, P<.05) and prenatal care visits (OR 0.29, P<.01) were independent risk factors for health status (Table 6).
Table 5. Independent analysis of health status and relevant factors.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Health grade n (%)</th>
<th>Chi-square (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20-35</td>
<td>102 (56.35)</td>
<td>65 (35.91)</td>
<td>14 (7.73)</td>
</tr>
<tr>
<td>35-53</td>
<td>28 (40.58)</td>
<td>35 (50.72)</td>
<td>5 (7.25)</td>
</tr>
<tr>
<td>Education level</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Illiterate</td>
<td>107 (51.94)</td>
<td>83 (40.29)</td>
<td>15 (7.28)</td>
</tr>
<tr>
<td>Primary or junior high</td>
<td>23 (52.27)</td>
<td>17 (38.64)</td>
<td>4 (9.09)</td>
</tr>
<tr>
<td>Occupation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Farmer</td>
<td>113 (51.36)</td>
<td>90 (40.91)</td>
<td>16 (7.27)</td>
</tr>
<tr>
<td>Migrant worker</td>
<td>17 (56.67)</td>
<td>10 (33.33)</td>
<td>3 (10.00)</td>
</tr>
<tr>
<td>Annual household income</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;8000</td>
<td>62 (51.24)</td>
<td>52 (42.98)</td>
<td>7 (5.79)</td>
</tr>
<tr>
<td>≥8000</td>
<td>68 (52.71)</td>
<td>48 (37.21)</td>
<td>12 (9.30)</td>
</tr>
<tr>
<td>Prenatal care visits</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤2</td>
<td>61 (58.65)</td>
<td>36 (34.62)</td>
<td>6 (5.77)</td>
</tr>
<tr>
<td>3</td>
<td>29 (49.15)</td>
<td>26 (44.07)</td>
<td>4 (6.78)</td>
</tr>
<tr>
<td>4</td>
<td>20 (55.56)</td>
<td>15 (41.67)</td>
<td>1 (2.78)</td>
</tr>
<tr>
<td>≥5</td>
<td>20 (39.22)</td>
<td>23 (45.10)</td>
<td>8 (15.69)</td>
</tr>
<tr>
<td>Family size (person)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>19 (55.88)</td>
<td>12 (35.29)</td>
<td>3 (8.82)</td>
</tr>
<tr>
<td>4-5</td>
<td>69 (53.91)</td>
<td>50 (39.06)</td>
<td>9 (7.03)</td>
</tr>
<tr>
<td>≥6</td>
<td>42 (47.73)</td>
<td>38 (43.18)</td>
<td>7 (7.95)</td>
</tr>
<tr>
<td>Health insurance</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Insured</td>
<td>127 (53.36)</td>
<td>91 (38.24)</td>
<td>19 (7.98)</td>
</tr>
<tr>
<td>Uninsured</td>
<td>3 (25.00)</td>
<td>9 (75.00)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

aN/A: not applicable.
bP values obtained using the Fisher exact test.
cIn view of the distribution and professional judgment, the sample of health grade 4 was deleted during statistical analysis.
d1CNY=US $0.16.

Table 6. Multivariate ordinal logistic regression analysis of risk factors for health status.

<table>
<thead>
<tr>
<th>Factor</th>
<th>B (SE)</th>
<th>t test (df)</th>
<th>P value</th>
<th>OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept 1</td>
<td>2</td>
<td>1.16 (0.39)</td>
<td>2.98 (1)</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>Intercept 2</td>
<td>3</td>
<td>3.63 (0.46)</td>
<td>7.86 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age</td>
<td>0.62 (0.28)</td>
<td>2.23 (248)</td>
<td>&lt;.05</td>
<td>0.62 (0.16-1.08)</td>
</tr>
<tr>
<td>Prenatal care visit</td>
<td>0.29 (0.11)</td>
<td>2.61 (248)</td>
<td>&lt;.01</td>
<td>0.29 (0.11-0.47)</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

Our results indicate that 41.35% of HIV-positive pregnant women and 64.10% HIV-negative pregnant women self-reported full health. The median health utility value of the 250 pregnant women was 0.961. A significant difference was only observed in the dimension of anxiety or depression between the two groups. This serious ceiling effect [21] may be the negative impact of the sensitivity of health measurement, which differed from the discovery of a good health utility measurement for HIV-positive
pregnant women in Yunnan Province [22]. The difference may be due to the following reasons. First, 89.01% of households in Yunnan Province had an annual income of more than 10,000 CNY (US $1571.29), which was higher than that of the participants in this study [22]. The average annual food expenditure of a family and the annual household income in this study were CNY 4000 (US $628.52) and CNY 8000 (US $1257.03), which translated into an Engel coefficient of 57.14%. The Engel coefficient indicated that the people were in the stage of barely meeting daily needs in 2017 according to the Engel law. Second, participants in Yunnan Province had better education than participants in this study. Third, most of the local residents are very sturdy as they live in a mountainous area of Liangshan. If the HIV-positive pregnant women in this study were compared with HIV/AIDS cases, the HRQoL was superior to that of those without antiviral treatment (0.801) [23] and those with antiviral treatment (0.82) [24].

As reported herein, health utility value of HIV-negative pregnant women was higher than that of HIV-positive pregnant women. Based on the analysis on the five dimensions in the EQ-5D-3L, a significant difference was found only in the AD dimension between the HIV-positive and HIV-negative pregnant women, but not in the MO, SC, UA, and PD dimensions. Similarly, it was reported [25,26] that HIV-positive patients had a higher risk of developing depression, which suggested that HIV-positive pregnant women may have psychological burden, and psychological intervention could exert a significant positive effect. Theoretically, the status of health may be affected by the degree of education, occupation, annual household income, and other factors, but this study was not able to validate this point just yet. Nevertheless, HRQoL was still found to be significantly positively correlated with annual household income, degree of education, and occupation [27]. The difference may be explained by sampling. As described above, Liangshan Prefecture was an impoverished area, with a homogenous income source structure, education, and occupation. In this study, age, and prenatal care visits were independent risk factors for health status. Mobile health or SMS text messaging could be used for improving the quality of antenatal care [28,29].

Limitations
This study still has the following limitations. First, it was designed as a retrospective analysis, serving as a part of the health economics evaluation of the prevention of MTCT of HIV in Liangshan Prefecture. There may be a recall bias among the pregnant women when recalling their HRQoL during their second trimester of pregnancy. Studies on general HRQoL assessment with the EQ-5D-3L appear largely free of recall bias within follow-up visits of 2-12 months [30], and agreement of HRQoL determined using the EQ-5D-3L between conventional (1 week) and retrospective change (3 months later) is fair [31], indicating that the recall bias could be accepted. Second, there may be a considerable selection bias due to the low feasibility of a random sampling owing to the particularity of HIV-positive pregnant women themselves.

In addition, HIV-positive pregnant women surveyed in this study experienced more anxiety or depression during pregnancy than HIV-negative ones. Further communication revealed that the anxiety was generated from the fear of MTCT of HIV. Hence, there is a need for further emphasis, research, and intervention to improve the mental health of HIV-positive pregnant women.

Conclusions
An interactive voice response tool may be a choice for people living with HIV, and the higher usage of the tool showed greater improvements in quality of life [32]. Mobile phones were found both to be acceptable and feasible in the collection of maternal and child health data from women living with HIV in South Africa. Accordingly, publicity and education are necessary to achieve full awareness of the prevention of MTCT of HIV to increase the confidence of the population group.
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Abbreviations

- AD: anxiety or depression
- EQ-5D-3L: EuroQol 5-Dimension, 3-Level
- HRQoL: health-related quality of life
- MO: mobility
- MOS-HIV: Medical Outcomes Study HIV Health Survey
- MTCT: mother-to-child transmission
- PD: pain or discomfort
- SC: self-care
- SF-36: 36-Item Short Form survey
- TTO: time trade-off
- UA: usual activities
- WHOHQOL-100: World Health Organization Quality of Life-100
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