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Abstract

Background: Several studies have explored the predictive performance of machine learning–based breast cancer risk prediction models and have shown controversial conclusions. Thus, the performance of the current machine learning–based breast cancer risk prediction models and their benefits and weaknesses need to be evaluated for the future development of feasible and efficient risk prediction models.

Objective: The aim of this review was to assess the performance and the clinical feasibility of the currently available machine learning–based breast cancer risk prediction models.

Methods: We searched for papers published until June 9, 2021, on machine learning–based breast cancer risk prediction models in PubMed, Embase, and Web of Science. Studies describing the development or validation models for predicting future breast cancer risk were included. The Prediction Model Risk of Bias Assessment Tool (PROBAST) was used to assess the risk of bias and the clinical applicability of the included studies. The pooled area under the curve (AUC) was calculated using the DerSimonian and Laird random-effects model.

Results: A total of 8 studies with 10 data sets were included. Neural network was the most common machine learning method for the development of breast cancer risk prediction models. The pooled AUC of the machine learning–based optimal risk prediction model reported in each study was 0.73 (95% CI 0.66-0.80; approximate 95% prediction interval 0.56-0.96), with a high level of heterogeneity between studies (Q=576.07, I²=98.44%; \( P < .001 \)). The results of head-to-head comparison of the performance difference between the 2 types of models trained by the same data set showed that machine learning models had a slightly higher advantage than traditional risk factor–based models in predicting future breast cancer risk. The pooled AUC of the neural network–based risk prediction model was higher than that of the nonneural network–based optimal risk prediction model (0.71 vs 0.68, respectively). Subgroup analysis showed that the incorporation of imaging features in risk models resulted in a higher pooled AUC than the nonincorporation of imaging features in risk models (0.73 vs 0.61; \( P_{heterogeneity} = .001 \), respectively). The PROBAST analysis indicated that many machine learning models had high risk of bias and poorly reported calibration analysis.

Conclusions: Our review shows that the current machine learning–based breast cancer risk prediction models have some technical pitfalls and that their clinical feasibility and reliability are unsatisfactory.

(JMIR Public Health Surveill 2022;8(12):e35750) doi:10.2196/35750

https://publichealth.jmir.org/2022/12/e35750
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Introduction
Of all the cancers worldwide among women, breast cancer shows the highest incidence and mortality [1]. Early access to effective diagnostic and treatment services after breast cancer screening could have reduced breast cancer mortality by 25%-40% over the last several decades [2,3]. The development and implementation of risk-based breast cancer control and prevention strategies can have great potential benefits and important public health implications. Moreover, risk-based breast cancer control and prevention strategy is more effective and efficient than conventional screening based on model evaluation [4,5]. A prerequisite for the implementation of personalized risk-adapted screening intervals is accurate breast cancer risk assessment [6]. Models with high sensitivity and specificity can enable screening to target more elaborate efforts for high-risk groups while minimizing overtreatment for the rest. Currently, the US breast cancer screening guidelines use breast cancer risk assessments to inform the clinical course, thereby targeting the high-risk population by earlier detection and lesser screening harms (e.g., false-positive results, overdiagnosis, overtreatment, increased patient anxiety) [7]. Nevertheless, there is no standardized approach for office-based breast cancer risk assessment worldwide.

Traditional risk factor–based models such as Gail, BRCAPRO, Breast Cancer Surveillance Consortium, Claus, and Tyrer-Cuzick models have been well-validated and used commonly in clinical practice, but these models developed by logistic regression or Cox regression or those presented as risk scoring systems have low discrimination accuracy with the area under the receiver operating characteristic curve (AUC) between 0.53 and 0.64 [8-12] and these models show bias when applied to minority populations, accompanied by great variance in terms of the patients included, methods of development, predictors, outcomes, and presentations [13-15]. Other risk prediction models that incorporated genetic risk factors were also only best suited for specific clinical scenarios and may have limited applicability in certain types of patients [16]. Recently, with the cross research between artificial intelligence and medicine, the development and validation of breast cancer risk prediction models based on machine learning algorithms have been the current research focus. Machine learning algorithms provide an alternative approach to standard prediction modelling, which may address the current limitations and improve the prediction accuracy of breast cancer susceptibility [17,18]. Mammography is the most commonly used method for breast cancer screening or early detection. Machine learning artificial intelligence models suggest that mammographic images contain risk indicators and germline genetic data that can be used to improve and strengthen the existing risk prediction models [19]. Some studies claim that machine learning–based breast cancer risk prediction models are better than regression method–based models [7,20], but 1 study reported the opposite result [21]. These controversial conclusions prompted us to review the performance and the weaknesses of machine learning–based breast cancer risk prediction models. Therefore, this systematic review and meta-analysis aims to assess the performance and clinical feasibility of the currently available machine learning–based breast cancer risk prediction models.

Methods

Study Protocol
This systematic review and meta-analysis was performed according to the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analysis) statement [22], the Checklist for Critical Appraisal and Data Extraction for Systematic Reviews of Prediction Modeling Studies, and the prediction model performance guidelines [23,24].

Literature Search Strategy
Papers on machine learning–based breast cancer risk prediction models were searched in PubMed, Embase, and Web of Science by using the terms “machine learning OR deep learning” AND “mammary OR breast cancer OR carcinoma OR tumor OR neoplasm” AND “risk assessment OR risk prediction” published until June 9, 2021, and limited to papers published in English. The complete search strategy is detailed in Multimedia Appendix 1. Reviews in this field and references of the original papers were also manually checked to identify whether there were any missed studies.

Inclusion and Exclusion Criteria
Studies describing development or validation models for predicting future breast cancer risk were included in our study. The inclusion criteria were as follows: (1) breast cancer risk prediction model developed using a machine learning algorithm, (2) mean follow-up period for cohort studies should be longer than 1 year, and (3) future breast cancer risk is the assessment result. The exclusion criteria were as follows: (1) review or conference or editorial or only published abstracts, (2) the original full text not available or incomplete information, and (3) studies with no AUC or C-statistic and its 95% CI. When papers included the same population, studies with larger sample size or longer follow-up periods were finally included.

Data Extraction and Study Quality
Two researchers independently collected data on the first author, publication year, geographic region, study design, study population, sample size, study period, age of participants, time point for breast cancer risk prediction, name of the risk prediction model, number of participants and cancer cases in test data set, input risk factors, development and verification methods, and AUC with its 95% CI. The Prediction Model Risk of Bias Assessment Tool (PROBAST) was used to assess the risk of bias (ROB) and the clinical applicability of the included studies [25,26]. Any discrepancies were resolved by consensus or were consulted with the corresponding author.
Statistical Analyses

The discrimination value was assessed by AUC, which measures the machining learning risk prediction model ability to distinguish the women who will and will not develop breast cancer. An AUC of 0.5 was considered as no discrimination, whereas 1.0 indicated perfect discrimination. We calculated the pooled AUC of the risk models by using DerSimonian and Laird’s random-effects model [27]. A head-to-head performance comparison of the studies that developed machine learning models and those that developed traditional risk factor–based models can help us understand the performance gain of utilizing machine learning methods in the same experimental setting. The \( Q \) test and \( I^2 \) value were employed to evaluate the heterogeneity among the studies. High values in both tests (\( I^2 > 40\% \), a significant \( Q \) test value with \( P < 0.05 \)) showed high levels of inconsistency and heterogeneity. We also calculated an approximate 95% prediction interval (PI) to depict the extent of between-study heterogeneity [28]. Sensitivity analysis was performed to assess the influence of each study on the pooled effects by omitting each study. The visualized asymmetry of the funnel plot and Egger regression test were assessed for the publication bias. Pooled effects were also adjusted using the Duval and Tweedie trim-and-fill method [29,30]. All statistical meta-analyses of the predictive performance were performed using the MedCalc statistical software version 20 (MedCalc Ltd).

Results

Eligible Papers and Study Characteristics

A total of 937 papers were identified, and 8 studies with 10 data sets met our inclusion criteria and they were finally included in the meta-analysis (Figure 1) [7,19-21,31-34]. The primary characteristics of the included studies are summarized in Table 1. Totally, 218,100 patients were included in this review. Most of these patients were from America and Europe; only 1 data set’s participants were from Taiwan, China. Six studies [7,20,21,32-34] predicted short-term (≤5 year) breast cancer risk, while 2 studies [19,31] predicted long-term (future or lifetime) risk. The characteristics and performance of the machine learning–based breast cancer risk prediction models are summarized in Table 2. Most of the machine learning prediction models were development models; only 1 study [7] used 3 different ethnic groups for external validation. Neural network was the most common machine learning method for the development of breast cancer risk prediction models. Only 1 neural network–based model incorporated genetic risk factors [7] and 6 neural network–based models incorporated imaging features [7,20,31,32].

Figure 1. Flowchart of the study selection in this systematic review. AUC: area under the curve.
Table 1. Characteristics of the included studies on the machine learning–based breast cancer risk prediction models.

<table>
<thead>
<tr>
<th>Study ID</th>
<th>Study design</th>
<th>Study population, geographic location</th>
<th>Sample size</th>
<th>Age (years)</th>
<th>Study period</th>
<th>Breast cancer risk</th>
<th>Participants in test data set (n)</th>
<th>Cancers in test data set (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yala et al [7], 2021</td>
<td>Retrospective study</td>
<td>Massachusetts General Hospital, USA</td>
<td>70,972</td>
<td>40-80</td>
<td>2009-2016</td>
<td>5 years</td>
<td>7005</td>
<td>588</td>
</tr>
<tr>
<td>Yala et al [7], 2021</td>
<td>Retrospective study</td>
<td>Cohort of Screen-Aged Women, Karolinska University Hospital, Sweden</td>
<td>7353</td>
<td>40-74</td>
<td>2008-2016</td>
<td>5 years</td>
<td>7353</td>
<td>1413</td>
</tr>
<tr>
<td>Yala et al [7], 2021</td>
<td>Retrospective study</td>
<td>Chang Gung Menoral Hospital, Taiwan</td>
<td>13,356</td>
<td>40-70</td>
<td>2010-2011</td>
<td>5 years</td>
<td>13,356</td>
<td>244</td>
</tr>
<tr>
<td>Ming et al [19], 2020</td>
<td>Retrospective study</td>
<td>Oncogenetic Unit, Geneva University Hospital, Sweden</td>
<td>45,110</td>
<td>20-80</td>
<td>1998-2017</td>
<td>Lifetime</td>
<td>36,146</td>
<td>4911</td>
</tr>
<tr>
<td>Portnoi et al [20], 2019</td>
<td>Retrospective study</td>
<td>A large tertiary academic medical center, Massachusetts General Hospital, USA</td>
<td>1183</td>
<td>40-80</td>
<td>2011-2013</td>
<td>5 years</td>
<td>1164</td>
<td>96</td>
</tr>
<tr>
<td>Stark et al [21], 2019</td>
<td>Prospective study</td>
<td>Prostate, Lung, Colorectal, and Ovarian Cancer Screening Trial data set, USA</td>
<td>64,739</td>
<td>50-78</td>
<td>1993-2001</td>
<td>5 years</td>
<td>12,948</td>
<td>269</td>
</tr>
<tr>
<td>Dembrower et al [31], 2020</td>
<td>Retrospective study</td>
<td>Cohort of Screen-Aged Women, Karolinska University Hospital, Sweden</td>
<td>14,034</td>
<td>40-74</td>
<td>2008-2015</td>
<td>Future</td>
<td>2283</td>
<td>278</td>
</tr>
<tr>
<td>Arefan et al [32], 2020</td>
<td>Retrospective case-control study cohort</td>
<td>Health Insurance Portability and Accountability Act, USA</td>
<td>226</td>
<td>41-89</td>
<td>2013</td>
<td>Short-term</td>
<td>226</td>
<td>113</td>
</tr>
<tr>
<td>Tan et al [33], 2013</td>
<td>Retrospective study</td>
<td>University of Oklahoma Medical Center, USA</td>
<td>994</td>
<td>___</td>
<td>2006</td>
<td>12-36 months</td>
<td>994</td>
<td>283</td>
</tr>
<tr>
<td>Saha et al [34], 2019</td>
<td>Retrospective study</td>
<td>Duke University School of Medicine, USA</td>
<td>133</td>
<td>27-76</td>
<td>2004-2013</td>
<td>2 years</td>
<td>133</td>
<td>46</td>
</tr>
</tbody>
</table>

*aNot available.*
Table 2. Characteristics and performance of the machine learning–based breast cancer prediction models.

<table>
<thead>
<tr>
<th>Study ID, model name</th>
<th>Statistical method</th>
<th>Development/validation model</th>
<th>Model input parameters</th>
<th>Incorporation of imaging features</th>
<th>AUC(^a) (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yala et al [7], 2021</td>
<td></td>
<td></td>
<td>Age, weight, height, menarche age, given birth, menopause status, hormone replacement therapy usage, <em>BRCA</em> gene, ovarian cancer, breast biopsy, family history, hormonal factors</td>
<td>No</td>
<td>0.62 (0.59-0.66)</td>
</tr>
<tr>
<td>Tyrer-Cuzick model(^b)</td>
<td>Logistic regression</td>
<td>Development model</td>
<td>Mammographic features</td>
<td>Yes</td>
<td>0.62 (0.60-0.65)</td>
</tr>
<tr>
<td>Radiositis BI-RADS(^d) model(^c)</td>
<td>Logistic regression</td>
<td>Development model</td>
<td>Mammographic features</td>
<td>Yes</td>
<td>0.64 (0.60-0.68)</td>
</tr>
<tr>
<td>Image- and heatmaps model</td>
<td>Convolutional neural network</td>
<td>Development model</td>
<td>—</td>
<td>Yes</td>
<td>0.73 (0.70-0.77)</td>
</tr>
<tr>
<td>Image-only deep learning model</td>
<td>Convolutional neural network</td>
<td>Development model</td>
<td>Age, weight, height, menarche age, given birth, menopause status, hormone replacement therapy usage, <em>BRCA</em> gene, ovarian cancer, breast biopsy, family history, hormonal factors</td>
<td>Yes</td>
<td>0.72 (0.69-0.76)</td>
</tr>
<tr>
<td>Hybrid deep learning model</td>
<td>Convolutional neural network</td>
<td>Development model</td>
<td>Mammographic features</td>
<td>Yes</td>
<td>0.76 (0.73-0.79)</td>
</tr>
<tr>
<td>Mirai without risk factors model(^f)</td>
<td>Convolutional neural network</td>
<td>Development model</td>
<td>Age, weight, height, menarche age, given birth, menopause status, hormone replacement therapy usage, <em>BRCA</em> gene, ovarian cancer, breast biopsy, family history, hormonal factors</td>
<td>Yes</td>
<td>0.76 (0.73-0.80)</td>
</tr>
<tr>
<td>Yala et al [7], 2021</td>
<td>Image-only deep learning model</td>
<td>Validation model</td>
<td>Mammographic features</td>
<td>Yes</td>
<td>0.71 (0.69-0.73)</td>
</tr>
<tr>
<td>Mirai without risk factors model(^f)</td>
<td>Convolutional neural network</td>
<td>Validation model</td>
<td>Mammographic features</td>
<td>Yes</td>
<td>0.78 (0.76-0.80)</td>
</tr>
<tr>
<td>Yala et al [7], 2021</td>
<td>Image-only deep learning model</td>
<td>Validation model</td>
<td>Mammographic features</td>
<td>Yes</td>
<td>0.70 (0.66-0.73)</td>
</tr>
<tr>
<td>Mirai without risk factors model(^f)</td>
<td>Convolutional neural network</td>
<td>Validation model</td>
<td>Mammographic features</td>
<td>Yes</td>
<td>0.79 (0.75-0.82)</td>
</tr>
<tr>
<td>Ming et al [19], 2020</td>
<td>BOADICEA(^g) model</td>
<td>Logistic regression</td>
<td>—</td>
<td>No</td>
<td>0.639(^h)</td>
</tr>
<tr>
<td>Machine learning-Markov Chain Monte Carlo</td>
<td>Markov Chain Monte Carlo</td>
<td>Development model</td>
<td>Family pedigree, age, age at menarche, age at first live birth, parity, age at menopause, Ashkenazi Jewish ancestry, ovarian, prostate, pancreatic, contralateral, and lung/bronchus cancer diagnosis and age of onset, estrogen receptor status, progesterone receptor status, <em>HER2</em> status, and <em>BRCA/BRCA2</em> germline pathogenic variant</td>
<td>No</td>
<td>0.851 (0.847-0.856)</td>
</tr>
<tr>
<td>Study ID, model name</td>
<td>Statistical method</td>
<td>Development/validation model</td>
<td>Model input parameters</td>
<td>Incorporation of imaging features</td>
<td>AUC (95% CI)</td>
</tr>
<tr>
<td>---------------------</td>
<td>--------------------</td>
<td>------------------------------</td>
<td>------------------------</td>
<td>----------------------------------</td>
<td>--------------</td>
</tr>
<tr>
<td>Machine learning-adaptive boosting model&lt;sup&gt;e,f&lt;/sup&gt;</td>
<td>Development model</td>
<td>Family pedigree, age, age at menarche, age at first live birth, parity, age at menopause, Ashkenazi Jewish ancestry, ovarian, prostate, pancreatic, contralateral, and lung/bronchus cancer diagnosis and age of onset, estrogen receptor status, progesterone receptor status, HER2 status, and BRCA/BRCA2 germline pathogenic variant</td>
<td>No</td>
<td>0.889 (0.875-0.903)</td>
<td></td>
</tr>
<tr>
<td>Machine learning-random forest model</td>
<td>Development model</td>
<td>Family pedigree, age, age at menarche, age at first live birth, parity, age at menopause, Ashkenazi Jewish ancestry, ovarian, prostate, pancreatic, contralateral, and lung/bronchus cancer diagnosis and age of onset, estrogen receptor status, progesterone receptor status, HER2 status, and BRCA/BRCA2 germline pathogenic variant</td>
<td>No</td>
<td>0.843 (0.838-0.849)</td>
<td></td>
</tr>
<tr>
<td>Portnoi et al [20], 2019</td>
<td>Development model</td>
<td>Logistic regression model</td>
<td>Age, weight, height, breast density, age at menarche, age at first live birth, menopause, hormone replacement therapy usage, had gene mutation, had ovarian cancer, had breast biopsy, number of first-degree relatives who have had breast cancer, race/ethnicity, history of breast cancer, and background parenchymal enhancement on magnetic resonance images</td>
<td>Yes</td>
<td>0.638 (0.577-0.699)</td>
</tr>
<tr>
<td>Magnetic resonance image-deep convolutional neural network model&lt;sup&gt;f&lt;/sup&gt;</td>
<td>Development model</td>
<td>Full-resolution magnetic resonance images</td>
<td>No</td>
<td>0.558 (0.492-0.624)</td>
<td></td>
</tr>
<tr>
<td>Tyrer-Cuzick model&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Development model</td>
<td>Logistic regression</td>
<td>Age, weight, height, breast density, age at menarche, age at first live birth, menopause, hormone replacement therapy usage, had gene mutation, had ovarian cancer, had breast biopsy, number of first-degree relatives who have had breast cancer, and race/ethnicity, and history of breast cancer</td>
<td>No</td>
<td>0.493 (0.353-0.633)</td>
</tr>
<tr>
<td>Stark et al [21], 2019</td>
<td>Development model</td>
<td>Artificial neural network</td>
<td>Age, age at menarche, age at first live birth, number of first-degree relatives who have had breast cancer, race/ethnicity, age at menopause, an indicator of current hormone usage, number of years of hormone usage, BMI, pack years of cigarettes smoked, years of birth control usage, number of liver births, an indicator of personal prior history of cancer</td>
<td>No</td>
<td>0.608 (0.574-0.643)</td>
</tr>
<tr>
<td>Logistic regression model&lt;sup&gt;e,f&lt;/sup&gt;</td>
<td>Development model</td>
<td>Logistic regression</td>
<td>Age, age at menarche, age at first live birth, number of first-degree relatives who have had breast cancer, and race/ethnicity, age at menopause, an indicator of current hormone usage, number of years of hormone usage, BMI, pack years of cigarettes smoked, years of birth control usage, number of liver births, an indicator of personal prior history of cancer</td>
<td>No</td>
<td>0.613 (0.579-0.647)</td>
</tr>
<tr>
<td>Gaussian naive Bayes model</td>
<td>Development model</td>
<td>Gaussian naive Bayes</td>
<td>Age, age at menarche, age at first live birth, number of first-degree relatives who have had breast cancer, and race/ethnicity, age at menopause, an indicator of current hormone usage, number of years of hormone usage, BMI, pack years of cigarettes smoked, years of birth control usage, number of liver births, an indicator of personal prior history of cancer</td>
<td>No</td>
<td>0.589 (0.555-0.623)</td>
</tr>
<tr>
<td>Study ID, model name</td>
<td>Statistical method</td>
<td>Development/validation model</td>
<td>Model input parameters</td>
<td>Incorporation of imaging features</td>
<td>AUC(^a) (95% CI)</td>
</tr>
<tr>
<td>---------------------</td>
<td>--------------------</td>
<td>-----------------------------</td>
<td>------------------------</td>
<td>----------------------------------</td>
<td>-------------------</td>
</tr>
<tr>
<td>Decision tree model</td>
<td>Decision tree</td>
<td>Development model</td>
<td>Age, age at menarche, age at first live birth, number of first-degree relatives who have had breast cancer, and race/ethnicity, age at menopause, an indicator of current hormone usage, number of years of hormone usage, BMI, pack years of cigarettes smoked, years of birth control usage, number of liver births, an indicator of personal prior history of cancer</td>
<td>No</td>
<td>0.508 (0.496-0.521)</td>
</tr>
<tr>
<td>Linear discriminant analysis model</td>
<td>Linear discriminant analysis</td>
<td>Development model</td>
<td>Age, age at menarche, age at first live birth, number of first-degree relatives who have had breast cancer, and race/ethnicity, age at menopause, an indicator of current hormone usage, number of years of hormone usage, BMI, pack years of cigarettes smoked, years of birth control usage, number of liver births, an indicator of personal prior history of cancer</td>
<td>No</td>
<td>0.613 (0.579-0.646)</td>
</tr>
<tr>
<td>Support vector machine model</td>
<td>Support vector machine</td>
<td>Development model</td>
<td>Age, age at menarche, age at first live birth, number of first-degree relatives who have had breast cancer, and race/ethnicity, age at menopause, an indicator of current hormone usage, number of years of hormone usage, BMI, pack years of cigarettes smoked, years of birth control usage, number of liver births, an indicator of personal prior history of cancer</td>
<td>No</td>
<td>0.518 (0.484-0.551)</td>
</tr>
<tr>
<td>Breast Cancer Prediction Tool model(^b)</td>
<td>Logistic regression</td>
<td>—</td>
<td>Age, age at menarche, age at first live birth, number of first-degree relatives who have had breast cancer, and race/ethnicity, age at menopause, an indicator of current hormone usage, number of years of hormone usage, BMI, pack years of cigarettes smoked, years of birth control usage, number of liver births, an indicator of personal prior history of cancer</td>
<td>No</td>
<td>0.563 (0.528-0.597)</td>
</tr>
</tbody>
</table>

**Dembrower et al [31], 2020**

| Deep learning risk score model | Deep neural network | Development model | Mammographic images, the age at image acquisition, exposure, tube current, breast thickness, and compression force | Yes                  | 0.65 (0.63-0.66) |
| Dense area model\(^b\) | Logistic regression | Development model | Mammographic features | Yes                  | 0.58 (0.57-0.60) |
| Percentage density model\(^b\) | Logistic regression | Development model | Mammographic features | Yes                  | 0.54 (0.52-0.56) |
| Deep learning risk score + dense area + percentage density model\(^f\) | Deep neural network | Development model | Mammographic images, the age at image acquisition, exposure, tube current, breast thickness, and compression force | Yes                  | 0.66 (0.64-0.67) |

**Arefan et al [32], 2020**

<p>| End-to-end convolutional neural network model using GoogLeNet | Convolutional neural network | Development model | Imaging features of the whole-breast region | Yes | 0.62 (0.58-0.66) |
| End-to-end convolutional neural network model using GoogLeNet | Convolutional neural network | Development model | Imaging features of the dense breast region only | Yes | 0.67 (0.61-0.73) |</p>
<table>
<thead>
<tr>
<th>Study ID, model name</th>
<th>Statistical method</th>
<th>Development/validation model</th>
<th>Model input parameters</th>
<th>Incorporation of imaging features</th>
<th>AUC(^a) (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GoogLeNet combining a linear discriminant analysis model</td>
<td>Linear discriminant analysis</td>
<td>Development model</td>
<td>Imaging features of the whole-breast region</td>
<td>Yes</td>
<td>0.64 (0.58-0.70)</td>
</tr>
<tr>
<td>GoogLeNet combining a linear discriminant analysis model(^e,f)</td>
<td>Linear discriminant analysis</td>
<td>Development model</td>
<td>Imaging features of the dense breast region only</td>
<td>Yes</td>
<td>0.72 (0.67-0.76)</td>
</tr>
<tr>
<td>Area-based percentage breast density model(^b)</td>
<td>Logistic regression</td>
<td>Development model</td>
<td>Percentage breast density</td>
<td>Yes</td>
<td>0.54 (0.49-0.59)</td>
</tr>
<tr>
<td>Tan et al [33], 2013</td>
<td>Support vector machine classification model(^e,f)</td>
<td>Support vector machine classification</td>
<td>Validation model</td>
<td>Age, family history, breast density, mean pixel value difference, mean value of short run emphasis, maximum value of short run emphasis, standard deviation of the r-axis cumulative projection histogram, standard deviation of the y-axis cumulative projection histogram, median of the x-axis cumulative projection histogram, mean pixel value, mean value of short run low gray-level emphasis, and median of the x-axis cumulative projection histogram</td>
<td>Yes</td>
</tr>
<tr>
<td>Saha et al [34], 2019</td>
<td>Mean reader scores model(^b)</td>
<td>Logistic regression</td>
<td>Development model</td>
<td>—</td>
<td>Yes</td>
</tr>
<tr>
<td>Saha et al [34], 2019</td>
<td>Median reader scores model(^b)</td>
<td>Logistic regression</td>
<td>Development model</td>
<td>—</td>
<td>Yes</td>
</tr>
<tr>
<td>Machine learning model 1</td>
<td>Machine learning logistic regression</td>
<td>Development model</td>
<td>Magnetic resonance image background parenchymal enhancement features were based on the fibroglandular tissue mask on the fat saturated sequence</td>
<td>Yes</td>
<td>0.63 (0.52-0.73)</td>
</tr>
<tr>
<td>Machine learning model 2(^e,f)</td>
<td>Machine learning logistic regression</td>
<td>Development model</td>
<td>Magnetic resonance image background parenchymal tissue segmentation using the non–fat-saturated sequence</td>
<td>Yes</td>
<td>0.70 (0.60-0.79)</td>
</tr>
</tbody>
</table>

\(^a\) AUC: area under the curve.
\(^b\) Traditional risk factor–based optimal breast cancer risk prediction model.
\(^c\) Not available.
\(^d\) BI-RADS: Breast Imaging-Reporting And Data System.
\(^e\) Nonneural network–based optimal breast cancer risk prediction model.
\(^f\) Machine learning–based optimal breast cancer risk prediction model.
\(^g\) BOADICEA: Breast and Ovarian Analysis of Disease Incidence and Carrier Estimation Algorithm.

**Study Quality**

PROBAST was used to assess the quality of the included studies in terms of both ROB and clinical applicability. All 8 studies demonstrated a low applicability risk; only 1 of the papers had low ROB [7], indicating that most machine learning models have technical pitfalls (Table 3). The other 7 studies that had high ROB were mostly in the domain of analysis, with several reasons as follows: (1) no information was provided on how the continuous/categorical predictors handle or they were handled unreasonably, (2) complexities in the data were not assessed in the final analysis, (3) model calibration was not assessed or lack of standardized evaluation of model calibration, (4) the calculation formulae of the predictors and their weights were not reported in the final model, and (5) insufficient number...
of participants was used to develop the models. The details are shown in Multimedia Appendix 2. Only 3 neural network–based models were developed by bootstrap and cross-validation to evaluate the discrimination ability of the prediction model, whereas other machine learning models and regression models were developed by using random split or nonrandom split.

Table 3. Presentation of the Prediction Model Risk of Bias Assessment Tool results of the included studies.

<table>
<thead>
<tr>
<th>Study</th>
<th>Risk of bias</th>
<th>Applicability</th>
<th>Overall</th>
<th>Risk of bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yala et al [7], 2021</td>
<td>LR&lt;sup&gt;a&lt;/sup&gt;</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
</tr>
<tr>
<td>Ming et al [19], 2020</td>
<td>LR</td>
<td>HR</td>
<td>LR</td>
<td>LR</td>
</tr>
<tr>
<td>Portnoi et al [20], 2019</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
</tr>
<tr>
<td>Stark et al [21], 2019</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
</tr>
<tr>
<td>Dembrower et al [31], 2020</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
</tr>
<tr>
<td>Arefan et al [32], 2020</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
</tr>
<tr>
<td>Tan et al [33], 2013</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
</tr>
<tr>
<td>Saha et al [34], 2019</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
<td>LR</td>
</tr>
</tbody>
</table>

<sup>a</sup>LR: low risk.  
<sup>b</sup>HR: high risk.

Predictive Performance

The pooled AUC of the machine learning–based optimal breast cancer risk prediction model reported in each included study was 0.73 (95% CI 0.66-0.80; approximate 95% PI 0.56-0.96), with a high level of heterogeneity between studies ($Q=576.07$, $I^2=98.44%$; $P<.001$) (Figure 2). We also performed metaregression, and the results showed that the heterogeneity remains high and essentially unchanged. Sensitivity analysis showed that the pooled AUC and 95% CI were not significantly altered before and after the omission of each data set, with a range of 0.72 (95% CI 0.67-0.76; approximate 95% PI 0.60-0.85) to 0.75 (95% CI 0.68-0.82; approximate 95% PI 0.57-0.98) (Multimedia Appendix 3). The results of head-to-head comparison of the performance difference in both types of models trained by the same data set showed that the pooled AUC of machine learning prediction models (0.69, 95% CI 0.63-0.74; approximate 95% PI 0.57-0.83; Figure 3A) was higher than that of the traditional risk factor–based models, with the range from 0.56 (95% CI 0.55-0.58; approximate 95% PI 0.51-0.62) to 0.58 (95% CI 0.57-0.59; approximate 95% PI 0.51-0.62) (all $P_{\text{heterogeneity}}<.001$) (Figures 3B-3E).

Figure 2. Forest plot of the pooled area under the curve of the machine learning–based optimal breast cancer risk prediction model [7,19-21,31-34]. AUC: area under the curve.

---

**AUC and 95% CI**
The pooled AUC of neural network–based breast cancer risk prediction models was 0.71 (95% CI 0.65-0.77; approximate 95% PI 0.57-0.87; $Q^{2}=131.42$; $I^2=95.43$%; $P<.001$) (Figure 4A), which was higher than that of nonneural network–based optimal risk prediction models (0.68, 95% CI 0.56-0.81; approximate 95% PI 0.53-0.81; $Q^{2}=1268.99$; $I^2=99.45$%; $P<.001$) (Figure 4B). When stratified by the presence or absence of incorporation of imaging features, the pooled AUCs in models incorporated with imaging features and those in models not incorporated with imaging features were 0.73 (95% CI 0.67-0.79) and 0.61 (95% CI 0.57-0.64) ($P_{\text{heterogeneity}}=.001$), respectively (Table 4). Subgroup analysis also showed that the pooled AUC in models not incorporated with genetic risk factors was not significantly lower than that in models incorporated with genetic risk factors (0.71 vs 0.76, respectively; $P_{\text{heterogeneity}}=.12$) (Table 4). Our results also showed that models predicting short-term ($\leq 5$ year) breast cancer risk had a slightly higher pooled AUC than those...
predicting long-term risk (0.72 vs 0.66, respectively), although the difference was not significant ($P_{\text{heterogeneity}}=.10$) (Table 4).

The funnel plot indicated that there was no publication bias, with an Egger regression coefficient of −3.85 ($P=.46$) (Multimedia Appendix 4). According to the trim-and-fill method, 2 studies had to be trimmed, and the adjusted pooled AUC was 0.75 (95% CI 0.69-0.82) after trimming (Multimedia Appendix 4).

Figure 4. Forest plot of the pooled area under the curve of the (A) neural network–based breast cancer risk prediction model and (B) nonneural network–based optimal risk prediction model [7,20,21,31,32]. AUC: area under the curve.

Table 4. Subgroup analysis.

<table>
<thead>
<tr>
<th>Model, subgroup</th>
<th>Area under the curve (95% CI)</th>
<th>$P_{\text{heterogeneity}}$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model with/without imaging features</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model incorporated with imaging features</td>
<td>0.73 (0.67-0.79)</td>
<td>.001</td>
</tr>
<tr>
<td>Model not incorporated with imaging features</td>
<td>0.61 (0.57-0.64)</td>
<td></td>
</tr>
<tr>
<td>Model with/without genetic risk factors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model incorporated with genetic risk factors</td>
<td>0.76 (0.73-0.80)</td>
<td>.12</td>
</tr>
<tr>
<td>Model not incorporated with genetic risk factors</td>
<td>0.71 (0.65-0.77)</td>
<td></td>
</tr>
<tr>
<td>Model prediction of risk</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model predicting short-term risk</td>
<td>0.72 (0.65-0.78)</td>
<td>.10</td>
</tr>
<tr>
<td>Model predicting long-term risk</td>
<td>0.66 (0.64-0.67)</td>
<td></td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

In this meta-analysis, 8 studies showed that the pooled AUC of machine learning–based breast cancer risk prediction models was 0.73 (95% CI 0.66-0.80). The results of head-to-head comparison of the performance difference in 2 types of models trained by the same data set showed that machine learning models had a slightly higher advantage than the traditional risk factor–based models in predicting future breast cancer risk.

Machine learning approaches have the potential to achieve better accuracy and incorporate different types of information, including traditional risk factors, imaging features, genetic data, and clinical factors. However, of note, the predictive ability of the machine learning models showed substantial heterogeneity among the studies included in this review.

Machine learning represents a data-driven method; it has the ability to learn from past examples and detect hard-to-discern patterns from large and noisy data sets and model nonlinear and more complex relationships by employing a variety of statistical...
probabilistic, and optimization techniques [35]. This capability of machine learning algorithms offers a possibility for the investigation and development of risk prediction and diagnostic prediction models in cancer research [36]. It is evident that the use of machine learning methods can improve our understanding of cancer occurrence and progression [35,37]. Thus, developing machine learning–based breast cancer risk prediction models with improved discriminatory power can stratify women into different risk groups, which are useful for guiding the choice for personalized breast cancer screening in order to achieve a good balance in the risk benefit and cost benefit for breast cancer screening.

In our stratified analysis, neural network–based breast cancer risk prediction models incorporating imaging features showed superior performance. This result suggests that the incorporation of imaging inputs in machine learning models can deliver more accurate breast cancer risk prediction. Previous breast cancer risk assessments have already recognized the importance of imaging features in mammography [10,12], but the existing model was based on the underlying pattern that was assessed visually by radiologists, and the whole image was subjectively summarized as a density score on mammography as the model input [38]. It is unlikely that the single value of the density score would be able to take maximum advantage of the imaging features. The other human-specified features may not be able to capture all the risk-relevant information in the image. However, the flexibility of the neural networks might allow the extraction of more information from both finer patterns as well as the overall image characteristics, which can improve the accuracy of the prediction models.

The findings in this study showed that neural network–based models that predicted short-term (<5 year) breast cancer risk had slightly better discriminatory accuracy than models predicting long-term risk, although confidence intervals overlapped. Improvement of public health literacy and the popularization of healthy lifestyles motivated more opportunities to use the flexibility of machine learning methods to improve the breast cancer risk prediction. Previous breast cancer risk assessments have already recognized the importance of imaging and genetic risk factors. The results of meta-analysis can only be interpreted carefully within the context. Third, the pooled results of the machine learning prediction model were analyzed based on most of the included studies that had high ROB [19-21,31-34]. The reason that these studies are rated as high ROB were that complexities in the data were not assessed or the calculation formulas of the predictors and their weights were not reported in the final model. These parameters, the so-called “black boxes,” are almost never presented in the original studies. Moreover, we performed a head-to-head fair comparison of the performance difference between 2 types of models trained by the same data set, and the results showed that machine learning models had a slightly higher advantage in predicting future breast cancer risk. Lastly, we mainly focus on the statistical measures of model performance and did not discuss how to meta-analyze the clinical measures of performance such as net benefit. Hence, further research on how to meta-analyze net benefit estimates should be performed.

Model Reliability and Clinical Feasibility
Our study showed several issues regarding machine learning model reliability. The PROBAST analysis indicated that machine learning models have technical pitfalls. First, most machine learning models did not report sufficient statistical analysis information, and only few studies [7,31] provided the details for model reproduction. Second, many machine learning models showed a poor calibration analysis, indicating that the assessment of their utility was problematic, leading to inaccurate evaluation of the future breast cancer risk. Third, only 1 study [7] reported machine learning models that were externally validated in different ethnic populations. Six neural network–based models incorporated many complex imaging features, which may cause clinicians or public physicians to be unable to quickly and conveniently calculate the breast cancer risk by machine learning models manually. This may also be why few studies carry out external validation of the machine learning models. Due to the complexity of the machine learning model algorithms, many studies included many different types of predictors into the model construction, which may lead to an overfitting of the machine learning models [39]. However, only few development studies [7,21,34] reported the details for these predictor selection processes, which may lower the clinical feasibility of the machine learning models.

Limitations
This review had several limitations. First, most of the included studies [19,31-34] did not provide the expected/observed ratio or other indicators that could evaluate the calibration of the risk prediction model; therefore, this meta-analysis could not comprehensively review the calibration of the machine learning–based breast cancer risk prediction models. Second, substantial heterogeneity was presented in this systematic review, which impeded us from making further rigorous comparisons. The heterogeneity can be partially explained but could not be markedly diminished by different risk predicting times, with or without the incorporation of imaging features and genetic risk factors. The results of meta-analysis can only be interpreted carefully within the context. Third, the pooled results of the machine learning prediction model were analyzed based on most of the included studies that had high ROB [19-21,31-34]. The reason that these studies are rated as high ROB were that complexities in the data were not assessed or the calculation formulas of the predictors and their weights were not reported in the final model. These parameters, the so-called “black boxes,” are almost never presented in the original studies. Moreover, we performed a head-to-head fair comparison of the performance difference between 2 types of models trained by the same data set, and the results showed that machine learning models had a slightly higher advantage in predicting future breast cancer risk. Lastly, we mainly focus on the statistical measures of model performance and did not discuss how to meta-analyze the clinical measures of performance such as net benefit. Hence, further research on how to meta-analyze net benefit estimates should be performed.

Conclusions
In summary, machine learning–based breast cancer risk prediction models had a slightly higher advantage in predicting future breast cancer risk than traditional risk factor–based models in head-to-head comparisons of the performance under the same experimental settings. However, machine learning–based breast cancer risk prediction models had some technical pitfalls, and their clinical feasibility and reliability were unsatisfactory. Future research may be worthwhile to obtain individual participant data to investigate in more detail how the machine learning models perform across different populations and subgroups. We also suggest that they could be considered to be implemented by pooling with breast cancer screening programs and to help developing optimal screening strategies, especially screening intervals.
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Abstract

Background: Rapid diagnostic tests (RDTs) are being widely used to manage COVID-19 pandemic. However, many results remain unreported or unconfirmed, altering a correct epidemiological surveillance.

Objective: Our aim was to evaluate an artificial intelligence–based smartphone app, connected to a cloud web platform, to automatically and objectively read RDT results and assess its impact on COVID-19 pandemic management.

Methods: Overall, 252 human sera were used to inoculate a total of 1165 RDTs for training and validation purposes. We then conducted two field studies to assess the performance on real-world scenarios by testing 172 antibody RDTs at two nursing homes and 96 antigen RDTs at one hospital emergency department.

Results: Field studies demonstrated high levels of sensitivity (100%) and specificity (94.4%, CI 92.8%-96.1%) for reading IgG band of COVID-19 antibody RDTs compared to visual readings from health workers. Sensitivity of detecting IgM test bands was 100%, and specificity was 95.8% (CI 94.3%-97.3%). All COVID-19 antigen RDTs were correctly read by the app.

Conclusions: The proposed reading system is automatic, reducing variability and uncertainty associated with RDTs interpretation and can be used to read different RDT brands. The web platform serves as a real-time epidemiological tracking tool and facilitates reporting of positive RDTs to relevant health authorities.

(JMIR Public Health Surveill 2022;8(12):e38533) doi:10.2196/38533
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**Introduction**

To control COVID-19 pandemic, timely and accurate early-detection strategies of SARS-CoV-2 infections have been critical to slow down the spread of the virus. The use of rapid diagnostic tests (RDTs), both for detection of antibodies and antigens, has contributed to improve COVID-19 testing capacity, reducing costs of diagnosis, and allowing for fastest results [1]. First, COVID-19 RDTs were intended to be used just by professional health workers who have extensive experience in the use of this tool for different infectious diseases [2,3]. Later, multiple health ministries approved home testing kits, improving the accessibility to testing and taking pressure off health institutions. Nevertheless, self-testing strategies have some limitations; the general population is not familiar with the use of RDTs; and a minimum training is needed for sampling, testing, and result interpretation. Furthermore, as it has been seen during the latest waves [4], many results go unreported, impairing posttesting counseling and epidemiological surveillance.

Combining RDTs with digital tools, artificial intelligence (AI) and mobile health approaches can help standardize result interpretation and facilitate immediate reporting and monitoring of results [5]. Several works have been proposed to automatically interpret photographs of RDTs using different image processing approaches, from classical methods, such as morphology-based methods, to more sophisticated machine learning or deep learning methods [6-21]. Nevertheless, these approaches are not capable of handling 2-band and 3-band RDTs indistinctly, are not connected to a cloud platform that enables the collection of mass screening results, and many require additional hardware. In this paper, we describe the development and field validation of a mobile-based tool (exhaustively tested with a variety of phone models and different lighting conditions) that could be used with any smartphone for reading and reporting multiple types of SARS-CoV-2 RDTs and is connected to a real-time epidemiological monitoring web platform (Figure 1).

**Figure 1.** TiraSpot system is composed of (1) a mobile app for test digitization and result recording, (2) an artificial intelligence (AI) model for rapid diagnostic test (RDT) result interpretation, and (3) a web platform where all collected data can be visualized, allowing for result corrections in the cases in which a discrepancy exists between AI and user interpretation. Ab: antibody; Ag: antigen.
Methods

Procedure
This study was divided into 2 phases: first, the training and validation of an AI algorithm for the automatic interpretation of RDTs; second, 2 field studies to assess the performance of the AI-based system for reading both COVID-19 antibody and antigen RDTs in real-world scenarios.

Ethics Approval
Ethics approval for the study was obtained from the Clinical Research Ethics Committee of the Ramón y Cajal University Hospital (127/21).

Algorithm Training and Validation Data Set
Ensuring standardized image acquisition is a key step in developing robust AI algorithms. With this purpose, all inoculated RDTs were digitized using the TiraSpot mobile app (Spotlab), which guarantees image quality and correct positioning of RDTs in the image by using a simple augmented reality system that displays a mask with the exact geometry of a given RDT in the screen of the smartphone, helping users to correctly align the RDT before making the picture (screenshot of the mobile app is presented in Figure 1). Each RDT brand has its own mask that guides the user to take a standardized picture. In addition, after the picture is taken, the user is presented with the picture and asked to confirm that it is aligned and on focus. If the user rejects the picture, the user is allowed to take another one. The mobile app also allows users to record sample metadata, which together with the images and their initial visual interpretation are uploaded to the cloud platform. To gain robustness and generalizability, a total of 11 different smartphone models, ranging from low- to high-range devices, were used in this study.

An AI algorithm was developed to predict test results based on a picture of the RDT. With this purpose, the image is first preprocessed by cropping the original image to extract a region of interest that contains the relevant part of the picture (strip of the RDT). Then, image normalization and contrast enhancement (Contrast Limited Adaptive Histogram Equalization method) were applied to highlight faint bands. Finally, the processed region of interest is introduced into a convolutional neural network (MobileNet V2 [22]), which then predicts the test result (Figure 2).

Figure 2. Image processing pipeline. Original image acquired with the TiraSpot app is first cropped to extract region of interest. The cropped image is then preprocessed and introduced to a convolutional neural network, which predicts rapid diagnostic test (RDT) result. AI: artificial intelligence.

For generating the training image data set, 12 human sera from patients with positive SARS-CoV-2 polymerase chain reaction tests (infected between March and May 2020) and with a positive enzyme-linked immunosorbent assay (ELISA) test were used. Each serum sample was serially diluted with reference human sera (H5667; Sigma-Aldrich) until it reached a negative result when inoculated in a COVID-19 antibody test. Each dilution was tested in 3 replicates for each of the 3 brands tested (ie, 2019-nCoV IgG/IgM Rapid Test Cassette, Hangzhou AllTest Biotech Co., Ltd.; Panbio COVID-19 IgG/IgM Rapid Test Device, Abbott; and UNscience COVID-19 IgG/IgM Rapid Test, Wuhan UNscience Biotechnology Co., Ltd.), resulting in 433 RDTs inoculated (61 positive for both IgG and IgM; 166 positive for IgG and negative for IgM; 43 negative for IgG and positive for IgM; and 164 negative for both IgG and IgM). Additionally, 12 COVID-19 antigen RDTs (Panbio COVID-19 Ag Rapid Test Device, Abbott; 6 positive and 6 negative) were also included to train the algorithm to read not only 3-band tests (such as the COVID-19 antibody tests used in this study) but also 2-band RDTs, such as COVID-19 antigen tests. The entire training data set consisted of 3614 images.

For collecting the independent validation data set, 240 human sera samples independent from the ones used for training were used to inoculate 720 COVID-19 antibody RDTs (each serum was tested in triplicate using the aforementioned brands). The samples were selected ensuring all possible results are well represented along the data set (108 positive for both IgG and IgM; 321 positive for IgG and negative for IgM; 27 negative for IgG and positive for IgM; and 264 negative for both IgG and IgM).

Each RDT was visually read by multiple observers (3 to 5), and the ground truth was established as the majority result from
total analyzers. All sera samples were collected between May and June 2020.

Field Validation Studies
The workflow for the field studies was as follows: a health professional digitized the RDTs by using the app and was asked for recording the visual interpretation of the test result; images were uploaded to the cloud platform and processed by the AI algorithm; and discrepancies between the interpretation made by the health professional and that obtained by the algorithm were subsequently reviewed by an external health professional through the platform.

The first field study used the system as part of a seroprevalence study conducted in two nursing homes in Madrid, Spain. A total of 172 vaccinated health care personnel were included in this study; a finger-prick blood sample was taken from them and inoculated into SARS-CoV-2 Rapid Antibody Test (Roche). A trained nurse digitized the RDTs and recorded their results using the app.

The second field validation study tested the system to read also COVID-19 antigen tests (ie, Panbio COVID-19 Ag Rapid Test Device, Abbot) composed of 2 bands (ie, control and test). This study was carried out at the emergency department of the Ramón y Cajal Hospital in Madrid, Spain, where 96 individuals’ nasal swabs were inoculated in antigen tests and digitized by experienced health professionals using the app.

All images were acquired in very diverse real-world conditions involving different users, including different environmental illuminations (eg, different lighting color temperatures and a wide range of lighting), and using different smartphone models that ranged from low- to high-range devices. This was done with the purpose of developing and validating the robustness of the algorithm that may change in real life.

Results

AI Algorithm Training and App Validation
All images acquired with the app were uploaded to a cloud platform, where the AI algorithm processed the photographs to predict the result interpretations. As shown in Table 1 (part 1), when comparing the visual interpretations (used as ground truth) against the AI algorithm, the performance was high for all brands of RDT tested, obtaining a mean sensitivity and specificity of 98% and 100%, respectively, for the detection of the IgG band; and a mean sensitivity and specificity of 80% and 89%, respectively, for the detection of the IgM band. No significant differences were found in algorithm performance between different smartphone models or across different lighting conditions, pointing out the robustness of the readout algorithm.
Table 1. Performance of the artificial intelligence algorithm for predicting rapid diagnostic test (RDT) results with respect to human visual reading in (1) the validation set, (2) the field study for reading antibody (Ab) RDTs, and (3) in the field study when reading antigen (Ag) RDTs.

<table>
<thead>
<tr>
<th>Evaluation data</th>
<th>AUC (95% CI)</th>
<th>Sensitivity (95% CI)</th>
<th>Specificity (95% CI)</th>
<th>Tests, n</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>1: RDT manufacturer (Ab) and band</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Abbott IgG</td>
<td>99.5 (98.7-100)</td>
<td>96.4 (94.1-98.8)</td>
<td>100 (100-100)</td>
<td>94 145</td>
</tr>
<tr>
<td>IgM</td>
<td>92.5 (85.4-99.6)</td>
<td>80.8 (75.8-85.8)</td>
<td>90.7 (87.0-94.3)</td>
<td>184 55</td>
</tr>
<tr>
<td>UNScience IgG</td>
<td>100 (100-100)</td>
<td>100 (100-100)</td>
<td>100 (100-100)</td>
<td>100 140</td>
</tr>
<tr>
<td>IgM</td>
<td>89.5 (83.7-95.2)</td>
<td>80.0 (74.9-85.1)</td>
<td>88.6 (84.6-92.6)</td>
<td>214 26</td>
</tr>
<tr>
<td>AllTest IgG</td>
<td>99.8 (99.4-100)</td>
<td>97.9 (96.1-99.7)</td>
<td>100 (100-100)</td>
<td>96 144</td>
</tr>
<tr>
<td>IgM</td>
<td>90.6 (85.0-96.1)</td>
<td>79.6 (74.5-84.7)</td>
<td>86.0 (81.6-90.4)</td>
<td>186 54</td>
</tr>
<tr>
<td>Global IgG</td>
<td>99.8 (99.5-100)</td>
<td>98.1 (97.1-99.1)</td>
<td>100 (100-100)</td>
<td>290 429</td>
</tr>
<tr>
<td>IgM</td>
<td>90.8 (87.4-94.3)</td>
<td>80.0 (77.1-82.9)</td>
<td>89.0 (86.2-90.9)</td>
<td>584 135</td>
</tr>
<tr>
<td><strong>2: RDT manufacturer (Ab) and band</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Roche IgG</td>
<td>100 (100-100)</td>
<td>100 (100-100)</td>
<td>94.4 (92.8-96.1)</td>
<td>18 154</td>
</tr>
<tr>
<td>IgM</td>
<td>99.6 (96.0-100)</td>
<td>100 (100-100)</td>
<td>95.8 (94.3-97.3)</td>
<td>166 6</td>
</tr>
<tr>
<td><strong>3: RDT manufacturer (Ag) and band</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Abbott Test</td>
<td>100 (100,100)</td>
<td>100 (100,100)</td>
<td>100 (100,100)</td>
<td>68 28</td>
</tr>
</tbody>
</table>

Validation in Real-world Scenarios

From the 172 RDTs used in this study (5 positive for both IgG and IgM; 149 positive for IgG and negative for IgM; 1 negative for IgG and positive for IgM; and 17 negative for both IgG and IgM), we only found 9 discrepancies between test result interpretations made by health professionals and those made by the AI algorithm. From these 9 cases, 2 were incorrectly classified by the algorithm due to an incorrect image acquisition with the app. The remaining discrepant cases were further reviewed by a second professional, and the AI-based system allowed for the detection and modification of the result with respect to the initial health professional interpretation in 4 cases by confirming the result predicted by the algorithm.

The overall performance of the algorithm with respect to the ground truth is shown in Table 1 (part 2). It should be noted that the performance of the system is high even when used with an RDT different from those used for training the algorithm, suggesting its potential use with any RDT on the market. The slight disparity in the performance of IgM band identification in antibody RDTs between the validation set and this field study may be explained by the presence of very faint signals that were almost invisible in the photographs.

Regarding the second field study for reading COVID-19 antigen RDTs, we found that all tests used and digitized using the TiraSpot app (ie, 58 negative and 30 positive) were correctly interpreted by the proposed system (Table 1, part 3), demonstrating that the system can also be applied for reading 2-band (ie, control and test) and 3-band (ie, IgG, IgM, and control) tests.

Discussion

We described the usefulness of an app for reading and result interpretation of lateral flow RDTs for SARS-CoV-2 testing. The results are sent to a cloud platform that allows for case identification and confirmation, quality control, and real-time monitoring.

Our AI algorithm demonstrates excellent performance, especially in prospective validation of real-life scenarios and for both antibody and antigen detection tests. The algorithm performed as well in RDT brands that were not used at all for training purposes, making the solution suitable for other RDTs, including other diseases. Compared with previous studies [6-21], our system is able to identify individual bands of the RDTs, allowing for complex result reading and sending them in real-time to a cloud platform. A requirement and limitation of
the proposed system is the correct acquisition of the image (acquisition error in the field studies was <0.8%).

In conclusion, the use of TiraSpot (Figure 1) is a useful tool for reporting, real-time monitoring, and quality control, as the results can be reviewed by specialists when needed. This is especially important in contexts where massive testing is to be done and the likelihood of subjectivity and errors in the interpretation of the result is higher. It is also important in the validation of self-diagnostic tests performed by untrained users, as it avoids the loss of information in case the user does not report it, and it provides an efficient system to confirm and report data, which has been a key challenge during the latest pandemic waves.
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Abstract

Background: Major sports events are the focus of the world. However, the gathering of crowds during these events creates huge risks of infectious diseases transmission, posing a significant public health threat.

Objective: The aim of this study was to systematically review the epidemiological characteristics and prevention measures of infectious diseases at major sports events.

Methods: The procedure of this scoping review followed Arksey and O’Malley’s five-step methodological framework. Electronic databases, including PubMed, Web of Science, Scopus, and Embase, were searched systematically. The general information (ie, publication year, study type) of each study, sports events’ features (ie, date and host location), infectious diseases’ epidemiological characteristics (ie, epidemics, risk factors), prevention measures, and surveillance paradigm were extracted, categorized, and summarized.

Results: A total of 24,460 articles were retrieved from the databases and 358 studies were included in the final data synthesis based on selection criteria. A rapid growth of studies was found over recent years. The number of studies investigating epidemics and risk factors for sports events increased from 16/254 (6.3%) before 2000 to 201/254 (79.1%) after 2010. Studies focusing on prevention measures of infectious diseases accounted for 85.0% (238/280) of the articles published after 2010. A variety of infectious diseases have been reported, including respiratory tract infection, gastrointestinal infection, vector-borne infection, blood-borne infection, and water-contact infection. Among them, respiratory tract infections were the most concerning diseases (250/358, 69.8%). Besides some routine prevention measures targeted at risk factors of different diseases, strengthening surveillance was highlighted in the literature. The surveillance system appeared to have gone through three stages of development, including manual archiving, network-based systems, and automated intelligent platforms.

Conclusions: This critical summary and collation of previous empirical evidence is meaningful to provide references for holding major sports events. It is essential to improve the surveillance techniques for timely detection of the emergence of epidemics and to improve risk perception in future practice.

(JMIR Public Health Surveill 2022;8(12):e40042) doi:10.2196/40042
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Introduction

Major sports events, including national or international multisport events (eg, the Olympic Games) and single-sport events (eg, International Federation of Association Football [FIFA] World Cup), attract the focus of the world. However, the gathering of crowds from various parts of the world poses challenges to public health, especially for global infectious disease prevention and control [1]. Moreover, the threats of infectious disease exist over the entire course of the games, including the competition stage and the journey before and after the sports events [2,3]. Several factors play roles in public health security of these sports events, including close contact of the attendees in confined and crowded spaces, the demographics and disease exposure history of the participants, their mobility patterns, the event setting, and climate conditions [2-4]. The incoming and outgoing travel patterns of international participants attending these events can accelerate disease transmission among a large number of people, potentially leading to a pandemic within a short period [5,6].

Many recent studies have raised concerns about the potential risks of infectious disease in major sports events and their impacts on public health on a global scale [7]. During the 1991 International Special Olympics Games, 16 outbreak-associated secondary measles cases were reported in athletes, spectators, and volunteers [7]. An outbreak of 36 influenza cases among participants was recorded at the 2002 Winter Olympics held in Salt Lake City, Utah, United States [8]. Outbreaks of norovirus were reported at many sports events such as the 2006 Football World Cup and 2018 Winter Olympics [9,10]. In addition, many other types of infectious diseases might also threaten public health security in major sports events, such as leptospirosis infection in triathlons, spread of blood-borne diseases in boxing, and small-scale transmission of insect-borne diseases at World Cup events [11-13].

To better prevent and control infectious disease outbreaks, routine prevention and control measures, new technologies for symptom surveillance, environmental sampling, and virus testing are used in major sports events. Routine prevention and control measures include reminding participants to pay attention to personal hygiene, and strengthening publicity, education, and cooperation between health institutions [14,15]. For infectious disease surveillance and management, before the 1990s, major sports events mainly used traditional methods relying on routine manual filing of reportable diseases by clinicians [16-21]. The development of network communication technology makes it possible to quickly and automatically monitor infectious diseases based on a variety of data sources, including clinical data from health providers, drug sales from pharmacies, outbreak reports, emergency and urgent care data, websites and social media posts, environmental data, and travel flights, to name a few [22-24].

Overall, previous studies have provided abundant evidence of infectious disease epidemics, risk factors, and prevention measures among major sports events around the world. However, the evidence remains very fragmented, with no study systematically summarizing the prevention and control of infectious diseases in major sporting events. To fill this gap, the aim of this scoping review was to provide an overview and critical summary of existing evidence on the epidemics and risk factors, prevention measures, and surveillance paradigm of infectious diseases in major sports events, which could help to provide guidance for the prevention and control of infectious diseases at national and international major sports events, especially during the COVID-19 pandemic.

Methods

Design and Search Strategy

The procedure of the scoping review followed Arksey and O’Malley’s [25] five-step methodological framework, including (1) identifying the research question; (2) identifying relevant studies; (3) study selection; (4) extraction and charting the data; and (5) collating, summarizing, and reporting the results. The results are reported in accordance with the PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-Analyses extension for Scoping Reviews) guidelines [26].

A systematic search of electronic databases (PubMed, Web of Science, Scopus, and Embase) was performed from the earliest record to October 15, 2022. All study designs were included. The search strategy contained two parts: (1) the sports event and its related terms, including “athletic” or “Olympic” or “Paralympic” or “World cup” or “championship” or “marathon” or “mass gatherings” or “stadium” or “sports venues” or “gym”; and (2) terms covering topics of the infectious diseases and their transmission, including “infection” or “infestation” or “infectious” or “transmission” or “communicable disease” or “community spread” (see Multimedia Appendix 1 for the detailed search strategy).

Study Selection

After eliminating duplicates, a two-step study selection procedure was performed. The first step was the preliminary selection through titles, abstracts, and keywords. Studies were excluded if (1) the content of the study was not relevant to infectious diseases or (2) not relevant to sports events. The second step was based on examination of the full text, and studies were excluded if (1) there was no available full text or (2) the article was not written in English. The type of article was not restricted, and comments, letters, or replies related to the research theme were all included in this review. Studies were screened independently by two reviewers (BZ, XY) against the above criteria. Disagreements were resolved through discussion or via a third reviewer (YL).

Data Extraction

Two authors (BZ, XY) reviewed the included studies and analyzed infectious diseases in major sports events. The general information (ie, publication year, study type) was extracted. Data related to the sports events’ features (ie, type, date, and host location); key findings of each study, including infectious disease characteristics (ie, types, epidemiics, risk factors), prevention measures, and surveillance paradigm of infectious diseases, were also extracted. According to the extracted data, literature quality assessment was performed based on the following two criteria: (1) specifies the type of sport and the
scale of the sport event, along with the host location and time of the event; (2) specifies the main types of infectious diseases in the sports event. If either of the two criteria was not met, the study was considered to be of low quality and was excluded.

**Data Synthesis**

Descriptive analysis was performed for statistics of related infectious diseases (eg, respiratory tract infection, vector-borne infection) by time period. According to the sports types, the included sports events were divided into four categories, including multisport (eg, the Olympic Games), ball (eg, football, basketball, tennis), race (eg, running, marathon, bike race), and other sports types (eg, swimming, fighting). This classification also referred to the sports categories of the world’s greatest sports events from a previous report [27]. Maps were used to present the geographical distribution of studies on different infectious diseases around the world. Key findings of the included studies were summarized and categorized into two main topics, including (1) epidemics and risk factors and (2) prevention measures, which were determined by the studies’ primary aims and outcomes, with subcategories identified where appropriate. Statistical analyses were performed using SPSS version 21.0 (IBM Corp), and Tableau 2021 (Tableau Software) was used for mapping.

**Results**

**General Characteristics of Included Studies**

We identified 24,460 articles through a database search. Following the removal of duplicates and screening for eligibility, 358 studies were ultimately included in the review (Figure 1). The basic information of the included articles is provided in Tables S1 and S2 of Multimedia Appendix 1. Figure 2 shows the numbers of publication and their themes over recent years, demonstrating the rapid growth of studies in this area. Only 16 of 254 studies (6.3%) investigated epidemics and risk factors of infectious disease in major sports events before 2000, which increased to 201 (79.1%) after 2011. Studies focusing on prevention measures accounted for 85.0% (238/280) of the articles published after 2010. The main types of sports studied over the years were multisport events and ball games (Figure 2). Among the 358 studies, the top five most studied major sports events were the 2016 Rio Olympics (n=46, 12.8%), 2020 Tokyo Olympics (n=42, 11.7%), 2012 London Olympics (n=19, 5.3%), 2014 FIFA World Cup (n=16, 4.5%), and 2010 FIFA World Cup (n=14, 3.9%) (Multimedia Appendix 1 Table S3).

Based on the main transmission routes, the infectious diseases reported were classified into five categories: respiratory tract infection, gastrointestinal infection, vector-borne infection, blood-borne infection, and water-contact infection. Among them, over half (250/358, 69.8%) focused on respiratory tract infections, with COVID-19, measles, and influenza as the main concerns (Figure 2). Studies on vector-borne diseases such as Zika and dengue showed the fastest rate of increase in recent years, from 23.8% (5/21) published before 2000 to 30.4% (85/280) published after 2010 (Figure 2). Moreover, a considerable number of studies have focused on gastrointestinal infections (eg, *Salmonella*, norovirus), blood-borne infections (eg, HIV/AIDS, hepatitis B), and water-contact infections (eg, leptospirosis) (Figure 2).

Several studies focused on the major international sports events’ host countries (Figure 3A). The 1996 Olympics held in Atlanta, Georgia, United States; the 2000 Olympics in Sydney, Australia; the 2008 Olympics in Beijing, China; and the 2010 FIFA World Cup in South Africa were the key events of focus of the corresponding periods (Figure 3B, C). After 2010, based on the Olympics and the FIFA World Cup, most studies concentrated in Brazil, the United Kingdom, Japan, and China (Figure 3D). Among them, studies related to Brazil mainly focused on vector-borne infections, as the 2014 FIFA World Cup and the 2016 Olympic Games both took place in Brazil where Zika, dengue, and other vector-borne infections were more prevalent, whereas COVID-19 has been the focus of the Tokyo and Beijing Olympics and Paralympics (Figure 3D).
Figure 1. Flow of selection process for eligible studies for inclusion. WOS: Web of Science.

Figure 2. Number of studies on epidemics and prevention of infectious diseases in major sports events over time.
Epidemics and Risk Factors

Respiratory Tract Infections

Respiratory tract infections such as influenza and measles are the most common infections in major sporting events. In the 2018 Winter Olympics, Team Finland reported that respiratory tract infections caused by coronaviruses, influenza B virus, respiratory syncytial virus A, rhinovirus, and human metapneumovirus affected 45% of the athletes and 32% of staff members of the service team [28]. Measles is also a highly infectious and acute viral respiratory tract infection that caused small outbreaks in sports events such as the 1991 International Special Olympics Games, 1991 International Gymnastics Competition, and 2007 International Youth Sporting Event [7].

At the end of 2019, the sudden outbreak of COVID-19 disrupted the pace of human life, and many sports events were forced to be cancelled or postponed. Thailand first reported SARS-CoV-2 transmission in a boxing sport stadium, with 27 individuals infected [29]. During the Tokyo Olympics and Paralympics, the positive rates of COVID-19 tests were 0.10% and 0.03% for games-related people arriving at airports and people living in the Tokyo 2020 bubble, respectively, including 24 of 11,476 Olympic athletes and 13 of 4303 Paralympic athletes who tested positive [30]. As for the Beijing 2022 Winter Olympics and Paralympics, 284 of the 16,092 games-related people tested positive at the airport and 179 people tested positive in the closed loop with no cluster epidemic [31] (see Tables S1 and S2 of Multimedia Appendix 1).

Risk factors for respiratory infectious diseases have mainly included three aspects. First, respiratory tract infections could easily be transmitted in confined places; therefore, ventilation conditions, temperature, cold, and dry air in the competition grounds were highlighted as risk factors for respiratory tract infections, because these conditions are suitable for viruses to survive and colonize the human respiratory tract [8]. Second, individuals with routine exposure to international travelers might be at greater risk of respiratory tract infections [32]. Third, people with chronic diseases or weak immunity are more susceptible to respiratory tract infection, as well as its aggravation or complications [32] (Figure 4).

For the ongoing COVID-19 epidemic, the emerging viral variants and the relatively low vaccination rate brought challenges to the holding of major sports events [33]. When holding the Tokyo Olympics, only 3.4% of the population in Japan had been immunized [33]. Another risk for the spread of COVID-19 is the uncontrolled gathering for activities occurring outside the venue during the sports events. Two studies indicated that the increase in COVID-19 cases and cluster epidemics during the 2020 European Football Championship (EURO) were more likely to occur as a result of aggregations and celebrations in private settings, pubs/other public buildings, or public squares rather than from the official football events [34,35]. In addition, previous studies found that athletes had a higher risk of COVID-19 than staff members during professional football competitions [36,37] (Figure 4).
Gastrointestinal Infection

Norovirus and *Salmonella* were the main pathogens that caused gastrointestinal infections in major sports events. In the 2015 Obstacle Adventure race, 866 of 1264 adults reported acute gastroenteritis infections [38]. In the 2018 PyeongChang Winter Olympics, symptoms associated with the gastrointestinal tract, including diarrhea, vomiting, and dyspepsia, were the second most common reported [10]; an outbreak of norovirus infections was recognized, starting with security staff, and noroviruses were detected in samples from food handlers [39] (Multimedia Appendix 1 Tables S1 and S2).

Dirty floors and bathrooms, contaminated food and unhygienic cooking, and serving staff with little awareness of hygiene were all highlighted as risk factors for gastrointestinal infections [38]. Younger athletes (aged 18-27 years) had a significantly higher risk of acute gastrointestinal infection [38]. Ingestion of mud during sports events was associated with gastrointestinal infection [38]. In addition, the pathogens could be transmitted by sharing water bottles or food boxes [40] (Figure 4).

Vector-Borne Infections

During the 2014 FIFA World Cup and the 2016 Rio Olympics Games, vector-borne diseases such as Zika and dengue aroused wide public concern. Due to the efforts of implementing highly effective preventive measures against vectors, there were no epidemic incidents during either event in Brazil [41,42] (Multimedia Appendix 1 Tables S1 and S2).

The primary vectors of Zika, *Aedes* mosquitoes, breed larvae in standing water. Potential mosquito breeding sites (eg, tires, flowerpots, buckets, and other similar containers) were highlighted as risk factors for disease spread [43]. In addition, temperature, precipitation, and other environmental factors had an impact on vector-borne disease infections [44,45] (Figure 4).

Blood-Borne Infections

There was no statistically significant increase in clinic attendance for blood-borne infections (eg, HIV, hepatitis B virus, or hepatitis C virus infections) during sports events in previous years. Sexual transmission was the main transmission route for such infections. The distribution of condoms and health-related messages about safer sex might have contributed to the successful control of blood-borne infections during major sports events [46-48] (Multimedia Appendix 1 Tables S1 and S2).

Injuries and close contacts during competition were highlighted as risk factors for blood-borne pathogen transmission. The pathogen could transmit through bleeding wounds or exudative skin lesions of an infected athlete to the injured skin or mucous membrane of another athlete [12]. Migration was also an important risk factor. Internal and international migration of commercial sex workers might become an important vector for the transmission of HIV [3] (Figure 4).

Water-Contact Infections

The largest outbreak of leptospirosis was reported in the 1998 Springfield triathlon, held in the United States. Among 834 athletes in the Springfield triathlon, 98 (11.8%) met the definition for a suspected case [11] (Multimedia Appendix 1 Tables S1 and S2). Heavy rains that preceded the triathlon were likely to cause leptospiral contamination of the lake. Urine from small mammals (eg, rodents such as mice and rats), wild boars, and
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**Figure 4.** Risk factors and prevention measures in major sports events.
or domestic pigs was proposed as a possible source of *Leptospira*. Swimming or wading in fresh unchlorinated water containing contaminated animal urine was another potential cause of leptospirosis [11,49,50] (Figure 4).

**Prevention Measures**

**Routine Preventive Measures**

Vaccination emerged as the most effective preventive measure. All delegation members, staff, volunteers, and accompanying visitors should be appropriately vaccinated according to the recommendations of their respective nations before arrival [51,52]. Under the influence of a global pandemic of infectious diseases, local and state health departments should work quickly with organizing committees and governing bodies to establish plans for evaluation, treatment, and prophylaxis, and to ensure that vaccination clinics are functioning appropriately [51] (Figure 4, Multimedia Appendix 1 Tables S1 and S2).

The strategy for respiratory tract infections prevention can integrate empiric treatment based on clinical data and viral testing, along with a public health surveillance approach, including daily review of all viral test results from the polyclinic and reports of symptoms in the community [8]. Nonpharmacological interventions such as social distancing, facemask wearing, and ventilation efficiency enhanced in the stadium are also needed to minimize the risk of community transmission [53,54] (Figure 4, Multimedia Appendix 1 Tables S1 and S2). To prevent COVID-19 transmission, no spectators were allowed and a bubble scheme for games-related people was implemented in some international sports events represented by the Tokyo Olympics and Paralympics, which consisted of a series of measures that separated participants from the general public [55]. Such a closed-loop management strategy was also implemented in the Beijing Winter Olympics and Paralympics [56]. Another strengthening preventive measure was frequent SARS-CoV-2 testing. During the Tokyo Olympics and Paralympics, all participants had to undergo laboratory-based saliva antigen screening every day, and relevant isolation and close-contacts management were implemented for people with positive nucleic acid testing results [30,55]. In addition, it is strongly recommended that games-related people should be vaccinated against COVID-19. More than 80% of athletes and staff were vaccinated in the Tokyo Olympics and Paralympics [55].

For gastroenteritis infections, standard hand hygiene and food safety precautions were recommended, such as eating appropriately cooked food and drinking bottled beverages. Participants were also advised to notify medical offices if gastrointestinal symptoms appeared during or after the competition [23]. In the meantime, the awareness and education of the public as well as of health care professionals are warranted [57] (Figure 4, Multimedia Appendix 1 Tables S1 and S2).

The mainstay for vector-borne infections prevention is to avoid mosquito bites [43,58]. Participants must take extra care to follow recommendations from the sports event organizing committee for insect repellent and clothing treatment [59]. Some equipment was recommended, including rooms with air conditioning, window and door screens, mosquito bed nets, and official registered insect repellents, which are proven to be safe and effective [43] (Figure 4, Multimedia Appendix 1 Tables S1 and S2).

Emphasis on the prevention of transmission of blood-borne pathogens in athletes should focus on reducing the traditional modes of transmission and modification of off-the-field behavior, including the avoidance of unprotected high-risk sexual activity and needle sharing in the use of illicit drugs such as anabolic steroids or blood doping [60,61]. Athletes should also practice good personal hygiene and not share personal items that might be contaminated with blood, such as razors, toothbrushes, and nail clippers [60,61]. In addition, education regarding universal precautions when dealing with blood or body fluids should also be enhanced [60,61] (Figure 4, Multimedia Appendix 1 Tables S1 and S2).

To prevent water-contact infections in eco-challenge and racing competitions, racers and organizers should be aware of the potential risk of inadvertent ingestion of muddy and possibly contaminated water during the race [62]. In general, planners of these competitions should consider building circuits to avoid areas heavily contaminated with animal feces [62]. In addition, clean running water should be available at stations to allow racers to clean mud off their hands and faces prior to eating and drinking [57]. An alternate form of water delivery should also be considered, such as bottles of water, which are less easily contaminated than paper cups [57]. It is also recommended that bike racers use front and rear fenders to reduce splashing of mud onto their and other riders’ faces, respectively [57] (Figure 4, Multimedia Appendix 1 Tables S1 and S2).

**Surveillance Paradigm**

Before the 1990s, major sports events mainly used traditional methods for disease surveillance. Traditional disease surveillance relied on routine manual filing of reportable diseases by clinicians [16-21]. With the continuous development of information technology, infectious disease surveillance technology in major sports events has gone through three stages of development.

The first generation of a complete disease surveillance network for major sports events was applied in the 1984 Los Angeles Olympic Games. The whole network covered 46 hospitals, 90 physician offices, 4 university student health centers, 31 preschools, 3 Olympic Village polyclinics, and 24 Olympic first-aid stations [63]. During the Games, the International Olympic Committee made three phone calls per week with 198 participating sites. Each site used a disease report card to report disease information [63]. Early active surveillance systems reported structured and simple data, mainly including the name of surveillance sites, type of surveillance sites, date, and number of cases (grouped by disease type and age of patients) [64-66] (Figure 5).
After 1995, the second generation of surveillance networks emerged with extensive application of internet technology in infectious disease surveillance that enhanced existing systems and integrated multisource data with richer data types that significantly improved real-time performance. During the 1996 Atlanta Olympic Games, the government designed and implemented “outside the fence” and “inside the fence” surveillance systems. The “outside the fence” system was an augmented surveillance system implemented for health conditions that occurred outside of Olympic venues, while the “inside the fence” surveillance system was established to enumerate clinical encounters in Olympic venues and at contract hospitals for Olympic athletes, official Olympic staff, and national delegations [67]. Continuous surveillance data collection allowed uninterrupted monitoring of disease epidemic trends.

In the following major sports events (e.g., 2000 Sydney Olympics, 2006 Germany FIFA World Cup, 2007 International Cricket World Cup, 2008 EURO, 2008 Beijing Olympics), the infectious disease surveillance system continued using this mode, with two major improvements, including enhancing the existing domestic surveillance system and establishing syndromic surveillance targeting health-related symptoms [4-6,68,69]. Data structures and types were enriched in the form of electronic medical records. Automatic data acquisition technology improved the timeliness of information collection and reporting. Complex algorithms and models were used to predict outbreaks of infectious diseases. Several professional global surveillance
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**Figure 5.** Surveillance patterns in major sports events. FIFA: International Federation of Association Football; IOC: International Olympic Committee.
networks (eg, GeoSentinel, Healthmap) were set up, collecting clinician-based sentinel surveillance data (diagnosis, travel itinerary, demographics) to support the prevention and control of infectious diseases in major sports events [22,70].

After 2016, mobile internet apps and artificial intelligence algorithms were applied to monitor participants’ health status in sports events. In the 2016 Rio Olympics, a surveillance platform based on a mobile app was installed on participants’ smartphones called “OlymTRIP,” which monitored health status through a daily interactive check of user health status, including geolocalization data [71]. The app also provided information and advice about Zika infection. In case of feeling unwell, participants could contact doctors through the app, and doctors could also track the health status of the participants in a real-time manner using a web-based platform.

In addition to mobile phones, there are many types of wearable devices for infectious disease monitoring. Using an agent-based model, the data collected by wearable devices were applied to explore the feasibility of using tracking data from a football match to assess interpersonal contact between individuals by calculating two measures of respiratory exposure [72]. More multisource data and more advanced technologies were integrated into the monitoring system, including online public opinion monitoring based on natural language processing technology, risk classification monitoring of international passengers based on global aviation data, and the risk early warning model of infectious diseases [22,24,73]. In addition, enhanced event-based surveillance was undertaken by the National Institute of Infectious Diseases, Japan, to identify infectious diseases occurring overseas (excluding COVID-19) that had potential for importation during the Tokyo Olympics [74].

In response to the challenges of COVID-19, some surveillance measures focusing on COVID-19 were developed and implemented. The COVID-19 athlete passport system was used during the Tokyo Olympic games to present a novel way of managing athletes’ previous exposure, testing results, and vaccination status, which could be used to tailor appropriate precautions to each athlete [75]. A large-scale COVID-19 monitoring program involving daily testing was instituted during the US 2020 National Football League season [76]. For enhanced surveillance activities during EURO 2020, a specific identifier was marked in the system for each case within the observation period that might have had an association with the games to facilitate communication and timely case detection by local health authorities [77]. In addition, some image-based technologies of mask-wearing detection could contribute to monitoring the athletes’ and spectators’ mask-wearing behaviors during sports events [78] (Figure 5).

Discussion

Principal Findings

The most prominent characteristics of major sports events are mass gathering and cross-regional mass mobility, which may contribute to a pathogen’s cross-regional, national, and even continental transmission. In recent years, more and more research on this topic has emerged, with a 13-fold increase in the number of research papers published since 2010 compared to that before 2000. There were a variety of infectious diseases of concern during major sporting events. Among them, the most predominant infectious diseases were respiratory tract infections, followed by gastrointestinal infections, vector-borne infections, blood-borne infections, and water-contact infections. It was noteworthy that massive outbreaks of infectious diseases in major sports events were generally scarce, mainly due to thorough prevention and control measures.

Major sports events are the hotbed of almost all types of infectious diseases. Therefore, in the process of prevention and control of infectious diseases in sports events, targeted prevention and control measures should be taken according to the main risk factors of infectious diseases. For vaccine-preventable diseases, routine vaccination coverage should be improved. The environmental conditions of the sports events venue should be monitored to protect the upper respiratory tract of participants. Food and drinking-water hygiene should be ensured to reduce the risk of gastrointestinal infection. For vector-borne diseases, the hidden danger of breeding insects should be eliminated. For blood-borne diseases, especially sexually transmitted infections, health education should be strengthened to reduce risky sexual behaviors. For water-contact infectious diseases prevention, bacteria and microorganisms in the water should be monitored to eliminate the risk of infection, and providing clean water for racing is essential. Previous studies have mainly focused on the disease epidemic and prevention measures for athletes and related personnel in host countries during sports events, whereas few studies have provided evidence on the follow-up monitoring of returning participants after major sports events. In future research, participating countries should strengthen health status monitoring of sports events–relevant individuals after they return, and, if necessary, form a closed loop for management to prevent transnational epidemics.

The control of infectious diseases in major sports events cannot be separated from the support of surveillance technology. The number of studies on surveillance of infectious diseases in major sports events in recent years also presented explosive growth. Additionally, improvements in technology (eg, mathematical modeling, big data, and artificial intelligence) have enhanced the ability to monitor the risk factors related to multiple key points during the epidemic course of infectious disease, and to realize early warning and prediction of infectious disease outbreaks. However, the application of virtual reality, big data, artificial intelligence, and other technologies in the prevention and control of COVID-19 in major sports events is still in its infancy, and the platform architecture and application mode of emerging technologies warrant further research. In the future, intelligent surveillance should be equipped with advanced tools to collect multisource heterogeneous global mass data in real time, and detect and warn about various risk factors through intelligent algorithms and models so as to realize the advance of the prevention point. The target of the development of surveillance technology in future major sports events is to realize the rapid identification of new outbreaks of emerging infectious...
diseases and achieve the goal of gathering data faster than the epidemic situation.

Currently, we are nearly 3 years into the COVID-19 pandemic, resulting in many sports events having been suspended, postponed, or scaled back, which are now being gradually resumed. Based on the experiences of the Tokyo and Beijing Olympic Games, strict management measures, represented by a bubble scheme, closed-loop management, and frequent testing, could effectively prevent the spread of COVID-19 in the Olympic Village and the communities of host cities during the sports events [30,31]. However, international spectators were not allowed to attend the previous two Olympic Games. The gathering of spectators from all over the world, mutation of SARS-CoV-2, and the loosening of COVID-19 prevention and control policies in many countries are still putting pressure on the efficiency and safety of holding the upcoming World Cup in Qatar and other international sports events.

In the last year, the emergence of monkeypox outbreaks around the world has also posed challenges to the holding of international sports events. The transmission of monkeypox could occur through multiple routes, including close contact with respiratory droplets, infected lesions, body fluids, contaminated materials, and sexual behaviors, and the virus has a long incubation period [79]. Therefore, researchers are warning organizers and participants of the upcoming FIFA World Cup 2022 in Qatar to pay attention to monkeypox prevention and control, and to establish reliable communication channels among health authorities, visitors, and the local population [79]. Thus, the prevention and control of the risk of infectious diseases in major sports events is a continuously evolving topic. With the emergence of new infectious diseases and the change of pandemic risk of existing infectious diseases in host and participants countries, researchers, organizers, and participants of major sports events should always be vigilant.

**Study Limitation**

There is one key limitation of this study. Articles written in languages other than English were not included in this study, whereas relevant information about infectious diseases related to sports events might be published in the local media in the native language of the host countries. However, most major international sports events (such as the World Cup and Olympic Games) involve publications written in English. Our aim was to provide an overview and critical summary of existing evidence on infectious diseases in major sports events, and these English articles could cover this content. Although there may be some publications published in the local language in host countries of sports events, the key information of the sports events might not be notably missing if these publications were not included.

**Conclusion**

This scoping review provides an overview and critical summary of existing evidence on the risk factors, epidemics, prevention measures, and surveillance paradigm of infectious diseases in major sports events. We observed an increase in relevant research in recent years, with international sports events such as the Olympics and FIFA World Cup as the main focus. A variety of infectious diseases of concern during major sporting events were identified, including respiratory tract infections, gastrointestinal infections, vector-borne infections, blood-borne infections, and water-contact infections, among which respiratory tract infections were the most common. Surveillance of infectious diseases during major sports events has made great progress in recent years. In particular, progress has been made to update the surveillance paradigm from a manual archive to a network-based system, and finally to automated intelligent platforms gathering multisource data that are analyzed in a timely manner by multiple algorithms and mathematical models. In the future, it will be essential to strengthen the monitoring of various risk factors of infectious diseases, improve the accuracy of intelligent algorithms and models, and ensure the timely detection of the emergence of an epidemic to effectively mitigate the risk.
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Abstract

Background: In late 2020, the European Centre for Disease Prevention and Control and Epiconcept started implementing a surveillance system for severe acute respiratory infections (SARI) across Europe.

Objective: We sought to describe the process of digitizing and upgrading SARI surveillance in Malta, an island country with a centralized health system, during the COVID-19 pandemic from February to November 2021. We described the characteristics of people included in the surveillance system and compared different SARI case definitions, including their advantages and disadvantages. This study also discusses the process, output, and future for SARI and other public health surveillance opportunities.

Methods: Malta has one main public hospital where, on admission, patient data are entered into electronic records as free text. Symptoms and comorbidities are manually extracted from these records, whereas other data are collected from registers. Collected data are formatted to produce weekly and monthly reports to inform public health actions. From October 2020 to February 2021, we established an analogue incidence-based system for SARI surveillance. From February 2021 onward, we mapped key stakeholders and digitized most surveillance processes.

Results: By November 30, 2021, 903 SARI cases were reported, with 380 (42.1%) positive for SARS-CoV-2. Of all SARI hospitalizations, 69 (7.6%) were admitted to the intensive care unit, 769 (85.2%) were discharged, 27 (3%) are still being treated, and 107 (11.8%) died. Among the 107 patients who died, 96 (89.7%) had more than one underlying condition, the most common of which were hypertension (n=57, 53.3%) and chronic heart disease (n=49, 45.8%).

Conclusions: The implementation of enhanced SARI surveillance in Malta was completed by the end of May 2021, allowing the monitoring of SARI incidence and patient characteristics. A future shift to register-based surveillance should improve SARI detection through automated processes.

(JMIR Public Health Surveill 2022;8(12):e37669) doi:10.2196/37669
Introduction

Severe Acute Respiratory Infections Surveillance

In 2020, the European Centre for Disease Prevention and Control (ECDC) invited countries across Europe to collaborate in setting up a surveillance system for patients with severe acute respiratory infections (SARI). In general terms, a patient with SARI is defined as a patient who is hospitalized presenting with acute respiratory symptoms (see more details below). Public health surveillance systems are vital tools to monitor the incidence and severity of infectious diseases in a population [1,2]. Most European countries had already set up a surveillance system monitoring influenza-like illness and regularly report to the European Influenza Surveillance Network [3].

With the onset of COVID-19, an international surveillance program (European SARI Network [E-SARI-Net]) was rolled out in the World Health Organization (WHO) European Region, focusing on SARI and encouraging European collaboration between public health authorities while also monitoring known and novel illnesses, such as influenza and COVID-19. The primary objectives of this international surveillance program are as follows: (1) to monitor incidence trends and describe SARI cases by etiology and demographics; (2) to describe the intensity and activity of SARI; (3) to identify, describe, and monitor at-risk groups for severe disease; and (4) to detect unusual and unexpected events (eg, new pathogens). Secondary objectives are as follows: (1) to assess the impact of SARI on health systems and the impact of interventions on SARI incidence and (2) to assess and analyze the SARI burden of disease.

The rollout and establishment of the surveillance system were supervised by Epiconcept [4], who liaised with existing and newly established SARI surveillance teams in several countries. In the E-SARI-Net, countries were invited to collect questionnaire-based or register-based data. A questionnaire-based system obtains information directly from patients with SARI or from their medical notes, whereas a register-based system collects data directly entered into registers, which can then be extracted for monitoring and analysis. Questionnaire-based systems can be rolled out and updated easily; however, they require staff and time. In some countries such as Germany, where SARI surveillance has been established successfully for many years, register-based surveillance is the preferred data collection method as it is easily extractable, fast, and requires minimal investment in staff [5].

Background Information in Malta

Malta is a central Mediterranean island country and the smallest country in the European Union. It had a population of 516,100 at the end of 2020 [6], giving it one of the world’s highest population densities at over 1376 people/km² [7]. All SARI cases in Malta are admitted to a central hospital: Mater Dei Hospital (MDH). Over the course of the last 2 and a half years, the following milestones occurred. (1) Before the pandemic, patient records were paper-based and stored in folders, which made data extraction nearly impossible, with access restricted to those with physical access to those files. (2) Since the start of the COVID-19 pandemic in Malta (March 2020), MDH has established and improved its capacity to carry out surveillance and data accessibility, with hospital staff entering medical admission notes electronically as free text in an accessible database. (3) Since October 19, 2020, the hospital started identifying SARI hospitalized cases based on a provisional diagnosis provided by clinicians. Through this process, an initial incidence-based system was put in place (Figure 1, Panel A).

In November 2020, Malta accepted to be part of the E-SARI-Net. Throughout this paper, we narrate the process of setting up a comprehensive SARI surveillance system in Malta and describe its output, along with challenges that we encountered and future steps in improving the system. We will also discuss the advantages and disadvantages of different SARI case definitions.
**Methods**

**Study Details**

This study describes the process of digitizing and upgrading SARI surveillance in Malta, an island country with a centralized health system, during the COVID-19 pandemic, focusing on SARI surveillance from February 1 to November 30, 2021. As aforementioned, Malta has gone from a paper-based system to one that is increasingly digitized, allowing the establishment of syndromic public health surveillance. This process is described in Figure 1. The results section includes descriptive data and a comparison of COVID-19 detection outcomes between different SARI definitions.

**Definitions of Patients With SARI and COVID-19**

The definition of a patient with SARI differs from one organization to another but holds key standard identifiers, with a patient with SARI being:

1. a patient with an acute respiratory condition, who has been
2. hospitalized for more than 24 hours, with
3. the onset of symptoms ≥10 days prior to admission, and
4. presenting with
   specific symptoms (see below).

The WHO SARI definition includes the following symptoms [8]: history of fever or measured fever of ≥38 °C and cough. The ECDC, although not having a specific definition for SARI, has a specific definition for patients with COVID-19—any person with at least one of the following symptoms: cough; fever; shortness of breath; and sudden onset of anosmia, ageusia, or dysgeusia [9].

In Malta, we have included these common criteria and the following symptoms to define a patient with SARI:

- Fever (>38.0 °C) OR feverishness (37.0 °C to 37.9 °C or reported history of fever) AND
- Acute onset of cough OR shortness of breath

This is a hybrid of WHO’s [8] SARI definition and the ECDC definition of a patient who is COVID-19 positive [9]. The definition of a patient with COVID-19 follows the protocol established by the ECDC [9] and international guidelines: a positive case of COVID-19 is a patient who tested positive for the SARS-CoV-2 virus by polymerase chain reaction either during the first 2 days of hospitalization or up to 14 days prior to hospitalization.

To compare the WHO definition and our hybrid definition, we evaluated the percentage of patients with SARI who are COVID-19 positive that met our criteria by month and age category, among those eligible for triage (see below).

**Establishing an SARI Surveillance System**

**Creating the Team**

After signing the agreement with Epiconcept in late November 2020, data started being collected (see Multimedia Appendix 1 for the variables collected), and we established an SARI surveillance team. This team was comprised of a medical doctor, an EPIET fellow, and a local public health consultant; this team expanded over time. This team examined the ECDC protocol and commenced a mapping exercise of the key stakeholders and data sources.
**Mapping Key Stakeholders**

Until recently, Malta had limited efforts to consolidate data into a centralized system easily accessible for public health analysis. Consequently, a mapping exercise for critical stakeholders was undertaken: for example, contacting the vaccination team stakeholder, organizing a meeting with the team, and seeking permission to obtain their data. This exercise, although time-consuming, was beneficial in the long run as it brought together different expertise working together for a common goal—the establishment of the SARI surveillance system.

**Manual Extraction of Data**

On February 1, 2021, we started extracting data from the system that had been established in October 2020 (Figure 1, Panel A), this time including the data required by the ECDC protocol (Figure 1, Panel B). Here, clinical diagnoses provided by doctors specifically about either “SARI” or “Respiratory conditions” were flagged and then triaged according to the SARI definition above. Patients assigned a “SARI” provisional diagnosis were included automatically and classified as “confirmed” if they met the case definition or “probable” if they did not. Patients assigned a “Respiratory conditions” provisional diagnosis were only included if they met the case definition and were therefore all “confirmed.” The distinction between “confirmed” and “possible” cases will be discussed further below. Past triage notes written by the doctor were read and their data were entered into a Microsoft Excel file to store the data. This required the manual extraction of data, which was time-consuming, as data had to be sourced from free-text entries in multiple different data sets. This system was still inefficient for surveillance, requiring the reading of patient records. However, it was an essential first step that permitted establishing a surveillance system.

A patient categorized as “hospitalized” is defined as a patient who has been admitted to hospital for more than 24 hours, as per WHO SARI protocol. Additionally, patient outcomes were also categorized in order of severity: hospitalized, admitted to intensive care unit (ICU), and death. Patients in the ICU and those who died were considered within the hospitalized cohort, and their counts in sections below are nested within the hospitalized cohort. Information on ICU admission was obtained from the daily hospital bed census, and death outcomes were obtained from the mortality register.

**A Step Toward Automation: a Hybrid System**

Currently, symptoms and comorbidities are collected from the IT system of the hospital’s accident and emergency admissions department as described above. However, the rest of the information are collected through a merging of data sets (Figure 1, Panel C). Collected data are cleaned and matched using patient identification numbers to vaccination data (COVID-19 and influenza); laboratory data (COVID-19, influenza, and a respiratory panel of 32 pathogens); and the hospital census (to identify the patient’s journey through hospital). The process of data cleaning and merging is carried out using R statistical software (version 4.1; R Foundation for Statistical Computing) [10], with scripts frequently updated to deal with the dynamic developments in the surveillance system.

**Ethical Consideration**

No ethical protocols are required in Malta for surveillance systems as long as data are anonymized and aggregated.

**Results**

**Patient Demographics**

From February 1 to November 30, 2021, 903 patients with SARI were detected. Figure 2 shows the epidemiological curve of weekly SARI admissions. The COVID-19 status of patients is shown in different colors; the proportion of patients who are COVID-19 positive matched the COVID-19 “wave” that occurred from March to April 2021 and the following, smaller COVID-19 “wave” in July 2021.

Table 1 describes the demographics and characteristics of people included in the surveillance system, including symptoms, underlying conditions, clinical conditions, and outcomes, grouped according to worsening severity of symptoms (from least to most severe: hospitalization, admission to ICU, death). It is important to note that those admitted to the ICU and those who died are nested within the hospitalized cohort and are not separate from it. Among the 903 cases, 380 (42.1%) were COVID-19 positive, and 107 (11.8%) died in hospital. In all, 615 (68.1%) patients were aged >60 years, and 531 (58.8%) were male. Among the 107 patients who died, 96 (89.7%) had more than one underlying condition, the most common of which were hypertension (n=57, 53.3%) and chronic heart disease (n=49, 45.8%).

Figure 3 shows the combination of SARI symptoms for confirmed SARI cases (n=735). The most common combination of symptoms is cough, shortness of breath, and fever, with 5.4% (49/903) of patients displaying all 3 symptoms concurrently. Other common co-occurring symptoms are tachypnea and chest pain.
Figure 2. Weekly SARI case counts according to COVID-19 status. SARI: severe acute respiratory infections.
Table 1. Demographics and characteristics of patients with SARI\textsuperscript{a} by severity categories, in Malta from February 1, 2021, to November 30, 2021.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Hospitalized (N=903)</th>
<th>ICU\textsuperscript{b} admission (n=69)</th>
<th>Death (n=107)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total in hospitalized category (N=903), n (%)</td>
<td>903 (100)</td>
<td>69 (7.6)</td>
<td>107 (11.8)</td>
</tr>
<tr>
<td>Status, confirmed SARI cases\textsuperscript{e}, n (%)</td>
<td>735 (81.4)</td>
<td>52 (75.4)</td>
<td>80 (74.8)</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>531 (58.8)</td>
<td>53 (76.8)</td>
<td>64 (59.8)</td>
</tr>
<tr>
<td>Female</td>
<td>369 (40.9)</td>
<td>16 (23.2)</td>
<td>43 (40.2)</td>
</tr>
<tr>
<td>Age (years), median (IQR)</td>
<td>69.5 (55-80)</td>
<td>63.0 (54-71)</td>
<td>78.0 (70-85)</td>
</tr>
<tr>
<td>Age group (years), n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;21</td>
<td>5 (0.6)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>21-40</td>
<td>101 (11.2)</td>
<td>6 (8.7)</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td>41-60</td>
<td>179 (19.8)</td>
<td>24 (34.8)</td>
<td>9 (8.4)</td>
</tr>
<tr>
<td>61-80</td>
<td>403 (44.6)</td>
<td>38 (55.1)</td>
<td>51 (47.7)</td>
</tr>
<tr>
<td>81+</td>
<td>212 (23.5)</td>
<td>1 (1.4)</td>
<td>46 (43)</td>
</tr>
<tr>
<td>Symptoms, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Altered taste</td>
<td>14 (1.6)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Anosmia</td>
<td>28 (3.1)</td>
<td>3 (4.3)</td>
<td>2 (1.9)</td>
</tr>
<tr>
<td>Cough</td>
<td>651 (72.1)</td>
<td>56 (81.2)</td>
<td>65 (60.7)</td>
</tr>
<tr>
<td>Fever</td>
<td>488 (54)</td>
<td>44 (63.8)</td>
<td>49 (45.8)</td>
</tr>
<tr>
<td>Feverishness</td>
<td>470 (52)</td>
<td>23 (33.3)</td>
<td>58 (54.2)</td>
</tr>
<tr>
<td>Loss of taste</td>
<td>26 (2.9)</td>
<td>1 (1.4)</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td>Malaise</td>
<td>26 (2.9)</td>
<td>3 (4.3)</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td>Nausea</td>
<td>100 (11.1)</td>
<td>6 (8.7)</td>
<td>3 (2.8)</td>
</tr>
<tr>
<td>Shortness of breath</td>
<td>644 (71.3)</td>
<td>55 (79.7)</td>
<td>78 (72.9)</td>
</tr>
<tr>
<td>Vomiting</td>
<td>113 (12.5)</td>
<td>7 (10.1)</td>
<td>10 (9.3)</td>
</tr>
<tr>
<td>Underlying conditions, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>More than one underlying condition</td>
<td>854 (94.6)</td>
<td>65 (94.2)</td>
<td>96 (89.7)</td>
</tr>
<tr>
<td>Asthma</td>
<td>85 (9.4)</td>
<td>5 (7.2)</td>
<td>5 (4.7)</td>
</tr>
<tr>
<td>Chronic heart disease</td>
<td>269 (29.8)</td>
<td>13 (18.8)</td>
<td>49 (45.8)</td>
</tr>
<tr>
<td>Chronic lung disease</td>
<td>87 (9.6)</td>
<td>2 (2.9)</td>
<td>18 (16.8)</td>
</tr>
<tr>
<td>Chronic kidney disease</td>
<td>61 (6.8)</td>
<td>7 (10.1)</td>
<td>8 (7.5)</td>
</tr>
<tr>
<td>Cancer</td>
<td>104 (11.5)</td>
<td>4 (5.8)</td>
<td>23 (21.5)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>230 (25.5)</td>
<td>25 (36.2)</td>
<td>28 (26.2)</td>
</tr>
<tr>
<td>Dyslipidemia</td>
<td>111 (12.3)</td>
<td>9 (13)</td>
<td>15 (14)</td>
</tr>
<tr>
<td>Hypertension</td>
<td>394 (43.6)</td>
<td>32 (46.4)</td>
<td>57 (53.3)</td>
</tr>
<tr>
<td>Obese</td>
<td>43 (4.8)</td>
<td>8 (11.6)</td>
<td>6 (5.6)</td>
</tr>
<tr>
<td>Clinical conditions, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acute respiratory distress syndrome</td>
<td>36 (4)</td>
<td>13 (18.8)</td>
<td>6 (5.6)</td>
</tr>
<tr>
<td>Pneumonia</td>
<td>662 (73.6)</td>
<td>63 (91.3)</td>
<td>58 (54.2)</td>
</tr>
<tr>
<td>Outcome, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Discharged</td>
<td>769 (85.2)</td>
<td>46 (66.7)</td>
<td>N/A</td>
</tr>
<tr>
<td>Died</td>
<td>107 (11.8)</td>
<td>20 (30)</td>
<td>107 (100)</td>
</tr>
<tr>
<td>Still being treated</td>
<td>27 (3)</td>
<td>3 (4.3)</td>
<td>N/A</td>
</tr>
</tbody>
</table>
aSARI: severe acute respiratory infections.
bICU: intensive care unit.
cThis row shows row percentages, whereas other rows show column percentages.
d“Confirmed” SARI cases are patients who matched the SARI triage definition; these are in contrast to “possible” SARI cases, which are patients diagnosed as having SARI by the doctor who had missing symptomatic data provided.

**Figure 3.** Upset plot showing the most common symptom groupings for patients with severe acute respiratory infections (SARI).

**Patients Who Are COVID-19 Positive**

Although SARI surveillance is not exclusive to COVID-19, it was a substantial cause for SARI admissions during the period described here. **Table 2** shows the characteristics of patients with SARI testing positive for SARS-CoV-2 (n=380). COVID-19 accounted for 42.2% (380/900) of all SARI hospitalizations, 86.9% (60/69) of all SARI ICU admissions, and 41.1% (44/107) of SARI deaths.
Table 2. Demographics and characteristics of patients with SARI\(^a\) who are COVID-19 positive by severity categories, in Malta from February 1, 2021, to November 30, 2021, excluding those with unknown COVID-19 status (n=3). Total number of patients included in this table is 900.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Hospitalized (n=380)</th>
<th>ICU(^b) admission (n=60)</th>
<th>Death (n=44)</th>
</tr>
</thead>
<tbody>
<tr>
<td>COVID-19 positive, n/N (%)(^c)</td>
<td>380/900 (42.2)</td>
<td>60/69 (86.96)</td>
<td>44/107 (41.1)</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>244 (64.2)</td>
<td>45 (0.75)</td>
<td>30 (68.2)</td>
</tr>
<tr>
<td>Female</td>
<td>136 (35.8)</td>
<td>15 (0.25)</td>
<td>14 (31.8)</td>
</tr>
<tr>
<td>Age (years), median (IQR)</td>
<td>69.5 (55-80)</td>
<td>63.0 (54-71)</td>
<td>78 (70-85)</td>
</tr>
<tr>
<td>Age group (years), n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;21</td>
<td>4 (1.1)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>21-40</td>
<td>57 (15)</td>
<td>4 (6.7)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>41-60</td>
<td>104 (27.4)</td>
<td>20 (33.3)</td>
<td>3 (5)</td>
</tr>
<tr>
<td>61-80</td>
<td>179 (47.1)</td>
<td>35 (58.3)</td>
<td>26 (59.1)</td>
</tr>
<tr>
<td>81+</td>
<td>36 (9.5)</td>
<td>1 (1.7)</td>
<td>15 (34.1)</td>
</tr>
<tr>
<td>Symptoms, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Altered taste</td>
<td>13 (3.4)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Anosmia</td>
<td>25 (6.6)</td>
<td>3 (5)</td>
<td>2 (4.5)</td>
</tr>
<tr>
<td>Cough</td>
<td>285 (75)</td>
<td>50 (83.3)</td>
<td>30 (68.2)</td>
</tr>
<tr>
<td>Fever</td>
<td>192 (50.5)</td>
<td>39 (65)</td>
<td>18 (40.9)</td>
</tr>
<tr>
<td>Feverishness</td>
<td>167 (43.9)</td>
<td>21 (35)</td>
<td>21 (47.7)</td>
</tr>
<tr>
<td>Loss of taste</td>
<td>24 (6.3)</td>
<td>1 (1.7)</td>
<td>1 (2.3)</td>
</tr>
<tr>
<td>Malaise</td>
<td>15 (3.9)</td>
<td>3 (5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Nausea</td>
<td>60 (15.8)</td>
<td>6 (10)</td>
<td>1 (2.3)</td>
</tr>
<tr>
<td>Shortness of breath</td>
<td>263 (69.2)</td>
<td>47 (78.3)</td>
<td>30 (68.2)</td>
</tr>
<tr>
<td>Vomiting</td>
<td>49 (12.9)</td>
<td>5 (8.3)</td>
<td>1 (2.3)</td>
</tr>
<tr>
<td>Underlying conditions, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asthma</td>
<td>32 (8.4)</td>
<td>4 (6.7)</td>
<td>4 (9.1)</td>
</tr>
<tr>
<td>Cancer</td>
<td>23 (6.1)</td>
<td>4 (6.7)</td>
<td>7 (15.9)</td>
</tr>
<tr>
<td>Chronic heart disease</td>
<td>68 (17.9)</td>
<td>11 (18.3)</td>
<td>22 (50)</td>
</tr>
<tr>
<td>Chronic lung disease</td>
<td>12 (3.2)</td>
<td>1 (1.7)</td>
<td>4 (9.1)</td>
</tr>
<tr>
<td>Chronic kidney disease</td>
<td>21 (5.5)</td>
<td>6 (10)</td>
<td>5 (11.4)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>98 (25.8)</td>
<td>22 (36.7)</td>
<td>14 (31.8)</td>
</tr>
<tr>
<td>Dyslipidemia</td>
<td>48 (12.6)</td>
<td>7 (11.7)</td>
<td>5 (11.4)</td>
</tr>
<tr>
<td>Hypertension</td>
<td>140 (36.8)</td>
<td>27 (45)</td>
<td>30 (68.2)</td>
</tr>
<tr>
<td>Obese</td>
<td>19 (5)</td>
<td>8 (13.3)</td>
<td>4 (9.1)</td>
</tr>
<tr>
<td>Clinical conditions, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acute respiratory distress syndrome</td>
<td>18 (4.7)</td>
<td>11 (18.3)</td>
<td>3 (6.8)</td>
</tr>
<tr>
<td>Pneumonia</td>
<td>348 (91.6)</td>
<td>55 (91.7)</td>
<td>31 (70.5)</td>
</tr>
</tbody>
</table>

\(^a\)SARI: severe acute respiratory infections.

\(^b\)ICU: intensive care unit.

\(^c\)This row shows row percentages, whereas other rows show column percentages.
Comparing Malta’s SARI Definition With the WHO SARI Definition

Figures 4 and 5 compare the current definition we use for SARI, which includes both “confirmed” and “possible” cases adopted by the Maltese team. In contrast, the “confirmed” SARI panel compares “confirmed” SARI cases to the WHO definition by month and age group. Our SARI case definition, including both “confirmed” and “possible” cases, identified substantially more cases, with twice as many patients with COVID-19 detected over the winter months compared to the WHO SARI case definition. However, the “confirmed” cases by themselves, although still an improvement from the WHO SARI case definition, improved at most only 5-15 percentage points (Figure 4). Figure 5 consistently shows a similar pattern for the definition including both “confirmed” and “possible” cases compared to the WHO definition. However, with “confirmed” cases alone, the improvement was only of 5-10 percentage points higher than the WHO definition. (Figure 5).
Figure 4. Comparing SARI definitions: patients with COVID-19 detected by month from February 1 to November 30, 2021. Percent of patients who are COVID-19 positive detected by triage using (A) Maltese SARI "confirmed" and "possible" definitions, (B) Maltese SARI "confirmed" definition, and (C) the World Health Organization's definition. SARI: severe acute respiratory infections.
Figure 5. Comparing SARI definitions: patients with COVID-19 detected by age group from February 1 to November 30, 2021. Percent of patients who are COVID-19 positive detected by triage using (A) Maltese SARI "confirmed" and "possible" definitions, (B) Maltese SARI "confirmed" definition, and (C) the World Health Organization's definition. SARI: severe acute respiratory infections.

Surveillance Outputs

The SARI surveillance team sends case-based and aggregate data locally on a weekly and monthly basis. We also submit accumulated SARI surveillance data to the ECDC. Currently, weekly and monthly data are sent to the ECDC and pooled for specific studies for analysis, including the I-MOVE-COVID-19 study for vaccine effectiveness [11-13].

Data collected through SARI surveillance included extensive COVID-19 data, allowing Malta to conduct its vaccine effectiveness study. Besides the periodic data, our team has also generated:

- 7 monthly SARI reports
- 8 monthly vaccine effectiveness reports
- 10 weekly SARI reports
As a team, we regularly meet stakeholders who we invite to monthly SARI meetings, where ideas for collaboration, improvements to the system, and research outputs are discussed. Additionally, these reports and outputs serve to inform public health management and policy in a dynamic manner [14], informing the government on current respiratory illness outbreaks and local vaccine effectiveness. Currently, vaccine effectiveness against both infection and hospitalization are being analyzed to inform the Ministry of Health on the success of COVID-19 vaccination campaigns. This information will also advise government policy on COVID-19 booster doses in the coming months and years. In addition, E-SARI-Net countries meet monthly to discuss challenges they are facing in the process and adjust the international protocols; these meetings also offer spaces where ideas and experiences are shared for countries to learn from one another’s challenges and adopt a different approach in their work.

**Discussion**

**Building Bridges**

Setting up a digital, standardized SARI surveillance system was challenging, considering that Malta has gone from paper-based data entry to digitizing its emergency department medical notes within 3 years. However, the biggest challenge to this setup was primarily mapping and identifying key stakeholders and bringing people together amid a busy schedule due to the COVID-19 pandemic under way.

The SARI surveillance team in Malta delivers weekly and monthly reports on SARI to interested stakeholders within Malta’s health system, with monthly meetings to discuss emerging concerns in respiratory illness. These meetings have been key to the program’s success: a space where ideas for data and surveillance processes are discussed and stakeholders are listened to, with the aim of constant improvements to the system. Additionally, reports and meetings also inform decision makers on the policies they can adapt based on the data, which is the key aim of SARI surveillance.

**Principal Findings**

**Demographics**

First, there is a gendered difference among patients with SARI, with more male patients (531/903, 58.8%) entering the hospital than female patients (369/903, 40.9%). This difference is more pronounced for patients who are COVID-19 positive, where men (244/380, 64.2%) are hospitalized in larger numbers than women (136/380, 35.8%). Although gender has an association with COVID-19 incidence, the severity of COVID-19 presentation differs according to gender, but the reasons for this difference have yet to be fully explained [15,16]. Second, median age differences for severity categories can be explained by policies at MDH. Those in the older age groups are less likely to be admitted for intensive care, given limited bed space and lower chances of positive outcomes from intensive care. Consequently, the median age of those admitted to intensive care is lower than all hospitalized for SARI.

**Adoption of the Maltese SARI “Hybrid” Definition**

The commencement of SARI surveillance coincided with the worst wave (at the time) of the COVID-19 pandemic in Malta. At first, Malta used the WHO SARI definition in its basis for the inclusion of patients [8]. Following numerous discussions among countries participating in the E-SARI-Net, we expanded its inclusion criteria to include feverishness and shortness of breath. Although an improvement over the WHO criteria, symptoms-based triage inclusion is only marginally better than the WHO SARI definition as compared to the comprehensive system our team has adopted, which heavily relies on clinical diagnosis. This can point to either (1) clinician bias, where COVID-19 cases are more likely to be registered as SARI; (2) poor symptom reporting; or (3) both. Clinician bias is highly likely, especially during the winter months (from February to March and in November 2021) when Malta experienced a COVID-19 wave. This form of bias, called “availability bias,” is one that occurs where a particular diagnosis is given due to the likelihood of it being assigned, given the circumstances or presence in mind [17]. Poor symptom reporting is also increasingly likely during winter months when, under time pressure, clinicians might take a shortened account of symptom history. In the case of older age groups, the observed variability can be attributed to the broad spectrum of COVID-19 symptom presentations or poor patient communication [18]. These findings further motivate the shift to a register-based surveillance system, where symptom reporting will be mandatory, which will likely improve COVID-19 case detection.

**Comparison With Prior SARI Surveillance**

Compared to prior SARI surveillance carried out in Malta, the current system is increasingly comprehensive, including data pertaining to laboratory data, vaccination status, and severity of outcome, among other parameters. This improves the capacity for dynamic decision-making by public health policy makers while allowing Malta to carry out other analysis, such as vaccine effectiveness studies, which were not possible before. Additionally, the current form of surveillance allows Malta to share its data on a European level, for pooled analysis.

Although syndromic parameters are still extracted manually, Malta is aiming to digitize the system in the first half of 2022. The shift of the IT system at MDH to a register-based system is being piloted now and will allow automated extraction of symptom and comorbidity data. This last step will allow us to fully automate our last remaining manual extraction point (symptoms and comorbidities). Through precomposed and easily upgradeable R scripts, this would make SARI surveillance increasingly sustainable [19]. Consequently, we expect the volume of patients with SARI registered in the database to increase substantially as more accurate data are provided, given that currently symptoms are only mentioned at the clinician’s discretion.

The SARI surveillance team has recently incorporated a new stakeholder: the Influenza vaccination team. These data will be included in pooled international influenza vaccine effectiveness studies, such as I-MOVE [20,21]. The collection of treatment data (and resulting outcomes) would also be a positive addition to the surveillance program. This could greatly expand Malta’s
research potential, permitting cohort studies or case-control studies to examine the benefit and effectiveness of treatment provided for the patient.

**Strengths and Limitations**

Our current system has limitations. First, we only triage patients assigned a provisional diagnosis by clinicians. This will be addressed by the shift to register-based surveillance with mandatory symptomatic entry of SARI-defining symptoms. Second, patients provisionally diagnosed as “SARI” were automatically entered into the database. Among these patients, those who did not meet the triage definition were classified as “possible” SARI cases, whereas all patients meeting SARI definitions were classified as “confirmed.” This was an important factor in recruitment—due to the novelty of the system, urgency of data input on busy days at the emergency department, and the “free-text” nature of entering data, specific symptoms useful for accurate SARI triage might have been missing (eg, fever or cough). These limitations are Malta’s primary motivator to move toward register-based surveillance [22], where the entry of SARI diagnostic criteria would be mandatory at the patient-admission level and extraction is symptoms-based.

However, our system has many strengths. Over the past few months, it has fostered a spirit of cooperation and collaboration among various departments or teams that might have been too busy to collaborate otherwise. This essential outcome is often overlooked but is very much at the core of a surveillance system. Without stakeholders’ trust, neither data provision nor its output would be possible. This is a very positive outcome, and its success might spur further collaboration among different stakeholders that could substantially improve Malta’s public health capacity. We also managed to run a system with few resources, which will ensure long-term sustainability.

**Conclusion**

Since February 1, 2021, Malta has successfully established an SARI surveillance system. Although there is much room for improvement, its outcomes substantially improve Malta’s ability to monitor patients with SARI, informing decision-making processes. This is even more important in the context of the COVID-19 pandemic, which was an essential driver in establishing SARI surveillance. Future changes, including the shift to register-based surveillance, should substantially increase both the catchment of SARI as well as our capacity to detect and respond to new disease threats. The establishment of the SARI surveillance system also encourages the development of dynamic policy-making and public health interventions, which can be more effective both on a population level and can make a more efficient use of public health resources. The findings of this study also encourage the examination of the standard WHO definitions of SARI for surveillance teams, who may choose to adapt or expand the definition of SARI based on the context of public health data available to them for better catchment.
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Abstract

Background: Nonalcoholic fatty liver disease (NAFLD) poses a substantial socioeconomic burden and is becoming the fastest growing driver of chronic liver disease, potentially accompanied by a poor prognosis.

Objective: We aim to elucidate the global and regional epidemiologic changes in NAFLD during the past 30 years and explore the interconnected diseases.

Methods: Data on NAFLD incidence, prevalence, death, and disability-adjusted life-years (DALYs) were extracted from the Global Burden of Disease Study 2019. The age-standardized incident rate (ASIR), age-standardized prevalent rate (ASPR), age-standardized death rate (ASDR), and age-standardized DALYs were calculated to eliminate the confounding effects of age when comparing the epidemiologic changes between different geographical regions. In addition, we also investigated the correlation between the NAFLD burden and the sociodemographic index (SDI). Finally, the associations of the 3 common comorbidities with NAFLD were determined.

Results: Globally, the incidence and prevalence of NAFLD both increased drastically during the past 3 decades (incidence: from 88,180 in 1990 to 172,330 in 2019, prevalence: from 561,370,000 in 1990 to 1,235,700,000 in 2019), mainly affecting young adults who were aged from 15 to 49 years. The ASIR increased slightly from 1.94 per 100,000 population in 1990 to 2.08 per 100,000 population in 2019, while ASPR increased from 12,070 per 100,000 population in 1990 to 15,020 per 100,000 population in 2019. In addition, the number of deaths and DALYs attributable to NAFLD increased significantly as well from 93,760 in 1990 to 168,970 in 2019 and from 2,711,270 in 1990 to 4,417,280 in 2019, respectively. However, the ASDR and age-standardized DALYs presented decreasing trends with values of estimated annual percentage change equaling to –0.67 and –0.82, respectively (ASDR: from 2.39 per 100,000 population in 1990 to 2.09 per 100,000 population in 2019; age-standardized DALYs: from 63.28 per 100,000 population in 1990 to 53.33 per 100,000 population in 2019). Thereinto, the burden of death and DALYs dominated the patients with NAFLD who are older than 50 years. Moreover, SDI appeared to have obvious negative associations with ASPR, ASDR, and age-standardized DALYs among 21 regions and 204 countries, although there is no marked
association with ASIR. Finally, we found that the incidence and prevalence of NAFLD were positively related to those of diabetes mellitus type 2, stroke, and ischemic heart disease.

**Conclusions:** NAFLD is leading to increasingly serious health challenges worldwide. The morbidity presented a clear shift toward the young populations, while the heavier burden of death and DALYs in NAFLD was observed in the aged populations and in regions with relatively low SDI. Comprehensive acquisition of the epidemiologic pattern for NAFLD and the identification of high-risk comorbidities may help policy makers and clinical physicians develop cost-effective prevention and control strategies, especially in countries with a high NAFLD burden.

**Methods**

**Data Acquisition**

GBD 2019 provides the information about the burdens of 369 diseases and injuries along with 87 risk factors in the globe, different geographic areas, and 204 countries and territories [19]. Data on the NAFLD burden from 1990 to 2019, including its incidence, prevalence, death, DALY, and their corresponding age-standardized rates (ASRs), were acquired from the Global Health Data Exchange GBD results tool [20]. Meanwhile, information about the distributions of sex and age and related comorbidities, including DM2, stroke, and ischemic heart disease (IHD), was also obtained. The rates were standardized according to the GBD world population and were reported per 100,000 person-years. For the current report, we used the GBD results tool to extract the estimates and their 95% certainty intervals (CIs) for the prevalence of cases, deaths, and DALYs as measures of the NAFLD burden from 1990 to 2019 by region and country. To better exhibit the age distribution of the NAFLD burden, the patients were classified into 3 groups, namely, those aged 15 to 49 years, 50 to 69 years, and above 70 years (no data for those under 15 years). The sociodemographic index (SDI) is a composite indicator of social background and economic conditions that influence health outcomes in each location. In short, it is the geometric mean of 0 to 1 indices of total fertility rate for those younger than 25 years old, mean education for those 15 years old and older, and lag - distributed income per capita [19], which has been reported to be correlated with the incidence and mortality of diseases. Based on that, 204 countries and their territories were classified into 5 groups according to the SDI values calculated in each year from 1990 to 2019 (low-SDI, low-middle-SDI, middle-SDI, high-middle-SDI, and high-SDI; Multimedia Appendix 1), to explore the association between NAFLD burden and social development degrees in different regions.
Statistical Analysis
The incidence, prevalence, death, and DALYs and their corresponding ASRs were the main metrics characterizing the NAFLD burden and were compared at the global, regional, and country levels. CIs were calculated from 1000 estimates for each parameter, and 95% CIs were defined by the 25th and 975th values of the ordered 1000 estimates; 95% CI excluding 0 was considered statistically significant. To investigate the dynamic changes in the NAFLD burden, we further calculated the estimated annual percentage change (EAPC) to delineate the temporal trend in different ASRs for the NAFLD burden. Moreover, we constructed a regression model fitting the natural logarithm of the ASR with the calendar year, namely, ln (ASRs) = α + β x calendar year + ε, to estimate the EAPC with its 95% CI based on the formula of 100 × (exp [β] − 1). If the EAPC value and its 95% CI were both above zero, the changed trend of ASR was considered upwards and vice versa. Otherwise, the ASR was considered stable over time [21]. Finally, we examined the association between the ASRs of NAFLD and the corresponding SDI value of each year using Pearson correlation analysis, as well as associations between the incidence or prevalence and DM2/stroke/IHD. All statistical analyses were performed using GraphPad Prism (version 8; GraphPad Software).

Ethics Approval
Ethics approval was waived, as all the data in this study was obtained from GBD 2019 study.

Results
Incidence of NAFLD
Globally, the incidence of NAFLD increased sharply in the past 30 years from 88,180 (95% CI 62,300-128,320) in 1990 to 172,330 (95% CI 125,780-243,640) in 2019, while there were no obvious changes after standardization by age (EAPC 0.1, 95% CI 0.04 to 0.23; Table S1 in Multimedia Appendix 2). As shown in Figure 1A and Table S1 in Multimedia Appendix 2, there were elevations in the incidence in both sexes, with a slightly higher incidence in women. Meanwhile, various SDI regions presented with gradually increasing NAFLD incidences, which mainly affected the low-middle (from 10,950 in 1990 to 26,640 in 2019) and middle SDI regions (from 32,460 in 1990 to 69,670 in 2019). However, there were no clear changes in age-standardized incidence rate (ASIR) among different SDI regions or by sex (Image A in Multimedia Appendix 3).

Although the overall incidences displayed upward conditions, ASIR of NAFLD and its changed trend presented immense heterogeneity among different countries and territories (Figure 2A,E; Table S1 in Multimedia Appendix 2). Specifically, the top 3 ASIRs of NAFLD were Central Latin America (6.88 per 100,000 population), Andean Latin America (5.62 per 100,000 population), and Central Asia (4.19 per 100,000 population). Central Asia, Eastern Europe, and the Middle East presented with great increases in ASIR changes during the past 30 years, with relatively higher EAPCs of ASIRs. East Asia had a negative change trend in ASIR (Figure 2E). Furthermore, from the country’s perspective, Mongolia had the highest ASIR in 2019 (12.65 per 100,000 population), and Papua New Guinea had the lowest (0.45 per 100,000 population). Finally, we analyzed the associations between SDI and ASIR among 21 regions (r=0.11, P<.01) and 204 countries (r=0.11, P<.001), which presented no obvious correlations (Figure 3A,E).
NAFLD Prevalence

In the past 3 decades, the prevalence of NAFLD increased by more than 2-fold at the global level from 561,370,000 (95% CI 498,430,000-633,300,000) in 1990 to 1,235,700,000 (95% CI 1,109,540,000-1,378,530,000) in 2019 (Table S2 in Multimedia Appendix 2). EAPC, indicating the temporal trend of NAFLD age-standardized prevalence rate (ASPR), also presented significant upregulation (0.77, 95% CI 0.69-0.85). There were no marked differences between sexes or among various SDI regions regarding the prevalence and its change trend, all showing obvious upward changes (Figure 1B; Image B in Multimedia Appendix 3, and Table S2 in Multimedia Appendix 2).

In Table S2 in Multimedia Appendix 2, east Asia, south Asia, north Africa, and the Middle East maintained the highest prevalence globally in 1990 and 2019. However, the top 3 prevalences after age standardization were in north Africa and the Middle East (27,750 per 100,000 population), southeast Asia (18,300 per 100,000 population), and southern Sub-Saharan Africa (18,080 per 100,000 population; Figure 2B; Table S2 in Multimedia Appendix 2). Meanwhile, the regions with a higher EAPC of ASPR were around the Mediterranean (Figure 2F). Egypt had the highest ASPR in 2019 among all countries (34.69 per 100,000 population). Moreover, there were slightly negative correlations between ASPR and SDI among 21 regions ($r=0.44$, $P<.001$) and 204 countries ($r=0.28$, $P<.001$; Figures 3B and 3F), which demonstrated that the more developed the region was, the lower the ASPR.
Figure 3. Correlation analyses between ASRs of NAFLD and SDI in 21 regions and 204 territories from 1990 to 2019. The SDI presented no obvious correlation with the (A, E) ASIR and negative correlations with (B, F) ASPR, (C, G) ASDR, and (D, H) age-standardized DALY in 21 regions and 204 territories. ASDR: age-standardized death rate; ASIR: age-standardized incident rate; ASPR: age-standardized prevalent rate; ASR: age-standardized rate; DALY: disability-adjusted life years; NAFLD: nonalcoholic fatty liver disease; SDI: sociodemographic index.

NAFLD-Related Mortalities

Although the global deaths due to NAFLD increased by almost 2-fold (from 93,760 in 1990 to 168,970 in 2019), the age-standardized death rate appeared to descend from 2.39 per 100,000 population (95% CI 1.84-3.05) in 1990 to 2.09 per 100,000 population (95% CI 1.61-2.60) in 2019, as demonstrated by the EAPC of ASDR with a negative value (0.67, 95% CI 0.76 to 0.57; Table S3 in Multimedia Appendix 2). After the classification by sex and SDI value, the cases of death sharply increased and the ASDR visibly decreased among all groups, which is similar to that observed at the global level (Figure 1C, Image C in Multimedia Appendix 3, and Table S3 in Multimedia Appendix 2).

Throughout various regions, NAFLD mortality and ASDR revealed extreme variations. East and south Asia had the highest mortality in both 1990 and 2019, while the top 3 ASDRs were Central Latin America, Andean Latin America, and eastern Sub-Saharan Africa (Figure 2C; Table S3 in Multimedia Appendix 2). However, owing to the relatively high ASDR in 1990, the temporal changes displayed negative trends in most regions. The most significant reductions in ASDR were observed in east Asia (EAPC 3.04, 95% CI 3.4 to 2.69), high-income Asia Pacific (EAPC 1.66, 95% CI 1.97 to 1.34), and western Europe (EAPC 1.32, 95% CI 1.41 to 1.24; Figure 2G and Table S3 in Multimedia Appendix 2). Similar to ASPR, Egypt had the highest ASDR in 2019 (15.97 per 100,000 population).

NAFLD DALY

DALY is a critical parameter assessing disease burden, including years of life lost (YLL) owing to premature death and years lived with disability (YLD). As shown in Table S4 in Multimedia Appendix 2, global DALYs regarding NAFLD were elevated from 2,711,270 (95% CI 2,078,580-3,478,940) to 4,417,280 (95% CI 3,348,220-5,671,200). However, age-standardized DALYs presented decreased changes, with an EAPC of 0.82 (95% CI 0.93 to 0.70). In Figure 1D, the DALYs in both sexes and among different SDI regions exhibited obvious increases. However, the age-standardized DALYs all presented decreasing trends, with a more significant decline in women relative to men and in the middle SDI region relative to other SDI regions (Image D in Multimedia Appendix 3 and Table S4 in Multimedia Appendix 2).

Similar to the epidemiologic pattern of NAFLD-related death, the highest DALYs affected east and south Asia. The top 3 age-standardized DALYs are in Central Latin America (161.39 per 100,000 population), Andean Latin America (128.67 per 100,000 population), and Central Asia (112.39 per 100,000 population) (Figure 2D). The decline in age-standardized DALY was most pronounced in east Asia (EAPC 3.42, 95% CI 3.82 to 3.03), the high-income Asia Pacific (EAPC 2.15, 95% CI 2.48 to 1.81), and western Europe (EAPC 1.62, 95% CI 1.71 to 1.53), whereas eastern Europe and central Asia presented significant elevations (Figure 2H and Table S4 in Multimedia Appendix 2). Finally, we found that age-standardized DALY had a marked negative correlation with SDI among 21 territories (r=0.45, P<.001) (Figure 3D) or among 204 countries (r=0.56, P<.001) (Figure 3H).
**Age Distribution**

As depicted in Figure 4, all age groups presented gradually increasing trends in incidence, prevalence, death, and DALY, especially in low-middle SDI regions, regardless of sex and SDI values. Nevertheless, there was a certain heterogeneity in the specific age distribution. Young adults (aged from 15 to 49 years) dominated the NAFLD incidence and prevalence over the past 30 years, with global male incidence changing from 28,785 in 1990 to 47,862 in 2019 and with global male prevalence changing from 195,268,990 in 1990 to 388,787,021 in 2019 (Figures 4A and 4B and Multimedia Appendix 4), while the incidence and prevalence among females were slightly less than those among males. Interestingly, in high-SDI regions, NAFLD incidence was always higher in females than in males (females: 6,847 in 1990 to 9555 in 2019; males: 5399 in 1990 to 6082 in 2019; Figure 4A and Multimedia Appendix 4). In terms of NAFLD-related deaths, those aged 50 to 69 years were mostly men, and the elderly (aged above 70 years) held the dominant place among women, whereas young adults had relatively low mortality, which might correlate with the chronic and slow progression of NAFLD (Figure 4C). The NAFLD DALYs mainly influenced the quinquagenarian males with highest DALYs in 2019 of 1,186,057, but in relatively underdeveloped regions, the DALYs of young adults remained close to the quinquagenarians (Figure 4D and Multimedia Appendix 4). Consequently, age may be a vital factor affecting the NAFLD burden in various regions.

**Figure 4.** The trends of changes in NAFLD incidence, prevalence, deaths, and DALYs from 1990 to 2019 in different age groups. The trends of changes in (A) incidence, (B) prevalence, (C) deaths, and (D) DALYs. DALY: disability-adjusted life years; NAFLD: nonalcoholic fatty liver disease; SDI: sociodemographic index.

**Associations Between NAFLD and Other Interconnected Diseases**

To further explore this hazardous disease, we analyzed the associations between NAFLD and 3 common interconnected disorders [22]. Interestingly, we found that the incidence of NAFLD presented strongly positive correlations with that of DM2, stroke, and IHD, both in 21 territories ($r=0.94, P<.001$; $r=0.86, P<.001$; $r=0.83, P<.001$; Figures 5A-5C) and 204 countries ($r=0.95, P<.001$; $r=0.94, P<.001$; $r=0.92, P<.001$; Figures 5G-5I). Meanwhile, the same positive associations were observed in the prevalence of NAFLD and DM2, stroke, and IHD in 21 territories ($r=0.94, P<.001$; $r=0.95, P<.001$; $r=0.92, P<.001$; Figures 5D-5F) and in 204 countries ($r=0.96, P<.001$; $r=0.97, P<.001$; $r=0.95, P<.001$; Figures 5J-5L).
Figure 5. The associations of incidence and prevalence between NAFLD and other comorbidities in 21 regions and 204 territories from 1990 to 2019. NAFLD presented strongly positive correlations of incidence/prevalence with (A, D, G, J) DM2, (B, E, H, K) stroke, and (C, F, I, L) IHD in 21 regions and 204 territories from 1990 to 2019. DM2: diabetes mellitus type 2; IHD: ischemic heart disease; NAFLD: nonalcoholic fatty liver disease.

Discussion

Principal Findings

In this study, we comprehensively assessed the global burden of NAFLD and compared its associations with common correlative diseases. In general, the increasing disease burden caused by NAFLD has placed heavy pressure on contemporary society at a gradual pace over recent decades, with corresponding epidemiological parameters showing upward changes, including increases in incidence, prevalence, deaths, and DALYs. A previous study [23] suggested a significant shift in NAFLD burden toward a younger population, which was echoed by our findings. However, after age standardization, there were no obvious upregulations in NAFLD incidence, even though declining alterations in ASDR and age-standardized DALYs were observed. Meanwhile, we uncovered distinctly negative correlations between the SDI and ASPR, ASDR, and age-standardized DALYs. Finally, we confirmed 3 strongly relevant diseases accompanied by NAFLD incidence and prevalence, namely, DM2, stroke, and IHD. Therefore, the systematic understanding of global epidemiologic patterns for NAFLD and its interrelated disorders may be valuable for the development of corresponding prevention and control strategies, especially for public health policy makers and clinical physicians.

Compared to 1990, the overall incidence and prevalence of NAFLD in 2019 increased by approximately 2-fold, mainly impacting low- and middle-SDI regions, such as some countries in the Middle East and north Africa [2,24]. Furthermore, the same rising socioeconomic burden of NAFLD has influenced relatively developed regions. Williams reported that the prevalence of NAFLD was up to 46% in the United States [25], while other European countries, including Italy, Greece, and the United Kingdom, presented with a markedly increased incidence and prevalence, resulting in an increasing socioeconomic burden [26-28]. In addition, relatively young patients dominated NAFLD morbidity and their prevalence rapidly increased, especially in low-middle-SDI regions. Given the pathogenesis of NAFLD associated with fat accumulation in hepatocytes and the growing obesity among youngsters [1,29], this seems reasonable to explain the increasing number of young patients. Interestingly, unlike the increased number of NAFLD cases, ASIR presented no marked upregulation, which might partly be associated with changes in sociodemographic structure in different areas and countries [30,31]. The reason behind it remains under investigation and requires more research.

NAFLD is a complex and multifactor disorder that is affected by metabolic and environmental factors, along with genetic and epigenetic predispositions involving multiple organs and diverse mechanisms [32]. The exact contribution of each factor to the development of NAFLD is unknown, requiring further investigation, and it may vary by geographic location, which is associated with the great heterogeneity of the NAFLD prevalence in different districts. Recently, metabolic imbalances have been gradually considered the predominant risk factor, and an international expert group has agreed to change the name of NAFLD to metabolic (dysfunction)–associated fatty liver disease (MAFLD) [33,34]. DM2, as the most prevalent metabolic disease worldwide, was found, in our study, to correlate significantly with the NAFLD incidence and prevalence, which is concurrent with previous studies [35,36] and further highlights the vital role of metabolic dysfunction in NAFLD. Meanwhile, owing to alterations in the diet structure in modern life, populations of individuals with obesity are increasing at a rapid pace, which is regarded as the main risk factor for diabetes and fuels NAFLD-related morbidity. In fact, NAFLD may in turn be a pathogenic component of the development of DM2, and the bidirectional relationship between
NAFLD and type 2 diabetes remains controversial and needs more exploration [37]. However, active prevention and control of obesity and diabetes can help alleviate the development of NAFLD to some extent [38,39].

NAFLD poses a substantial threat to individual health, with the number of deaths and DALYs increasing dramatically from 1990 to 2019, which was primarily driven by population growth and aging worldwide, specifically in low-middle–income countries [30]. In the meantime, the patients older than 50 years had the most deaths and DALYs, regardless of sex or the different SDI regions, which could be expected because of the aging population and the worse response to therapy among the elderly population. However, the age-standardized death and DALY rates were decreased globally and were particularly lower in higher-SDI regions. With rapid progression of society and elevation of health care, we primarily regard that the early diagnosis and prompt treatment could improve the survival and prognosis of patients with NAFLD. Additionally, Allen et al [23] previously reported the shift in NAFLD incidence toward a younger population who accounted for the majority of patients with NAFLD, which was consistent with our results. Meanwhile, considering the chronic course of NAFLD [40], it could be easily concluded that there showed relatively low deaths and DALY in young adults. Therefore, the global ASDR and age-standardized DALY presented downward changes after age standardization. Besides, the association analyses showed significantly negative relations between SDI and ASDR or age-standardized DALY, indicating a more serious NAFLD burden in lower-income regions. In specific, we observed relatively high ASDR and age-standardized DALY in Latin America, north Africa, and the Middle East. High-income Asia Pacific, Central Europe, and high-income North America had lower ASDRs and age-standardized DALY. Differences in access to health care and medical level have remained the fundamental factor for immense heterogeneity in the disease’s mortality across countries [41]. Therefore, most NAFLD-related deaths could partly be reduced in high-income countries through easy access to better health care and a stronger health infrastructure, such as early-stage identification of NAFLD and education of patients. Of course, other factors contributing to the decreases in the ASRs of NAFLD death and DALYs remained to be investigated.

In the general population, more than 10% of all patients with NAFLD may develop NASH [42], which is characterized by steatosis, hepatocellular ballooning, lobular inflammation, and often fibrosis [43]. During the response to tissue damage, hepatocytes are replaced by type I collagen produced by stellate cells, leading to the progression of NASH toward fibrosis and cirrhosis with overt clinical consequences [44-46]. Furthermore, patients with NASH have been reported to be highly susceptible to liver cancer [47]. Failure to recognize high-risk individuals and provide prompt treatment for NAFLD might lead to progression to NASH and even cirrhosis or carcinoma with a poor prognosis and high mortality, especially in low-income countries. Meanwhile, it also partly explained why the ASDR and age-standardized DALY of NAFLD were lower in regions with higher SDI values than in those with lower SDI values. Accordingly, to decrease the mortality and DALYs of NAFLD, preventing its development into NASH and then cirrhosis or liver cancer is essential.

In addition to hepatic causes, cardiovascular disease is the leading cause of death in patients with NAFLD, with mortality up to approximately 20% [48]. In this study, we showed that common cardiovascular diseases, including stroke and ischemic heart disease, had strong positive associations with the incidence and prevalence of NAFLD, which can be attributable to shared risk factors between these 2 diseases, such as dyslipidemia, insulin resistance, hypertension, and obesity [49,50]. Consequently, co-occurring stroke and IHD in patients with NAFLD merits considerable attention for better prevention of cardiovascular events and lower mortality.

Limitations

There remain some obvious limitations of this study. First, we relied heavily on GBD estimates for this study. The accuracy of the GBD estimates was limited by the quality and availability of each country’s vital registration system and a mass of undefined NAFLD cases in their registry data. Moreover, other possible intermediate factors or confounders during the correlation analyses were not included for adjustment owing to lack of data on other relevant parameters. Other potential interconnected diseases with NAFLD, such as dyslipidemia that are unavailable in GBD 2019 database, await further investigation. In addition, we preliminarily conducted the association analyses and calculated the potential correlation coefficients via the GBD data set but cannot perform the validation on correlation coefficients due to lacking other analogous study populations covering almost all regions and countries in the world. Finally, subgroup analyses were not performed among patients with NAFLD grouped on the basis of whether they had comorbid metabolic syndrome, were on medication therapy, or had other factors.

Conclusions

The global burden of NAFLD is gradually increased and is predicted to continue to increase in the future. The morbidity presented a clear shift toward young populations. Meanwhile, higher age-standardized death and DALY rates can be observed in aged individuals and low-SDI regions. Furthermore, NAFLD presented strong correlations with three high-risk comorbidities, namely, DM2, stroke, and ischemic heart disease. Therefore, the development of cost-effective global and regional strategies to mitigate NAFLD morbidity and mortality, alleviate the socioeconomic burden, and prevent risky interconnected diseases are urgently required by policy makers and clinical physicians.
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Representativeness, Vaccination Uptake, and COVID-19 Clinical Outcomes 2020-2021 in the UK Oxford-Royal College of General Practitioners Research and Surveillance Network: Cohort Profile Summary

Abstract

Background: The Oxford-Royal College of General Practitioners (RCGP) Research and Surveillance Centre (RSC) is one of Europe’s oldest sentinel systems, working with the UK Health Security Agency (UKHSA) and its predecessor bodies for 55 years. Its surveillance report now runs twice weekly, supplemented by online observatories. In addition to conducting sentinel surveillance from a nationally representative group of practices, the RSC is now also providing data for syndromic surveillance.

Objective: The aim of this study was to describe the cohort profile at the start of the 2021-2022 surveillance season and recent changes to our surveillance practice.

Methods: The RSC’s pseudonymized primary care data, linked to hospital and other data, are held in the Oxford-RCGP Clinical Informatics Digital Hub, a Trusted Research Environment. We describe the RSC’s cohort profile as of September 2021, divided into a Primary Care Sentinel Cohort (PCSC)—collecting virological and serological specimens—and a larger group of syndromic surveillance general practices (SSGPs). We report changes to our sampling strategy that brings the RSC into alignment with European Centre for Disease Control guidance and then compare our cohort’s sociodemographic characteristics with Office for National Statistics data. We further describe influenza and COVID-19 vaccine coverage for the 2020-2021 season (week 40 of...
2020 to week 39 of 2021), with the latter differentiated by vaccine brand. Finally, we report COVID-19–related outcomes in terms of hospitalization, intensive care unit (ICU) admission, and death.

**Results:** As a response to COVID-19, the RSC grew from just over 500 PCSC practices in 2019 to 1879 practices in 2021 (PCSC, n=938; SSGP, n=1203). This represents 28.6% of English general practices and 30.59% (17,299,780/56,550,136) of the population. In the reporting period, the PCSC collected >8000 virology and >23,000 serology samples. The RSC population was broadly representative of the national population in terms of age, gender, ethnicity, National Health Service Region, socioeconomic status, obesity, and smoking habit. The RSC captured vaccine coverage data for influenza (n=5.4 million) and COVID-19, reporting dose one (n=1.19 million), two (n=11 million), and three (n=0.4 million) for the latter as well as brand-specific uptake data (AstraZeneca vaccine, n=11.6 million; Pfizer, n=10.8 million; and Moderna, n=0.7 million). The median (IQR) number of COVID-19 hospitalizations and ICU admissions was 1181 (559-1559) and 115 (50-174) per week, respectively.

**Conclusions:** The RSC is broadly representative of the national population; its PCSC is geographically representative and its SSGPs are newly supporting UKHSA syndromic surveillance efforts. The network captures vaccine coverage and has expanded from reporting primary care attendances to providing data on onward hospital outcomes and deaths. The challenge remains to increase virological and serological sampling to monitor the effectiveness and waning of all vaccines available in a timely manner.

(JMIR Public Health Surveill 2022;8(12):e39141) doi:10.2196/39141
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**Introduction**

The emergence of SARS-CoV-2 and the resultant COVID-19 pandemic has reinforced the importance of continuous respiratory disease surveillance. However, processing routine health data comes with considerable challenges, requiring sophisticated digital infrastructure and data linkage to secondary data sources. The benefits afforded by such surveillance are contingent on data quality and timeliness.

The Oxford-Royal College of General Practitioners (RCGP) Research and Surveillance Centre (RSC) is now completing its 55th year of surveillance [1-3]. The University of Oxford’s Nuffield Department of Primary Care Health Sciences (NDPCHS) became the academic home for the RSC in 2019. As part of Oxford’s response to the emerging COVID-19 pandemic, the NDPCHS rapidly scaled up the RSC from its base of 500 practices in 2019 to over 1800 in 2021. What differentiates the RSC from other comparable disease surveillance networks is its integration of serology and virology sampling, and its close links between the RSC and network member practices.

The RSC works in partnership with the UK Health Security Agency (UKHSA), formerly Public Health England. RSC-led outputs include a surveillance report (Weekly Returns), published every week over the last 55 years, which increased to twice-weekly since the start of the pandemic, and an annual report [4]. Both are freely available online. In addition to these key outputs, there are a range of observatories providing contemporary national data; of note are our COVID-19 and mortality observatories. The RSC also provides weekly data for the European Centre for Disease Control (ECDC) on behalf of UKHSA.

RSC contributions to UKHSA intelligence include a large pseudonymized data set that enables vaccine effectiveness (e.g., influenza vaccine) to be monitored. Of particular value is the differentiable data that enable subgroups of interest to be studied [5]. RSC data are stored securely in the Oxford-Royal College of General Practitioners Clinical Information Digital Hub (ORCHID) Trusted Research Environment (TRE). The ORCHID TRE offers multiple platforms for approved researchers to make use of. The surveillance platform (ORCHID-S) is the most developed, providing extended primary care surveillance. A trials platform (ORCHID-T) is in development, which will enable trial case identification and follow-up of consented patients, and an emergent epidemiology platform (ORCHID-E) that provides access to contemporary fully anonymized linked health data [6]. The ORCHID TRE facilitates the curation of clinical code sets and digital phenotypes used in computerized medical records (CMR) surveillance and research.

The objective of this study was to report the scale and representativeness of the RSC following a period of substantial growth, demonstrating the network’s value for monitoring vaccine uptake and a range of health outcomes, including hospitalization, intensive care unit (ICU) admission, and mortality. Specifically, we describe the representativeness of the RSC population at the end of the 2020-2021 surveillance season (September 30, 2021), its sentinel sampling, and data-linking procedures. This report also includes a description of the clinical informatics that underpins the network and our updated sentinel sampling criteria for the 2021-2022 season.

**Methods**

**Surveillance Overview**

The surveillance processes for using ORCHID TRE data were set out in 2020 [6]. Since that time, several additional features have been added: the growth in the size of the network; more frequent linkage to hospital and other data; the harnessing of a new daily data flow to support UKHSA’s real-time syndromic surveillance [7]; extending serosurveillance to evaluate COVID-19 immunity, with a particular focus on indications of
waning immunity in vaccine risk groups; and adapting our practice liaison work to support member practices remotely.

Unless stated otherwise, our surveillance year starts on International Standards Organization (ISO) week 40 of 2020 and runs to the end of week 39 of the subsequent year. This approximates to the start of October 2020 to the end of September in the following year.

RSC practices are divided into two subcategories: the Primary Care Sentinel Cohort (PCSC) and syndromic surveillance general practices (SSGPs). There is overlap between these two groups of practices with 264 appearing in both.

**PCSC Characteristics**

The PCSC is the longest established part of the RSC, with practices providing twice-weekly extracts of pseudonymized routine primary care data to UKHSA. Practice recruitment is nationally representative. A subset of the PCSC collects virology swabs and/or blood samples for virological and serological analysis. Only virological results are reported back to PCSC practices and the patient, although it must be stressed that this is not a diagnostic service. Practices are reimbursed for each virology and serology sample they submit for testing and code accurately. Both virology and serology samples are transported to UKHSA reference laboratories where they are analyzed and stored in dedicated biobanks for onward research.

From March 2022, the virology sampling criteria broadened to align with those of the ECDC. All patients presenting with symptoms consistent with influenza-like-illness (ILI), acute respiratory illness, or COVID-19 are now eligible for virological sampling (see Multimedia Appendix 1 for a visualization of overlapping symptoms that would confer eligibility for swabbing). Prior to this date, only those presenting with ILI, bronchitis or bronchiolitis (in those under 5 years of age), or COVID-19 were eligible. This new schema is included in our formal commissioning letter to our PCSC practices (see Multimedia Appendix 2).

Virology samples are obtained either in practice or within the patient’s own home via kits ordered online (supplied by Take A Test UK, an initiative of the nonprofit Saving Lives). This virological sampling is carried out in volunteer practices within the PCSC. Patients are eligible for swabbing if they present within 10 days of symptom onset (except within 14 days of a patient having received their live attenuated influenza vaccine). Samples are processed within the UKHSA’s Respiratory Virus Unit in Colindale, London. The UKHSA reference lab conducts an extended panel of tests for the presence of influenza A and B, respiratory syncytial virus A and B, COVID-19, metapneumoviruses, and (additionally this season) seasonal coronaviruses.

Serology samples are obtained opportunistically from volunteer patients attending for routine blood tests at sampling practices in the PCSC. These patients may be having blood tests as part of an acute illness or chronic disease management or prevention, leading to an overrepresentation of risk groups. These samples are primarily used to estimate population exposure to COVID-19; however, serological surveillance has also been successfully applied to monitoring levels of population exposure to influenza and diphtheria. This work also collects data on incidences of rare clotting events postvaccination via platelet factor 4 levels. Current serological tests for COVID-19–related antibodies include spike (S) antibodies (indicative of previous infection or vaccination) and nucleocapsid (N) antibodies (indicative of previous infection). Serology results are linked to RSC primary care records to compare SARS-CoV-2 S and N antibody results to existing patient health data and national seroprevalence studies [5]. Serology samples are managed by UKHSA’s Vaccine Evaluation Unit in Manchester.

**SSGP Characteristics**

UKHSA’s national real-time syndromic surveillance service uses an existing combination of National Health Service (NHS) 111 calls and online assessments, ambulance dispatch calls, emergency department attendances, and general practitioner (GP) in- and out-of-hours consultations to monitor and identify trends that may indicate impending public health issues and events that might need intervention. SSGPs (all utilizing Egton Medical Information Systems [EMIS] Health clinical services) supply daily data to UKHSA to supplement and enhance the existing GP-in-hours component of syndromic surveillance with a focus on respiratory disease. However, like the RSC’s Weekly Return, this will soon supply data on a wider range of diseases of interest [8]. This work is in its development and pilot stages.

**Data Sources**

Figure 1 summarizes the health-related data sources used by the RSC and the constituent data flows of the ORCHID TRE.

The ORCHID TRE receives pseudonymized data from general practices (providing access to routine primary care data), NHS Digital (providing access to hospital, Office of National Statistics [ONS] death certificate data, and other national data sets), and UKHSA laboratories (who supply virology and serology results). Limitations on data usage are determined on a user-specific or project-specific basis. However, as set out in our data sharing agreement with practices, linking to other data sets is only permitted when done with the intention of enabling Health Surveillance, Quality Improvement, Research and/or Education (SQUIRE principles). The ORCHID TRE accepts data from any brand of CMR system. We currently receive data from EMIS, The Phoenix Partnership (TPP) System One, and In Practice Systems (INPS)-Vision. These data linkages are listed in full within Multimedia Appendix 3.

PCSC CMRs required for surveillance purposes are extracted twice weekly using a third-party company on behalf of the RSC. This process is managed by formal data sharing and service level agreements. Patient CMRs are pseudonymized using a nonreversible “hash” algorithm as close to the source as possible. Meanwhile, as stated, SSGP CMRs support UKHSA’s syndromic surveillance service by providing a direct feed of in-hours GP data to augment out-of-hours GP data, NHS 111, ambulance, and emergency department attendance data. Patients who decline to share their data are excluded from either extraction process.
**Scope of Data Collection**

**Data Capture**

Data are captured at an individual pseudonymized level and patients’ general practice, which links a record to that practice’s relevant Lower Super Output Area (LSOA) level (minimum population of 1000, mean population of 1500), NHS administrative area, and NHS Region.

**Sociodemographic Data**

Sociodemographic data include age, gender, ethnicity, socioeconomic status (SES), NHS Region, rurality, smoking status, and obesity. Ethnicity is grouped into five categories: Asian, Black, white, mixed, and other. An ontology is used to maximize identification. SES is measured using the Index of Multiple Deprivation, a metric that is revealed by the LSOA level. NHS Region is defined using NHS Region mapping and is divided into seven areas: East of England, London, Midlands, North East and Yorkshire, North West, South East, and South West. Rurality is measured using ONS measures of population density, and divided into rural, town and city, and conurbation categories. Smoking status is categorized into nonsmoker, current smoker, and exsmoker. Obesity is categorized by BMI intervals (kg/m\(^2\)), whereby <18.5 denotes underweight, 18.5-24.9 denotes normal weight, 25-29.9 denotes overweight, 30-34.9 denotes obese (obesity class I), 35-39.9 denotes obese class II, and 40 or above denotes morbid obesity (obesity class III).

**Vaccine Uptake Data**

The RSC provides data on vaccination uptake to its partners. Vaccine uptake data for COVID-19 are derived from RSC’s linkage to the National Immunisation Management Service (NIMS) [9]. Remaining vaccination data come directly from the primary care record.
Health Outcomes

For respiratory infectious disease surveillance and research, key health outcomes of interest are medically attended ILI/COVID-19 (qualified by admission to hospital, admission to ICU, and death). Relevant data are provided within CMRs or through linkages made with hospital data sets (eg, Health Episode Statistics) and ONS death registries via NHS Digital. These outcomes can be observed at a disease-specific level, and can be linked to reveal the entire patient journey and the variables that can predict excess risk.

Comorbidities and Other Variables

We provide a proxy variable to indicate consultation frequency and attendance. We also utilize the electronic frailty index for patients aged over 65 years and the Cambridge multimorbidity score within our data [10-12] (R Tsang, unpublished data, October 2022). Where possible, we provide a measure of household size to control for household bias when monitoring disease spread. This is done by applying a “household key” to RSC pseudonymized records. Here, groups of individuals are identified as living in a common address by flagging where records’ first line of an address and postcodes match. This matching is done at the point of data extraction from the GP system so that personal data are never revealed. This unique tool has been used in household transmission studies of acute gastroenteritis, influenza, and acute respiratory illnesses [13,14].

Data Quality

The data quality within ORCHID TRE is underpinned by practice engagement, data capture, cleaning, aggregation, and analysis. The Practice Liaison Officers provide support and training, including on-site visits, for member practices. Other activities include personalized training, supply of sampling materials, webinars, and patient information, including information for patient participation groups. Practices are invited to access dedicated dashboards to monitor their sampling performance. We also publish overarching observatories with the goal of improving data quality among RSC members and provide specific support in data codification under our new “Coding is caring” initiative [15-17]. We have also started engaging with practice patient participation groups.

Our ontological mapping process recognizes that clinical concepts can be represented differently within a clinical terminology. To enable consistent and machine-readable identification of key outcomes and other variables [18], we use Systematized Nomenclature of Medicine Clinical Terms (SNOMED-CT) as the principal terminology to develop code sets [19]. A curated code set is a list of relevant clinical codes that best represent a specific clinical idea. All code sets are stored in our variable library. Hospital and death data are primarily coded using the International Classification of Disease version 10, with procedures recorded using the Office of Population Censuses and Surveys classification version 5.1 [20,21]. Treatments are codified in line with the descriptions and codes utilized by the Dictionary of Medicines and Devices [22]. All health conditions included in PCSC and SSGP surveillance, and their respective SNOMED-CT codes and our variable library numbers, are provided in Multimedia Appendix 4.

Data Analysis

We accessed the secure ORCHID TRE using R version 4.2.0 to undertake all analyses [23]. We aggregated patient- and practice-level data to summarize characteristics of the network on October 8, 2021, including the number of practices that had agreed to share data, the number of participants actively supplying data, and key demographic variables. To establish network growth over the pandemic, we compared these data with historic records. Vaccine uptake figures were generated by aggregating primary care records linked to NIMS data. Hospitalization and ICU figures were created by aggregating primary care records linked to Hospital Episode Statistics data and mortality figures were generated using primary care data linked to ONS mortality figures.

Ethical Considerations

We work within relevant legislation and research and information governance frameworks and are fully compliant with the University of Oxford’s ethical standards. The University is registered on the Information Commissioner’s Office Data Protection Register and is compliant with the Data Protection Act, General Data Protection Regulation, and other key data privacy and protection legislations. As required by NHS Data Security Standard 3 in the Caldicott 3 Review, all research members of NDPCHS are required to complete Data Security Awareness modules on an annual basis.

The legal basis for RSC surveillance is Regulation 3 (health protection) of the Health Service (Control of Patient Information) Regulations 2002, with some of our work with UKHSA falling under Regulation 5 (Health Promotion) [24,25]. Other nonsurveillance studies that use ORCHID TRE data require appropriate ethical approval. For low-risk epidemiological studies, this is through Oxford University Medical Sciences Interdivisional Research and Ethics Committee, whereas for trials or other prospective studies involving contact with patients, it is through the Integrated Research Approval Service [26]. All nonsurveillance studies also must be approved by the independent Primary Care Hosted Research Datasets Independent Scientific Committee. The RSC also meets NHS Digital’s stringent Data Security and Protection toolkit requirements. Finally, RSC activities are restricted to conform with the data sharing agreements with member practices, who, as stated, share data for SQUIRE purposes [6].

Results

Network Growth

The number of practices within the entire network prior to the emergence of SARS-CoV-2 (October 2019) was approximately 500 (all PCSC). The RSC network has grown substantially since that time. At the start of the reporting period (October 2020), however, the network included 1764 practices (879 PCSC, 1100 SSGPs); at its end (October 2021), it included 1879 practices (930 PCSC practices, 1203 SSGPs). By October 2021, there was an overlap of 262 practices supplying data to both groups. Table 1 shows the number of practices listed and...
samples collected as of ISO week 39 of 2021 and those recorded nationally (ONS data).

Figure 2 presents a population pyramid of the age-sex profile of RSC data compared with the ONS report of the English national population’s age-sex profile. There was a higher proportion of younger working-age adults, aged 25 to 40 years, in the RSC population than the ONS standard. We describe the sociodemographic characteristics of the RSC compared to national population data in Table 2. This revealed higher levels of nonwhite ethnicity and active smoking among the RSC membership, and lower levels of females and population in the Eastern region in the RSC.

Table 1. Summary of Research and Surveillance Centre (RSC) practice and population sizes compared to national Office for National Statistics (ONS) data.

<table>
<thead>
<tr>
<th>Data type</th>
<th>All RSC practices</th>
<th>PCSC&lt;sup&gt;a&lt;/sup&gt;</th>
<th>SSGP&lt;sup&gt;b&lt;/sup&gt;</th>
<th>National data (ONS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>General practices, n (%)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>1879 (28.63)</td>
<td>938 (14.29)</td>
<td>1203 (18.33)</td>
<td>6563 (100)</td>
</tr>
<tr>
<td>Registered list size, n (%)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>17,299,780 (30.59)</td>
<td>8,414,204 (14.88)</td>
<td>12,356,618 (21.9%)</td>
<td>56,550,136 (100)</td>
</tr>
<tr>
<td>Virology sampling practices, n</td>
<td>245</td>
<td>245</td>
<td>—&lt;sup&gt;d&lt;/sup&gt;</td>
<td>—</td>
</tr>
<tr>
<td>Virology specimens, n</td>
<td>8049</td>
<td>8049</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Serology sampling practices, n</td>
<td>220</td>
<td>220</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Serology specimens, n</td>
<td>23,879</td>
<td>23,879</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

<sup>a</sup>PCSC: Primary Care Sentinel Cohort.
<sup>b</sup>SSGP: syndromic surveillance general practice.
<sup>c</sup>Percentage of national data (final column).
<sup>d</sup>Not applicable.

Figure 2. Age-sex pyramid of the Research and Surveillance Centre population on October 2021 compared to Office for National Statistics (ONS) estimates for 2019. F: female; M: male; ORCHID: Oxford-Royal College of General Practitioners Clinical Informatics Digital Hub.
Table 2. Demographic characteristics of Research and Surveillance Centre (RSC) compared to Office of National Statistics (ONS) benchmark data.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>All RSC surveillance practices&lt;sup&gt;a,b&lt;/sup&gt;</th>
<th>Primary Care Sentinel Cohort&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Syndromic surveillance general practices&lt;sup&gt;c&lt;/sup&gt;</th>
<th>English national data (ONS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), median (IQR)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>39 (21-58)</td>
<td>39 (22-58)</td>
<td>38 (21-57)</td>
<td>40 (21-59)</td>
</tr>
<tr>
<td>Female, n (%)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>8,640,025 (49.9)</td>
<td>4,206,592 (50)</td>
<td>6,164,188 (49.9)</td>
<td>28,567,320 (50.5)</td>
</tr>
<tr>
<td>Ethnicity, n (%)&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>11,347,155 (81.5)</td>
<td>5,585,337 (83.3)</td>
<td>8,108,670 (81)</td>
<td>47,417,500 (84.2)</td>
</tr>
<tr>
<td>Asian</td>
<td>1,390,875 (10)</td>
<td>622,009 (9.3)</td>
<td>1,022,726 (10.2)</td>
<td>4,661,000 (8.3)</td>
</tr>
<tr>
<td>Black</td>
<td>611,387 (4.4)</td>
<td>243,921 (3.6)</td>
<td>460,248 (4.6)</td>
<td>2,066,100 (3.7)</td>
</tr>
<tr>
<td>Mixed</td>
<td>310,100 (2.2)</td>
<td>142,891 (2.1)</td>
<td>224,780 (2.2)</td>
<td>1,086,600 (1.9)</td>
</tr>
<tr>
<td>Other</td>
<td>266,960 (1.9)</td>
<td>113,805 (1.7)</td>
<td>198,491 (2)</td>
<td>1,055,800 (1.9)</td>
</tr>
<tr>
<td>NHS&lt;sup&gt;d&lt;/sup&gt; Region, n (%)&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>South East</td>
<td>3,553,593 (20.5)</td>
<td>1,567,376 (18.6)</td>
<td>2,829,726 (22.9)</td>
<td>8,933,822 (15.8)</td>
</tr>
<tr>
<td>London</td>
<td>3,289,770 (19)</td>
<td>1,191,081 (14.2)</td>
<td>2,552,695 (20.7)</td>
<td>9,002,488 (15.9)</td>
</tr>
<tr>
<td>Midlands</td>
<td>2,791,986 (16.1)</td>
<td>1,171,549 (13.9)</td>
<td>2,076,374 (16.8)</td>
<td>10,658,558 (18.8)</td>
</tr>
<tr>
<td>North West</td>
<td>2,741,232 (15.8)</td>
<td>1,330,266 (15.8)</td>
<td>2,126,805 (17.2)</td>
<td>7,087,447 (12.5)</td>
</tr>
<tr>
<td>South West</td>
<td>2,124,626 (12.3)</td>
<td>1,523,323 (18.1)</td>
<td>1,164,724 (9.4)</td>
<td>5,665,799 (10)</td>
</tr>
<tr>
<td>North East Yorkshire</td>
<td>1,720,689 (9.9)</td>
<td>1,022,070 (12.1)</td>
<td>1,074,612 (8.7)</td>
<td>8,639,006 (15.3)</td>
</tr>
<tr>
<td>East of England</td>
<td>1,077,884 (6.2)</td>
<td>608,539 (7.2)</td>
<td>531,682 (4.3)</td>
<td>6,563,018 (11.6)</td>
</tr>
<tr>
<td>Index of multiple deprivation (IMD), n (%)&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IMD1 (most deprived)</td>
<td>3,366,018 (19.5)</td>
<td>1,508,104 (17.9)</td>
<td>2,487,902 (20.1)</td>
<td>11,267,059 (20)</td>
</tr>
<tr>
<td>IMD2</td>
<td>3,483,363 (20.1)</td>
<td>1,648,030 (19.6)</td>
<td>2,480,510 (20.1)</td>
<td>11,576,973 (20.6)</td>
</tr>
<tr>
<td>IMD3</td>
<td>3,386,739 (19.6)</td>
<td>1,664,973 (19.8)</td>
<td>2,363,689 (19.1)</td>
<td>11,424,153 (20.3)</td>
</tr>
<tr>
<td>IMD4</td>
<td>3,408,200 (19.7)</td>
<td>1,764,757 (21)</td>
<td>2,398,673 (19.4)</td>
<td>11,117,694 (19.8)</td>
</tr>
<tr>
<td>IMD5 (least deprived)</td>
<td>3,652,825 (21.1)</td>
<td>1,826,114 (21.7)</td>
<td>2,625,435 (21.2)</td>
<td>10,901,082 (19.4)</td>
</tr>
<tr>
<td>Morbid obesity, n (%)&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Active</td>
<td>434,514 (2.5)</td>
<td>208,995 (2.5)</td>
<td>312,654 (2.5)</td>
<td>(3.2)&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>Ex</td>
<td>2,304,974 (17.1)</td>
<td>1,106,166 (16.8)</td>
<td>1,659,899 (17.2)</td>
<td>4,897,952 (12.1)</td>
</tr>
<tr>
<td>Never</td>
<td>3,236,336 (23.9)</td>
<td>1,608,336 (24.4)</td>
<td>2,297,591 (23.8)</td>
<td>10,645,963 (26.3)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Data represent a cross-sectional view of the state of the RSC network on October 8, 2021.

<sup>b</sup>Represent the percentage of nonmissing data.

<sup>c</sup>ONS data based on 2019 estimates.

<sup>d</sup>NHS: National Health Service.

<sup>e</sup>ONS data based on 2020 estimates of morbid obesity in those aged over 16 years.

<sup>f</sup>Data based on a sample; therefore, only the percentage is provided.

<sup>g</sup>ONS data based on 2020 estimates of smoking status in those aged over 18 years.

**Geographical Profile**

The maps in Figure 3 demonstrate the national distribution of PCSC practices compared with SSGPs; note that these graphics omit the 264-practice overlap that exists between these two subcategories. The PCSC is recruited to be nationally represented, although has lower representation in the Eastern region, and the SSGPs are recruited from and follow the national distribution of the EMIS brand of the CMR system.
Vaccine Uptake

RSC data provide a profile of national vaccine uptake; RSC uptake data can be differentiated by vaccine type, brand, and batch in addition to the demographics of those who have been vaccinated (Figure 4 and Multimedia Appendix 5). Across the RSC, there were 11,897,180 first, 10,992,049 second, and 397,986 third/booster doses of COVID-19 vaccine (a total of 23,287,215), and 5,387,169 doses of influenza vaccine administrations recorded between October 2020 and the end of September 2021. The brands of vaccine administered over this period were AstraZeneca (n=11,632,841), Pfizer (n=10,849,114), and Moderna (n=694,696).

Health Outcomes

Figure 5 reports the COVID-19–specific hospitalization and hospital occupancy; Figure 6 reports the death data, separating hospital and community mortality; and Multimedia Appendix 6 summarizes the ICU admission and ICU occupancy rates. Over this period, COVID-19 admissions varied from 104 to 6835 per week (median 1181, IQR 559-1559). Bed occupancy...
over this period varied from 557 to 19,110 per week (median 3284, IQR 1512-7443). For the ICU, the equivalent data were admissions varying from 6 to 842 per week (median 115, IQR 50-174), with ICU occupancy varying from 103 to 2451 per week (median 504.5, IQR 213.5-813.0).

**Figure 5.** COVID-19 hospitalization data in the RSC network population, calculated using RSC data linked to Hospital Episode Statistics (HES) data. Left panel: Number of hospitalisations per week due to COVID-19. Right panel: Weekly hospital bed occupancy. An admission was defined as spending at least 1 night in hospital.

**Figure 6.** COVID-19 death data in the Research and Surveillance Centre (RSC) network population, calculated using RSC data linked to Office of National Statistics death data and COVID-19 Hospitalizations in England Surveillance System data. Most deaths occurring between October and December 2020 are not shown due to missing data. Left panel: All deaths. Middle panel: In-hospital deaths. Right panel: Out of hospital deaths.

**Practice Visits and Patient Participation**
Restrictions due to COVID-19 have limited our ability to conduct visits to practices. However, over this period, there were 25 virtual and 5 in-person visits. There were monthly newsletters, 5 training webinars, and the completion of 483 practice material requests to sampling practices. We have updated and provided practices with bespoke dashboards about influenza vaccination, their data quality, and—for sampling practices—numbers of virology swabs completed and serology samples taken. We provided practice members with new COVID-19 case and mortality observatories. We have commenced a pilot of direct engagement with five patient participation groups of sampling practices to test whether giving more direct health and surveillance information to patients and the public will enhance sampling. Eight practices left the network during the 2020-2021 season.

**Discussion**

**Main Findings**
This summary cohort profile demonstrates how the RSC provides contemporaneous data about disease patterns, emerging illnesses, circulating viral infections and their variants, population immunity, and vaccine coverage. The RSC has changed and broadened its virology sampling criteria during the specified reporting period.

The RSC has also grown significantly in recent years by adding SSGPs to its PCSC; historically, the RSC processed data from
approximately 1 million patients and we now have data from 17.3 million registered people, including nearly 12 million people who have had at least one COVID-19 vaccine dose. We are now starting a pilot of direct engagement with patients and the public. The innovation to informatics over the reporting period included consistently curated code sets of variables, improved data management (with more data linkages, including to hospital and death data), and improved data availability for subsequent analyses.

**Implications of the Findings**

The capability of the RSC has grown, embedding serology sampling alongside virology. However, there is more to be done in this area, particularly as national virological testing for COVID-19 is decommissioned and UKHSA may increasingly look toward sentinel sampling to compensate for this loss. We hope our broadened sampling criteria will result in the collection of a larger number of virology samples, as will building out our direct contacts with patients and the public.

**Comparison With the Literature**

RSC surveillance is comparable to that conducted internationally, and similar approaches to monitoring disease have been used in developed health systems [27]. These include the Canadian Primary Care Sentinel Surveillance Network, the US Influenza-like Illness Surveillance Program, the National Respiratory and Enteric Virus Surveillance System (also US-based), and the Sentinelles network in France [28-31].

**Strengths and Limitations**

The functions and outputs of the RSC are aligned with the priorities and ambitions specified by UKHSA in their Information and Intelligence Working Group “Public Health Surveillance: Towards a Public Health Surveillance Strategy for England” [32]. Effective surveillance is categorized via its ongoing nature, its timeliness, and the measures of population or group health status it provides against historical or geographical baselines. All of these are observable within the RSC results reported here. The wider objectives of a robust surveillance system include:

- Monitoring changes in infectious agents
- Providing early warning of seasonal disease activity and future emerging threats through an enhanced national GP syndromic surveillance system
- Identifying high-risk populations or areas to target interventions
- Evaluating the effectiveness of preventative health and health control measures
- Supporting health planning and the allocation of appropriate resources within the health care system
- Providing an archive of disease activity (or biological samples) for future reference and research.

The quality of surveillance is contingent on the extent to which its findings are generalizable to its underlying population. ORCHID TRE data now approximate to national data for age, gender, ethnicity, SES, rurality, smoking status, and obesity. This enables nuanced analyses for how certain demographics and individuals with protected characteristics are at higher risk for experiencing health inequalities and adverse outcomes. There remains scope to improve the representativeness of the RSC. The practices that volunteer are typically larger than average, are not equally distributed between regions, and are, overall, from slightly less deprived areas. There may also be other undetected forms of bias in our membership. We need to recruit more practices in the eastern region and target recruitment into the PCSC to geographically balance membership. However, pressures on primary care make recruitment and retention of practices challenging [33,34].

The UKHSA syndromic surveillance service also utilizes anonymized CMR data from an external feed of TPP primary care data; we will need to work closely with these providers to ensure overall national representativeness of this offering and the standardization of coding underpinning surveillance indicators. Signals that emerge through syndromic surveillance data can be validated against wider ORCHID TRE data and its opportunities for broader data linkage. Integrating SSGP data into the existing UKHSA syndromic surveillance program will also increase the application of ORCHID TRE data in a multihazard public health response, including surveillance of nonrespiratory infectious diseases (eg, gastrointestinal pathogens), environmental impacts (eg, heat waves), chemical incidents (eg, health impacts of industrial fires), and mass gatherings (eg, 2022 Birmingham Commonwealth Games).

We are aware of attendance bias in those who provide the RSC with samples. In virology sampling, it is well-established that some families and population groups attend more frequently with samples. In virology sampling, it is well-established that some families and population groups attend more frequently with samples. Serology sampling is also seen to be biased toward those attending more regularly for blood tests, especially older people with chronic conditions [37].

**Conclusions**

This cohort profile describes the RSC’s capabilities for conducting disease surveillance and vaccine effectiveness studies, and provides a guide to network components and capabilities. While there remains scope for improvement, the RSC is now stronger and larger than at any time in its 55-year history, particularly in terms of sampling performance. Its 2020-2021 end of surveillance year registered population was 17.3 million, accounting for 31% of the English national population. This population was used to collectively receive over 23 million COVID-19 vaccination doses. We move through the 2021 to 2022 season with revised sampling criteria and, for the first time, daily data contributions to the UKHSA real-time syndromic surveillance service.
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The Role of Heterogenous Real-world Data for Dengue Surveillance in Martinique: Observational Retrospective Study
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Abstract

Background: Traditionally, dengue prevention and control rely on vector control programs and reporting of symptomatic cases to a central health agency. However, case reporting is often delayed, and the true burden of dengue disease is often underestimated. Moreover, some countries do not have routine control measures for vector control. Therefore, researchers are constantly assessing novel data sources to improve traditional surveillance systems. These studies are mostly carried out in big territories and rarely in smaller endemic regions, such as Martinique and the Lesser Antilles.

Objective: The aim of this study was to determine whether heterogeneous real-world data sources could help reduce reporting delays and improve dengue monitoring in Martinique island, a small endemic region.

Methods: Heterogenous data sources (hospitalization data, entomological data, and Google Trends) and dengue surveillance reports for the last 14 years (January 2007 to February 2021) were analyzed to identify associations with dengue outbreaks and their time lags.

Results: The dengue hospitalization rate was the variable most strongly correlated with the increase in dengue positivity rate by real-time reverse transcription polymerase chain reaction (Pearson correlation coefficient=0.70) with a time lag of −3 weeks. Weekly entomological interventions were also correlated with the increase in dengue positivity rate by real-time reverse transcription polymerase chain reaction (Pearson correlation coefficient=0.59) with a time lag of −2 weeks. The most correlated query from Google Trends was the “Dengue” topic restricted to the Martinique region (Pearson correlation coefficient=0.637) with a time lag of −3 weeks.

Conclusions: Real-word data are valuable data sources for dengue surveillance in smaller territories. Many of these sources precede the increase in dengue cases by several weeks, and therefore can help to improve the ability of traditional surveillance systems.
systems to provide an early response in dengue outbreaks. All these sources should be better integrated to improve the early response to dengue outbreaks and vector-borne diseases in smaller endemic territories.

(JMIR Public Health Surveill 2022;8(12):e37122) doi:10.2196/37122
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Introduction

Dengue is one of the most important vector-borne diseases worldwide, with 390 million infections, 96 million symptomatic cases, and 20,000 estimated deaths per year in >125 countries [1,2]. The disease is mostly endemic in tropical and subtropical regions (ie, Southeast Asia, the Americas, and the Pacific), with 4 billion people at risk [3]. In Latin America and the Caribbean, morbidity and mortality increased from 400,519 cases and 92 deaths in 2000 to >3.1 million cases and 1534 deaths in 2019 [4,5]. Dengue prevention and control in these regions rely on 2 main approaches: vector control programs and traditional surveillance, which is based on passive detection of symptomatic cases (inpatients and outpatients) [4,6]. Although both approaches are effective, they are expensive and are hampered by the delay between case occurrence and case reporting. Furthermore, some countries do not have routine vector control measures [7] and national epidemiological surveillance systems tend to underestimate the true disease burden of dengue [8].

In Martinique, a French overseas territory in the Lesser Antilles with approximately 360,000 inhabitants, health authorities have launched the “Monitoring, warning and management of dengue outbreaks program” (Programme de surveillance, d’alerte et de gestion des épidémies de dengue [PSAGE]), in which vector control and traditional surveillance are combined. PSAGE identifies five main stages in dengue outbreaks: (1) sporadic transmission, (2) dengue clusters with or without an epidemiological link, (3) epidemic risk when the number of symptomatic cases is above the expected threshold, (4) dengue outbreak, and (5) return to normal. Vector surveillance still plays a role in this system; however, the change in PSAGE stage is mainly based on the number of symptomatic cases identified by general practitioners who are part of the French Sentinel Network surveillance system [9,10].

Surveillance systems are a key public health tool to detect early cases of emerging infectious diseases, prevent outbreaks [11] among populations, and implement measures to reduce transmission [12]. Traditional surveillance systems are often expensive because of the time and resources required to process data collected from public health networks [13]. To improve these systems and reduce the delay between diagnosis and reporting, researchers have evaluated novel data sources, especially real-world data (ie, data not collected in experimental conditions [14]), such as emergency department visits, mobile data, and internet-based systems [15-18]. Other studies on surveillance and forecasting, especially those using climate data [19-21], have also shown promising results. Scientists mostly rely on correlation methods to test these data sources [22,23], but other approaches have also been tested, for instance Naïve Bayes methods [24,25]. Most of these studies were conducted in Asia (70% of the global dengue burden) [2]. Studies in the Americas concerned large territories or countries, such as Brazil and Mexico [24,25], and in the Caribbean, they focused on the bigger islands of the Greater Antilles [21,26].

The aim of this study, carried out in Martinique, was to investigate whether heterogeneous real-world data sources could help to reduce reporting delays and improve dengue monitoring in a smaller endemic region.

Methods

Data Sources

Overview

We used several types of data that had been routinely collected during the study period (from January 1, 2007, to February 28, 2021): epidemiological surveillance reports from the French National Public Health Agency (Santé Publique France), reimbursement claims and laboratory data from Martinique University Hospital, entomological data from the Martinique Mosquito Control and Entomological Research Center (Centre de Démoustication et de Recherche Entomologique [CEDRE]), and relative search volumes (RSV) from Google Trends. Entomological, clinical, and laboratory data are available within 24 to 48 hours. Google RSV and epidemiological surveillance data are available in real time and at the end of each week, respectively. All used data were anonymized.

Epidemiological Surveillance Data

We obtained weekly dengue surveillance reports from the French Public Health Agency. These reports are based on data collected by general practitioners from the French Sentinel Network. They also provide the official start and end dates of each dengue outbreak and the weekly PSAGE stage during the outbreak. These reports are not continuously published but only if the dengue risk level is above stage 1 (ie, the baseline stage). We used the PSAGE stage described in each report to create the PSAGE ordinal variable with 4 levels. Indeed, although the PSAGE program has 5 levels, stage 5 (“back to normal”) was used only 5 times in the last 15 years, and experts prefer to use stage 1 (“sporadic transmission”) after stage 4 (“dengue outbreak”). Moreover, when stage 5 was used, it was for 1 week, except once in 2021, when it lasted 2 weeks. Thus, we combined stages 1 and 5 into a single stage (stage 1 or 5, sporadic transmission).

Clinical and Laboratory Data

We obtained weekly aggregated data from Martinique University Hospital: (1) inpatient data (age and diagnoses associated with dengue disease or dengue symptoms), (2) administrative data (outpatient medical consultations, hospitalizations, and
emergency department visits), and (3) laboratory data—dengue virus (DENV) detection by real-time reverse transcriptase polymerase chain reaction (RT-PCR).

All included diagnoses were coded using the French version of the International Classification of Diseases, 10th edition (ICD-10):

- Dengue or severe dengue
- Possible coding errors associated with dengue: fever and unspecified viral hemorrhagic fever
- Severity symptoms: hemorrhage, shock, and dehydration
- Thrombocytopenia
- Hepatic symptoms: hepatitis, hepatomegaly, hepatic failure, and elevation of transaminase
- Neurological symptoms: encephalitis and encephalopathy

We selected these diagnoses with the help of infectious disease physicians. All reimbursement claims data were obtained from the Martinique University Hospital, where the only infectious disease department for the whole island is located. The relevant ICD-10 codes are listed in Multimedia Appendix 1.

We normalized all administrative data as follows:

\[
x = \text{the weekly number of hospitalizations, consultations, or emergency department visits and min and are the minimum and maximum values observed in the data set, respectively.}
\]

For laboratory data, we used the DENV positivity rate determined by RT-PCR. Laboratory results were concerned about both inpatients and outpatients because the Martinique University Hospital is the reference center for DENV screening using RT-PCR in Martinique.

Entomological Data

We used data from the CEDRE surveillance database, such as the weekly number of entomological interventions and where they were carried out. Entomological interventions were defined as all vector control interventions and measures taken by CEDRE: information and education of the households, physical vector control (ie, eliminating mosquito sites, such as old containers filled with water), and chemical vector control with insecticides [26]. This agency manages entomological surveillance and vector control in Martinique and collects data on each intervention.

Google RSV

We used data from Google Trends [27], which provides real-time and archived information on Google queries from 2004 onward. These queries are normalized by Google as RSV by dividing the total search volume for a query in a geographic location by the total number of queries in that region at a given point in time [28]. We used this tool to retrieve information on the search interest for keywords associated with dengue during our selected time frame (January 2007 to February 2021). However, we could not retrieve weekly data for the Martinique region, especially for the first years of the study period, because there were not always enough RSV (as indicated by the Google error message “Sorry, not enough search volume to show graphs”). Therefore, we based our methodology to retrieve Google Trends data on previously published methodology frameworks, indicating that Google Trends data should be retrieved for exactly the same period as the other data under study and as a single data set rather than as individual queries for each year [29]. As data for our study period were only available at monthly intervals, we considered that interest was constant over each week of the month for each query.

For data retrieval, relevant keywords were selected with experts in the field. Normally, all spelling variations should be included in the research to limit the risk of missing data. However, in our case, combining all possible spelling variants of some keywords into a single query was impossible, and an error message from Google indicated that the available data were insufficient. Nevertheless, we retrieved results using the “topic” option from Google that includes various keywords associated with a category.

As Martinique (and the other islands in the Lesser Antilles) are small regions, we tried 2 strategies to explore the geographic region of our keywords: we selected “Martinique” as the region in the tool and we added “Martinique” as a keyword in our query, with the region selected as “worldwide.” Moreover, we selected our keywords in 3 different languages (French, English, and Spanish) because the Lesser Antilles is a multilingual region.

Data Processing

Clinical and laboratory data were already aggregated into a structured database and did not require data processing. Similarly, data from Google queries are normalized by Google as RSV. Conversely, most of the information in the CEDRE database was unstructured and required processing. Indeed, the CEDRE database is a comprehensive database with some structured data (eg, the date of an entomological intervention), but the details associated with entomological interventions (ie, the type of insecticide used or the number of old containers removed) were in free text; we needed this information to count the number of weekly interventions. Therefore, we used rule-based natural language processing methods (ie, part-of-speech tags) to process the data and extract relevant information for our study. All statistical analyses were performed using R (version 4.1.0; R Foundation for Statistical Computing) [30] (tidytext [31], stopwords, and SnowballC packages).

Statistical Analysis

A total of 4 dengue outbreaks were recorded in Martinique between 2007 and 2021: from August 20, 2007, to January 14, 2008; from February 22, 2010, to October 25, 2010; from July 22, 2013, to April 14, 2014; and from November 18, 2019, to February 8, 2021. The fourth dengue outbreak was the largest in Martinique over the last 20 years.

During the same period, there was a chikungunya outbreak in 2014, a Zika virus outbreak in 2016, the first COVID-19 wave in March 2020, and the second COVID-19 wave from September to December 2020. The last dengue outbreak was concomitant with the second COVID-19 wave. Consequently, the PSAGE stages did not vary much over the years, making it
difficult to study correlations with this categorical variable. Therefore, it is necessary to find a good continuous estimator for time series analyses. To this end, we assessed the DENV RT-PCR positive rate performance for PSAGE stage prediction using a repeated stratified k-fold cross-validation approach. First, we divided the data into 10 stratified folds, then built a logistic regression model to predict the PSAGE stages. Finally, we repeated the process 10 times and evaluated its performance. The original PSAGE variable was an ordinal variable with 4 levels, but the data were not evenly distributed among the levels. Therefore, we ran 4 binary logistic regression analyses, rather than a single multinomial regression model, to assess how RT-PCR positive rates can predict each level. We calculated the predicted probability of a PSAGE stage by using the following equation:

\[ P(Y = y | X) = \frac{e^{X\beta}}{1 + e^{X\beta}} \]

where \( X \) is the vector of the predictor values, \( \beta \) is the vector of the regression coefficients, and \( \beta_0 \) is the intercept of the model. As the data set was imbalanced, we also used stratified sampling in the PSAGE stage for k-fold cross-validation.

The metrics used to assess the logistic model performance were accuracy, specificity, precision, recall, \( F_1 \)-score, and area under the curve (AUC).

Accuracy assesses the overall effectiveness of the logistic regression model and can be defined as the ratio of the correct number of predictions to the total number of predictions:

\[ \text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \]

where TP are true positive, TN are true negative, FP are false positive, and FN are false negative results.

Specificity is the model’s capacity to predict that a week is not in the PSAGE stage and is defined as the ratio between correctly predicted negative classes and all items that are actually negative:

\[ \text{Specificity} = \frac{TN}{TN + FP} \]

where TN is true negative, and FP is false positive.

Precision (or positive predictive value) is the agreement between the true stages and the stages predicted by the RT-PCR positive rate and is defined as the ratio between the correctly predicted positive classes and all items predicted to be positive:

\[ \text{Precision} = \frac{TP}{TP + FP} \]

where TP is true positive, and FP is false positive.

Recall (or sensitivity) is the model’s capacity to identify the true stages and is defined as the ratio between correctly predicted positive classes and all items that are actually positive:

\[ \text{Recall} = \frac{TP}{TP + FN} \]

where TP is true positive, and FN is false negative.

The \( F_1 \)-score is the harmonic mean of precision and recall. The AUC represents the capacity of the model to avoid false classification into a stage.

To investigate the association between the RT-PCR positive rate and each data source, we plotted their time series. Finally, for each source, we estimated the Pearson correlation coefficient (\( r \)) and the cross-correlations between the weekly data and the DENV RT-PCR positive rate. The aim of the cross-correlation function is to investigate the relationship between time series and their lag values [32]. In our case, we wanted to determine whether the increase in the studied variables was correlated with the DENV RT-PCR positive rate and whether it preceded it. All statistical analyses were performed using R (version 4.1.0) [30]. For cross-correlations, significance is determined graphically when the lines are above (or below) the dotted blue line.

Ethics Approval
This study was approved by the local Ethics Committee of Martinique University Hospital (approval number 2022/177).

Results

RT-PCR Positive Rate Performance
The accuracy and AUC values ranged between 0.83 and 0.95 and between 0.55 and 0.89, respectively. Overall, the model performed better at predicting sporadic transmission (stage 1 or 5: accuracy=0.83; AUC=0.84) and outbreak (stage 4: accuracy=0.89; AUC=0.89; Table 1).
Hospital Data

We normalized all hospital data to plot the time series to consider the different scales. As children and adults can be affected differently depending on the dengue infection type (primary vs secondary), we stratified our data sets based on the ward type (adult or pediatric).

Administrative Data

Adult hospitalizations ($P=0.01$) and emergency department visits ($P<0.001$) were significantly correlated with the DENV RT-PCR positive rate. We also observed a significant cross-correlation at $-3$ and $-5$ weeks, suggesting that the increase in emergency department visits preceded the increase in the DENV RT-PCR positive rate by 3 to 5 weeks. Table 2 shows the correlations and cross-correlations between the administrative data and DENV detection rate by RT-PCR. All cross-correlations between administrative data and DENV RT-PCR positive rate are listed in Multimedia Appendix 2.

Table 1. DENV$^a$ RT-PCR$^b$ positive rate and PSAGE$^c$ stage prediction.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>PSAGE</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Stage 1 or 5</td>
<td>Stage 2</td>
<td>Stage 3</td>
<td>Stage 4</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.828</td>
<td>0.879</td>
<td>0.953</td>
<td>0.888</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.616</td>
<td>1</td>
<td>1</td>
<td>0.96</td>
</tr>
<tr>
<td>Precision</td>
<td>0.827</td>
<td>___$^d$</td>
<td>___</td>
<td>0.742</td>
</tr>
<tr>
<td>Recall</td>
<td>0.936</td>
<td>0</td>
<td>0</td>
<td>0.535</td>
</tr>
<tr>
<td>$F_1$-score</td>
<td>0.878</td>
<td>___</td>
<td>___</td>
<td>0.612</td>
</tr>
<tr>
<td>AUC$^e$</td>
<td>0.838</td>
<td>0.546</td>
<td>0.828</td>
<td>0.888</td>
</tr>
</tbody>
</table>

$^a$DENV: dengue virus.

$^b$RT-PCR: real-time reverse transcriptase polymerase chain reaction.

$^c$PSAGE: Programme de surveillance, d’alerte et de gestion des épidémies de dengue.

$^d$Not enough data available to build a prediction model for these stages.

$^e$AUC: area under the curve.

Table 2. Correlations and cross-correlations between administrative data and DENV$^a$ RT-PCR$^b$ positive rate.

<table>
<thead>
<tr>
<th>Data</th>
<th>Correlation (95% CI)</th>
<th>$P$ value</th>
<th>Max cross-correlation$^c$</th>
<th>Time lag$^d$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Hospitalizations</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total (n=506,992)</td>
<td>−0.066 (−0.137 to 0.006)</td>
<td>.07</td>
<td>−0.091</td>
<td>−5 weeks</td>
</tr>
<tr>
<td>Adults (n=444,045)</td>
<td>−0.095 (−0.165 to −0.023)</td>
<td>.01$^e$</td>
<td>−0.097</td>
<td>−4 weeks</td>
</tr>
<tr>
<td>Children (n=62,947)</td>
<td>0.067 (−0.004 to 0.139)</td>
<td>.06</td>
<td>0.118$^f$</td>
<td>−8 weeks</td>
</tr>
<tr>
<td><strong>Emergency department visits</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total (n=1,082,343)</td>
<td>0.111 (0.039 to 0.181)</td>
<td>.002</td>
<td>0.169</td>
<td>−5 weeks</td>
</tr>
<tr>
<td>Adults (n=740,282)</td>
<td>0.181 (0.11 to 0.25)</td>
<td>0.001</td>
<td>0.216</td>
<td>−3 weeks</td>
</tr>
<tr>
<td>Children (n=342,061)</td>
<td>0.046 (−0.025 to 0.118)</td>
<td>.21</td>
<td>0.107</td>
<td>−5 weeks</td>
</tr>
<tr>
<td><strong>Consultations</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total (n=2,715,306)</td>
<td>−0.065 (−0.137 to 0.007)</td>
<td>.08</td>
<td>−0.067</td>
<td>−2 weeks</td>
</tr>
<tr>
<td>Adults (n=2,467,565)</td>
<td>−0.061 (−0.133 to 0.0105)</td>
<td>.09</td>
<td>−0.097</td>
<td>−5 weeks</td>
</tr>
<tr>
<td>Children (n=248,341)</td>
<td>−0.046 (−0.118 to 0.026)</td>
<td>.21</td>
<td>−0.087</td>
<td>−5 weeks</td>
</tr>
</tbody>
</table>

$^a$DENV: dengue virus.

$^b$RT-PCR: real-time reverse transcriptase polymerase chain reaction.

$^c$Maximum cross-correlation.

$^d$Time lag that results in the maximum cross-correlation.

$^e$Italicized $P$ values are significant.

$^f$Italicized cross-correlations are statistically significant (details in Multimedia Appendices 2-5).
Inpatient Data

We normalized inpatient data as the percentage of each diagnosis among all diagnoses for that year. The percentage of dengue diagnoses among inpatients was significantly associated with an increase in the DENV RT-PCR positive rate. We also detected a significant cross-correlation at −3 weeks, indicating that the increase in dengue diagnoses among hospitalized people preceded the increase in DENV RT-PCR positive rates by 3 weeks (Table 3). All cross-correlations between dengue diagnoses in inpatients and DENV RT-PCR positive rates are listed in Multimedia Appendix 3.

Concerning dengue-related symptoms, thrombocytopenia and liver involvement in adults and children were associated with the DENV RT-PCR positive rate. The significant cross-correlation, at time lags ranging between −2 and −5 weeks, indicated that the increase in thrombocytopenia and liver dysfunction preceded the increase in DENV RT-PCR positive rates by 3 to 5 weeks (Table 4). All cross-correlations between dengue symptoms among inpatients and DENV RT-PCR positive rate are listed in Multimedia Appendices 4 and 5.

The weekly hospitalization rates for dengue and thrombocytopenia during the study period are shown in Figure 1, with DENV RT-PCR positive rate, as a reference.

Table 3. Correlations between dengue diagnoses inpatients and DENV<sup>a</sup> RT-PCR<sup>b</sup> positive rate.

<table>
<thead>
<tr>
<th>Data</th>
<th>Correlation (95% CI)</th>
<th>P value</th>
<th>Max cross-correlation</th>
<th>Time lag&lt;sup&gt;d&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>0.704 (0.665-0.738)</td>
<td>&lt;.001&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.710&lt;sup&gt;f&lt;/sup&gt;</td>
<td>−3 weeks</td>
</tr>
<tr>
<td>Adults</td>
<td>0.698 (0.659-0.733)</td>
<td>&lt;.001&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.703</td>
<td>−3 weeks</td>
</tr>
<tr>
<td>Children</td>
<td>0.672 (0.631-0.701)</td>
<td>&lt;.001&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.675</td>
<td>−3 weeks</td>
</tr>
</tbody>
</table>

<sup>a</sup>DENV: dengue virus.
<sup>b</sup>RT-PCR: real-time reverse transcriptase polymerase chain reaction.
<sup>c</sup>Maximum cross-correlation.
<sup>d</sup>Time lag that results in the maximum cross-correlation.
<sup>e</sup>Italicized P values are significant.
<sup>f</sup>Italicized cross-correlations are statistically significant (details in Multimedia Appendices 2-5).
Table 4. Correlations between dengue symptoms among inpatients and dengue RT-PCR\(^a\) positive rate.

<table>
<thead>
<tr>
<th>Data</th>
<th>Correlation (95% CI)</th>
<th>P value</th>
<th>Max cross-correlation(^b)</th>
<th>Time lag(^c)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Symptoms</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>0.077 (0.005 to 0.148)</td>
<td>.04(^d)</td>
<td>0.081(^e)</td>
<td>−4 weeks</td>
</tr>
<tr>
<td>Adults</td>
<td>0.071 (−0.001 to 0.142)</td>
<td>.05</td>
<td>0.071</td>
<td>0 weeks</td>
</tr>
<tr>
<td>Children</td>
<td>0.093 (0.021 to 0.16)</td>
<td>.01</td>
<td>0.127</td>
<td>−4 weeks</td>
</tr>
<tr>
<td><strong>Coding errors</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>−0.096 (−0.167 to −0.024)</td>
<td>.009</td>
<td>−0.098</td>
<td>−1 week</td>
</tr>
<tr>
<td>Adults</td>
<td>−0.072 (−0.143 to −1.12 ×10(^−2))</td>
<td>.05</td>
<td>−0.086</td>
<td>−2 weeks</td>
</tr>
<tr>
<td>Children</td>
<td>−0.043 (−0.115 to 0.0285)</td>
<td>.24</td>
<td>−0.043</td>
<td>0 weeks</td>
</tr>
<tr>
<td><strong>Symptom severity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>0.105 (0.033 to 0.175)</td>
<td>.004</td>
<td>0.105</td>
<td>0 weeks</td>
</tr>
<tr>
<td>Adults</td>
<td>0.068 (−0.004 to 0.139)</td>
<td>.07</td>
<td>0.068</td>
<td>0 weeks</td>
</tr>
<tr>
<td>Children</td>
<td>0.263 (0.195 to 0.329)</td>
<td>&lt;.001</td>
<td>0.279</td>
<td>−4 weeks</td>
</tr>
<tr>
<td><strong>Thrombocytopenia</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>0.281 (0.213 to 0.346)</td>
<td>&lt;.001</td>
<td>0.289</td>
<td>−2 weeks</td>
</tr>
<tr>
<td>Adults</td>
<td>0.235 (0.166 to 0.302)</td>
<td>&lt;.001</td>
<td>0.242</td>
<td>−2 weeks</td>
</tr>
<tr>
<td>Children</td>
<td>0.269 (0.201 to 0.335)</td>
<td>&lt;.001</td>
<td>0.288</td>
<td>−4 weeks</td>
</tr>
<tr>
<td><strong>Liver dysfunction symptoms</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>0.152 (0.081 to 0.222)</td>
<td>&lt;.001</td>
<td>0.179</td>
<td>−5 weeks</td>
</tr>
<tr>
<td>Adults</td>
<td>0.123 (0.0517 to 0.193)</td>
<td>&lt;.001</td>
<td>0.153</td>
<td>−5 weeks</td>
</tr>
<tr>
<td>Children</td>
<td>0.152 (0.081 to 0.222)</td>
<td>&lt;.001</td>
<td>0.147</td>
<td>−5 weeks</td>
</tr>
<tr>
<td><strong>Neurological symptoms</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>−0.028 (−0.100 to 0.0435)</td>
<td>.44</td>
<td>−0.061</td>
<td>−7 weeks</td>
</tr>
<tr>
<td>Adults</td>
<td>−0.045 (−0.117 to 0.0265)</td>
<td>.22</td>
<td>−0.068</td>
<td>−7 weeks</td>
</tr>
<tr>
<td>Children</td>
<td>0.029 (−0.0427 to 0.101)</td>
<td>.43</td>
<td>0.034</td>
<td>−6 weeks</td>
</tr>
</tbody>
</table>

\(^a\)RT-PCR: real-time reverse transcriptase polymerase chain reaction.

\(^b\)Maximum cross-correlation.

\(^c\)Time lag that results in the maximum cross-correlation.

\(^d\)Italicized P values are significant.

\(^e\)Italicized cross-correlations are statistically significant (details in Multimedia Appendices 2-5).
Figure 1. Weekly hospitalization rates for dengue and thrombocytopenia during the different Programme de surveillance, d’alerte et de gestion des épidémies de dengue (PSAGE) stages from January 2007 to February 2021. The DENV RT-PCR positive rate was used as a reference. Blue curves: weekly hospitalization rates for the indicated ICD-10 diagnoses. Green areas: PSAGE stage 2 (dengue clusters). Yellow areas: PSAGE stage 3 (epidemic risk). Red areas: PSAGE stage 4 (dengue outbreak). Red dashed lines: official dates of dengue outbreaks that were decided retrospectively by the French Public Health Agency at the end of each outbreak. DENV: dengue virus; RT-PCR: real-time reverse transcription polymerase chain reaction.

Entomological Data
The weekly number of entomological interventions was significantly ($P<.001$) associated with DENV RT-PCR positive rate ($r=0.591$; 95% CI 0.542-0.636). They were also significantly cross-correlated (0.627 at $-2$ weeks), indicating that their increase preceded an increase in the DENV RT-PCR positive rate by 2 weeks.

We did not find any significant correlation or cross-correlation between the intervention zones and the RT-PCR positive rate.

Google RSV
We considered that interest was constant over each week of the month for each query to compute our weekly data, but RSV could have high variability across weeks. Therefore, we also compared monthly RSV to monthly DENV RT-PCR positive rates to assess whether our approach had a high impact on the results.

Several Google keywords were significantly associated with the DENV RT-PCR positive rate. Overall, this association was stronger for the simplest combination of keywords, without spelling variations, especially for the keywords “dengue symptoms.” We could not assess some keyword combinations because of the lack of data. Furthermore, when Google Trends provided “Topics,” the results outperformed those obtained using manual combinations of keywords that included spelling, language, or accent variations. Keywords not restricted to the geographic region of “Martinique” (by using the Geographical region feature or by adding the keyword “Martinique” to the query) were not significantly associated with the DENV RT-PCR positive rate. We obtained the strongest significant cross-correlation using the topic “dengue” in the Martinique region (0.643 at the time lag of $-3$ weeks). This indicated that an increase in queries for this term in the Martinique region preceded the increase in the DENV RT-PCR positive rate by 3 weeks (Table 5). Conversely, we did not find any significant cross-correlation within meaningful time lag values for the term “mosquito” and its different spellings and language variations.

For monthly correlations, the results were similar to weekly results (Table 6). All weekly correlations between Google Trends keywords and DENV RT-PCR positive rates are listed in Multimedia Appendix 6. All monthly correlations between
Google Trends keywords and DENV RT-PCR positive rates are listed in Multimedia Appendix 7. All weekly cross-correlations between nonhospital data and DENV RT-PCR positive rate are listed in Multimedia Appendix 8. All monthly cross-correlations between Google Trends keywords and DENV RT-PCR positive rate are listed in Multimedia Appendix 9. The weekly estimates for nonhospital data during the study period are displayed in Figure 2, with the DENV RT-PCR positive rate as a reference.

Table 5. Strongest correlations between Google Trends keywords and DENV<sup>a</sup> RT-PCR<sup>b</sup> positive rate.

<table>
<thead>
<tr>
<th>Keywords</th>
<th>Correlation (95% CI)</th>
<th>P value</th>
<th>Max cross-correlation&lt;sup&gt;c&lt;/sup&gt;</th>
<th>Time lag&lt;sup&gt;d&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dengue</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Keywords “dengue” + “dingue” and region “Martinique”</td>
<td>0.597 (0.548-0.641)</td>
<td>&lt;.001&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.598&lt;sup&gt;f&lt;/sup&gt;</td>
<td>−1 week</td>
</tr>
<tr>
<td>Keywords “dengue” + “Martinique”</td>
<td>0.534 (0.480-0.583)</td>
<td>&lt;.001</td>
<td>0.611</td>
<td>−6 weeks</td>
</tr>
<tr>
<td>Topic “dengue” and region “Martinique”</td>
<td>0.637 (0.591-0.677)</td>
<td>&lt;.001</td>
<td>0.643</td>
<td>−3 weeks</td>
</tr>
<tr>
<td><strong>Dengue symptoms</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Keyword “symptome dengue” and region “Martinique”</td>
<td>0.412 (0.351-0.47)</td>
<td>&lt;.001</td>
<td>0.435</td>
<td>−3 weeks</td>
</tr>
<tr>
<td><strong>Mosquito</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Keyword “mosquito” with various French spellings and region “Martinique”</td>
<td>0.200 (0.130-0.268)</td>
<td>&lt;.001</td>
<td>0.200</td>
<td>0 weeks</td>
</tr>
<tr>
<td><strong>Aedes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Keywords “aedes” and region “Martinique”</td>
<td>0.339 (0.273-0.401)</td>
<td>&lt;.001</td>
<td>0.369</td>
<td>−3 weeks</td>
</tr>
<tr>
<td>Topic “aedes” and region “Martinique”</td>
<td>0.214 (0.591-0.677)</td>
<td>&lt;.001</td>
<td>0.304</td>
<td>−7 weeks</td>
</tr>
</tbody>
</table>

<sup>a</sup>DENV: dengue virus.  
<sup>b</sup>RT-PCR: real-time reverse transcriptase polymerase chain reaction.  
<sup>c</sup>Maximum cross-correlation.  
<sup>d</sup>Time lag that results in the maximum cross-correlation.  
<sup>e</sup>Italicized P values are significant.  
<sup>f</sup>Italicized cross-correlations are statistically significant (details in Multimedia Appendices 2-5).

Table 6. Strongest monthly correlations between Google Trends keywords and DENV<sup>a</sup> RT-PCR<sup>b</sup> positive rate.

<table>
<thead>
<tr>
<th>Keywords</th>
<th>Correlation (95% CI)</th>
<th>P value</th>
<th>Max cross-correlation&lt;sup&gt;c&lt;/sup&gt;</th>
<th>Time lag&lt;sup&gt;d&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dengue</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Keywords “dengue” + “dingue” and region “Martinique”</td>
<td>0.632 (0.531-0.714)</td>
<td>&lt;.001&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.632</td>
<td>0 months</td>
</tr>
<tr>
<td>Keywords “dengue” + “Martinique”</td>
<td>0.592 (0.484-0.681)</td>
<td>&lt;.001</td>
<td>0.643&lt;sup&gt;f&lt;/sup&gt;</td>
<td>−1 month</td>
</tr>
<tr>
<td>Topic “dengue” and region “Martinique”</td>
<td>0.675 (0.583-0.749)</td>
<td>&lt;.001</td>
<td>0.675</td>
<td>0 months</td>
</tr>
<tr>
<td><strong>Dengue symptoms</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Keyword “symptome dengue” and region “Martinique”</td>
<td>0.436 (0.306-0.55)</td>
<td>&lt;.001</td>
<td>0.453</td>
<td>−1 month</td>
</tr>
<tr>
<td><strong>Mosquito</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Keyword “mosquito” with various French spellings and region “Martinique”</td>
<td>0.217 (0.004-0.068)</td>
<td>&lt;.001</td>
<td>0.217</td>
<td>0 weeks</td>
</tr>
<tr>
<td><strong>Aedes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Keywords “aedes” and region “Martinique”</td>
<td>0.379 (0.243-0.501)</td>
<td>&lt;.001</td>
<td>0.394</td>
<td>−1 month</td>
</tr>
<tr>
<td>Topic “aedes” and region “Martinique”</td>
<td>0.242 (0.095-0.379)</td>
<td>&lt;.001</td>
<td>0.313</td>
<td>−2 months</td>
</tr>
</tbody>
</table>

<sup>a</sup>DENV: dengue virus.  
<sup>b</sup>RT-PCR: real-time reverse transcriptase polymerase chain reaction.  
<sup>c</sup>Maximum cross-correlation.  
<sup>d</sup>Time lag that results in the maximum cross-correlation.  
<sup>e</sup>Italicized P values are significant.  
<sup>f</sup>Italicized cross-correlations are statistically significant (details in Multimedia Appendices 2-5).
**Discussion**

**Principal Findings**

This study demonstrates the potential of real-world data for dengue outbreak monitoring. It indicates that multiple heterogeneous data sources, such as clinical data, vector data, and novel Big Data streams, should be leveraged simultaneously because they can all play a role in improving traditional dengue surveillance systems. Moreover, some data, such as the weekly hospitalization rates for thrombocytopenia, the weekly number of entomological interventions, and Google keywords, were not only significantly correlated with the weekly DENV RT-PCR positive rates, but their increase preceded the increase in RT-PCR positive results by 2 to 4 weeks.

An early response is crucial in dengue management because it can reduce mortality [18] and help stakeholders better anticipate needs and resources. In Martinique, the early signs identified in this study could be used to set up more hospital beds (including in the intensive care unit), increase staffing, particularly in emergency services and infectious diseases department, and increase the blood bank stock levels for patients with severe dengue who may need blood transfusions. Moreover, stakeholders could use them to justify requests for reinforcements from other territories (for Martinique, mostly from mainland France), medical equipment, and hospital staff. In addition, they could be used to notify earlier the Pan-American Health Organization, which is the Regional Office for the Americas of the World Health Organization [33], and help other islands to better prepare for an incoming outbreak.

Previous studies have already investigated the role of entomological data [34], inpatient data [35], and internet data streams [36] in dengue management, but few have assessed all these data sources simultaneously. In this study, we found that they should all be considered together rather than individually. Vector-based data tend to be underused [37], despite their central place in dengue surveillance, although we observed a rather strong correlation between the number of weekly entomological interventions and the increase in DENV RT-PCR positive rates. Therefore, they should be better integrated into the dengue surveillance system to improve its efficiency because both clinical surveillance and vector-based surveillance are essential for optimal dengue management [38]. The role of internet search engines in dengue surveillance has been frequently addressed in recent years [23,39]. Most studies were carried out in Asia and in larger American countries, such as Mexico and Brazil [24,25], and used a different approach based on weekly extracted data, which was not possible in our case. However, we found that even in Martinique, a smaller territory with a smaller population and, thus, with a lower data volume from internet data streams, Google queries were still correlated with an increase in the DENV RT-PCR positive rate. This means that they can also be used as part of surveillance systems across the region.
islands of the Lesser Antilles. However, the methodological framework [29] still needs to be adapted to the size of these territories, and the simplest keywords and Google topics, when available, should be preferred over multiple spelling variations. With these small adaptations, we propose a way to offset the limitations related to smaller territories to use internet data streams in this context because their interest in emerging disease surveillance has been demonstrated in previous studies [40,41]. Overall, for smaller territories, the challenge lies in the small population size that leads to a lower weekly signal variability, thus complicating covariance estimation (and consequently the use of correlation methods). As most studies evaluating real data sources for dengue surveillance were based on correlation methods [22,37,42], we needed to confirm that these approaches were still applicable using a smaller sample. Despite these limitations, we managed to identify relevant indicators from all data sources to improve monitoring.

Moreover, most studies on real-world data sources used symptomatic cases as gold standard [37]. However, in practice, public health authorities do not rely solely on symptomatic cases for decision-making during an outbreak. Here, we compared our data sources to the actual gold standard used by stakeholders for decision-making, which is based on objective and subjective parameters and found a reliable objective proxy (ie, the weekly DENV RT-PCR positive rates) to assess our variables. Finally, dengue hospitalizations and the symptoms associated with severe dengue cases (thrombocytopenia and liver dysfunction symptoms) should be closely monitored in inpatients, especially in children, because they tend to precede the DENV RT-PCR positive rate increase by several weeks.

Our study also highlighted homogenous time lags across different data sources, despite their heterogeneity. This further demonstrates the importance of considering them globally rather than individually, although some of these correlations were low or moderate. For instance, an increase in hospitalized patients with liver dysfunction symptoms could prompt physicians to pay closer attention to the dengue hospitalization rate because both precede the increase in DENV RT-PCR by 5 weeks and 3 weeks, respectively. The capacity to identify variables that precede the DENV RT-PCR positive rate increase is very relevant for dengue management because a rapid and early response can influence outbreak severity [18].

Limitations

Our method is promising but has some limitations. First, some correlations were very low, although they were statistically significant. Second, we did not include climate data because insufficient data were available for our time frame. Several studies have demonstrated the role of climate data (especially temperature, humidity, and rainfall) in dengue surveillance, but they were mostly carried out in Asian countries [43,44] and South America [45,46]. Few studies in the Caribbean region showed the role of rainfall and temperature in increasing the risk of dengue outbreaks. However, their time lags (between 7 weeks and 5 months) [47,48] were longer than the time lags we found for the other data sources. Nevertheless, this data source could have been relevant.

Third, our laboratory data did not include private sector biology laboratories, because they did not use RT-PCR techniques before the COVID-19 pandemic in 2020. Before this date, dengue diagnosis in private sector laboratories was based on NS1 antigen detection and needed sometimes to be confirmed by the more sensitive RT-PCR test at the hospital laboratory. It should be noted that the weekly number of DENV RT-PCR tests increased over time. Therefore, we used the weekly positive rate and not the weekly number of RT-PCR tests. Similarly, the World Health Organization dengue case classification and guidelines for hospitalization changed during the study period [49], and this may have influenced the results. Nevertheless, the rate of hospitalized patients with a dengue diagnosis was more strongly correlated with the DENV RT-PCR positive rate in our study.

Finally, concerning the entomological data, we only studied the correlation between the weekly number of interventions and the increase in the DENV RT-PCR positive rate, but we did not consider the number of mosquito clusters (ie, several clusters can be detected during 1 intervention). We focused on the simplest variable because vector control programs vary among the countries in this region [4,6], and we wanted to develop a common approach for all Caribbean territories. Furthermore, because entomological interventions tend to increase during outbreaks, we cannot rule out the influence of these practices on our results. Nevertheless, we could show that entomological interventions precede the increase in the DENV RT-PCR positive rate by 2 weeks.

Our approach does not intend to replace traditional monitoring systems based on syndromic surveillance, but to reduce the delays in these systems by leveraging data that are already routinely collected. These new data sources are readily available and can be easily implemented in the existing surveillance systems with minimal cost and training. However, their ability to predict future dengue outbreaks need to be thoroughly assessed, especially in smaller territories in the Lesser Antilles.

Conclusions

Our study shows that real-world data are valuable data sources for dengue surveillance in Martinique. Several heterogeneous data sources are relevant, from clinical data to vector control data and Google Trends data. Their increase precedes the increase in dengue cases by several weeks, and therefore, they can help to improve traditional surveillance systems to provide an early response to dengue outbreaks. By improving the integration of many different sources, we might better respond to dengue outbreaks in endemic regions, as well as to other types of vector-borne diseases such as Zika and chikungunya.
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Abstract

Background: The COVID-19 pandemic has exacerbated health inequities in the United States. People with unhealthy opioid use (UOU) may face disproportionate challenges with COVID-19 precautions, and the pandemic has disrupted access to opioids and UOU treatments. UOU impairs the immunological, cardiovascular, pulmonary, renal, and neurological systems and may increase severity of outcomes for COVID-19.

Objective: We applied machine learning techniques to explore clinical presentations of hospitalized patients with UOU and COVID-19 and to test the association between UOU and COVID-19 disease severity.

Methods: This retrospective, cross-sectional cohort study was conducted based on data from 4110 electronic health record patient encounters at an academic health center in Chicago between January 1, 2020, and December 31, 2020. The inclusion criterion was an unplanned admission of a patient aged ≥18 years; encounters were counted as COVID-19-positive if there was a positive test for COVID-19 or 2 COVID-19 International Classification of Disease, Tenth Revision codes. Using a predefined cutoff with optimal sensitivity and specificity to identify UOU, we ran a machine learning UOU classifier on the data for patients with COVID-19 to estimate the subcohort of patients with UOU. Topic modeling was used to explore and compare the clinical presentations documented for 2 subgroups: encounters with UOU and COVID-19 and those with no UOU and COVID-19. Mixed effects logistic regression accounted for multiple encounters for some patients and tested the association between UOU and COVID-19 outcome severity. Severity was measured with 3 utilization metrics: low-severity unplanned admission, medium-severity unplanned admission and receiving mechanical ventilation, and high-severity unplanned admission with in-hospital death. All models controlled for age, sex, race/ethnicity, insurance status, and BMI.

Results: Topic modeling yielded 10 topics per subgroup and highlighted unique comorbidities associated with UOU and COVID-19 (eg, HIV) and no UOU and COVID-19 (eg, diabetes). In the regression analysis, each incremental increase in the
classifier’s predicted probability of UOU was associated with 1.16 higher odds of COVID-19 outcome severity (odds ratio 1.16, 95% CI 1.04-1.29; P=0.009).

**Conclusions:** Among patients hospitalized with COVID-19, UOU is an independent risk factor associated with greater outcome severity, including in-hospital death. Social determinants of health and opioid-related overdose are unique comorbidities in the clinical presentation of the UOU patient subgroup. Additional research is needed on the role of COVID-19 therapeutics and inpatient management of acute COVID-19 pneumonia for patients with UOU. Further research is needed to test associations between expanded evidence-based harm reduction strategies for UOU and vaccination rates, hospitalizations, and risks for overdose and death among people with UOU and COVID-19. Machine learning techniques may offer more exhaustive means for cohort discovery and a novel mixed methods approach to population health.

**KEYWORDS**
unhealthy opioid use; substance misuse; COVID-19; severity of illness; overdose; topic modeling; machine learning; opioid use; pandemic; health outcome; public health; disease severity; electronic health record; COVID-19 outcome; risk factor; patient data

**Introduction**

**Background**
The COVID-19 pandemic has illuminated health disparities and inequities in the United States [1-3]. Chronic illness and conditions like diabetes, hypertension, cancer, autoimmune disease, and obesity, often disproportionate in aging and in uninsured populations, are associated with more severe COVID-19 outcomes [4-9]. Derived from electronic health record (EHR) data that were deidentified and aggregated on the TriNetX Research Network platform, national cohort studies have established substantial evidence of increased risks for acquiring COVID-19 and having more severe outcomes for patients with diagnosed mental health disorders or substance use disorder (SUD) [10-12]. Patients with SUD and COVID-19 have a higher odds risk for hospitalization, receiving mechanical ventilation, and mortality [11,13]. Fully vaccinated patients with SUD also have a higher odds risk for COVID-19 breakthrough infections compared to patients with no SUD [12].

Patients with opioid use disorder (OUD) often have comorbidities, such as kidney, pulmonary, liver, cardiovascular, metabolic, and immune-related disorders, that lead to disproportionate susceptibility to COVID-19 [10]. Excessive opioid use has been shown to suppress the immune system and damage the lungs, leading to an impaired respiratory system. These comorbidities could explain the observed severity of clinical outcomes in patients with OUD [11]. In one national study, patients with OUD had the greatest odds risk for breakthrough COVID-19 among those with SUD, and this disparity widened when evaluating outcomes across strata of race/ethnicity and gender. African American patients with OUD displayed an increased risk for acquisition and adverse outcomes [10,12]. Prior to the pandemic, people who misuse opioids were already experiencing the highest number of overdose deaths ever reported [1]; the pandemic has since created new and exacerbated existing disruptions in access to treatment of OUD, further accelerating the rise in overdose deaths [14-17]. COVID-19 has stressed the capacities of emergency departments (EDs) and acute care settings to conduct, for example, manual screenings for SUD, widening treatment gaps for OUD [18]. The higher risk for infection and adverse outcomes, in combination with missed treatment opportunities and increasing overdose deaths, further compounds the negative effects of the pandemic in this already vulnerable population.

Patients who misuse opioids and experience other mental health conditions may struggle with social distancing and quarantine requirements. These patients frequently experience socioeconomic and societal disadvantages that result in crowded living spaces, such as encampments, homeless shelters, and incarceration [12,19]. Stigma around opioid misuse and implicit and structural biases of the health care system could also contribute to the severity of COVID-19 clinical outcomes seen in patients with OUD [20]. Mistrust of health care providers can delay treatment-seeking at the onset of symptoms, further exacerbating illness severity [16,21]. In addition, the pandemic has disrupted access to treatments like buprenorphine, as well as access to methadone, a highly regulated medication for OUD (MOUD) that is disproportionately prescribed to Medicaid patients and may be a driver of the increase in overdose deaths [22,23].

**Objective**
Our recent study of unhealthy alcohol use (UAU) among our COVID-19 patients guided our current aims and our use of the term “unhealthy opioid use” (UOU) [13]. Similar to opioid misuse, people with UOU may not have an OUD diagnosis; the US Preventive Services Task Force defines UOU as the consumption of illegally obtained opioids or the nonmedical consumption of prescription opioids [24]. To discern any unique clinical presentations of UOU and COVID-19, we conducted topic modeling from the clinical notes of the EHRs of 2 subcohorts of hospitalized patient encounters: (1) UOU and COVID-19 and (2) no UOU and COVID-19. Next, we tested the association between increasing probability of UOU with increased severity of COVID-19–related health outcomes. Our findings from this novel mixed methods approach may offer more effective COVID-19 prevention and treatment pathways, as well as more effective harm reduction resources and treatment planning for UOU.
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Methods

Setting and Sample
This cross-sectional study took place at Rush University Medical Center (RUMC), a large academic health center on Chicago’s West Side, and was conducted with data from 4110 inpatient EHR encounters between January 1, 2020, and December 31, 2020. The inclusion criteria were an unplanned admission of a patient aged ≥18 years and a COVID-19 diagnosis. Encounters were counted as COVID-19–positive according to the National COVID Cohort Collaborative phenotype; specifically, encounters were positive if there was a documented positive test for COVID-19 or if 2 or more COVID-19–related International Classification of Disease, Tenth Revision (ICD-10) codes were recorded in a single encounter or day [25]. Using a predefined cutoff with optimal sensitivity and specificity to identify UOU, we ran our Substance Misuse and Referral to Treatment Artificial Intelligence (SMART-AI) classifier on all EHR clinical notes for patients with COVID-19 to estimate a subcohort of patients with UOU and a subcohort with no UOU.

SMART-AI for Cohort Discovery and Natural Language Processing of Clinical Notes
The SMART-AI classifier is a multi-label convolutional neural network model that was developed and tested within RUMC and externally validated at the trauma center of another local academic health system [26]. SMART-AI demonstrated good face validity, with model features containing explicit mentions of opioid misuse, and demonstrated excellent test characteristics in identifying cases of UOU when validated against the Drug Abuse Screening Test [18,26]. During temporal validation, the sensitivity and specificity for opioid misuse were 0.87 (95% CI 0.84-0.90) and 0.99 (95% CI 0.99-0.99), respectively. The positive predictive value and negative predictive value were 0.76 (95% CI 0.72-0.88) and 0.99 (95% CI 0.99-0.99) respectively. The classifier was trained as a single model with binary outputs for alcohol, opioid-drug, and nonopioid-drug misuse and allows for deactivation of any label; in this study, only the opioid label operated for the purpose of subcohort discovery among the cohort of 2020 COVID-19 hospitalized patients, and the nonopioid drug and alcohol labels were deactivated.

Natural language processing of the sample’s clinical notes used the Clinical Text and Knowledge Extraction System (cTAKES) version 4.0 [27]. The cTAKES is a natural language processing system designed for knowledge extraction from the EHR clinical narrative that is scalable, comprehensive, robust, and interoperable. The cTAKES recognizes words and phrases from the clinical narrative that represent domain concepts, or named entities, in the National Library of Medicine Unified Medical Language System metathesaurus of medical ontologies. These domain concepts have been mapped from clinical notes and standardized as concept unique identifiers (CUIs).

Ethical Considerations
This study was approved by the RUMC Institutional Review Board (18061108-IRB01). Our sample was drawn from retrospective encounters documented in the EHRs; these data were deidentified for both sets of analyses and did not require informed consent.

Topic Modeling to Identify Subcohort Clinical Presentations
A domain of unsupervised machine learning, topic modeling synthesizes unwieldy textual data into more concise and deliverable concepts and organizes them into domains, or topics, based on the patterned clustering of the concepts across a data set [28,29]. In our experiment, topic modeling mined the corpus of clinical notes in the EHRs for common groupings of terms, represented as standardized medical concepts, or CUIs. When conducted for each of the 2 subcohorts, this process clustered similar and correlated concepts into topic groupings derived from clinical notes during the 2020 pandemic year, delineating key clinical differences and similarities.

We used latent Dirichlet allocation (LDA) to model the corpus of clinical data from each subcohort. Although more recent models and techniques have achieved higher accuracy, LDA is one of the most effective unsupervised probabilistic topic models for text mining based on CUIs. LDA requires a predefined number of topics to model [29], and coherence value (CV) scores for each subcohort were derived in order to identify the number of topics with the best model fit. Ten topics were determined to be optimal and parsimonious (Figure S1 and Table S1 in Multimedia Appendix 1). Similar to a scree plot in factor analysis, the point at which the CV curve initially bends or plateaus for each subcohort is an indicator of the optimal topic number.

A panel of 6 clinical experts, from 3 academic health centers, including RUMC, in psychiatry, infectious disease, addiction medicine, nursing, pulmonology/critical care, and emergency medicine convened to review and summarize the 10 topics that contained clusters of medical concepts generated for each subcohort. Each topic was presented in word cloud format in order to visually highlight the high-frequency concepts that, in aggregate, formed the core idea or topic (for the complete set of 20 word clouds, see Figure S2 in Multimedia Appendix 2) [30]. Together, the group discussed and agreed upon the emergent topic of the 10 clusters of concepts for each of the patient subcohorts. These topics were written up for the panel’s review, feedback, and to confirm consensus.

Measurement and Statistical Analysis

Measurements
To assess descriptive statistics and test associations with COVID-19 outcome severity, demographic and clinical data were extracted from the EHRs. The variables included age, sex, race/ethnicity, insurance status, length of stay in days, minimum oxygen saturation level, and BMI. COVID-19 severity was measured according to the maximum level of care that a patient received: (1) low severity was an unplanned admission without receiving mechanical ventilation; (2) medium severity was an unplanned admission with receiving invasive mechanical ventilation; and (3) high severity was an unplanned admission ending in death.
Primary Outcome Analysis

In order to accommodate some repeated observations and the ordered categorical nature of how severity was measured, mixed effects ordinal logistic regression analyses with random intercepts were conducted to predict COVID-19 severity status of the 2 COVID-19 subgroups. In the first analysis, the classifier’s predictive probability of UOU for each encounter with COVID-19 was regressed onto the severity outcome (ie, low, medium, or high). A higher predictive probability from the classifier indicated a greater likelihood of UOU. In the second analysis, the severity outcome was dichotomized into low (unplanned admission only) and high (unplanned admission with ventilator or in-hospital death). The classifier estimation of UOU probability was log transformed due to strong positive skew in the distribution of probabilities. All models controlled for BMI, age, sex, race/ethnicity, and insurance status. Due to sparse data, the model did not control for smoking status. We also examined interactions between classifier status and these demographic characteristics to test for potential effect modification, though we did not identify any significant interactions, and they are not reported here. Among variables used in the analysis, BMI was missing for 601/4110 (14.6%) of the COVID-19 encounters. Because BMI was not missing at random and missingness was associated with higher outcome severity, complete case analysis was used. Analyses were conducted in Stata (version 17, StataCorp LLC).

Results

Descriptive characteristics of unplanned admissions in 2020 are presented in Table 1, stratified by UOU and COVID-19 (n=102) and no UOU and COVID-19 (n=4008), with P values provided for the chi-square and Kruskal-Wallis tests. Compared to the no UOU subgroup, the UOU subgroup was disproportionately younger (mean age 55.6, SD 14.6 years; P=.001), male (68/102, 66.7%; P=.002), Black (71/102, 69.6%; P<.001), and Medicaid-insured (67/102, 65.7%; P<.001). This group was also disproportionately discharged against medical advice (14/102, 13.7%, P<.001) and had a significantly shorter average length of stay (mean 6.8, SD 7.9 days; P<.001). This subgroup’s BMI (mean 26.3, SD 7.0 kg/m²; P<.001) and minimum level of oxygen saturation (mean 81.6%, SD 11.6%; P=.008) were also lower.

Table 1. Sample characteristics for a cohort with unplanned admissions at a Chicago academic health center between January 1 and December 31, 2020 (N=4110), comparing those with unhealthy opioid use and COVID-19 and those with no unhealthy opioid use and COVID-19. Test statistic values represent Kruskal-Wallis tests for continuous variables and the proportion of male patients and chi-square tests for other categorical variables.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>UOUa (n=102)</th>
<th>No UOU (n=4008)</th>
<th>Test statistic value (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>55.6 (14.6)</td>
<td>59.4 (17.4)</td>
<td>10.7 (1)</td>
<td>.001</td>
</tr>
<tr>
<td>Sex (male), n (%)</td>
<td>68 (66.7)</td>
<td>2036 (50.8)</td>
<td>9.4 (1)</td>
<td>.002</td>
</tr>
<tr>
<td>Race/ethnicity, n (%)</td>
<td></td>
<td></td>
<td>39.5 (3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>- Black</td>
<td>71 (69.6)</td>
<td>1674 (41.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- White</td>
<td>19 (18.6)</td>
<td>816 (20.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Hispanic or Latinx</td>
<td>5 (4.9)</td>
<td>1187 (29.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Other</td>
<td>7 (6.8)</td>
<td>331 (8.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Insurance status, n (%)</td>
<td></td>
<td></td>
<td>41.7 (3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>- Medicaid</td>
<td>67 (65.7)</td>
<td>1402 (34.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Medicare</td>
<td>20 (19.6)</td>
<td>1366 (34.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Private</td>
<td>13 (12.7)</td>
<td>906 (22.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Other</td>
<td>2 (1.9)</td>
<td>334 (8.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Discharge status, n (%)</td>
<td></td>
<td></td>
<td>147.5 (4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>- Home</td>
<td>42 (41.2)</td>
<td>1810 (45.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Other</td>
<td>24 (23.5)</td>
<td>1236 (30.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Long- or short-term care</td>
<td>13 (12.7)</td>
<td>617 (15.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- In-hospital death</td>
<td>9 (8.8)</td>
<td>312 (7.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Against medical advice</td>
<td>14 (13.7)</td>
<td>33 (&lt;1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Length of stay (days), mean (SD)</td>
<td>6.8 (7.9)</td>
<td>8.5 (10.1)</td>
<td>9.9 (1)</td>
<td>.002</td>
</tr>
<tr>
<td>BMI (kg/m²), mean (SD)</td>
<td>26.3 (7.0)</td>
<td>32.0 (10.3)</td>
<td>36.1 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Minimum oxygen saturation (%), mean (SD)</td>
<td>81.6 (11.6)</td>
<td>83.4 (12.4)</td>
<td>6.9 (1)</td>
<td>.008</td>
</tr>
</tbody>
</table>

aUOU: unhealthy opioid use.
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**Topic Modeling**

Our panel characterized the 10 topics modeled from each of the 2 EHR patient encounter subcohorts with COVID-19 in 2020 (Table 2).

For the no UOU subcohort, concepts within each topic spanned a range of symptoms, comorbidities, and procedures indicative of moderate to high severity. The first topic was deemed a “classic hospitalized COVID patient” by the expert panel of physicians and advanced practice nurses and displayed several comorbidities and procedures, such as diabetes and intubation, respectively, associated with higher severity. The second topic was related to sepsis, followed by a topic for ordering procedures associated with COVID-19. Topics 4 through 6 were long-term intensive care unit (ICU) patients, chronic obstructive airway disease, and procedures and interventions to address acute respiratory failure and hypoxia, respectively. Topics 7 through 10 were neurology-related, followed by chronic conditions associated with severe COVID-19 (eg, diabetes, coronary artery disease, and heart failure), then COVID-19–related terms indicating less severity (eg, normal limits, C-reactive protein, and myalgia), and finally conditions highly susceptible to COVID-19, like cancer and organ transplantation.

Table 2. Topic modeling for 2020 hospital admissions comparing 10 topics for 2 COVID-19 patient encounter subcohorts: those with unhealthy opioid use and those with no unhealthy opioid use (N=4110). Subcohorts were identified using the Substance Misuse and Referral to Treatment Artificial Intelligence (SMART-AI) digital classifier for opioid misuse [26]. The topic numbers are labels and do not reflect a ranking of topics.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Concepts</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Unhealthy opioid use (n=102)</strong></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Cardiopulmonary illnesses and social determinants of health</td>
</tr>
<tr>
<td>2</td>
<td>Opioid misuse comorbidities</td>
</tr>
<tr>
<td>3</td>
<td>Renal and cardiac pathologies, HIV-related terms</td>
</tr>
<tr>
<td>4</td>
<td>Neurological comorbidities with altered mental status</td>
</tr>
<tr>
<td>5</td>
<td>Neurological workups with cardiac disturbances</td>
</tr>
<tr>
<td>6</td>
<td>Critically ill/intensive care unit patients</td>
</tr>
<tr>
<td>7</td>
<td>Risk for overdose with cardiopulmonary and respiratory distress</td>
</tr>
<tr>
<td>8</td>
<td>Chronic opioid misuse with respiratory distress</td>
</tr>
<tr>
<td>9</td>
<td>Opioid overdose patients</td>
</tr>
<tr>
<td>10</td>
<td>Chronic illness and traumatic injury</td>
</tr>
</tbody>
</table>

| **No unhealthy opioid use (n=4008)** | |
| 1 | Classic COVID-19 hospitalization with severity |
| 2 | Sepsis-related, less clearly COVID-19 related |
| 3 | COVID-19 orders/procedures, moderate to severe neurological orders |
| 4 | Long-term intensive care unit patients |
| 5 | Chronic obstructive pulmonary disease |
| 6 | Interventions for acute respiratory failure |
| 7 | Very neurologically focused, less COVID-19 related |
| 8 | Chronic conditions associated with severe COVID-19 |
| 9 | Less severe COVID-19 symptoms and measures |
| 10 | Chronic disease highly susceptible to COVID-19 |

In the UOU subcohort, topics indicated illness associated with both UOU and COVID-19, as well as social determinants of health. The first topic indicated a number of cardiac and pulmonary chronic illnesses that could increase risk for COVID-19 severity, plus methadone. The second topic was characterized as UOU comorbidities and included concepts like cocaine, methadone, suboxone, and anxiety. Topic 3 was renal and cardiac pathologies with some HIV-related concepts, followed by a topic related to neurological workups and altered mental status. Concepts related to fentanyl, cocaine, Narcan, magnetic resonance imaging, and computed tomography scans of the brain had small-to-medium sized weights relative to heavily weighted concepts for cerebrovascular accidents, angiograms, hemorrhage, stenosis, and seizures. Topic 5 was also deemed to be neurological-related but with blood and cardiac disturbances present, plus methadone. Topic 6 was deemed critical illnesses or ICU patients, with concepts like malnutrition, nutrition function, cardiac arrest, and severe or moderate adverse events prominent in the word cloud. The panel characterized topic 7 as overdose risk with cardiopulmonary disorders, and respiratory and reactive airway terms, like asthma and nebulizer, appeared alongside UOU terms, such as opioids and methadone. Topic 8 was characterized as chronic UOU with respiratory distress, while topic 9 indicated opioid overdose...
with 3 heavily weighted concepts: Narcan, falls, and respiratory failure. The final topic for the UOU patients was much less distinct, with a mix of chronic illness– and traumatic injury–related concepts along with unhealthy substance use–related concepts like naloxone and liver cirrhosis.

**Mixed Effects Ordinal Logistic Regression**

In our test for an association of UOU with COVID-19 outcome severity, each incremental increase in SMART-AI’s predicted probability of UOU was associated with higher severity of outcomes (odds ratio [OR] 1.16, 95% CI 1.04-1.29; \( P = .009 \); Figure 1 and Table 3). Age, sex, and BMI, but not race/ethnicity or insurance status, were also associated with severity status, with male, older, and higher-BMI participants having greater risk of being in more severe categories (Table 3). Results indicating greater severity for COVID-19 patients with UOU were also robust for the dichotomization of severity level into inpatients with no ventilator use or those with either ventilator use or in-hospital death. UOU status remained a predictor of severity in the adjusted analysis (OR 1.19, 95% CI 1.12-1.26; \( P < .001 \)) for the composite dichotomous outcome. The distribution of type of unplanned admission via ED stratified by UOU or no UOU is shown in Figure 2. For admissions with UOU, 77/102 (75%) were ED to hospital admissions, 16/102 (16%) were ED to hospital admissions requiring invasive mechanical ventilation, and 9/102 (9%) were in-hospital deaths. For admissions with no UOU, 3260/4008 (81%) were ED to hospital admissions, 436/4008 (11%) were ED to hospital admissions requiring mechanical ventilation, and 312/4008 (8%) were in-hospital deaths (see Figure 2).

**Figure 1.** The increased probability of unhealthy opioid use (as a continuous scale) across patient encounters that included a diagnosis of COVID-19 in 2020 (N=4110) was associated with increased outcome severity, measured by unplanned admission via the emergency department at a large Chicago hospital. ED: emergency department. In: natural log.
Table 3. Adjusted associations between unhealthy opioid use and outcome severity for hospitalized patient encounters carrying a diagnosis of COVID-19 in Chicago between January 1, 2020, and December 31, 2020 (N=4110).

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unhealthy opioid usea</td>
<td>1.16 (1.04-1.29)</td>
<td>.009</td>
</tr>
<tr>
<td>Age</td>
<td>1.01 (1.01-1.02)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>BMI</td>
<td>1.02 (1.01-1.03)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sexb</td>
<td>0.75 (0.63-0.90)</td>
<td>.002</td>
</tr>
<tr>
<td>Race/ethnicityb</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>0.92 (0.73-1.18)</td>
<td>.52</td>
</tr>
<tr>
<td>Hispanic or Latinx</td>
<td>1.12 (0.84-1.45)</td>
<td>.39</td>
</tr>
<tr>
<td>Other</td>
<td>1.22 (0.86-1.72)</td>
<td>.27</td>
</tr>
<tr>
<td>Insuranceb</td>
<td></td>
<td>.18</td>
</tr>
<tr>
<td>Medicare</td>
<td>0.87 (0.69-1.07)</td>
<td>.22</td>
</tr>
<tr>
<td>Private</td>
<td>0.79 (0.62-1.00)</td>
<td>.053</td>
</tr>
<tr>
<td>Other</td>
<td>0.78 (0.55-1.11)</td>
<td>.17</td>
</tr>
</tbody>
</table>

aOpioid misuse classifications were log transformed in this analysis.

bThese rows report the P value for the omnibus effect for categorical predictors with more than 2 levels, and rows nested with them represent comparisons with the reference categories of male, non-Hispanic White, and Medicaid.

Figure 2. Unplanned hospital admission status via emergency department for patient encounters carrying a diagnosis for COVID-19 (N=4110) at a Chicago hospital in 2020, stratified by unhealthy opioid use and no unhealthy opioid use. ED: emergency department.
Discussion

Key Findings

Our study used SMART-AI, a validated substance misuse classifier, for UOU cohort discovery and to determine whether UOU was an independent predictor of COVID-19 outcome severity. Controlling for age, sex, race/ethnicity, insurance status, and BMI, the regression analysis demonstrated that UOU was an independent risk factor associated with increased severity of COVID-19 outcomes, measured in terms of hospital utilization. This “unhealthy opioid use” category expands the bounds for meeting the threshold for opioid misuse, traditionally a formal OUD diagnosis, and represents a unique contribution to recent studies documenting the association between OUD and COVID-19 outcome severity. As an open-source tool that has high accuracy and no major inequities across demographic subgroups for type I and II errors [26], SMART-AI is a useful and effective tool for both clinical screening and research into substance misuse. This analytic strategy integrating deep learning and unsupervised topic modeling is a novel mixed methods approach.

Our unique application of topic modeling enabled our expert panel to conduct a timely analysis of the 2020 COVID-19 patient data and to distinguish the clinical profile of COVID-19 patients hospitalized with UOU from those with COVID-19 who did not misuse opioids. Across both subgroups of COVID-19 admissions, topics reflected severity but with some distinctly different comorbidities that may have contributed to severity. The UOU subgroup had chronic and acute illnesses related to perivascular, pulmonary, HIV, and psychiatric comorbidities, as well as social determinants of health. The prominence of the Medicaid, methadone, and overdose concepts, for example, indicated a UOU subgroup with high poverty and limited access to health care and other resources who may have experienced medical emergencies due to disruptions in access to opioids or opioid treatments or increased exposure to the community spread of COVID-19 [22,23,31].

The no UOU and COVID-19 subgroup was distinguished by the presence of a sepsis topic and a topic related to less severe COVID-19 symptoms and measures. Consistent with that subgroup’s higher mean BMI and older mean age were the prominence of age-related illnesses, like dementia and sepsis, and weight-related concepts, like diabetes and sleep apnea [32].

Comparisons With Other Work

Our analysis confirms the presence of a range of chronic illnesses associated with COVID-19 [2,3]. Although race/ethnicity and insurance status were not associated with severity in our analysis, this may be because COVID-19 disproportionately impacts populations on Medicaid or Medicare and Black and Latinx populations at every level of severity in our sample. Nonetheless, the UOU subgroup was disproportionately Medicaid-insured and Black. Further, the prevalence of the topic methadone, versus suboxone, across the UOU subgroup, for example, signals underserved and underinsured patients who may experience challenges with social distancing and heightened difficulties with access to MOUDs [16]. The distinct presence of both an overdose topic and an overdose risk topic indicates that social determinants of health continue to play a role during the pandemic. The presence of these topics may also indicate disruptions in access to both MOUDs and illicit opioids; both types of disruptions may limit capacity to social distance and increase possible exposure to COVID-19 [14,31].

As with UAU, identified in a companion study conducted by members of our lab, UOU interferes with immune and respiratory functioning and may increase susceptibility to, as well as the severity of, COVID-19 [13]. Taken together, our studies’ methods and findings inform a data-driven approach for timely and effective planning and deployment of resources to improve treatment pathways and outcomes for both unhealthy substance use and COVID-19 [19].

Limitations

These analyses have limitations. The use of SMART-AI for UOU subcohort discovery could have resulted in the possible misclassification of the cohorts with UOU and no UOU; although SMART-AI has high accuracy, classification also depends on the substance of the documentation in clinical notes.

The 2020 EHR encounter data predate vaccines and new variants of the virus; it is important for future research to index the evolving pandemic, vaccination rates among those with UOU, and changes in UOU and COVID-19 severity. The encounter data were cross-sectional and prevented causal inference of outcome severity. For example, the topic modeling experiment highlighted a distinct topic for opioid overdose and COVID-19. These patients may have been incidentally diagnosed with COVID-19 during hospitalization, complicating the interpretation of outcome severity as associated with COVID-19 rather than with an overdose. UOU also tends to drive higher discharges against medical advice, limiting interpretation of shorter average lengths of stay or low severity outcomes [33,34]. The regression analysis did not adjust for patient comorbidities, and the complete case analysis to address nonignorable missingness of BMI data may have inflated standard errors for the BMI covariate estimate.

Our topic modeling experiment was limited by the number of topics we chose (ie, 10). In addition to CV scores, parsimony and cognitive load for the panelists guided the determination of the optimal topic number. Although bidirectional encoder representations from transformers (BERT) has outperformed cTAKES in terms of distinguishing social and nonsocial sentences and concepts, BERT has a higher computational cost, and cTAKES protects patient privacy with the use of standardized concepts (ie, CUIs) [27,35].

Conclusion

The role of COVID-19 therapeutics and inpatient management of acute COVID-19 pneumonia remains unclear for patients with UOU [36-38]. The increased risks for severe outcomes, such as invasive ventilation and death, for patients with both COVID-19 and UOU warrants additional considerations for clinical practice and research priorities. Further research is needed to test associations between expanded evidence-based harm reduction strategies for treatment of UOU, vaccination rates, hospitalizations, and risks for overdose and death among...
people with UOU and COVID-19 [22,23,39,40]. Machine learning techniques may offer more exhaustive means of cohort discovery and a novel mixed methods approach to population health.
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Multimedia Appendix 1

Topic modelling visualization (Figure S1) illustrating the change in coherence value scores per increase in five topics (Table S1), based on EHR data of two subgroups of unplanned admissions at Chicago academic health center in 2020: 1) COVID-19 patients with unhealthy opioid use, and 2) COVID-19 patients with no unhealthy opioid use. [DOCX File, 41 KB - publichealth_v8i12e38158_app1.docx ]

Multimedia Appendix 2

Topic modelling experiment to identify ten topics regarding the clinical presentations for each of two subgroups (n=4,110) of a cohort of unplanned admissions at a Chicago academic health center between January 1 and December 31, 2020 (N = 32,635): 1) admissions with COVID-19 and unhealthy opioid use (COV-UOU, n=102) and 2) admissions with COVID-19 and no unhealthy opioid use (COV-NO-UOU, n=4,008). [PPTX File, 7441 KB - publichealth_v8i12e38158_app2.pptx ]
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Abstract

Background: Previous studies have reported a potential negative correlation between physical activity (PA) and mobile phone addiction (MPA) among adolescents and young adults. To date, the strength of this correlation has not been well characterized.

Objective: This review and meta-analysis aimed to synthesize available empirical studies to examine the correlations between PA and MPA among adolescents and young adults. We also explored several potential moderators, including time of data collection, country or region, and type of population, associated with the relationship between PA and MPA.

Methods: Four electronic databases (PubMed, Scopus, PsycINFO, and Web of Science) were searched from database inception to March 2022 to identify relevant studies. The pooled Pearson correlation coefficients and their corresponding 95% CIs for the relationship between PA and MPA were calculated using the inverse variance method. The methodological quality of the included cross-sectional studies was determined based on the Joanna Briggs Institute appraisal checklist. The study conformed to the PRISMA (Preferred Reporting Items for Systematic Review and Meta-analyses) guidelines.

Results: In total, 892 relevant articles were identified, of which 22 were selected based on the inclusion and exclusion criteria. The final meta-analysis included 17 of the 22 studies. Results of random effects modeling revealed a moderate correlation between PA and MPA among adolescents and young adults (summary \( r = -0.243 \), \( P < .001 \)). Sensitivity and publication bias analyses further demonstrated the robustness of our results. All the included studies were scored as high quality with a low risk of bias. Subgroup analysis further indicated that none of the hypothesized moderators (time of data collection, country or region, and type of population) significantly affected the relationship between PA and MPA, as confirmed by the mixed effects analysis. In addition, in the data collection subgroups, medium effect sizes were obtained for data collected before COVID-19 (\( r = -0.333 \), \( P < .001 \)) and data collected during COVID-19 (\( r = -0.207 \), \( P < .001 \)). In subgroup analyses for country or region, the correlation coefficient for China and other developing regions showed a similarly moderate effect size (\( r = -0.201 \), \( P < .001 \) and \( r = -0.217 \), \( P < .001 \), respectively). However, the effect sizes for developed regions were not significant (\( r = -0.446 \), \( P = .39 \)). In a subgroup analysis based on the type of population, we found that the effect size for young adults was moderate (\( r = -0.250 \), \( P < .001 \)). However, that of adolescents was not significant (\( r = -0.129 \), \( P = .24 \)).

Conclusions: Our results demonstrate a moderately negative relationship between PA and MPA among young adults. The strength of this relationship was not influenced by the time of data collection, country or region, or type of population.

(JMIR Public Health Surveill 2022;8(12):e41606) doi:10.2196/41606
Introduction

Mobile phone addiction (MPA) is defined as an addictive behavior in which individuals show uncontrollable use of mobile phones that severely impairs their physical, psychological, and social functions [1,2]. Generally, MPA is considered a negative behavior that is socially inappropriate, or even hazardous, in circumstances such as driving, walking, and unauthorized live streaming [3]. It is also categorized as a behavioral addiction (ie, a nonsubstance addiction) that can potentially cause physical, emotional, and financial harm [4,5].

Previous epidemiological surveys of MPA in different countries and regions in the past 5 years have revealed a high rate of MPA among adolescents and young adults. Recent surveys have also found that the rate of MPA among Brazilian adolescents aged 15 to 18 years was approximately 70.3% [6]. The rate of MPA among college students in Hainan province in China aged 18 to 26 years was 40.5% [7], the rate among Egyptian college students with average age of 18 to 21 years was 64.2% [8], and the rate among college students in a regional city in India with a mean age of 20.1 (SD 1.3) years was 39% to 44% [9].

Numerous investigations have demonstrated that MPA negatively affects mental health by causing anxiety [10] and depression [11,12], affecting sleep quality [13-15] and cognitive function [16], and causing muscle pain [17,18], thereby affecting work productivity and the quality of life of individuals. Thus, MPA is now considered an important worldwide public health topic [19]. MPA has been exacerbated by the spread of SARS-CoV-2 in the recent past and restrictions imposed on social gatherings. This has caused negative psychological effects (eg, anxiety, depression, frustration, fear, and stress) in many individuals [20,21]. As a consequence, the overuse of smartphones, social media, and video gaming has increased as people have found mobile phones to be a coping mechanism to alleviate negative emotions [22,23]. It has been shown that adolescents and young adults are more likely to use mobile phones excessively [24] due to their mental immaturity and lower ability to self-regulate compared to middle-aged and older adults [25,26].

A variety of factors that influence MPA have been explored to develop interventions for preventing MPA in young populations, including physical activity (PA). Data show that PA has broad health benefits, including prolonged life expectancy and better physical and psychological well-being [27]. The World Health Organization recommends that adolescents participate in at least 60 minutes of moderate to vigorous PA daily and 150 to 300 minutes of moderate to vigorous PA per week [28]. A previous meta-analysis showed that PA, including tai chi, basketball, badminton, dance, running, and bicycling, had positive effects on individuals with smartphone addiction [29].

Some cross-sectional studies have predicted that higher levels of PA may reduce rates of MPA among adolescents and young adults, suggesting that there might be a negative correlation between PA and MPA [30-32]. A study in China found a significant negative correlation between PA and MPA in adolescents (ie, people aged 10 to 19 years), which indicates that active participation in PA is a potential strategy to reduce MPA levels [33]. Similar findings were obtained in a study of young adults [30,34]. However, a weak relationship has been reported between PA and MPA among young adults aged 18 to 24 years in other research [35]. Physical inactivity (ie, sedentariness) has been demonstrated to increase the risk of MPA due to the prolonged use of mobile phones. There is evidence that sedentary behaviors and low PA levels are strong predictors of time spent using smartphones [36-38] in adolescents and adults.

To the best of our knowledge, no systematic review and meta-analysis has been conducted to examine the correlation between PA and MPA. Thus, an up-to-date literature review of previous findings on the relationship between PA and MPA is needed. This review identified three knowledge gaps. First, previous findings regarding the strength of the correlation coefficient between PA and MPA in adolescents and young adults are inconsistent. Only one, small-scale systematic review [39] reported a negative correlation between PA and MPA in adolescents. This finding cannot be explained without a quantitative analysis [39]. Second, during the COVID-19 pandemic, isolation policies reduced outdoor PA and increased psychological stress among young adults, which may have increased MPA. However, whether the correlation between PA and MPA was influenced by the pandemic is unclear. Third, as mentioned above, the prevalence of MPA differs across countries and regions. Nevertheless, the question of whether the correlation between PA and MPA is influenced by country or region has remained underexplored.

Therefore, this systematic review and meta-analysis is timely. We sought to examine the overall correlation between PA and MPA and address an important research topic. Furthermore, factors such as the time of data collection (ie, before or during COVID-19), country or region, and type of population (adolescents and young adults) are potential variables influencing the correlation between PA and MPA that we explored and examined with a subgroup analysis.

Methods

Protocol Registration
This systematic review and meta-analysis was conducted in line with the PRISMA (Preferred Reporting Items for Systematic Review and Meta-Analyses) guidelines [40].

Search Strategy
We searched 4 electronic databases (PubMed, Scopus, PsycINFO, and Web of Science) from database inception until March 26, 2022, to identify relevant studies. A manual search was conducted of the retrieved publications to identify potentially missing studies. The search strategy consisted of 2
strings of keywords, including PA- and MPA-related terms. These included the following: (“cell phone” OR “cell phones” OR “cellular phone” OR “cellular phones” OR “cellular telephone” OR “cellular telephones” OR “mobile devices” OR “mobile phone” OR “smart phone” OR “smartphone”) AND (“addiction” OR “dependence” OR “dependency” OR “abuse” OR “addicted to” OR “overuse” OR “problem use” OR “compensatory use”) OR (“problematic smartphone use” OR “problematic smart phone use” OR “problematic mobile phone use” OR “problematic cell phone use” OR “problematic cellular phone use” OR “Nomophobia” OR “Phubbing” OR “fear of missing out” OR “FoMO” OR “smartphone separation anxiety” OR “smartphone use disorder” OR “compulsive mobile phone use”) AND (“physical activity” OR “walk*” OR “exercise*” OR “physical activity*” OR “strength training” OR “resistance training” OR “resistance exercise*” OR “conditioning muscle” OR “training” OR “leisure training” OR “leisure activities” OR “physical fitness” OR “motor activity”). The detailed search strategy is presented in Multimedia Appendix 1. We manually performed a complementary Google search using the abovementioned keyword combinations to broaden the results on September 20, 2022. Secondary searches were performed by manually screening reference lists of included studies and tracking cited articles to ensure no relevant study was omitted.

The identified and retrieved studies were imported into EndNote X7 software (Thompson Reuters). Duplicates were excluded using the deduplication function in Endnote. This screening and processing was conducted by 2 reviewers, who independently read the titles and abstracts and assessed the studies against predetermined inclusion criteria. The full text of the included studies was also independently examined by the 2 reviewers. Inclusion checklists were completed for each study, along with details on the decision to exclude. The reference list of each included study and the articles cited were thoroughly reviewed to ensure that no relevant studies were missed. At all stages, any discrepancies in the results obtained were resolved through consensus or by involving a third reviewer.

**Inclusion Criteria and Study Selection**

**Population**
A study was deemed eligible if it included healthy adolescents or young adults aged between 11 and 24 years [41].

**Exposure and Outcome**
Data on PA were collected using measurement tools that included self-reported scales, questionnaires, and accelerometers. Data on different aspects of PA, such as steps taken; time spent each day engaging in light, moderate, and vigorous PA; and PA in different scenarios (ie, for leisure, with family, during active travel, or for work) were recorded. Measurements of MPA levels were collected using internationally used scales or questionnaires (eg, the MPA tendency scale, the mobile phone addiction tendency scale, or the smartphone addiction scale). The contents of the MPA measurement questionnaires or other questionnaires were required to include withdrawal, loss of control and escape, and other MPA symptoms. Studies that only provided data on the duration of mobile phone use were excluded.

**Study Design**
Quantitative observational (cross-sectional and cohort/longitudinal) studies were included.

**Other Criteria**
Studies were included if they were published in peer-reviewed journals and were written in English. If 2 studies were based on the same data set, the study published earlier was selected for inclusion in the review.

**Exclusion Criteria**
Case-control studies were excluded because they examined specific groups that were beyond the scope of this review. Furthermore, reviews, meta-analyses, commentaries, replies, clinical guidelines, conference abstracts, theses, and book chapters were also excluded.

**Data Extraction and Synthesis**
A total of 892 studies were identified by reading the titles and abstracts. Among these, 46 candidate studies were identified after reading their full text. At this stage, 24 studies were excluded based on the above criteria. The remaining 22 studies were deemed eligible and included in the systematic review. The final meta-analysis included 17 of the 22 studies (Figure 1 shows the details of the article screening process).

Two reviewers independently extracted data from the included articles and entered the data into a form tailored to the requirements of this review. The extracted data included (1) publication details (author, year, and country); (2) sample characteristics (sample size, sex of participants, and type of participant); (3) time of data collection; (4) measurements of PA and MPA; and (5) the main study outcome (ie, correlation coefficient).
Figure 1. Flow diagram of article screening process.

Methodological Quality Assessment
The Joanna Briggs Institute (JBI) appraisal checklist, which has 10 items, was used to examine the methodological quality of the included cross-sectional studies [42]. The studies were given a score of 0 to 2 for each item. Studies with an overall score higher than 70% were considered high quality with a low risk of bias. Details of the scoring criteria applied in the JBI appraisal checklist are presented in Multimedia Appendix 2.

Data Analysis
All statistical analyses were conducted with Comprehensive Meta-Analysis software (version 3; Biostat Inc).

All data were extracted from the included studies. The pooled Pearson correlation coefficients (with the corresponding 95% CIs) between PA and MPA were calculated with the inverse variance method. Subsequently, the Pearson correlation coefficients were transformed to Fisher z scores before the pooled estimate was obtained to calculate variance-stabilized correlation coefficients, as described previously [43]. The effect sizes were interpreted in line with recent suggestions concerning correlations for psychometrics with r: small (r=0.10-0.20), medium (r=0.21-0.35), and large (r>0.35) [44].

The Cochran Q test and the I² statistic were employed to measure heterogeneity across studies. The Cochran Q determines the conformity to the normal distribution of effect sizes. A significant value (P<.10) indicates heterogeneity. I² is an estimate of the ratio of true heterogeneity in the observed variation. I²>50% reflects statistically significant between-study heterogeneity [45]. For such studies, the random effects model was used to calculate the summary of the Pearson correlation coefficients with a P value <.05 or I²>50% [44]. Otherwise, the fixed effects model was used [44].

To determine potential moderators of heterogeneity, subgroup analyses were carried out for country or region, population (college students and adolescents), and time of data collection (before or during COVID-19). All subgroup analyses were conducted with a mixed effects analysis. The random effects model was used to summarize the studies within the respective subgroups, and the fixed effects model was used to test for significant differences between the subgroups [46]. Full details of coding forms for the subgroups are provided in Multimedia Appendix 3.

To determine the influence of individual studies on the summary correlation coefficients and test the robustness of the correlations between PA and MPA, sensitivity analyses were conducted by sequentially omitting one study at a time [11].

Funnel plots were established to determine the existence of potential publication bias. Additionally, the Begg rank correlation test and Egger linear regression test were performed to determine publication bias, with P<.05 indicating significant publication bias [47,48]. In the case of publication bias, the trim-and-fill method was used to adjust for funnel plot asymmetry [11].
Other statistical analyses performed included valid measures of the association between PA and MPA, measured with the correlation coefficient ($r$), standardized regression coefficient ($b$), unstandardized regression coefficient ($\beta$), odds ratio (OR), mean, and SD. To include as many eligible studies as possible, several data transformation steps were used. For studies that reported the mean and SD, the Cohen $d$ effect size was calculated and converted to a correlation [49]. Studies that reported relevant ORs with 95% CIs were converted to Cohen $d$ effect estimates and then to correlations [50]. The authors of the eligible studies were contacted if potentially relevant data were missing.

**Results**

**Descriptive Characteristics**

Table 1 presents a summary of the characteristics of the included studies. Overall, 23,365 participants aged between 15 and 26 years were included. Eighteen studies (numbers 1 to 22) were included in the systematic review, and 17 studies (numbers 1 to 17) were included in the meta-analysis. Moreover, 17 studies reported a correlation between PA and MPA. Considering the high heterogeneity among studies ($Q=468.050$, $P<.001$; $I^2=96.582$), the random effects model was used to estimate the effect size of summary $r$ ($r=-0.243$; 95% CI $-0.309$ to $-0.175$; $P<.001$; Table 2 and Figure 2). This result showed that PA was moderately negatively correlated with MPA.
Table 1. Characteristics of the studies included in the review.

<table>
<thead>
<tr>
<th>Study</th>
<th>Country</th>
<th>Size, n</th>
<th>Male, n</th>
<th>Population</th>
<th>Age (years)</th>
<th>Time period</th>
<th>MPA(^a) measurement</th>
<th>PA(^b) measurement</th>
<th>(r)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Kim et al, 2015 [30]</td>
<td>South Korea</td>
<td>110</td>
<td>67</td>
<td>College students</td>
<td>Mean 21.03 (SD 1.61)</td>
<td>2015</td>
<td>SAPS(^c)</td>
<td>3D sensor pedometer</td>
<td>–0.798</td>
</tr>
<tr>
<td>2. Haug et al, 2015 [34]</td>
<td>Switzerland</td>
<td>1519</td>
<td>732</td>
<td>Adolescents</td>
<td>Range 16-21</td>
<td>Feb 2015 to Jun 2015</td>
<td>SAS-SV(^d)</td>
<td>“Outside school: How many hours a week do you exercise or participate in sports that make you sweat or become out of breath?”</td>
<td>–0.019</td>
</tr>
<tr>
<td>3. Yang et al, 2019 [32]</td>
<td>China</td>
<td>608</td>
<td>158</td>
<td>College students</td>
<td>—</td>
<td>Dec 2018 to Jan 2019</td>
<td>MPATS(^f)</td>
<td>PARS-3(^g)</td>
<td>–0.124</td>
</tr>
<tr>
<td>4. Haripriya et al, 2019 [51]</td>
<td>India</td>
<td>113</td>
<td>63</td>
<td>College students</td>
<td>Mean 22.15 (SD 1.69)</td>
<td>Apr 2019 to May 2019</td>
<td>SAPS</td>
<td>IPAQ-SF(^h)</td>
<td>–0.335</td>
</tr>
<tr>
<td>7. Hosen et al, 2021 [53]</td>
<td>Bangladesh</td>
<td>601</td>
<td>344</td>
<td>College students</td>
<td>—</td>
<td>Oct 2020 to Nov 2020</td>
<td>SABAS(^k)</td>
<td>Physical exercise questions (eg, at least 30 minutes daily walking, cycling, swimming, or other activities regularly)</td>
<td>–0.249</td>
</tr>
<tr>
<td>8. Li et al, 2021 [33]</td>
<td>China</td>
<td>2407</td>
<td>280</td>
<td>Adolescents</td>
<td>Mean 16.27 (SD 1.02)</td>
<td>Dec 2020 to Feb 2021</td>
<td>Self-rating questionnaire for adolescent problematic mobile phone use</td>
<td>PA questionnaire A(^l)</td>
<td>–0.235</td>
</tr>
<tr>
<td>9. Buke et al, 2021 [54]</td>
<td>Turkey</td>
<td>300</td>
<td>166</td>
<td>College students</td>
<td>Mean 21.36 (SD 2.33)</td>
<td>Apr 2020</td>
<td>SAS-SV</td>
<td>IPAQ(^m)</td>
<td>–0.262</td>
</tr>
<tr>
<td>11. Islam et al, 2021 [55]</td>
<td>Bangladesh</td>
<td>5511</td>
<td>3254</td>
<td>College students</td>
<td>Mean 21.20 (SD 1.70)</td>
<td>Jul 2020</td>
<td>SABAS</td>
<td>Questions were asked regarding the engagement in infrequent activities (including home quarantine regular/frequent activities (ie, academic/other studies, social-media use, watching television, household chores, and professional activities)</td>
<td>–0.238</td>
</tr>
<tr>
<td>12. Ding et al, 2021 [56]</td>
<td>China</td>
<td>1724</td>
<td>740</td>
<td>College students</td>
<td>Mean 19.56 (SD 0.95)</td>
<td>Sep 2020</td>
<td>MPATS</td>
<td>PARS-3</td>
<td>–0.445</td>
</tr>
<tr>
<td>13. Halil, 2021 [57]</td>
<td>Pakistan</td>
<td>236</td>
<td>123</td>
<td>College students</td>
<td>—</td>
<td>2020 to 2021</td>
<td>SAS-SV</td>
<td>IPAQ-SF</td>
<td>–0.258</td>
</tr>
<tr>
<td>14. Guo et al, 2022 [58]</td>
<td>China</td>
<td>1433</td>
<td>704</td>
<td>College students</td>
<td>Mean 19.67 (SD 1.62)</td>
<td>Dec 2020 to Feb 2021</td>
<td>MPATS</td>
<td>PARS-3</td>
<td>–0.158</td>
</tr>
<tr>
<td>Study</td>
<td>Country</td>
<td>Size, n</td>
<td>Male, n</td>
<td>Population</td>
<td>Age (years)</td>
<td>Time period</td>
<td>MPA&lt;sup&gt;a&lt;/sup&gt; measurement</td>
<td>PA&lt;sup&gt;b&lt;/sup&gt; measurement</td>
<td>r</td>
</tr>
<tr>
<td>-------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>------------</td>
<td>-------------</td>
<td>-------------</td>
<td>------------------</td>
<td>-------------------</td>
<td>----</td>
</tr>
<tr>
<td>15. Saffari et al, 2022 [59]</td>
<td>Taiwan</td>
<td>391</td>
<td>0</td>
<td>College students</td>
<td>Mean 22.85</td>
<td>Aug 2021 to Sep 2021</td>
<td>SABAS</td>
<td>IPAQ-SF</td>
<td>−0.255</td>
</tr>
<tr>
<td>17. Chen et al, 2022 [61]</td>
<td>China</td>
<td>9406</td>
<td>3516</td>
<td>College students</td>
<td>Mean 19.58 (SD 1.07)</td>
<td>Mar 2022 to Apr 2022</td>
<td>MPAS&lt;sup&gt;c&lt;/sup&gt;</td>
<td>IPAQ-L&lt;sup&gt;d&lt;/sup&gt;</td>
<td>−0.060</td>
</tr>
<tr>
<td>18. Venkatesh et al, 2019 [62]</td>
<td>Saudi Arabia</td>
<td>205</td>
<td>101</td>
<td>College students</td>
<td>Mean 23.28</td>
<td>Jan 2016 to Mar 2016</td>
<td>SAS-SV</td>
<td>“Outside school: How many hours a week do you exercise or participate in sports that make you sweat or become out of breath?”</td>
<td>—</td>
</tr>
<tr>
<td>19. Xie et al, 2019 [63]</td>
<td>China</td>
<td>2134</td>
<td>917</td>
<td>College students</td>
<td>Mean 19.25 (SD 1.42)</td>
<td>Jun 2014 to Dec 2014</td>
<td>Self-rating questionnaire for adolescent problematic mobile phone use</td>
<td>During the past 7 days, on how many days were you physically active for a total of at least 60 minutes per day?</td>
<td>—</td>
</tr>
<tr>
<td>22. Zou et al, 2021 [66]</td>
<td>China</td>
<td>251</td>
<td>52</td>
<td>College students</td>
<td>Mean 19.01 (SD 0.85)</td>
<td>Apr 2019 to Jun 2019</td>
<td>Self-rating questionnaire for adolescent problematic mobile phone use</td>
<td>IPAQ-C&lt;sup&gt;q&lt;/sup&gt;</td>
<td>—</td>
</tr>
</tbody>
</table>

<sup>a</sup>MPA: mobile phone addiction.  
<sup>b</sup>PA: physical activity.  
<sup>c</sup>SAPS: Smartphone Addiction Proneness Scale.  
<sup>d</sup>SAS-SV: Smartphone Addiction Scale–Short Version.  
<sup>e</sup>Not available.  
<sup>f</sup>MPATS: Mobile Phone Addiction Tendency Scale.  
<sup>g</sup>PARS-3: Physical Activity Rating Scale–3.  
<sup>h</sup>IPAQ-SF: International Physical Activity Questionnaire–Short Form.  
<sup>i</sup>SAS: Smartphone Addiction Scale.  
<sup>j</sup>CSCMDQ: College Students Mobile Phone Dependence Questionnaire.  
<sup>k</sup>SABAS: Smartphone Application-Based Addiction Scale.  
<sup>l</sup>Physical activity questionnaire A was derived from [67].  
<sup>m</sup>IPAQ: International Physical Activity Questionnaires.  
<sup>n</sup>Physical activity questionnaire B was derived from [68].  
<sup>o</sup>MPAS: Mobile Phone Addiction Scale.  
<sup>p</sup>IPAQ-L: International Physical Activity Questionnaire–Long Form.  
<sup>q</sup>IPAQ C: International Physical Activity Questionnaire–Chinese.
Table 2. Statistics for each study.

<table>
<thead>
<tr>
<th>Study</th>
<th>$r$ (total $r$=0.243)</th>
<th>95% CI (total 95% CI = –0.175)</th>
<th>$z$ (total $z$=–6.810)</th>
<th>$P$ value (total $P$&lt;.001)</th>
<th>Weight (total 100%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kim et al, 2015 [30]</td>
<td>–0.798</td>
<td>–0.190 to 0.184</td>
<td>–0.031</td>
<td>.98</td>
<td>4.48%</td>
</tr>
<tr>
<td>Haug et al, 2015 [34]</td>
<td>–0.019</td>
<td>–0.069 to 0.031</td>
<td>–0.740</td>
<td>.46</td>
<td>6.35%</td>
</tr>
<tr>
<td>Yang et al, 2019 [32]</td>
<td>–0.124</td>
<td>–0.202 to –0.045</td>
<td>–3.066</td>
<td>.002</td>
<td>6.06%</td>
</tr>
<tr>
<td>Haripriya et al, 2019 [51]</td>
<td>–0.335</td>
<td>–0.486 to –0.165</td>
<td>–3.753</td>
<td>&lt;.001</td>
<td>4.60%</td>
</tr>
<tr>
<td>Numanoğlu-Akbaş et al, 2020 [52]</td>
<td>–0.112</td>
<td>–0.209 to –0.013</td>
<td>–2.207</td>
<td>.03</td>
<td>5.81%</td>
</tr>
<tr>
<td>Zhong et al, 2021 [31]</td>
<td>–0.190</td>
<td>–0.283 to –0.093</td>
<td>–3.803</td>
<td>&lt;.001</td>
<td>5.82%</td>
</tr>
<tr>
<td>Hosen et al, 2021 [53]</td>
<td>–0.249</td>
<td>–0.323 to –0.172</td>
<td>–6.220</td>
<td>&lt;.001</td>
<td>6.05%</td>
</tr>
<tr>
<td>Li et al, 2021 [33]</td>
<td>–0.235</td>
<td>–0.272 to –0.197</td>
<td>–11.742</td>
<td>&lt;.001</td>
<td>6.42%</td>
</tr>
<tr>
<td>Buke et al, 2021 [54]</td>
<td>–0.262</td>
<td>–0.364 to –0.153</td>
<td>–4.623</td>
<td>&lt;.001</td>
<td>5.62%</td>
</tr>
<tr>
<td>Abbasi et al, 2021 [35]</td>
<td>–0.201</td>
<td>–0.317 to –0.079</td>
<td>–3.203</td>
<td>&lt;.001</td>
<td>5.46%</td>
</tr>
<tr>
<td>Islam et al, 2021 [55]</td>
<td>–0.238</td>
<td>–0.263 to –0.213</td>
<td>–18.099</td>
<td>&lt;.001</td>
<td>6.50%</td>
</tr>
<tr>
<td>Ding et al, 2021 [56]</td>
<td>–0.445</td>
<td>–0.482 to –0.406</td>
<td>–19.848</td>
<td>&lt;.001</td>
<td>6.37%</td>
</tr>
<tr>
<td>Halil, 2021 [57]</td>
<td>–0.258</td>
<td>–0.373 to –0.135</td>
<td>–4.029</td>
<td>&lt;.001</td>
<td>5.41%</td>
</tr>
<tr>
<td>Guo et al, 2022 [58]</td>
<td>–0.158</td>
<td>–0.208 to –0.107</td>
<td>–6.025</td>
<td>&lt;.001</td>
<td>6.34%</td>
</tr>
<tr>
<td>Saffari et al, 2022 [59]</td>
<td>–0.255</td>
<td>–0.345 to –0.160</td>
<td>–5.136</td>
<td>&lt;.001</td>
<td>5.81%</td>
</tr>
<tr>
<td>Lin et al, 2022 [60]</td>
<td>–0.153</td>
<td>–0.198 to –0.107</td>
<td>–6.513</td>
<td>&lt;.001</td>
<td>6.38%</td>
</tr>
<tr>
<td>Chen et al, 2022 [61]</td>
<td>–0.060</td>
<td>–0.080 to –0.040</td>
<td>–5.825</td>
<td>&lt;.001</td>
<td>6.52%</td>
</tr>
</tbody>
</table>

aHeterogeneity: $Q=468.050; P<.001; \text{I}^2=96.582.$

Figure 2. Summary of pooled correlation between physical activity and mobile phone addiction. The blue diamond represents the overall pooled correlation for the random effects model [30-35,51-61].
Subgroup Analysis

As shown in Table 3, the summary correlation coefficient between PA and MPA did not change when stratified by time of data collection, country or region, or type of population (all $P^b > .05$). However, to allow comparison with other studies, we present model-implied effect sizes for each level of the moderator.

The time of data collection did not significantly moderate the effect sizes (between-subgroup $P^b = .14$). Notably, the summary correlation coefficient of the studies reporting on data collected before COVID-19 was slightly higher compared with that for data collected during COVID-19. Specifically, the effect sizes for data collection before COVID-19 were moderate, with a 95% CI that did not overlap with 0 ($r = –0.333$, 95% CI $–0.466$ to $–0.187$; $k=4$; $P^a < .001$), whereas the effect sizes for data collected during COVID-19 were also moderate, with 95% CIs that overlapped with 0 ($r = –0.207$, 95% CI $–0.285$ to $–0.126$, $k=13$; $P^a < .001$).

Similarly, we did not find significant moderator effect sizes for country or region (between-subgroup $P^b = .71$). The summary correlation coefficient for both China and other developing regions showed a similarly moderate effect size (China: $r = –0.201$, 95% CI $–0.311$ to $–0.127$; $k=7$; $P^a < .001$; other developing regions: $r = –0.217$, 95% CI $–0.326$ to $–0.103$; $k=8$; $P^a < .001$). However, the effect sizes for developed regions with a 95% CI that overlapped with 0 ($r = –0.446$, 95% CI $–0.616$ to 236, $k=2$; $P^a = .24$) were not significant.

In addition, there were no significant moderator effect sizes for the type of population (between-subgroup: $P^b = .26$). Specifically, we found that the effect sizes for young adults were moderate, with a 95% CI that did not overlap with 0 ($r = 0.250$, 95% CI $–0.325$ to $–0.173$, $k=15$; $P^a < .001$). However, the effect sizes for adolescents were not significant, with a 95% CI that overlapped with 0 ($r = –0.129$, 95% CI $–0.333$ to 0.086, $k=2$; $P^a = .24$).

<table>
<thead>
<tr>
<th>Moderator</th>
<th>Studies, n</th>
<th>Summary $r$ (95% CI)</th>
<th>$P^a$ value</th>
<th>Heterogeneity $I^2$ (%)</th>
<th>$P^b$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time of data collection</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Before COVID-19</td>
<td>4</td>
<td>$–0.333$ ($–0.466$ to $–0.187$)</td>
<td>&lt;.001</td>
<td>97.555</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>During COVID-19</td>
<td>13</td>
<td>$–0.207$ ($–0.285$ to $–0.126$)</td>
<td>&lt;.001</td>
<td>96.438</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Country or region</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Developed regions</td>
<td>2</td>
<td>$–0.446$ ($–0.616$ to 0.236)</td>
<td>.39</td>
<td>99.133</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>China</td>
<td>7</td>
<td>$–0.201$ ($–0.311$ to $–0.127$)</td>
<td>&lt;.001</td>
<td>97.873</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Other developing regions</td>
<td>8</td>
<td>$–0.217$ ($–0.326$ to $–0.103$)</td>
<td>&lt;.001</td>
<td>63.310</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Population</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Young adults</td>
<td>15</td>
<td>$–0.250$ ($–0.325$ to $–0.173$)</td>
<td>&lt;.001</td>
<td>96.681</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Adolescents</td>
<td>2</td>
<td>$–0.129$ ($–0.333$ to 0.086)</td>
<td>.24</td>
<td>97.787</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Sensitivity Analyses and Publication Bias

In the analysis that removed studies one at a time, no evident outliers were identified. Thus, the correlation coefficient for removing each study was in the range of $r = –0.195$ to $–0.248$. This shows that no one study significantly skewed or changed the correlation coefficient or influenced the overall results of the meta-analysis. Therefore, the results were reliable.

Subjectively speaking, we could not determine the existence of publication bias from the funnel plots for the summary correlation coefficients, as shown in Figure 3A. Studies with a small sample size are unlikely to result in symmetrical distributions of scattered points. The Begg rank correlation tests and Egger linear regression tests showed no significant publication bias ($P = .62$ and $P = .14$, respectively). After the trim-and-fill analysis, the correlation between PA and MPA remained statistically significant (number to trim and fill 6, summary $r = –0.319$, 95% CI $–0.40552$ to $–0.22771$; Figure 3B). Therefore, the overall modeling results after correction remained unchanged. Thus, we concluded that there was no publication bias.
**Figure 3.** Funnel plots of (A) publication bias and (B) publication bias with trim and fill.

![Funnel plots](image)

**Methodological Quality Assessment**

The methodological quality assessment results are shown in Table 4. Notably, the mean scores of the included studies and the other studies were 15.29 (SD 1.53) and 15.40 (SD 0.89), respectively. All included studies were of high quality with a low risk of bias.

<table>
<thead>
<tr>
<th>Number</th>
<th>Study</th>
<th>Joanna Briggs Institute appraisal checklist items</th>
<th>Total score (%)</th>
<th>Overall risk of bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Kim et al, 2015 [30]</td>
<td>1 1 1 1 2 2 2 2 1</td>
<td>15 (75)</td>
<td>Low</td>
</tr>
<tr>
<td>2</td>
<td>Haug et al, 2015 [34]</td>
<td>2 0 1 1 2 2 2 2 2</td>
<td>16 (80)</td>
<td>Low</td>
</tr>
<tr>
<td>3</td>
<td>Yang et al, 2019 [32]</td>
<td>1 2 1 2 2 2 2 2 2</td>
<td>18 (80)</td>
<td>Low</td>
</tr>
<tr>
<td>4</td>
<td>Haripriya et al, 2019 [51]</td>
<td>2 0 1 1 2 2 2 2 2</td>
<td>15 (75)</td>
<td>Low</td>
</tr>
<tr>
<td>5</td>
<td>Numanoğlu-Akbaş et al, 2020 [52]</td>
<td>2 0 0 0 2 2 2 2 1</td>
<td>13 (65)</td>
<td>Mid</td>
</tr>
<tr>
<td>6</td>
<td>Zhong et al, 2021 [31]</td>
<td>2 2 1 1 2 2 0 2 2</td>
<td>16 (80)</td>
<td>Low</td>
</tr>
<tr>
<td>7</td>
<td>Hosen et al, 2021 [53]</td>
<td>1 1 1 1 1 2 2 2 1</td>
<td>14 (70)</td>
<td>Low</td>
</tr>
<tr>
<td>8</td>
<td>Li et al, 2021 [33]</td>
<td>2 1 1 1 2 2 2 2 2</td>
<td>17 (85)</td>
<td>Low</td>
</tr>
<tr>
<td>9</td>
<td>Buke et al, 2021 [54]</td>
<td>1 1 1 1 2 2 2 2 1</td>
<td>15 (75)</td>
<td>Low</td>
</tr>
<tr>
<td>10</td>
<td>Abbasi et al, 2021 [35]</td>
<td>2 1 1 1 2 2 0 1 1</td>
<td>15 (75)</td>
<td>Low</td>
</tr>
<tr>
<td>11</td>
<td>Islam et al, 2021 [55]</td>
<td>1 0 1 2 2 2 2 1 2</td>
<td>15 (75)</td>
<td>Low</td>
</tr>
<tr>
<td>12</td>
<td>Ding et al, 2021 [56]</td>
<td>2 1 1 1 2 2 0 2 1</td>
<td>14 (70)</td>
<td>Low</td>
</tr>
<tr>
<td>13</td>
<td>Halil, 2021 [57]</td>
<td>2 0 1 1 2 2 0 2 2</td>
<td>14 (70)</td>
<td>Low</td>
</tr>
<tr>
<td>14</td>
<td>Guo et al, 2022 [58]</td>
<td>2 2 1 1 2 2 2 2 2</td>
<td>18 (80)</td>
<td>Low</td>
</tr>
<tr>
<td>15</td>
<td>Saffari et al, 2022 [59]</td>
<td>2 0 1 2 2 2 2 2 2</td>
<td>17 (85)</td>
<td>Low</td>
</tr>
<tr>
<td>16</td>
<td>Lin et al, 2022 [60]</td>
<td>2 0 0 0 2 2 2 2 1</td>
<td>13 (65)</td>
<td>Mid</td>
</tr>
<tr>
<td>17</td>
<td>Chen et al, 2022 [61]</td>
<td>2 2 0 1 2 2 0 2 2</td>
<td>15 (75)</td>
<td>Low</td>
</tr>
<tr>
<td>18</td>
<td>Venkatesh et al, 2019 [62]</td>
<td>1 0 1 1 2 2 2 2 1</td>
<td>14 (70)</td>
<td>Low</td>
</tr>
<tr>
<td>19</td>
<td>Xie et al, 2019 [63]</td>
<td>1 0 1 2 2 2 2 2 2</td>
<td>16 (80)</td>
<td>Low</td>
</tr>
<tr>
<td>20</td>
<td>Pereira et al, 2020 [64]</td>
<td>1 0 1 2 2 2 2 2 2</td>
<td>16 (80)</td>
<td>Low</td>
</tr>
<tr>
<td>21</td>
<td>Tao et al, 2020 [65]</td>
<td>2 1 1 2 2 2 0 2 1</td>
<td>15 (75)</td>
<td>Low</td>
</tr>
<tr>
<td>22</td>
<td>Zou et al, 2021 [66]</td>
<td>2 0 1 2 2 2 2 2 1</td>
<td>16 (80)</td>
<td>Low</td>
</tr>
</tbody>
</table>
Discussion

Meta-analytic Findings
To the best of our knowledge, this is the first meta-analysis to explore pooled correlation coefficients of PA and MPA. Our analysis of 17 studies found a moderately negative correlation between PA and MPA, with a summary Pearson correlation coefficient of $r = -0.243$. This is in line with a previous review [40]. Sensitivity analyses did not find significant publication bias, indicating that the pooled analyses of the correlation coefficients provided reliable and convincing results. In addition, all the included studies were high quality with a low risk of bias. Subgroup analysis showed that none of the hypothesized moderators (data collection, country or region, and type of population) significantly influenced the relationship between PA and MPA, as confirmed with a mixed effects analysis.

The target subjects of research into MPA are adolescents and young adults, who are relatively less self-disciplined in controlling their frequency of mobile phone use and are more susceptible to smartphone use addiction compared to middle-aged or older adults [29]. Lack of self-control is an essential factor influencing MPA among adolescents and young adults. Previous studies found that self-control regulates the correlation between PA and MPA. Factors such as negative emotions (eg, anxiety [69,70] and loneliness [71,72]) and mental toughness [73,74] have been shown to affect the relationship between PA and MPA. We speculate that these factors may modulate the relationship between PA and MPA.

Results of magnetic resonance imaging studies suggest that MPA is associated with structural brain abnormalities, like other types of addiction dependence. For example, the insula cortex participates in the formation of addictive behaviors, because these behaviors may influence the decision-making process in terms of choosing immediate rewards that are always associated with physiological state while eliciting strong interoceptive signals [75]. Two recent studies reported changes in gray matter volume in this region (ie, the insula cortex) among people with MPA [66,76]. Exercise has been shown to improve brain health [77,78]. Therefore, we hypothesize that the relationship between PA and MPA might be influenced by the structure and function of the insula and even other brain regions.

Differences in Subgroup Analysis
Notably, the time of data collection did not significantly influence the relationship between PA and MPA. Moreover, a moderate negative relationship was found between PA and MPA among adolescents and young adults before and during the COVID-19 pandemic. According to the compensatory internet use theory, when people encounter psychosocial problems in the real world, they are likely to use the internet or smartphones as a coping mechanism to alleviate negative emotions [79]. The restrictions imposed on participation in social activities and gatherings during the COVID-19 pandemic increased anxiety, depression, and stress levels in people [80]. Therefore, they were more likely to overly rely on their mobile phones to cope with stress. Moreover, recent studies have shown that adolescents and young adults have had low PA levels during the COVID-19 pandemic [81,82]. The target subjects in our study were adolescents and young adults, who are more inclined to use social media for physical training. A previous study found that young-adult Spanish university students used social media apps to improve their high-intensity interval training [82], mind-body activities, and strength exercises. In other words, adolescents and young adults used social media to facilitate their participation in PA during the pandemic [82]. This reduced the time spent sitting for long periods of time and reduced leisure-time screen activities, subsequently reducing the risk of MPA in young people [30].

The present findings demonstrate that country or region do not have a significant moderating role on the relationship between PA and MPA. Notably, a medium-strength negative relationship between PA and MPA has been reported in China and other developing counties among adolescents and young adults. However, this correlation was not found in developed countries. This finding should be interpreted with caution, because it is based on 2 studies from developed countries. These 2 studies were carefully reviewed elsewhere [30,34]. In addition, we found that one of these studies reported a weak negative correlation between PA and MPA [34], whereas the other found a significant, strong negative correlation [30]. It should be noted that the 2 studies were published around the same time. The difference in the correlation results may be due to the type of PA measurement tools used. For instance, one of the studies used a pedometer sensor to measure the level of PA, which is more precise [30]. The influence of measurement errors associated with self-reported PA questionnaires also needs to be acknowledged. The majority of the reviewed studies used self-reported scales or questionnaires; thus, we suggest that accelerometry should be adopted in future studies to obtain more reliable data.

Further analysis revealed that population type did not significantly affect the relationship between PA and MPA. This may be explained by the widespread use of mobile phones. This is especially true for young people, as their ownership rate for smartphones is very high. Additionally, subgroup analysis revealed that there was no significant correlation between PA and MPA among adolescents ($P=.26$). We presume that this might be influenced by the degree of external restrictions on the use of mobile phones. Compared with adults (eg, college students), adolescents are subjected to more control and restriction measures on mobile phone use by their parents, schools, and even by the mobile phone apps themselves. Therefore, they are less likely to influence the correlation [83]. These findings, however, should be interpreted with caution, because only 2 studies on adolescents were analyzed.

Limitations and Strengths
In conclusion, our study indicates that a low PA level contributes to MPA behavior. This is because low PA encourages a sedentary lifestyle among young adults. The PA guidelines of the World Health Organization encourage individuals of different ages to participate in PA. Previous studies have shown that increasing the PA level of young adults can reduce MPA behavior. We recommend higher PA levels than those stipulated in the guidelines of the World Health Organization, because more PA could bring more mental health benefits. From a
practical perspective, the findings of this study may help to inform countermeasures to prevent MPA behavior among adolescents and young adults amid the COVID-19 pandemic and future public health crises.

All previous findings were objectively stated, analyzed, and interpreted using an appropriate research design. All original data were retained to provide a reference for future research. The repeatability and reproducibility of our analyses have been ensured. However, there are some limitations and potential sources of bias that need to be noted. First, only studies published in English were included in our meta-analysis. Second, the studies mainly provided cross-sectional data, which do not allow determination of causality in the relationship between PA and MPA. Third, we only analyzed a young population. Fourth, no study reported moderating variables between PA and MPA. Finally, although a sensitivity analysis was conducted, sources of bias were identified, and our results should thus be interpreted with caution. Further case-control and cohort studies are needed to test the benefits of PA on MPA in young adults.

**Conclusion**

Our findings demonstrate a moderate negative relationship between PA and MPA among young adults. The strength of the relationship between PA and MPA did not differ by time of data collection, country or region, or type of population.
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Abstract

Background: HIV self-testing (HIVST) is recommended by the World Health Organization as a valid approach to routine HIV testing services. The scale of HIVST use has gradually been expanded in China over the past 5 years. To take a closer look at the role of HIVST in China, we reviewed the promotion and application of HIVST within China.

Objective: The main objective of this study was to systematically analyze the proportion of past use and actual uptake of HIVST within China. Moreover, we aimed to quantify the effect of HIVST on HIV prevention and treatment.

Methods: In all, 5 medical databases and 2 registration systems, including PubMed, Web of Science, MEDLINE, WanFang, China National Knowledge Internet, ClinicalTrials.gov, and the Chinese Clinical Trial Registry were systematically searched for studies reporting the prevalence of HIVST use from January 1, 2010, to December 25, 2021. Meta-analyses of the pooled proportion estimates were carried out by the meta-package in R software (version 4.1.2). Statistical heterogeneity among the studies was estimated using Cochran Q test and the inconsistency index ($I^2$).

Results: A total of 50 studies were included in our systematic review. The estimated pooled prevalence of HIVST use in China was 29.9% (95% CI 22.5%-37.9%). Among individuals who have ever used HIVST, 47.5% (95% CI 37.2%-57.8%) were tested for HIV for the first time. The pooled reactive rate of HIVST was 4.2% (95% CI 3.1%-5.8%). When HIVST revealed a reactive result, 81.3% (95% CI 70.9%-91.6%) of individuals sought medical care.

Conclusions: In recent times, HIVST has become a valuable tool for HIV prevention in China. The widespread use of HIVST in non–men who have sex with men populations needs to be endorsed and promoted. The long-term applications of HIVST and the potential consequences of self-financing of HIVST in China have yet to be explored.

Trial Registration: PROSPERO CRD42022304846; https://tinyurl.com/54d9pxy8
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Introduction

Approximately 5.9 million people were unaware that they were living with HIV in 2021, according to preliminary the Joint United Nations Programme on HIV/AIDS 2021 epidemiological estimates [1]. To achieve the goal of “95-95-95” as defined by the Joint United Nations Programme on HIV/AIDS, much work remains to be done, especially during the currently prevailing period when HIV services are being severely disrupted by the impact of COVID-19; in a worst case scenario, 7.7 million HIV-related deaths might possibly be incurred [2]. HIV self-testing (HIVST) has been shown to be an effective tool to potentially supplement other testing modalities to reach the 95-95-95 targets advocated by the World Health Organization [3].

HIVST has been recommended by the World Health Organization as a viable and effective extension to routine HIV-testing services since 2016. It has been shown to be a reliable strategy to promote HIV testing and simultaneously protects the privacy of those tested. Those tested can be made aware of their HIV infection status promptly by simply interpreting the test results, using the specimen collected by themselves at their convenience [4]. Oral fluid–based and blood-based HIVST are both accurate and practicable testing approaches in the study setting [5]. Additionally, the first urine-based HIVST testing kit was approved for use in China in 2019 [6]. Different categories of HIVST testing kits may mediate the acceptance and expansion of the use of HIVST within health care facilities. Previous meta-analyses have investigated the effects of HIVST and its purported benefits in key populations and have shown that HIVST plays a key role in HIV prevention by increasing the frequency of testing [7-9]. However, critical post-HIVST patient support needs to be diligently studied and holistically understood and includes issues related to the confirmation of results and linkage to ongoing care [7].

The scale of HIVST use has been expanded gradually within China [10]. The Chinese government released official directives encouraging the use of HIVST during the “Thirteenth Five-Year Plan” (2017-2022) period [11]. Since then, China has taken a series of measures to promote the expansion of HIVST. The National Center for AIDS/STD Control and Prevention and the Chinese Center for Disease Control and Prevention have conducted pilot HIVST projects in many cities across China and has worked with community-based organizations to explore more effective HIV-testing strategies [11]. Additionally, the HIVST strategy has been included in the National Guideline for Detection of HIV/AIDS, published by the Chinese Center for Disease Control and Prevention, since 2020 [12]. However, the expansion of the HIVST strategy in China has created both opportunities and challenges. The standardization, implementation, sustainability, and linkage of HIVST are concerns that have regrettably persisted [11].

Robust data, and the scrupulous analysis thereof, are required to define the practice and role of HIVST in China over the past decade, which may provide critical evidence for future decision-making related to HIVST promotion and application. Despite the existence of studies that have reported on the prevalent rates of HIVST in different areas or regions within China, the estimated HIVST prevalence rate at the national level has rarely been formulated [13-16]. To evaluate the practicality and influence of HIVST on HIV prevention in China, we conducted a systematic review and meta-analysis of studies that tracked the history and overall influence of HIVST on HIV prevention and treatment.

Methods

The present systematic review and meta-analysis followed PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines. This study was duly registered with the International Prospective Register of Systematic Reviews (PROSPERO; registration number: CRD42022304846).

Search Strategy and Selection Criteria

We searched for HIVST-associated studies that were conducted in China and published from January 1, 2010, to December 25, 2021, in 5 databases and 2 registration systems (PubMed, Web of Science, MEDLINE, WanFang, China National Knowledge Internet, ClinicalTrials.gov, and the Chinese Clinical Trial Registry) and then further reviewed them. Our search syntax was based on the following core concepts: “HIV,” “self-testing,” and “China” (see Multimedia Appendix 1 for details regarding the search strategy).

To qualify for inclusion, a research article had to meet the following criteria: (1) peer-reviewed articles reporting on the performance of rapid diagnostic HIV tests by those who self-tested, and (2) available numerator and denominator data to confirm rate values. Studies investigating foreign residents living within China were excluded.

Selection Process and Data Extraction

Two reviewers (XX and YQ) independently screened and assessed the titles and abstracts of all articles identified via the search strategy. Each reviewer decided whether to exclude or include a study in accordance with a standardized form that defined the criteria for inclusion and exclusion. Data were independently extracted from individual studies by 3 reviewers (XX, YQ, and YB). If a dispute occurred, consensus was achieved through discussions with 3 other authors (HW, XH, and LW). EndNote reference management software (version X9.3.3; Clarivate) was used to filter duplicate studies. Microsoft Excel spreadsheet software (Microsoft Office 2016) was used to record the data extracted from eligible studies.

Data Analysis

In all, 6 indicators were analyzed in this work: proportion of those who previously self-tested, proportion of actual uptake of HIVST, proportion of self-testing as lifetime first HIV screening, proportion of results feedback, reactive rate of HIVST, and proportion of linkage to care. The proportion of those who previously self-tested was defined as the number of individuals who have personal experience of HIVST among all the investigated people. The proportion of self-testing as lifetime first HIV screening was defined as the number of individuals who used self-testing as their first-ever HIV screening among
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people who have ever used HIVST. The proportion of results feedback was defined as the number of individuals who self-reported the results of HIVST or returned the images of HIVST to investigators or health institutions among those who self-tested for HIV. The reactive rate of HIVST was defined as the number of individuals receiving a positive reactive HIVST result among those who have self-tested for HIV. The proportion of linkage to care was defined as the number of patients who sought in-person confirmation of their HIV status (with or without accessing treatment) at local health facilities among individuals whose HIVST was reactive.

Meta-analyses of the pooled proportion estimates were carried out by the meta-package in R software (version 4.1.2; R Foundation for Statistical Computing). Statistical heterogeneity among the studies was estimated using Cochran Q test and the inconsistency index ($I^2$). Very low, low, moderate, and high degrees of heterogeneity were defined as $I^2$ of $\leq 25\%$, $25\%$ to $\leq 50\%$, $50\%$ to $\leq 75\%$, and $\geq 75\%$, respectively.

Quality Assessment

The tool developed by Hoy et al [17] was used to assess the quality of the included studies [18]. The quality of each study was assessed according to 10 items with a maximum score of 10 (one point for a “Yes”). A total score of 0-5, 6-8, and 9-10 was considered high, moderate, and low risk of bias, respectively.

Results

Study Characteristics and Quality Assessment

A total of 688 records was found based on the initial search, of which 213 were selected for full-text evaluation after the removal of duplicates and initial screening. Finally, 50 studies were included in the systematic review based on critical appraisal and were included in our systematic review (Figure 1). Among them, 30 articles were written in the English language, and 20 articles were published in Chinese-language journals. Of the 50 studies, 6 (12%) were found to show a low risk of bias, 36 (72%) were classified as having a moderate risk, and 8 (16%) were classified as having a high risk of bias. The characteristics of eligible studies are summarized in Table 1.

Figure 1. Flowchart presenting the selection of studies for inclusion in the systematic review and meta-analysis. HIVST: HIV self-testing.
<table>
<thead>
<tr>
<th>Author</th>
<th>Publication year</th>
<th>Project year</th>
<th>Study design</th>
<th>Population</th>
<th>Setting</th>
<th>Provides HIVST(^a) kits</th>
<th>Fee for testing kits</th>
<th>Ways of supply</th>
<th>Quality score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Qi [19]</td>
<td>2013</td>
<td>2011-2012</td>
<td>Cohort</td>
<td>MSM(^b) with HIV-negative status</td>
<td>Beijing</td>
<td>Yes</td>
<td>Free</td>
<td>On-site</td>
<td>8</td>
</tr>
<tr>
<td>Han et al [20]</td>
<td>2014</td>
<td>2013</td>
<td>Cross-sectional</td>
<td>MSM</td>
<td>Guangdong and Chongqing</td>
<td>No</td>
<td>N/A(^c)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Wong et al [13]</td>
<td>2015</td>
<td>2013</td>
<td>Cross-sectional</td>
<td>MSM</td>
<td>Hong Kong</td>
<td>No</td>
<td>N/A</td>
<td>N/A</td>
<td>8</td>
</tr>
<tr>
<td>Yan et al [14]</td>
<td>2015</td>
<td>2013-2014</td>
<td>Cross-sectional</td>
<td>MSM with HIV uninfected or unknown status</td>
<td>Jiangsu</td>
<td>No</td>
<td>N/A</td>
<td>N/A</td>
<td>8</td>
</tr>
<tr>
<td>Qin et al [23]</td>
<td>2017</td>
<td>2015</td>
<td>Cross-sectional</td>
<td>MSM</td>
<td>National</td>
<td>No</td>
<td>N/A</td>
<td>N/A</td>
<td>9</td>
</tr>
<tr>
<td>Ren et al [24]</td>
<td>2017</td>
<td>2016</td>
<td>Cross-sectional</td>
<td>MSM with HIV-negative or unknown status having ever taken an HIV self-test</td>
<td>Beijing</td>
<td>No</td>
<td>N/A</td>
<td>N/A</td>
<td>8</td>
</tr>
<tr>
<td>Ren et al [15]</td>
<td>2017</td>
<td>2016</td>
<td>Cross-sectional</td>
<td>MSM with HIV-negative or unknown status</td>
<td>Beijing</td>
<td>No</td>
<td>N/A</td>
<td>N/A</td>
<td>7</td>
</tr>
<tr>
<td>Jin [27]</td>
<td>2017</td>
<td>2016</td>
<td>Cross-sectional</td>
<td>MSM with HIV-positive status</td>
<td>Guangdong</td>
<td>No</td>
<td>N/A</td>
<td>N/A</td>
<td>5</td>
</tr>
<tr>
<td>Tang et al [28]</td>
<td>2018</td>
<td>2016</td>
<td>Cross-sectional</td>
<td>MSM</td>
<td>Guangdong and Shandong</td>
<td>No</td>
<td>N/A</td>
<td>N/A</td>
<td>9</td>
</tr>
<tr>
<td>Tang et al [29]</td>
<td>2018</td>
<td>2016-2017</td>
<td>RCT(^d)</td>
<td>MSM HIV-negative or unknown status</td>
<td>Guangdong or Shandong</td>
<td>Yes</td>
<td>Free</td>
<td>Postal</td>
<td>8</td>
</tr>
<tr>
<td>Wei et al [30]</td>
<td>2018</td>
<td>2017</td>
<td>Qualitative participant observation study</td>
<td>MSM who self-report being HIV negative or unknown status</td>
<td>Jiangsu</td>
<td>Yes</td>
<td>Free</td>
<td>On-site</td>
<td>6</td>
</tr>
<tr>
<td>Wei et al [31]</td>
<td>2018</td>
<td>2017</td>
<td>Cross-sectional</td>
<td>MSM with HIV-negative status</td>
<td>Jiangsu</td>
<td>No</td>
<td>N/A</td>
<td>N/A</td>
<td>8</td>
</tr>
<tr>
<td>Xue [32]</td>
<td>2018</td>
<td>Unknown</td>
<td>Cross-sectional</td>
<td>MSM who self-report being HIV negative or unknown status</td>
<td>Guangdong and Shandong</td>
<td>No</td>
<td>N/A</td>
<td>N/A</td>
<td>4</td>
</tr>
<tr>
<td>Cheng et al [33]</td>
<td>2019</td>
<td>Unknown</td>
<td>RCT</td>
<td>Unknown</td>
<td>Unknown</td>
<td>Unknown</td>
<td>Unknown</td>
<td>Unknown</td>
<td>6</td>
</tr>
<tr>
<td>Fan et al [34]</td>
<td>2019</td>
<td>2017-2018</td>
<td>Cross-sectional</td>
<td>Students at 5 universities</td>
<td>Sichuan</td>
<td>Yes</td>
<td>Unknown</td>
<td>Postal or on-site</td>
<td>6</td>
</tr>
<tr>
<td>Tang et al [35]</td>
<td>2019</td>
<td>2016-2017</td>
<td>Cohort</td>
<td>MSM who self-report being HIV negative or unknown status</td>
<td>Guangdong and Shandong</td>
<td>No</td>
<td>N/A</td>
<td>N/A</td>
<td>8</td>
</tr>
<tr>
<td>Wei et al [36]</td>
<td>2019</td>
<td>2015-2017</td>
<td>Cross-sectional</td>
<td>MSM</td>
<td>Guangdong</td>
<td>No</td>
<td>N/A</td>
<td>N/A</td>
<td>9</td>
</tr>
<tr>
<td>Author</td>
<td>Publication year</td>
<td>Project year</td>
<td>Study design</td>
<td>Population</td>
<td>Setting</td>
<td>Provides HIVST kit</td>
<td>Fee for testing kits</td>
<td>Ways of supply</td>
<td>Quality score</td>
</tr>
<tr>
<td>------------</td>
<td>------------------</td>
<td>--------------</td>
<td>--------------</td>
<td>------------------------------------------------</td>
<td>----------------------</td>
<td>---------------------</td>
<td>----------------------</td>
<td>-------------------</td>
<td>---------------</td>
</tr>
<tr>
<td>Jin et al</td>
<td>2019</td>
<td>2017</td>
<td>Cross-sectional</td>
<td>MSM with HIV-negative or unknown status</td>
<td>14 provinces in China</td>
<td>Yes</td>
<td>A US $5 deposit and a nonrefundable shipping fee of US $2 to US $3</td>
<td>Postal</td>
<td>6</td>
</tr>
<tr>
<td>Yang et al</td>
<td>2019</td>
<td>Unknown</td>
<td>Cross-sectional</td>
<td>MSM who have ever tested for HIV</td>
<td>Nationwide</td>
<td>No</td>
<td>N/A</td>
<td>N/A</td>
<td>5</td>
</tr>
<tr>
<td>Zhu [39]</td>
<td>2019</td>
<td>Unknown</td>
<td>RCT</td>
<td>HIV-negative MSM</td>
<td>Anhui</td>
<td>Yes</td>
<td>Free</td>
<td>Postal or on-site</td>
<td>7</td>
</tr>
<tr>
<td>Mao [40]</td>
<td>2019</td>
<td>2017-2018</td>
<td>Cross-sectional</td>
<td>Unknown</td>
<td>Unknown</td>
<td>Yes</td>
<td>¥50 (US $6.97) deposit</td>
<td>Unknown</td>
<td>8</td>
</tr>
<tr>
<td>Zhao [41]</td>
<td>2019</td>
<td>2018-2019</td>
<td>Cohort</td>
<td>HIV-negative MSM</td>
<td>Anhui</td>
<td>Yes</td>
<td>Free</td>
<td>On-site</td>
<td>6</td>
</tr>
<tr>
<td>Liu et al</td>
<td>2020</td>
<td>2017</td>
<td>Cross-sectional</td>
<td>MSM with HIV uninfected or unknown status</td>
<td>Chongqing</td>
<td>Yes</td>
<td>Free</td>
<td>On-site</td>
<td>9</td>
</tr>
<tr>
<td>Wang et al</td>
<td>2020</td>
<td>2019</td>
<td>Cross-sectional</td>
<td>Female sex workers</td>
<td>7 provinces in China</td>
<td>No</td>
<td>N/A</td>
<td>N/A</td>
<td>9</td>
</tr>
<tr>
<td>Zhang et al</td>
<td>2020</td>
<td>2018</td>
<td>Cross-sectional</td>
<td>MSM</td>
<td>National</td>
<td>Yes</td>
<td>Free</td>
<td>Postal or on-site</td>
<td>7</td>
</tr>
<tr>
<td>Luo et al</td>
<td>2020</td>
<td>2019</td>
<td>Cross-sectional</td>
<td>MSM with HIV-negative or unknown status</td>
<td>National</td>
<td>No</td>
<td>N/A</td>
<td>N/A</td>
<td>7</td>
</tr>
<tr>
<td>Huang et al</td>
<td>2020</td>
<td>2019</td>
<td>Cross-sectional</td>
<td>MSM</td>
<td>Guangdong</td>
<td>Yes</td>
<td>Unknown</td>
<td>Postal</td>
<td>7</td>
</tr>
<tr>
<td>Chan et al</td>
<td>2021</td>
<td>2017</td>
<td>Cross-sectional</td>
<td>MSM</td>
<td>Hong Kong</td>
<td>Yes</td>
<td>Free</td>
<td>Postal or on-site</td>
<td>6</td>
</tr>
<tr>
<td>Cheng et al</td>
<td>2021</td>
<td>2016</td>
<td>RCT</td>
<td>HIV-negative MSM</td>
<td>Guangdong</td>
<td>No</td>
<td>N/A</td>
<td>N/A</td>
<td>8</td>
</tr>
<tr>
<td>Hong et al</td>
<td>2021</td>
<td>2019</td>
<td>Cross-sectional</td>
<td>MSM</td>
<td>Zhejiang</td>
<td>No</td>
<td>N/A</td>
<td>N/A</td>
<td>8</td>
</tr>
<tr>
<td>Lau et al</td>
<td>2021</td>
<td>Before 2018</td>
<td>Cross-sectional</td>
<td>Male clients of female sex workers</td>
<td>Hong Kong</td>
<td>No</td>
<td>N/A</td>
<td>N/A</td>
<td>7</td>
</tr>
<tr>
<td>Li et al</td>
<td>2021</td>
<td>2020</td>
<td>Cross-sectional</td>
<td>MSM who have ever tested for HIV</td>
<td>Jiangsu</td>
<td>No</td>
<td>N/A</td>
<td>N/A</td>
<td>7</td>
</tr>
<tr>
<td>Li et al</td>
<td>2021</td>
<td>2017-2019</td>
<td>Cross-sectional</td>
<td>MSM</td>
<td>National</td>
<td>Yes</td>
<td>US $7 deposit</td>
<td>Postal or partner distribution</td>
<td>8</td>
</tr>
<tr>
<td>Ni et al</td>
<td>2021</td>
<td>2019-2020</td>
<td>RCT</td>
<td>MSM</td>
<td>Unknown</td>
<td>Yes</td>
<td>US $15 deposit</td>
<td>Postal or partner distribution</td>
<td>3</td>
</tr>
<tr>
<td>Wu et al</td>
<td>2021</td>
<td>2018-2019</td>
<td>Cross-sectional</td>
<td>MSM</td>
<td>Guangdong</td>
<td>Yes</td>
<td>US $15 deposit</td>
<td>Postal or partner distribution</td>
<td>6</td>
</tr>
<tr>
<td>Shan et al</td>
<td>2021</td>
<td>2019</td>
<td>Cross-sectional</td>
<td>MSM</td>
<td>Beijing</td>
<td>No</td>
<td>N/A</td>
<td>N/A</td>
<td>5</td>
</tr>
<tr>
<td>Wu et al</td>
<td>2021</td>
<td>2013,2014,2015,2016,2018</td>
<td>Cross-sectional</td>
<td>MSM</td>
<td>National</td>
<td>No</td>
<td>N/A</td>
<td>N/A</td>
<td>3</td>
</tr>
<tr>
<td>Author</td>
<td>Publication year</td>
<td>Project year</td>
<td>Study design</td>
<td>Population</td>
<td>Setting</td>
<td>Provides HIVST&lt;sup&gt;a&lt;/sup&gt; kits</td>
<td>Fee for testing kits</td>
<td>Ways of supply</td>
<td>Quality score</td>
</tr>
<tr>
<td>---------------------</td>
<td>------------------</td>
<td>----------------</td>
<td>--------------</td>
<td>----------------------------------------------------------------------------</td>
<td>---------------</td>
<td>-------------------------------</td>
<td>---------------------</td>
<td>------------------------------</td>
<td>---------------</td>
</tr>
<tr>
<td>Zhou et al [58]</td>
<td>2021</td>
<td>2017-2019</td>
<td>Cross-sectional</td>
<td>MSM</td>
<td>Guangdong</td>
<td>Yes</td>
<td>¥100 (US $13.94) deposit</td>
<td>Postal or partner distribution</td>
<td>6</td>
</tr>
<tr>
<td>Li et al [59]</td>
<td>2021</td>
<td>2020</td>
<td>Cross-sectional</td>
<td>MSM</td>
<td>Beijing</td>
<td>Yes</td>
<td>Unknown</td>
<td>Postal</td>
<td>6</td>
</tr>
<tr>
<td>Zhao et al [61]</td>
<td>2021</td>
<td>2019</td>
<td>RCT</td>
<td>MSM without syphilis or unknown status</td>
<td>National</td>
<td>Yes</td>
<td>Free</td>
<td>Postal</td>
<td>5</td>
</tr>
<tr>
<td>Jin et al [62]</td>
<td>2021</td>
<td>2018-2019</td>
<td>Cross-sectional</td>
<td>MSM with HIV-negative status</td>
<td>4 provinces in China</td>
<td>No</td>
<td>N/A</td>
<td>N/A</td>
<td>6</td>
</tr>
<tr>
<td>Bao et al [63]</td>
<td>2021</td>
<td>2018-2019</td>
<td>Cross-sectional</td>
<td>MSM who self-report being HIV negative or unknown status</td>
<td>Shanghai</td>
<td>No</td>
<td>N/A</td>
<td>N/A</td>
<td>6</td>
</tr>
<tr>
<td>Bao et al [64]</td>
<td>2021</td>
<td>2019-2020</td>
<td>Cross-sectional</td>
<td>MSM who self-report being HIV negative or unknown status</td>
<td>Shanghai</td>
<td>No</td>
<td>N/A</td>
<td>N/A</td>
<td>6</td>
</tr>
</tbody>
</table>

<sup>a</sup>HIVST: HIV self-testing.  
<sup>b</sup>MSM: men who have sex with men.  
<sup>c</sup>N/A: not applicable.  
<sup>d</sup>RCT: randomized controlled trial.  

**Proportion of Previously Self-tested**

A total of 23 studies investigated the proportion of those who previously self-tested. Only 2 studies reported on the prevalence of HIVST used in the past in HIV high-risk populations other than men who have sex with men (MSM) [43,51], with the lowest proportion of those who previously self-tested being the male clients of female sex workers (2.6%), as reported by Lau et al [51]. The highest prevalence of HIVST use in the past was observed in the study by Jin et al [62], that is, 74.5% in HIV-negative MSM. The estimated pooled prevalence of HIVST use in China was 29.91% (95% CI 22.51%-37.88%), with a higher estimated pooled prevalence in 2018 or later (41.12%, 95% CI 24.98%-58.31%) than before 2018 (23.22%, 95% CI 17.89%-29.02%; Figure 2).
Figure 2. Pooled proportion of HIV self-testing use. Forest plot shows the estimated proportion of previously self-tested individuals before or after 2018.

Actual Uptake of HIVST

In all, 8 studies investigated the proportion of HIVST uptake after distributing HIVST kits to their study populations. The proportion of actual uptake of HIVST ranged from 48.29% to 88.48% across studies. It was shown that the pooled estimate of the proportion of HIVST was 69.97% (95% CI 51.19%-80.25%). Subgroup analysis revealed that the proportion of actual oral mucosal fluid–based HIVST was 71.6% (95% CI 52.97%-84.95%). The proportion of actual blood-based HIVST was 67.06% (95% CI 57.69%-78.82%). Heterogeneity among the studies was found to be statistically significant ($I^2=98\%$; $P<.001$; Figure 3). To analyze the source of heterogeneity, we conducted a meta-regression to evaluate the impact that the categories of HIVST kits had on the substantial heterogeneity between the studies reporting actual HIVST uptake. However, we found no statistically significant difference in uptake of HIVST using either oral mucosal fluid– or blood-based HIVST kits ($P=.45$).

Figure 3. Pooled proportion of actual HIV self-testing uptake. Forest plot shows the estimated proportion of actual HIV self-testing uptake.
Self-testing as Lifetime First HIV Screening

In all, 7 studies examined individuals who used HIVST as their first-ever HIV-screening experience. The pooled proportion of individuals using HIVST as their lifetime first HIV screening was 47.48% (95% CI 37.23%-57.84%) but had high heterogeneity ($I^2=97%$; $P<.001$; Figure 4).

Figure 4. Pooled proportion of individuals using HIV self-testing (HIVST) as their first ever HIV test. Forest plot shows the proportion of individuals who tested for HIV for the first time via HIVST.

Results Feedback

Figure 5 presents the proportion of results feedback among those self-tested for HIV among 18 studies. The overall estimate of the feedback rate was 92.1% (95% CI 85.6%-95.8%) among those who self-tested for HIV. Cochran Q testing indicated substantial heterogeneity among the studies ($I^2=99%$; $P<.001$; Figure 5).

Figure 5. Pooled proportion of results feedback in those who self-tested for HIV. Forest plot shows estimated feedback rate among those self-tested for HIV.

Reactive Rate of HIVST

In all, 25 studies showed the reactive rate of HIVST. The pooled reactive rate of HIVST was 4.24% (95% CI 3.08%-5.82%). Interestingly, the pooled reactive rate of HIVST before 2018 was 5.3% (95% CI 2.96%-9.51%), which is higher than that in 2018 or later (3.32%, 95% CI 2.07%-5.34%). The included studies showed high heterogeneity ($I^2=96%$; $P<.001$; Figure 6).
Figure 6. Pooled reactive rate of HIV self-testing (HIVST). Forest plot shows the reactive rate of HIVST before and after 2018. Project year "Other" refers to studies where the year that the project was conducted is unknown or cannot be distinguished.

<table>
<thead>
<tr>
<th>Study</th>
<th>Events</th>
<th>Total</th>
<th>Events per 100 observations</th>
<th>Proportion (%)</th>
<th>[95% CI]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Qi et al. 2013</td>
<td>4</td>
<td>230</td>
<td></td>
<td>1.74</td>
<td>[0.48; 4.39]</td>
</tr>
<tr>
<td>Tao et al. 2014</td>
<td>33</td>
<td>220</td>
<td></td>
<td>15.00</td>
<td>[10.56; 20.42]</td>
</tr>
<tr>
<td>Zhong et al. 2017</td>
<td>8</td>
<td>178</td>
<td></td>
<td>4.49</td>
<td>[1.96; 8.65]</td>
</tr>
<tr>
<td>Qin et al. 2017</td>
<td>24</td>
<td>341</td>
<td></td>
<td>7.04</td>
<td>[4.56; 10.29]</td>
</tr>
<tr>
<td>Ren et al. 2017</td>
<td>30</td>
<td>2383</td>
<td></td>
<td>1.26</td>
<td>[0.85; 1.79]</td>
</tr>
<tr>
<td>Zhou et al. 2017</td>
<td>7</td>
<td>388</td>
<td></td>
<td>1.80</td>
<td>[0.73; 3.67]</td>
</tr>
<tr>
<td>Jin et al. 2018</td>
<td>98</td>
<td>683</td>
<td></td>
<td>14.35</td>
<td>[11.80; 17.20]</td>
</tr>
<tr>
<td>Tang et al. 2017</td>
<td>7</td>
<td>132</td>
<td></td>
<td>5.30</td>
<td>[2.16; 10.62]</td>
</tr>
<tr>
<td>Wei et al. 2018</td>
<td>2</td>
<td>27</td>
<td></td>
<td>7.41</td>
<td>[0.91; 24.29]</td>
</tr>
<tr>
<td>Tang et al. 2019</td>
<td>89</td>
<td>592</td>
<td></td>
<td>15.01</td>
<td>[12.23; 18.14]</td>
</tr>
<tr>
<td>Luo et al. 2020</td>
<td>74</td>
<td>478</td>
<td></td>
<td>15.48</td>
<td>[12.36; 19.04]</td>
</tr>
<tr>
<td>Chan et al. 2021</td>
<td>4</td>
<td>350</td>
<td></td>
<td>1.14</td>
<td>[0.31; 2.90]</td>
</tr>
</tbody>
</table>

Heterogeneity: $I^2 = 90\%$, $c^2 = 0.9551$, $p < 0.01$

Linkage to Care
Among the 25 studies reporting the reactive rate of HIVST, 8 studies reported the incidence of linkage to care in HIV-positive self-tested individuals. The pooled proportion of linkage to care among HIV-positive individuals was 81.26% (95% CI 70.93%-91.59%; Figure 7).

Figure 7. Pooled proportion of linkage to care. Forest plot shows the incidence of linkage to care among individuals whose HIV self-testing presented as reactive.

<table>
<thead>
<tr>
<th>Study</th>
<th>Events</th>
<th>Total</th>
<th>Events per 100 observations</th>
<th>Proportion (%)</th>
<th>[95% CI]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zhang et al. 2020</td>
<td>133</td>
<td>2364</td>
<td></td>
<td>5.63</td>
<td>[4.73; 6.63]</td>
</tr>
<tr>
<td>Huang et al. 2020</td>
<td>33</td>
<td>2303</td>
<td></td>
<td>1.43</td>
<td>[0.99; 2.01]</td>
</tr>
<tr>
<td>Wu et al. 2021</td>
<td>20</td>
<td>612</td>
<td></td>
<td>3.20</td>
<td>[2.01; 5.00]</td>
</tr>
<tr>
<td>Shan et al. 2021</td>
<td>421</td>
<td>6042</td>
<td></td>
<td>6.97</td>
<td>[6.34; 7.64]</td>
</tr>
<tr>
<td>Li et al. 2021</td>
<td>11</td>
<td>801</td>
<td></td>
<td>1.37</td>
<td>[0.68; 2.44]</td>
</tr>
<tr>
<td>Chu et al. 2021</td>
<td>10</td>
<td>325</td>
<td></td>
<td>0.80</td>
<td>[0.54; 1.24]</td>
</tr>
<tr>
<td>Yan Bao et al. 2021</td>
<td>59</td>
<td>1285</td>
<td></td>
<td>4.69</td>
<td>[3.51; 5.88]</td>
</tr>
</tbody>
</table>

Heterogeneity: $I^2 = 95\%$, $c^2 = 0.3724$, $p < 0.01$

Sensitivity Analysis
Although only studies with moderate and low risk of bias were included, the pooled proportion of HIVST used previously (29.49%, 95% CI 19.99%-40%), the pooled proportion of actual uptake of HIVST (68.29%, 95% CI 51.02%-81.66%), the pooled proportion of individuals using HIVST as their lifetime first HIV screening (47.48%, 95% CI 37.23%-57.84%), the pooled feedback rate (91.38%, 95% CI 82.51%-95.97%), the pooled reactive rate of HIVST (4.21%, 95% CI 2.91%-6.09%), and the pooled proportion of linkage to care (74.68%, 95% CI 62.44%-86.92%) were similar to results obtained when including all studies (Multimedia Appendix 2).

Publication Bias
Funnel plots for the outcomes are shown in Multimedia Appendix 3. The $P$ values obtained from the Egger test for asymmetry of the funnel plot were not significant for the pooled
proportion of HIVST used previously ($P=.59$), the pooled proportion of actual uptake of HIVST ($P=.15$), the pooled proportion of individuals using HIVST as their lifetime first HIV screening ($P=.56$), the pooled feedback rate ($P=.28$), and the pooled proportion of linkage to care ($P=.58$). Using the Egger test, a significant publication bias was observed in studies concerning the reactive rate of HIVST ($P=.003$), which is concerning since this tends to undermine, to a degree, the validity of the method that was used to measure the reactive rate of HIVST.

**Discussion**

**Principal Findings**

HIV testing is a key entry point for HIV prevention and treatment programs. Previous studies have shown that HIVST may enhance HIV testing uptake, increase HIV testing frequency, and limit potential harm among key populations [9,43]. According to Figueroa et al [65], when using HIV rapid diagnostic tests with high accuracy, those who self-test may obtain results similar to those obtained by health care workers in health care settings.

The potential factors influencing the use of HIVST include the demographic characteristics of population, age, level of education, and marital status [16,66,67]. In China, only 8% of female sex workers had ever tested for HIV using self-test kits [43]. HIVST uptake among MSM is much more prevalent than in other populations [15,31]. The higher uptake of HIVST in MSM may be attributable to HIV awareness raising by MSM-associated social organizations. For instance, crowdsourcing has been an effective strategy for enhancing HIVST uptake in MSM, especially in low- and middle-income countries [29]. Furthermore, the rate of HIVST use among MSM who use pre-exposure prophylaxis (PrEP), especially among those on daily PrEP, was observed to be high in a multicenter trial in China [68]. Thus, more extensive and specific applications of HIVST, such as using HIVST during the follow-up of PrEP users, may generate improved data for HIVST uptake and use. All forms of sex work are illegal in China, which restricts female sex workers and their male clients from actively seeking relevant and valuable knowledge regarding HIV. Therefore, inventive strategies are required to enhance the uptake of HIVST in key populations who are at high risk of HIV infection but possess limited knowledge of HIV prevention. In the 23 studies reporting the proportion of those who previously self-tested, only 2 studies [14,23] reported on the number of oral fluid–based HIVST used by self-testers (13.87% and 29%, respectively). Although it has been reported in the past that oral fluid–based HIVST is valid, acceptable, and accurate [5], the practical application of this testing method remains a challenge in China. Notably, oral fluid–based HIVST kit users in China were more likely to make errors during the oral HIVST testing procedure. Data gleaned from statistical meta-regression suggest that the category of the testing kit may not be the main or only reason for the actual difference in uptake between oral and blood-based HIVST kits.

According to our meta-analysis, it is estimated that approximately half (47.48%) of all individuals who were tested for HIV in China used HIVST as their first-ever test. HIVST has the potential to reach high-risk populations who have never been tested for HIV or who refuse voluntary counseling and testing. Qin et al [23], in contrast, observed that MSM who find sexual partners through the internet prefer medical facility–based testing rather than self-testing as their first-ever HIV test. This finding might be attributable to the fact that MSM who use the internet may have legitimate concerns regarding the accuracy of self-test kits after coming across relevant information on the internet, given their regular and routine access to internet-based information, in this instance, related to the overall quality and validity of HIVST kits on the internet [23]. HIVST with digital support may be an effective way to engage with those who self-test for HIV for the first time and some hard-to-reach populations, according to McGuire et al [69]. HIVST along with web-based counseling may be an effective strategy to increase the prevalence of HIV testing and reduce sexual risk behaviors [70], especially during the COVID-19 pandemic, when accessing HIV testing may have structural, regulatory, and psychological public health–related barriers [71,72]. Therefore, raising awareness of the accuracy and reliability of HIVST in a web-based digital manner might be desirable. In addition, monetary incentives combined with peer referral in the MSM population is also an effective manner to encourage first-time testing [73]. However, it is essential that other novel and inventive approaches for the promotion of first-time HIV testing are further explored.

The overall result feedback rate in those who self-test for HIV is known to be relatively high. Jin et al [37] compared the behaviors between those who did and those who did not submit their results after self-testing and observed, curiously, that individuals at lower HIV risk were more reluctant to submit their test results [37]. The lower feedback rate among individuals at lower HIV risk may lead to an inaccurate estimation of HIV prevalence in these populations. In this meta-analysis, we found that the cost of participants acquiring self-testing kits did not play a significant role in influencing results feedback.

The pooled reactive rate of HIVST among MSM in our study is similar to the overall national prevalence of HIV among MSM from 2001 to 2018, as estimated by Dong et al [74] (4.6%, 95% CI 3.2%–6.5% vs 5.7%, 95% CI 5.4%–6.1%). One recent study suggested that the lower reactive rate of HIVST is likely to be associated with a wider participant base in the study, and participants are not necessarily restricted to potential high-risk individuals only [3]. Our findings support the aforementioned speculation—that the reactive rate in China has declined steadily along with the widespread use of HIVST after 2018. However, beyond that, the reduced reactive rate may also reflect a demonstration of the significance of HIVST for HIV prevention.

Choko et al [75] indicated that financial incentives and partner-delivered approaches may likely increase male linkage into posttest HIV care. Among the studies providing self-test kits (excluding 2 studies with small sample size [48,60]; n=10), those providing self-test kits distributed by sexual partners [53] showed a higher linkage-to-care rate among HIV-positive patients (81.9%), whereas for those studies only distributing testing kits by post [37,40], the linkage-to-care rate was from 53.6% to 72.4%. Our review observed that sexual partners may...
play a critical role in accessing timely medical intervention for their partners with HIV-positive self-tests.

Limitations

We acknowledge several limitations to our study. First, most of the data used in our study were derived from the MSM population, and our analysis is based exclusively on this data. Therefore, the results of our study provide only limited outcomes and knowledge with respect to the application of HIVST in other high-risk populations. Second, data associated with the use of HIVST over extended periods are limited. One recent longitudinal study observed that HIVST adherence reduced to a paltry 10% during 1-year of follow-up [76]. Thus, the potential role of HIVST use over prolonged periods requires further exploration. Third, HIVST kits provided by research sponsors were available for free or on a refundable basis in the included studies. The effect of actual cost of access to HIVST kits in the real world in China was, therefore, not assessed or commented upon in our discussion.

Conclusion

In summary, HIVST has evolved over recent years into an important pillar of HIV prevention in China. However, the use of HIVST in non-MSM populations requires sustained upscaling. The long-term applications of HIVST and the effects of self-financing of HIVST in China have yet to be explored.
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Abstract

Background: The management of people living with HIV and AIDS is multidimensional and complex. Using patient-reported outcome measures (PROMs) has been increasingly recognized to be the key factor for providing patient-centered health care to meet the lifelong needs of people living with HIV and AIDS from diagnosis to death. However, there is currently no consensus on a PROM recommended for health care providers and researchers to assess health outcomes in people living with HIV and AIDS.

Objective: The purpose of this systematic review was to summarize and categorize the available validated HIV-specific PROMs in adults living with HIV and AIDS and to assess these PROMs using the Consensus-Based Standards for the Selection of Health Measurement Instruments (COSMIN) methodology.

Methods: This systematic review followed the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines. A literature search of 3 recommended databases (PubMed, Embase, and PsychINFO) was conducted on January 15, 2021. Studies were included if they assessed any psychometric property of HIV-specific PROMs in adults living with HIV and AIDS and met the eligibility criteria. The PROMs were assessed for 9 psychometric properties, evaluated in each included study following the COSMIN methodology by assessing the following: the methodological quality assessed using the COSMIN risk of bias checklist; overall rating of results; level of evidence assessed using the modified Grading of Recommendations, Assessment, Development, and Evaluation approach; and level of recommendation.

Results: A total of 88 PROMs classified into 8 categories, assessing the psychometric properties of PROMs for adults living with HIV and AIDS, were identified in 152 studies including 79,213 people living with HIV and AIDS. The psychometric properties of most included PROMs were rated with insufficient evidence. The PROMs that received class A recommendation were the Poz Quality of Life, HIV Symptom Index or Symptoms Distress Module of the Adult AIDS Clinical Trial Group, and People Living with HIV Resilience Scale. In addition, because of a lack of evidence, recommendations regarding use could not be made for most of the remaining assessed PROMs (received class B recommendation).

Conclusions: This systematic review recommends 3 PROMs to assess health outcomes in adults living with HIV and AIDS. However, all these PROMs have some shortcomings. In addition, most of the included PROMs do not have sufficient evidence for assessing their psychometric properties and require a more comprehensive validation of the psychometric properties in the future to provide more scientific evidence. Thus, our findings may provide a reference for the selection of high-quality HIV-specific PROMs by health care providers and researchers for clinical practice and research.

(JMIR Public Health Surveill 2022;8(12):e39015) doi:10.2196/39015

https://publichealth.jmir.org/2022/12/e39015
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Introduction

Background
According to the statistics from the Joint United Nations Program on HIV/AIDS, 28.2 million individuals were accessing antiretroviral therapy (ART) as of mid-2021 [1]. Although effective treatment via ART has improved the life expectancy of people living with HIV and AIDS [2], this population still faces substantial challenges brought by HIV [3-6]. Therefore, Lazarus et al [7] proposed the Fourth 90 target to ensure that 90% of people living with HIV and AIDS with viral suppression have a good health-related quality of life (HRQoL) after the World Health Organization proposed the 90-90-90 targets. They proposed that HRQoL in people living with HIV and AIDS should be considered as important as viral suppression [8]. For people living with HIV and AIDS, the focus should be shifted toward improving HIV-related care [9].

The management of people living with HIV and AIDS is multidimensional and complex. To overcome the obstacles to achieving the Fourth 90 [10], patient-centered care that can meet the lifelong needs of people living with HIV and AIDS from diagnosis to death is the key requirement [9]. The collection and use of patient-reported outcome (PRO) data is one of the most effective approaches for ensuring that the care reflects the needs and priorities of people living with HIV and AIDS [9]. Compared with clinician-reported outcomes, PROs present a more comprehensive method for assessing the subjective perceptions of people living with HIV and AIDS of their own health that cannot be observed or are not easily observed directly and have been shown to accurately predict health outcomes among this population [11,12]. Furthermore, there is sufficient evidence that PROs can be used to improve the care quality and health outcomes in people living with HIV and AIDS, such as by improving patient-physician communication [13], clinical decision-making [14], and symptom recognition [15].

Why Did This Systematic Review Only Include HIV-Specific PRO Measures?
Patient-reported outcome measures (PROMs) are the actual tool developed for collecting PRO data. There are 2 types of PROMs: generic (designed for use in any population and cover general aspects of outcome measures) and disease specific (designed for use in people with a condition and measure specific aspects of an outcome of importance). Many generic and HIV-specific PROMs have been validated in people living with HIV and AIDS. The advantage of a generic PROM is that it enables researchers to compare the health outcomes of people living with HIV and AIDS with those of other populations based on the same measurements [16]. However, unlike generic PROMs, HIV-specific PROMs do not have a significant ceiling and floor effect and do not overestimate health outcomes in people living with HIV and AIDS [17,18]. Furthermore, HIV-specific PROMs are more closely associated with HIV than are generic PROMs. In addition, they have the sensitivity for detecting and quantifying minor changes and specificity needed for HIV-specific domains, such as HIV-related stigma, comorbidities, and ART-related treatment [19]. Some related reviews have recommended a strategy to combine generic and HIV-specific PROMs to supplement HIV-specific health care outcomes that cannot be obtained with generic PROMs alone [20,21]. Clayson et al [20] suggested that the right combination of generic and HIV-specific PROMs can improve the comprehensiveness of assessment content, such that it includes not only the 3 core domains that generic PROMs focus on, that is, physical function, social or role function, and mental health or emotional well-being, but also the items or domains addressing issues relevant to HIV or AIDS and its treatment. Considering that many HIV-specific PROMs were developed before the widespread use of ART, they may not be able to detect the impact of current treatment on people living with HIV and AIDS and serve as an assessment tool for the long-term management of people living with HIV and AIDS [9]. In addition, many poorly designed PROMs lack a standardized development process. Therefore, it is necessary to summarize the existing HIV-specific PROMs and assess their psychometric properties.

Previous Studies
With the rapid development of this field, many HIV-specific PROMs have been developed. After a preliminary literature search in MEDLINE using a comprehensive search strategy (Table S1 in Multimedia Appendix 1), we found some relevant reviews. Wen et al [19] recently conducted a systematic review on a similar topic; however, they only aimed at identifying and assessing the psychometric properties of HRQoL in people living with HIV and AIDS. Engler et al [22] identified 117 different HIV-specific PROMs in 2016; however, they did not quantitatively assess the psychometric properties of these PROMs. Cooper [16] reported an overview of the available reviews and summarized the PROMs with <40 items for measuring HRQoL in people living with HIV and AIDS in 2017. Earlier, several researchers conducted nonsystematic reviews of some PROMs in specific contexts [20,23,24]. Although many previous reviews have summarized the content of some existing HIV-specific PROMs, few have comprehensively reported the psychometric properties of these PROMs and given recommendations for the use of these PROMs.

As accurate and reliable PROMs are a precondition for obtaining robust results, PROMs with good psychometric properties are indispensable for research [25]. Lancet HIV also suggested in the special issue of “HIV outcomes beyond viral suppression” that the psychometric properties of the existing PROMs should be assessed in line with the existing guidelines, such as the Consensus-Based Standards for the Selection of Health Measurement Instruments (COSMIN) guidelines [9]. The COSMIN guidelines provide a consecutive procedure to help health care providers and researchers improve the selection of the most suitable PROMs in research and clinical practice [26]. Therefore, we conducted a systematic review to identify studies assessing the psychometric properties of HIV-specific PROMs.
validated in a population of adults living with HIV and AIDS and categorized these PROMs based on the type of outcome measure. We further assessed the methodological quality and level of evidence of these PROMs in association with their psychometric properties.

Objective
The purpose of this systematic review was to summarize and categorize the available and validated HIV-specific PROMs for adults living with HIV and AIDS. This systematic review also aimed to use the COSMIN methodology to assess the psychometric properties of these PROMs and make an evidence-based and completely transparent recommendation for the use of these PROMs.

Methods
Overview
This systematic review was conducted and reported according to the COSMIN guidelines [27] and the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) statement [28]. It included only a secondary data analysis of publicly available content not involving human participants. Therefore, ethics approval was not required for this review.

Search Strategy
Three literature databases (MEDLINE, Embase, and PsycINFO) were searched on January 15, 2021. Two important web databases, PROQOLID and PROMIS, which contain a large number of PROMs and cover a wide range of populations and therapeutic areas, were also searched for PROMs. These 2 databases were developed by the Mapi Research Trust in France and the National Institutes of Health in the United States to facilitate the selection process of PROMs and are now used by many clinical investigators. The reference lists of relevant reviews in the preliminary literature search and the included studies were further examined for relevant publications. The search strategy used three COSMIN-guided search terms in reference to the search for constructs developed by Terwee et al [29]: (1) construct of interest, (2) condition of interest, and (3) psychometric properties (Table S2 in Multimedia Appendix 1). A comprehensive search strategy was developed under the guidance of a senior health research librarian.

Study Selection
The eligibility criteria of the studies were as follows: (1) the study validated HIV-specific PROMs for adults living with HIV or AIDS and assessed at least one of the 9 psychometric properties defined by the COSMIN guidelines: content validity, structural validity, internal consistency, cross-cultural validity or measurement invariance, reliability, measurement error, criterion validity, hypotheses testing for construct validity, and responsiveness [30]; (2) the study was published in English in a peer-reviewed journal; and (3) the study applied self-administered PROMs for patients.

Studies were excluded if (1) they used the PROM mainly for outcome measures rather than for assessing the 9 psychometric properties; (2) they developed and used PROMs for screening or diagnostic purposes only; (3) they were not an original investigation, such as reviews, letters, and editorials; (4) they included generic PROMs or other disease-specific PROMs not related to or only partially related to HIV (such as the 36-Item Short-Form Health Survey Questionnaire); and (5) they provided indirect evidence of psychometric properties (such as studies using a PROM in a validation study of another instrument [30]).

The retrieved literature was imported into the EndNote software (version X9; Clarivate Plc), and duplications were automatically removed. A 2-stage screening process was used to select eligible studies. First, the titles and abstracts were screened based on the predetermined selection criteria (stage I). Subsequently, the full texts of articles deemed relevant or possibly relevant were obtained and further assessed for eligibility (stage II). Two independent researchers (ZW and YZ) determined study eligibility, and any disagreement was settled by consensus or discussion with a third researcher (BQ).

Data Exclusion
For the eligible studies, data were independently extracted by the same 2 researchers (ZW and YZ) using a standardized form, and completeness and correctness were confirmed. Any discrepancy was resolved via a discussion with the third researcher (BQ). The extracted data included the characteristics of PROMs (name of the PROM[abbreviation], year of PROM development, targeted concept, recall period, number of items, each domain and the number of items in each domain, response options and score range, and original language), characteristics of the included studies (first author [year of publication], the total number of patients [N], age, gender, patient description, years diagnosis, severity of disease, recruitment context, country of research, and effective response rate of the questionnaire), and results of the included studies (COSMIN risk of bias information, evidence of the 9 psychometric properties, and COSMIN summary and rating).

Data Analysis
According to the suggestions mentioned in the COSMIN guidelines, each PROM was assessed via a 4-step process [27]. First, the methodological quality for every psychometric property in each study was assessed using the COSMIN risk of bias checklist based on a four-point response, “very good,” “adequate,” “doubtful,” or “inadequate,” and an overall rating of the psychometric property was determined based on the item with the worst rating [30]. Second, the results for every psychometric property in each study were rated based on the updated criteria for good psychometric properties [27], and each result was graded as positive (+), negative (–), or indeterminate (?). Third, the overall results for each psychometric property of a PROM were rated as sufficient (+), insufficient (–), inconsistent (±), or indeterminate (?), and the level of evidence for each psychometric property of a PROM was rated as “high,” “moderate,” “low,” or “very low” by following the Grading of Recommendations, Assessment, Development, and Evaluation approach, which considered the initial level of evidence to be high, with subsequent downgrading based on the score for 4 criteria: risk of bias, inconsistencies, imprecision, and indirectness. Finally, a table summarizing the findings was constructed and used to make recommendations for the selection of the most suitable PROMs.
All assessments were conducted independently by 3 researchers (ZW, HK, and XD), and any disagreement was settled via consensus or discussion with a fourth researcher (YZ). The Cohen $\kappa$ coefficient was calculated using the SPSS software (version 24.0; IBM) to evaluate the interrater agreement for title and abstract screening, study selection, and data extraction.

**Results**

**Search Results**

A total of 11,361 articles were identified in the literature search, and another 27 articles were identified through reference and citation searches. Of these, 2090 were excluded because of duplication. After screening the titles and abstracts, 535 articles were found to be potentially relevant, and their full text was assessed. A total of 152 articles were finally included [31-182]. The PRISMA flow diagram and the reasons for exclusion are presented in Figure 1. The average Cohen $\kappa$ coefficients for the title and abstract screening, study selection, and data extraction were 0.85, 0.82, and 0.89, respectively, indicating that the 2 researchers reached a “substantial agreement” as defined by Landis and Koch [183] in 1991.

**Figure 1.** The PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram. PROM: patient-reported outcome measure. *These studies were identified through further research of the reference lists of relevant reviews in the preliminary literature search and the included studies.

**Characteristics of the Included PROMs**

Table 1 lists the characteristics of the included PROMs, with details of the subscales provided in Table S3 in Multimedia Appendix 1. A total of 88 PROMs were reported in the 152 included studies, and these PROMs can be divided into 8 categories (improved based on the initial taxonomy developed by Engler et al [22]): HRQoL (24/88, 27% of PROMs) [31-102], symptoms (10/88, 11% of PROMs) [103-120], stigma (15/88, 17% of PROMs) [121-142], psychological (8/88, 9% of PROMs) [143-151], body and facial appearance (5/88, 6% of PROMs) [152-156], treatment (17/88, 19% of PROMs) [153-173], social support (3/88, 3% of PROMs) [174-176], and self-management and self-care (6/88, 7% of PROMs) [177-182]. All the included PROMs were tools self-administered by people living with HIV and AIDS either in a clinical or research context. Of these 88 PROMs, 22 (25%) PROMs were developed before 2000, 31 (35%) between 2000 and 2009, and 35 (40%) after 2010. The recall period for PROMs ranged from “past 7 days” to “last 12 months.” The number of items varied between 4 and 165. The original language for most PROMs was English, and the response option format for most PROMs was the 5-point Likert scale.
<table>
<thead>
<tr>
<th>PROM; year of development</th>
<th>Targeted concept</th>
<th>Recall period</th>
<th>Total no. of items</th>
<th>Response options</th>
<th>Score range</th>
<th>Original language</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOS-HIV(^c) [31-51]; 1996</td>
<td>HRQoL</td>
<td>Past 4 weeks</td>
<td>35</td>
<td>Multiple response options</td>
<td>Raw scores for each scale were transformed to a scale of 0 to 100</td>
<td>English</td>
</tr>
<tr>
<td>MOS-HIV-17 [53]; 2000</td>
<td>HRQoL</td>
<td>Past 4 weeks</td>
<td>17</td>
<td>Multiple response options</td>
<td>Raw scores for each scale were transformed to a scale of 0 to 100</td>
<td>English</td>
</tr>
<tr>
<td>MOS-HIV-29 [52]; 2012</td>
<td>HRQoL</td>
<td>Past 30 days</td>
<td>29</td>
<td>Multiple response options</td>
<td>Raw scores for each scale were transformed to a scale of 0 to 100</td>
<td>Luganda</td>
</tr>
<tr>
<td>HIV Overview of Problems Evaluation System [54,55]; 1992</td>
<td>HRQoL</td>
<td>—(^d)</td>
<td>165</td>
<td>5-point Likert scale (0-4)</td>
<td>Summary of scales: physical scale, medical interaction, psychosocial scale, sexual scale, and significant others or partners</td>
<td>English</td>
</tr>
<tr>
<td>HIV-Related Quality of Life Questions [56]; 1993</td>
<td>HRQoL</td>
<td>Past month</td>
<td>34</td>
<td>Multiple response options</td>
<td>—</td>
<td>English</td>
</tr>
<tr>
<td>AIDS Health Assessment Questionnaire [57]; 1997</td>
<td>HRQoL</td>
<td>Different recall periods per dimensions</td>
<td>116</td>
<td>Multiple response options</td>
<td>Raw scores were transformed to a scale of 0 to 100</td>
<td>English</td>
</tr>
<tr>
<td>HIV-PARSE(^e) [58]; 1994</td>
<td>HRQoL</td>
<td>Different recall periods per dimensions</td>
<td>30</td>
<td>Multiple response options</td>
<td>Perceived Health Index (25 items)</td>
<td>English</td>
</tr>
<tr>
<td>HIV-PARSE-Brief [59]; 1995</td>
<td>HRQoL</td>
<td>Different recall periods per dimensions</td>
<td>21</td>
<td>Multiple response options</td>
<td>Perceived Health Index (13 items)</td>
<td>English</td>
</tr>
<tr>
<td>HRQoL [60]; 1995</td>
<td>HRQoL</td>
<td>Past 4 weeks</td>
<td>64</td>
<td>Multiple response options</td>
<td>A physical health dimension and a Mental health dimension</td>
<td>English</td>
</tr>
<tr>
<td>Functional Assessment of HIV Infection [61-65]; 1996</td>
<td>HRQoL</td>
<td>Past 7 days</td>
<td>44</td>
<td>5-point Likert scale (0-4)</td>
<td>Sum of all item scores (0-176)</td>
<td>English</td>
</tr>
<tr>
<td>General Health Self-Assessment [66]; 1997</td>
<td>HRQoL</td>
<td>Past 4 weeks</td>
<td>49</td>
<td>Multiple response options</td>
<td>The subscales are scored as summed and transformed on a scale of 0 to 100</td>
<td>English</td>
</tr>
<tr>
<td>HIV Quality of Life 31-item scale [67]; 1997</td>
<td>HRQoL</td>
<td>—</td>
<td>31</td>
<td>Dichotomous: yes or no</td>
<td>Simple summation of dichotomous response options</td>
<td>French</td>
</tr>
<tr>
<td>HAT-QoL(^f) [68,69]; 1997</td>
<td>HRQoL</td>
<td>Past 4 weeks</td>
<td>42</td>
<td>5-point Likert scale (1-5)</td>
<td>All subscales are coded to range from 0 to 100</td>
<td>English</td>
</tr>
<tr>
<td>HAT-QoL-30 [35]; 1999</td>
<td>HRQoL</td>
<td>Past 4 weeks</td>
<td>30</td>
<td>5-point Likert scale (1-5)</td>
<td>All subscales are coded to range from 0 to 100</td>
<td>English</td>
</tr>
<tr>
<td>HAT-QoL-34 [42,70,71]; 2008</td>
<td>HRQoL</td>
<td>Past 4 weeks</td>
<td>34</td>
<td>5-point Likert scale (1-5)</td>
<td>All subscales are coded to range from 0 to 100</td>
<td>English</td>
</tr>
<tr>
<td>MQoL(^g) for patients with HIV or AIDS [34,72-75]; 1997</td>
<td>HRQoL</td>
<td>—</td>
<td>40</td>
<td>7-point Likert scale (1-7)</td>
<td>Each subscale ranged from 4 to 28; mental health score + (2 × physical functioning score) = overall index for MQoL (12-84)</td>
<td>English</td>
</tr>
<tr>
<td>PROM; year of development</td>
<td>Targeted concept</td>
<td>Recall period</td>
<td>Total no. of items</td>
<td>Response options</td>
<td>Score range</td>
<td>Original language</td>
</tr>
<tr>
<td>--------------------------</td>
<td>------------------</td>
<td>--------------</td>
<td>-------------------</td>
<td>------------------</td>
<td>-------------</td>
<td>------------------</td>
</tr>
<tr>
<td>Living with HIV Scale [76]; 1998</td>
<td>HRQoL</td>
<td>—</td>
<td>32</td>
<td>5-point Likert scale (0-4)</td>
<td>Sum of all item scores: 0-128; subscale scores range: 0-24</td>
<td>English</td>
</tr>
<tr>
<td>WHOQOL-HIVh [77-83]; 2004</td>
<td>HRQoL</td>
<td>The last 2 weeks</td>
<td>120 (30 facets)</td>
<td>5-point Likert scale (1-5)</td>
<td>Facet scores range: 4-20</td>
<td>English</td>
</tr>
<tr>
<td>WHOQOL-HIV-BREFi [84-95]; 2012</td>
<td>HRQoL</td>
<td>The last 2 weeks</td>
<td>31</td>
<td>5-point Likert scale (1-5)</td>
<td>Facet scores range: 4-20</td>
<td>English</td>
</tr>
<tr>
<td>Instituto Superiore di Sanità Quality of Life [96]; 2006</td>
<td>HRQoL</td>
<td>Past 4 weeks</td>
<td>62</td>
<td>5-point Likert scales (1-5)</td>
<td>All subscales are coded to range from 0 to 100</td>
<td>Italian</td>
</tr>
<tr>
<td>Symptom Quality of Life Adherence [97]; 2009</td>
<td>HRQoL</td>
<td>Past 4 weeks</td>
<td>26</td>
<td>HRQoL: 5-point Likert scales (1-5), symptoms: yes or no, and adherence: 10 cm VASj</td>
<td>HRQoL: standardized sum (0-100), symptoms: summed, and adherence: score 0-10 VAS</td>
<td>French</td>
</tr>
<tr>
<td>PROQOL-HIV-x-43 [98-100]; 2012</td>
<td>HRQoL</td>
<td>Past 2 weeks</td>
<td>43</td>
<td>5-point Likert scale (0-4)</td>
<td>Sum of the 8 subscales and coded as a total score range from 0 to 100</td>
<td>English</td>
</tr>
<tr>
<td>PROQOL-HIV-38 [101]; 2016</td>
<td>HRQoL</td>
<td>Past 2 weeks</td>
<td>38</td>
<td>5-point Likert scale (0-4)</td>
<td>Four subscale scores are summed of item responses, coded to range from 0 to 100</td>
<td>French</td>
</tr>
<tr>
<td>Poz Quality of Life [102]; 2018</td>
<td>HRQoL</td>
<td>—</td>
<td>13</td>
<td>5-point Likert scale (1-5)</td>
<td>Items were averaged to create the total score and scores for each subscale</td>
<td>English</td>
</tr>
</tbody>
</table>

### Symptoms

<p>| Riverside Symptom Checklist [103]; 1993 | HIV-related symptoms | Past 3 months | 28 | 5-point Likert scale (0-4) | The subscales are scored as summed and transformed on a scale from 0 to 100 | English |
| HIV Symptom Index [104]; 1994 | HIV-related symptoms | Past 2 weeks | 12 | 4-point Likert scales (0-3) | Scores range: 0-24 | English |
| HIV Assessment Tool [105]; 1994 | HIV-related symptoms | — | 34 in each exploratory factor analysis | 100-mm linear scale | Items were averaged to create the total score (0-100) | English |
| SSC-HIVl [106,107]; 1999 | HIV-related symptoms | — | 26 | 4-point Likert scales (0-3) | The items within a factor are summed for a subscale score | English |
| SSC-HIV-rev [108]; 2001 | HIV-related symptoms | — | 72 | 4-point Likert scales (0-3) | The items within a factor are summed for a subscale score | English |
| HIV Cost and Services Utilization Study Symptom Measure [109]; 2000 | HIV-related symptoms | Preceding 6 months | 13 for male and 14 for female respondents | 5-point Likert scale (1-5) | The subscales are scored as summed and transformed on a scale of 0 to 100 | English |
| HIV Symptom Index or Symptoms Distress Module of the ACTGm [110-112]; 2001 | HIV-related symptoms | Past 4 weeks | 20 | 5-point Likert scale (0-4) | Score range: 0-80 | English |
| HIV-Related Fatigue Scale [113-115]; 2002 | HIV-related fatigue | Past week | 56 | Multiple response options | All subscales are coded to range from 1 to 10 | English |
| HIV Disability Questionnaire [116-119]; 2013 | HIV-related disability | Past week | 69 | Disability presence scores: yes or no; disability severity scores: 5-point Likert scale (0-4); episodic scores: yes or no; 7-point Likert scale (0-6) [116] | Each method of calculating scores was to sum the scores and transform them into scores out of 100 | English |</p>
<table>
<thead>
<tr>
<th>PROM; year of development</th>
<th>Targeted concept</th>
<th>Recall period</th>
<th>Total no. of items</th>
<th>Response options</th>
<th>Score range</th>
<th>Original language</th>
</tr>
</thead>
<tbody>
<tr>
<td>Istituto Superiore di Sanità-HIV symptoms scale [120]; 2016</td>
<td>HIV-related symptoms</td>
<td>Past 4 weeks</td>
<td>22</td>
<td>5-point Likert scale (no score for each option)</td>
<td>—</td>
<td>Italian</td>
</tr>
</tbody>
</table>

**Stigma**

<table>
<thead>
<tr>
<th>PROM; year of development</th>
<th>Targeted concept</th>
<th>Recall period</th>
<th>Total no. of items</th>
<th>Response options</th>
<th>Score range</th>
<th>Original language</th>
</tr>
</thead>
<tbody>
<tr>
<td>HSS-40 [121,122]; 2001</td>
<td>HIV-related stigma</td>
<td>—</td>
<td>40</td>
<td>4-point Likert scale (1-4)</td>
<td>Score range: 40-160</td>
<td>English</td>
</tr>
<tr>
<td>HSS-32 [123,124]; 2007</td>
<td>HIV-related stigma</td>
<td>—</td>
<td>32</td>
<td>4-point Likert scale (1-4)</td>
<td>Score range: 32-128</td>
<td>English</td>
</tr>
<tr>
<td>HSS-12 [125-127]; 2010</td>
<td>HIV-related stigma</td>
<td>—</td>
<td>12</td>
<td>4-point Likert scale (1-4)</td>
<td>Score range: 12-48</td>
<td>Swedish</td>
</tr>
<tr>
<td>HSS-39 [128]; 2014</td>
<td>HIV-related stigma</td>
<td>—</td>
<td>39</td>
<td>4-point Likert scale (1-4)</td>
<td>Score range: 39-156</td>
<td>Swedish</td>
</tr>
<tr>
<td>HSS-30 [129]; 2015</td>
<td>HIV-related stigma</td>
<td>—</td>
<td>30</td>
<td>4-point Likert scale (1-4)</td>
<td>Score range: 30-120</td>
<td>Spanish</td>
</tr>
<tr>
<td>HSS-10 [130]; 2020</td>
<td>HIV-related stigma</td>
<td>—</td>
<td>10</td>
<td>5-point Likert scale (1-5)</td>
<td>Score range: 10-50</td>
<td>Japanese</td>
</tr>
<tr>
<td>HIV or AIDS stigma instrument–People living with AIDS [131,132]; 2007</td>
<td>HIV-related stigma</td>
<td>Two recall periods; past 3 months and ever since HIV diagnosis</td>
<td>33</td>
<td>4-point Likert scale (0-3)</td>
<td>Score range: 0-3</td>
<td>English</td>
</tr>
</tbody>
</table>

**Internalized HIV Stigma Measure [133]; 2008**

<table>
<thead>
<tr>
<th>PROM; year of development</th>
<th>Targeted concept</th>
<th>Recall period</th>
<th>Total no. of items</th>
<th>Response options</th>
<th>Score range</th>
<th>Original language</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internalized HIV-related stigma</td>
<td>—</td>
<td>28</td>
<td>Transformed linearly to a range of 0 to 100</td>
<td>The subscales are scored as summed and transformed on a scale of 0 to 100</td>
<td>English</td>
<td></td>
</tr>
</tbody>
</table>

**Internalized AIDS-Related Stigma Scale [134-136]; 2009**

<table>
<thead>
<tr>
<th>PROM; year of development</th>
<th>Targeted concept</th>
<th>Recall period</th>
<th>Total no. of items</th>
<th>Response options</th>
<th>Score range</th>
<th>Original language</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internalized HIV-related stigma</td>
<td>—</td>
<td>6</td>
<td>Binary response: 1=agree and 0=disagree</td>
<td>Total scores range of endorsed stigma items: 0-6</td>
<td>English</td>
<td></td>
</tr>
</tbody>
</table>

**Internalized Stigma in Those With HIV or AIDS [137]; 2011**

<table>
<thead>
<tr>
<th>PROM; year of development</th>
<th>Targeted concept</th>
<th>Recall period</th>
<th>Total no. of items</th>
<th>Response options</th>
<th>Score range</th>
<th>Original language</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internalized HIV-related stigma</td>
<td>Ever since HIV diagnosis</td>
<td>10</td>
<td>5-point Likert scale (1-5)</td>
<td>Score range: 10-50</td>
<td>English</td>
<td></td>
</tr>
</tbody>
</table>

**HIV- and Abuse-Related Shame Inventory [138]; 2012**

<table>
<thead>
<tr>
<th>PROM; year of development</th>
<th>Targeted concept</th>
<th>Recall period</th>
<th>Total no. of items</th>
<th>Response options</th>
<th>Score range</th>
<th>Original language</th>
</tr>
</thead>
<tbody>
<tr>
<td>HIV- and abuse-related shame</td>
<td>Past month</td>
<td>31</td>
<td>5-point Likert scale (0-4)</td>
<td>Score range: 0-124</td>
<td>English</td>
<td></td>
</tr>
</tbody>
</table>

**Self, Experienced, and Perceived HIV or AIDS Stigma Scales [139]; 2012**

<table>
<thead>
<tr>
<th>PROM; year of development</th>
<th>Targeted concept</th>
<th>Recall period</th>
<th>Total no. of items</th>
<th>Response options</th>
<th>Score range</th>
<th>Original language</th>
</tr>
</thead>
<tbody>
<tr>
<td>HIV-related stigma</td>
<td>—</td>
<td>22</td>
<td>4-point Likert scale (1-4)</td>
<td>Score range: 22-88</td>
<td>English</td>
<td></td>
</tr>
</tbody>
</table>

**HIV Stigma Mechanisms [140]; 2013**

<table>
<thead>
<tr>
<th>PROM; year of development</th>
<th>Targeted concept</th>
<th>Recall period</th>
<th>Total no. of items</th>
<th>Response options</th>
<th>Score range</th>
<th>Original language</th>
</tr>
</thead>
<tbody>
<tr>
<td>HIV stigma mechanisms</td>
<td>—</td>
<td>24</td>
<td>5-point Likert scales (1-5)</td>
<td>Items were averaged to create composite scores</td>
<td>English</td>
<td></td>
</tr>
</tbody>
</table>

**HIV or AIDS Stigma Assessment for Latino Gay Men, Bisexual Men, and Transgender Women Living With HIV [141]; 2013**

<table>
<thead>
<tr>
<th>PROM; year of development</th>
<th>Targeted concept</th>
<th>Recall period</th>
<th>Total no. of items</th>
<th>Response options</th>
<th>Score range</th>
<th>Original language</th>
</tr>
</thead>
<tbody>
<tr>
<td>HIV-related stigma</td>
<td>—</td>
<td>36</td>
<td>4-point Likert scale (1-4)</td>
<td>Score range: 36-144</td>
<td>English</td>
<td></td>
</tr>
</tbody>
</table>

**Van Rie HIV or AIDS-Related Stigma Scale-Revised for use in the United States [142]; 2015**

<table>
<thead>
<tr>
<th>PROM; year of development</th>
<th>Targeted concept</th>
<th>Recall period</th>
<th>Total no. of items</th>
<th>Response options</th>
<th>Score range</th>
<th>Original language</th>
</tr>
</thead>
<tbody>
<tr>
<td>HIV-related stigma</td>
<td>—</td>
<td>15</td>
<td>4-point Likert scale (0-3)</td>
<td>Items were averaged to create composite scores and subscales scores</td>
<td>English</td>
<td></td>
</tr>
</tbody>
</table>

**Psychological**

<table>
<thead>
<tr>
<th>PROM; year of development</th>
<th>Targeted concept</th>
<th>Recall period</th>
<th>Total no. of items</th>
<th>Response options</th>
<th>Score range</th>
<th>Original language</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Mental Adjustment to HIV scale [143]; 1994</td>
<td>Mental adjustment</td>
<td>—</td>
<td>40</td>
<td>4-point Likert scale (1-4)</td>
<td>The subscales are scored as summed</td>
<td>English</td>
</tr>
<tr>
<td>HIV or AIDS Stress Scale [144]; 2002</td>
<td>Stress and coping</td>
<td>Past month</td>
<td>23</td>
<td>5-point Likert scale (0-4)</td>
<td>Score range: 0-92</td>
<td>English</td>
</tr>
<tr>
<td>PROM; year of development</td>
<td>Targeted concept</td>
<td>Recall period</td>
<td>Total no. of items</td>
<td>Response options</td>
<td>Score range</td>
<td>Original language</td>
</tr>
<tr>
<td>---------------------------</td>
<td>------------------</td>
<td>--------------</td>
<td>--------------------</td>
<td>------------------</td>
<td>-------------</td>
<td>-------------------</td>
</tr>
<tr>
<td>Perceived Stress Scale Among People Living With HIV or AIDS [145]; 2008</td>
<td>HIV-related stress</td>
<td>Past month</td>
<td>35</td>
<td>5-point Likert scale (1-5)</td>
<td>Score range: 35-175</td>
<td>Simplified Chinese</td>
</tr>
<tr>
<td>Screenphiv [146,147]; 2012</td>
<td>Psychological issues related to HIV</td>
<td>—</td>
<td>63</td>
<td>VAS (0-100 mm)</td>
<td>Items were averaged to create composite scores</td>
<td>Spanish</td>
</tr>
<tr>
<td>Impact on Self-Concept Scale [148]; 2013</td>
<td>Impact of HIV on self-concept</td>
<td>—</td>
<td>10</td>
<td>6-point Likert scale (1-6)</td>
<td>Items were averaged to create composite scores</td>
<td>English</td>
</tr>
<tr>
<td>Impact of HIV [149]; 2015</td>
<td>Challenges of HIV survivorship</td>
<td>—</td>
<td>38</td>
<td>5-point Likert scale (1-5)</td>
<td>Score range: 38-190</td>
<td>English</td>
</tr>
<tr>
<td>HIV Meaningfulness Scale [150]; 2015</td>
<td>HIV meaningfulness</td>
<td>—</td>
<td>4</td>
<td>7-point Likert scale</td>
<td>Score range: 1-28</td>
<td>English</td>
</tr>
<tr>
<td>People Living with HIV Resilience Scale [151]; 2019</td>
<td>Resilience</td>
<td>Past 12 months</td>
<td>10</td>
<td>Positively affected: “+1,” not affected: “0,” and negatively affected: “−1”</td>
<td>Score range: (−10 to 10)</td>
<td>English</td>
</tr>
</tbody>
</table>

**Body and facial appearance**

| Body Image in Patients With HIV or AIDS [152]; 2005 | Perceived body image | — | 12 | 5-point VAS | Score range: 12-60 | English |
| Owen Clinic Lipodystrophy Scale [153]; 2006 | Body change | — | 12 | Dichotomous: (yes or no) — | — | English |
| ACTG-ABCD [154]; 2006 | Body change and distress | Part 3: past 4 weeks | 27 | Part 1: dichotomous: (yes or no); part 2 and part 3: 5-point Likert scale (1-5) | Sum of all item scores in part 3 (20 items) | English |
| ACTG-ABCD Short form [155]; 2014 | Body change and distress | Past 4 weeks | 18 | 5-point Likert scale (1-5) | Sum of all item scores | English |
| Facial Appearance Inventory [156]; 2016 | Appearance | Past 4 weeks | 10 | 7-point Likert scale (1-7) | Score range: 24-168; final score is linearly transformed to 0-100 | English |

**Treatment**

<p>| Medication Attribution Scale [157]; 1998 | Attributions about ART (its limitations on functioning, etc) | — | 10 | 11-point Likert scale (0-10) | Sum of all item scores | English |
| HIVTSQ [158]; 2001 | Satisfaction with ART | Past 4 weeks | 9 | 7-point Likert scale (0-6) | Total treatment satisfaction is the sum of the 9 item scores | English |
| HIV Treatment Satisfaction Questionnaire status version [159]; 2006 | Satisfaction with ART | Past few weeks | 10 | 7-point Likert scale (0-6) | Total treatment satisfaction is the sum of the 10 item scores | English |
| Treatment-Related Empowerment Scale [160]; 2001 | Empowerment (involvement in treatment decision-making) | — | 10 | 5-point Likert scale (1-5) | Sum of all item scores | English |
| Subcutaneous Injection Survey [161]; 2002 | Satisfaction with ART—subcutaneous injection | — | 15 | 5-point Likert scale (1-5) | Score range: 20-100 | English |
| Quality of care through the patient’s eyes [162]; 2003 | Quality of care | — | 27 | Importance and performance were measured using a 4-point Likert scale (1-4) | | English |</p>
<table>
<thead>
<tr>
<th>PROM; year of development</th>
<th>Targeted concept</th>
<th>Recall period</th>
<th>Total no. of items</th>
<th>Response options</th>
<th>Score range</th>
<th>Original language</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attitudes Toward HIV Health Care Provider scale [163]; 2004</td>
<td>Attitudes toward health care providers</td>
<td>—</td>
<td>19</td>
<td>6-point Likert scale (1-6)</td>
<td>Sum of all item scores</td>
<td>English</td>
</tr>
<tr>
<td>Antiretroviral General Adherence Scale [164]; 2006</td>
<td>Ease and ability to adhere to ART</td>
<td>Past 30 days</td>
<td>5</td>
<td>6-point Likert scale (1-6)</td>
<td>Sum of all item scores or a proportion (by dividing this score by the total possible score)</td>
<td>English</td>
</tr>
<tr>
<td>Health Care Relationship Trust Scale [165]; 2006</td>
<td>Trust toward health care providers</td>
<td>—</td>
<td>15</td>
<td>5-point Likert scale (0-4)</td>
<td>Sum of item scores and the mean of item scores</td>
<td>English</td>
</tr>
<tr>
<td>HIV Medication Readiness Scale [166]; 2007</td>
<td>Readiness to adhere to ART</td>
<td>—</td>
<td>10</td>
<td>5-point Likert scale (0-4)</td>
<td>Score range: 0-40</td>
<td>English and French</td>
</tr>
<tr>
<td>SECope [167]; 2007</td>
<td>Coping with the side effects of ART</td>
<td>—</td>
<td>20</td>
<td>5-point Likert scale (0-4)</td>
<td>Score range: 0-80</td>
<td>English</td>
</tr>
<tr>
<td>HIV Treatment Optimism Scale [168]; 2009</td>
<td>Optimism about ART</td>
<td>—</td>
<td>19</td>
<td>7-point Likert scale (1-7)</td>
<td>Score range: 19-133</td>
<td>English</td>
</tr>
<tr>
<td>HIV Medication Taking Self-Efficacy Scale [169]; 2010</td>
<td>Self-efficacy to adhere to ART</td>
<td>—</td>
<td>26</td>
<td>11-point Likert scale (0-10)</td>
<td>Sum of all item scores</td>
<td>English</td>
</tr>
<tr>
<td>Brief Estimate of Health Knowledge and Action-HIV version [170]; 2010</td>
<td>ART-related health literacy</td>
<td>—</td>
<td>8</td>
<td>Part I: 4-point Likert scale (0-3); Part II: 6-point Likert scale (0-5)</td>
<td>Sum of all item scores</td>
<td>English</td>
</tr>
<tr>
<td>HIV Treatment Readiness Measure [171]; 2011</td>
<td>Factors affecting the readiness for ART</td>
<td>Alcohol and drug use subscale in the past 3 months</td>
<td>38</td>
<td>5-point Likert scale (1-5)</td>
<td>Score range: 0-15</td>
<td>English</td>
</tr>
<tr>
<td>HIV Treatment Regimen Fatigue Scale [172]; 2015</td>
<td>Regimen fatigue</td>
<td>—</td>
<td>22</td>
<td>−3 to 3 (excluding 0)</td>
<td>Sum of all item scores</td>
<td>English</td>
</tr>
<tr>
<td>HIV Engagement in and Continuity of Care Scale [173]; 2017</td>
<td>Engagement in care</td>
<td>—</td>
<td>26</td>
<td>5-point Likert scale</td>
<td>—</td>
<td>English</td>
</tr>
<tr>
<td>Social support</td>
<td>Social Support Inventory [174]; 1999</td>
<td>Received social support</td>
<td>—</td>
<td>14/17</td>
<td>Satisfaction: 5-point Likert scale (1-5); want: yes or no; have: yes, no, or not applicable</td>
<td>Nine subscales: 0-5</td>
</tr>
<tr>
<td></td>
<td>Unsupportive Social Interactions Inventory-HIV version [175]; 1999</td>
<td>Unsupportive social interactions</td>
<td>—</td>
<td>24</td>
<td>4-point Likert scale (0-4)</td>
<td>An overall score, the Unsupportive Social Interactions Inventory-18, is based on 3 of its subscales</td>
</tr>
<tr>
<td></td>
<td>Perceived Social Support for HIV [176]; 2014</td>
<td>Perceived social support</td>
<td>—</td>
<td>12</td>
<td>5-point Likert scale (1-5)</td>
<td>Sum of all item scores; Score range: 12-60</td>
</tr>
<tr>
<td>Self-management and self-care</td>
<td>HIV Treatment Adherence Self-Efficacy Scale [177]; 2007</td>
<td>Self-efficacy to adhere to HIV care</td>
<td>Past 1 month</td>
<td>12</td>
<td>11-point Likert scale (0-10)</td>
<td>Item scores were averaged for each respondent</td>
</tr>
<tr>
<td></td>
<td>Perceived HIV Self-Management Scale [178]; 2011</td>
<td>Self-efficacy for HIV self-management</td>
<td>—</td>
<td>8</td>
<td>6-point Likert scale (1-6)</td>
<td>Sum of all item scores</td>
</tr>
<tr>
<td></td>
<td>HIV Self-Management Scale (Women) [179]; 2012</td>
<td>HIV Self-Management Scale (Women)</td>
<td>—</td>
<td>20</td>
<td>4-point Likert scale (0-3)</td>
<td>Subscale score range: 0-3</td>
</tr>
</tbody>
</table>
PROM: year of development | Targeted concept | Recall period | Total no. of items | Response options | Score range | Original language
---|---|---|---|---|---|---
HIV Intention Measure [180]: 2012 | Intention to adhere to HIV care | — | 14 | 6-point Likert scale (1-6) | — | English
HIV Exercise Stereotypes Scale [181]: 2016 | Stereotypes related to exercise in people living with HIV | — | 14 | 6-point Likert scale (1-6) | Three subscale scores are computed as the mean of item responses | French
HIV Symptom Management Self-Efficacy for Women Scale [182]: 2011 | Self-efficacy for HIV symptom management | — | 9 | 11-point Likert scale (0-10) | The final score is calculated as the mean of the 9 item scores | English

aEach version of a PROM is considered a separate PROM.
bHRQoL: health-related quality of life.
cMOS-HIV: Medical Outcomes Study–HIV Health Survey.
d—: not reported.
fHAT-QoL: HIV or AIDS-Targeted Quality of Life Instrument.
gMQoL: Multidimensional Quality of Life.
hWHOQOL-HIV: World Health Organization Quality of Life–HIV.
jVAS: visual analog scale.
kPROQOL-HIV: Patient-Reported Outcome Quality of Life–HIV Questionnaire.
lSSC-HIV: Sign and Symptom Checklist for HIV.
mACTG: Adult AIDS Clinical Trial Group.
nHSS: HIV Stigma Scale.
oACTG-ABCD: Adult AIDS Clinical Trial Group’s Assessment of Body Change and Distress.
pART: antiretroviral therapy.
qHIVTSQ: HIV Treatment Satisfaction Questionnaire.

Characteristics of the Included Records
As 3 studies [34,35,42] included the assessment of 2 PROMs, 155 records were included. Table S4 in Multimedia Appendix 1 shows the characteristics of the 155 included records. Of these 155 records, 31 (20%) records were reported before 2000, 46 (29.7%) records were reported between 2000 and 2009, and 78 (50.3%) records were reported after 2010. The total sample size of these records was 79,213 (range 20-5521). There were more men than women in 83.2% (129/155) of the records, and 1.3% (2/155) of records did not indicate gender data. Most records gave the mean (SD) or median (IQR) age data for samples (range 16-84 years), and 8.4% (13/155) of records did not indicate gender data. Most records gave the mean (SD) or median (IQR) age data for samples (range 16-84 years), and 8.4% (13/155) of records indicated no age data. There were 70.3% (109/155) records from high-income countries (64/155, 41.3% records from the United States), 20.6% (32/155) records from low- and medium-income countries (9/155, 5.8% records from China), and 9% (14/155) of records from multiple countries. Table S4 in Multimedia Appendix 1 also summarizes the years since diagnosis, the severity of the disease, recruitment context, and effective response rate.

Methodological Quality Assessment
The methodological quality for each psychometric property of every record is summarized in Table S5 in Multimedia Appendix 1 based on the COSMIN risk of bias checklist. As there is no generally accepted “golden standard” for assessing health outcomes in adults living with HIV and AIDS, the criterion validity of all studies was not considered. Most records assessed internal consistency (146/155, 94.2% of records) and structural validity (96/155, 61.9% of records), and most of them were rated as “very good” or “adequate.” Although 79.4% (123/155) of records assessed the hypotheses testing for construct validity, most were rated as “doubtful” or “inadequate.” As for the remaining psychometric properties, only a few records assessed them, and most of them were rated as “doubtful” or “inadequate.”

Overall Results and the Level of Evidence
Table S6 in Multimedia Appendix 1 shows the results of each psychometric property of each record. The overall results and the level of evidence are presented in Table S7 in Multimedia Appendix 1. There are only few studies on PROMs, except for some well-known PROMs; accordingly, there is little evidence for psychometric properties.

Of the 88 PROMs, PROM development was assessed in 18% (16/88) PROMs, and original content validity was assessed in 3% (3/88) PROMs. However, no PROM exhibited “sufficient” high-quality evidence for content validity. Subsequently, we found that 16% (14/88) of the PROMs had “sufficient” high-quality evidence of structural validity; however, most
others had “indeterminate” moderate-quality evidence. The internal consistency for a PROM can be assessed only if it has at least low-quality evidence for “sufficient” structural validity; otherwise, the internal consistency will be considered “indeterminate” [30]. Therefore, although 83% (73/88) of PROMs presented high-quality evidence for internal consistency, only 16% (14/88) demonstrated “sufficient” results. Evidence supporting hypotheses testing for construct validity was available for 81% (71/88) of the PROMs. Furthermore, reliability was assessed in 30% (26/88) PROMs, but no PROM presented “sufficient” high-quality evidence. The responsiveness of 8% (7/88) of PROMs was evaluated as “sufficient,” but only 2% (2/88) PROMs (Functional Assessment of HIV Infection [61-66] and HIV Medication Readiness Scale [166]) showed high-quality evidence. Cross-cultural validity or measurement invariance was assessed in only 6% (5/88) of PROMs with low or very low quality [82,111,122,124,127]. Finally, only 1% (1/88) of PROMs assessed measurement error with “indeterminate” low-quality evidence [118].

Recommendations
The following recommendations are presented according to the COSMIN guidelines (Table 2):

- Class A: The PROMs with evidence for “sufficient” content validity (any level) and at least low-quality evidence for “sufficient” internal consistency included the following: Poz Quality of Life (PozQoL) [102], HIV Symptom Index or Symptoms Distress Module of the Adult AIDS Clinical Trial Group (HIV-SI or SDM) [110-112], and People Living with HIV Resilience Scale (PLHIV-RS) [151]. These may be recommended for use, and the results obtained may be credible.
- Class B: The remaining PROMs have the potential to be recommended for use; however, further research is required to assess their quality (PROMs not included in class A or C).
- Class C: The PROMs with high-quality evidence for an “insufficient” psychometric property included the following: Multidimensional Quality of Life for patients With HIV and AIDS [72-75], Patient-Reported Outcome Quality of Life-HIV Questionnaire-38 [101], HIV-Related Fatigue Scale [113-115], HIV Stigma Scale-10 [130], HIV or AIDS Stress Scale [144], Screenphiv [146,147], SECope [167], and HIV Exercise Stereotypes Scale [181]. They may not be recommended for use.

Although 3 PROMs have been recommended, they all have some shortcomings, reducing the strength of the recommendation for their routine use. Furthermore, although PozQoL [102] and PLHIV-RS [151] achieved class A, they were developed and assessed based on a single validation study. In addition, some items in HIV-SI or SDM have significant differential item functioning between different cultural groups [111], indicating low-quality evidence for “insufficient” cross-cultural validity.
<table>
<thead>
<tr>
<th>PROMb</th>
<th>Content validity</th>
<th>Structural validity</th>
<th>Internal consistencyc</th>
<th>CCV or MI d</th>
<th>Reliability</th>
<th>Measurement error</th>
<th>HTCVe,f</th>
<th>Responsiveness</th>
<th>Classg</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOS-HIV[31-51]</td>
<td>+ M ± M</td>
<td>± M</td>
<td>± M</td>
<td>+ H</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MOS-HIV-17 [53]</td>
<td>? H</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HOPES[54,55]</td>
<td>? H</td>
<td></td>
<td></td>
<td>+ VL + VL</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIV-QoLk [56]</td>
<td>? H</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AIDS-HAQl [57]</td>
<td>? H</td>
<td></td>
<td></td>
<td>+ H + L</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIV-PARSEmb [58]</td>
<td>? H</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIV-PARSE-Brief [59]</td>
<td>? H</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HRQOLm [60]</td>
<td>– VL ? H</td>
<td></td>
<td></td>
<td>+ L</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FAHI[61-65]</td>
<td>± M – M ? H</td>
<td></td>
<td></td>
<td>+ H + H</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GHSAP[66]</td>
<td>? M ? H</td>
<td></td>
<td></td>
<td>+ L</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HAT-QoL[68,69]</td>
<td>? H</td>
<td></td>
<td></td>
<td>– M</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HAT-QoL-30 [35]</td>
<td>? H</td>
<td></td>
<td></td>
<td>+ L</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MQoL-HIVA[34,72-75]</td>
<td>? M ? M ? H</td>
<td></td>
<td></td>
<td>– H + H + M</td>
<td>C</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LWHIVS[76]</td>
<td>± VL ? M ? H</td>
<td></td>
<td></td>
<td>– L</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WHOQOL-HIV-BREF [84-95]</td>
<td>± L ? H ? M</td>
<td></td>
<td></td>
<td>+ L</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ISSQoL[96]</td>
<td>+ L ? H</td>
<td></td>
<td></td>
<td>+ L</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PROQOL[98,100]</td>
<td>+ VL ? M ? H</td>
<td></td>
<td></td>
<td>+ L + L</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PozQoL[102]</td>
<td>+ L + H + H</td>
<td></td>
<td></td>
<td>+ M + M</td>
<td>A</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RSC[103]</td>
<td>? H</td>
<td></td>
<td></td>
<td>+ H</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HSI[104]</td>
<td>? H</td>
<td></td>
<td></td>
<td>+ L</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HAT[105]</td>
<td>? VL ? VL</td>
<td></td>
<td></td>
<td>+ L</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SSC-HIV[106,107]</td>
<td>+ M + H</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

\[a\] Summary of findings

\[b\] PROM = Promotional Measure

\[c\] Internal consistency

\[d\] CCV or MI = Common Variance or Mean Imputation

\[e\] HTCV = Homogeneity Test of Common Variance

\[f\] MI = Mean Imputation

\[g\] Class = Class of Response
<table>
<thead>
<tr>
<th>PROM&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Content validity</th>
<th>Structural validity</th>
<th>Internal consistency&lt;sup&gt;c&lt;/sup&gt;</th>
<th>CCV or MI&lt;sup&gt;d&lt;/sup&gt;</th>
<th>Reliability</th>
<th>Measurement error</th>
<th>HTCV&lt;sup&gt;e,f&lt;/sup&gt;</th>
<th>Responsiveness</th>
<th>Class&lt;sup&gt;g&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>HCSUS-SM&lt;sup&gt;ad&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>B</td>
<td></td>
</tr>
<tr>
<td>HIV-SI or SDM&lt;sup&gt;ae&lt;/sup&gt;</td>
<td>+</td>
<td>L</td>
<td>+</td>
<td>H</td>
<td>+ H</td>
<td>L</td>
<td>+ L</td>
<td>A</td>
<td></td>
</tr>
<tr>
<td>HRFS&lt;sup&gt;df&lt;/sup&gt; [113-115]</td>
<td>?</td>
<td>VL</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>C</td>
<td></td>
</tr>
<tr>
<td>HDQ&lt;sup&gt;eg&lt;/sup&gt; [116-119]</td>
<td>+</td>
<td>M</td>
<td>+</td>
<td>M</td>
<td>? L</td>
<td>± M</td>
<td></td>
<td>B</td>
<td></td>
</tr>
<tr>
<td>ISS-HIV-SS&lt;sup&gt;h&lt;/sup&gt; [120]</td>
<td>?</td>
<td>M</td>
<td>?</td>
<td>H</td>
<td>+ H</td>
<td></td>
<td></td>
<td>B</td>
<td></td>
</tr>
<tr>
<td>HSS&lt;sup&gt;i&lt;/sup&gt;-40 [121,122]</td>
<td>?</td>
<td>M</td>
<td>?</td>
<td>H</td>
<td>– L</td>
<td>+ M</td>
<td></td>
<td>B</td>
<td></td>
</tr>
<tr>
<td>HSS-12 [125-127]</td>
<td>+</td>
<td>H</td>
<td>+</td>
<td>H</td>
<td>– L</td>
<td>– M</td>
<td></td>
<td>B</td>
<td></td>
</tr>
<tr>
<td>HSS-30 [129]</td>
<td>?</td>
<td>M</td>
<td>+</td>
<td>H</td>
<td>+ H</td>
<td></td>
<td></td>
<td>B</td>
<td></td>
</tr>
<tr>
<td>HSS-10 [130]</td>
<td>+</td>
<td>H</td>
<td>–</td>
<td>H</td>
<td>+ L</td>
<td></td>
<td></td>
<td>C</td>
<td></td>
</tr>
<tr>
<td>HASI&lt;sup&gt;lp&lt;/sup&gt;-P [131,132]</td>
<td>?</td>
<td>H</td>
<td>?</td>
<td>H</td>
<td>+ H</td>
<td></td>
<td></td>
<td>B</td>
<td></td>
</tr>
<tr>
<td>IHSM&lt;sup&gt;k&lt;/sup&gt; [133]</td>
<td>?</td>
<td>M</td>
<td>?</td>
<td>H</td>
<td>– L</td>
<td></td>
<td></td>
<td>B</td>
<td></td>
</tr>
<tr>
<td>IA-RSS&lt;sup&gt;ad&lt;/sup&gt; [134-136]</td>
<td>+</td>
<td>H</td>
<td>+</td>
<td>H</td>
<td>– M</td>
<td>± M</td>
<td></td>
<td>B</td>
<td></td>
</tr>
<tr>
<td>ISAT&lt;sup&gt;hm&lt;/sup&gt; [137]</td>
<td>?</td>
<td>M</td>
<td>?</td>
<td>H</td>
<td>+ H</td>
<td></td>
<td></td>
<td>B</td>
<td></td>
</tr>
<tr>
<td>SEP-HASS&lt;sup&gt;aq&lt;/sup&gt; [139]</td>
<td>?</td>
<td>H</td>
<td></td>
<td></td>
<td>+ VL</td>
<td></td>
<td></td>
<td>B</td>
<td></td>
</tr>
<tr>
<td>HIV-SM&lt;sup&gt;eo&lt;/sup&gt; [140]</td>
<td>?</td>
<td>M</td>
<td></td>
<td></td>
<td>– VL</td>
<td></td>
<td></td>
<td>B</td>
<td></td>
</tr>
<tr>
<td>HA-SAL-GBT&lt;sup&gt;am&lt;/sup&gt; [141]</td>
<td>?</td>
<td>VL</td>
<td>?</td>
<td>H</td>
<td>– L</td>
<td></td>
<td></td>
<td>B</td>
<td></td>
</tr>
<tr>
<td>VR-HARSSR&lt;sup&gt;az&lt;/sup&gt; [142]</td>
<td>?</td>
<td>L</td>
<td>?</td>
<td>M</td>
<td>+ M</td>
<td></td>
<td></td>
<td>B</td>
<td></td>
</tr>
<tr>
<td>MAH&lt;sup&gt;au&lt;/sup&gt; [143]</td>
<td>?</td>
<td>VL</td>
<td>?</td>
<td>H</td>
<td></td>
<td></td>
<td></td>
<td>B</td>
<td></td>
</tr>
<tr>
<td>SS-HIV&lt;sup&gt;ad&lt;/sup&gt; [144]</td>
<td>–</td>
<td>H</td>
<td>?</td>
<td>H</td>
<td>+ M</td>
<td>+ L</td>
<td></td>
<td>C</td>
<td></td>
</tr>
<tr>
<td>PSSH&lt;sup&gt;iv&lt;/sup&gt;HIV&lt;sup&gt;aw&lt;/sup&gt; [145]</td>
<td>±</td>
<td>VL</td>
<td>?</td>
<td>M</td>
<td>+ L</td>
<td>+ L</td>
<td></td>
<td>B</td>
<td></td>
</tr>
<tr>
<td>Screenphiv [146,147]</td>
<td>?</td>
<td>L</td>
<td>+</td>
<td>H</td>
<td>– H</td>
<td></td>
<td></td>
<td>C</td>
<td></td>
</tr>
<tr>
<td>ISCS&lt;sup&gt;aw&lt;/sup&gt; [148]</td>
<td>?</td>
<td>M</td>
<td>?</td>
<td>H</td>
<td>+ L</td>
<td></td>
<td></td>
<td>B</td>
<td></td>
</tr>
<tr>
<td>HHIV&lt;sup&gt;aw&lt;/sup&gt; [149]</td>
<td>+</td>
<td>H</td>
<td>+</td>
<td>H</td>
<td></td>
<td></td>
<td></td>
<td>B</td>
<td></td>
</tr>
<tr>
<td>HIVMS&lt;sup&gt;as&lt;/sup&gt; [150]</td>
<td>?</td>
<td>M</td>
<td>?</td>
<td>H</td>
<td>+ L</td>
<td>+ VL</td>
<td></td>
<td>B</td>
<td></td>
</tr>
<tr>
<td>PLHIV-RS&lt;sup&gt;av&lt;/sup&gt; [151]</td>
<td>+</td>
<td>L</td>
<td>+</td>
<td>H</td>
<td>+ H</td>
<td></td>
<td></td>
<td>A</td>
<td></td>
</tr>
<tr>
<td>BIS&lt;sup&gt;az&lt;/sup&gt; [152]</td>
<td>?</td>
<td>M</td>
<td>?</td>
<td>L</td>
<td>+ VL</td>
<td></td>
<td></td>
<td>B</td>
<td></td>
</tr>
<tr>
<td>OCLS&lt;sup&gt;bha&lt;/sup&gt; [153]</td>
<td>?</td>
<td>M</td>
<td>?</td>
<td>VL</td>
<td></td>
<td></td>
<td></td>
<td>B</td>
<td></td>
</tr>
<tr>
<td>PROM (^b)</td>
<td>Content validity</td>
<td>Structural validity</td>
<td>Internal consistency (^c)</td>
<td>CCV or MI (^d)</td>
<td>Reliability</td>
<td>Measurement error</td>
<td>HTCV (^e,f)</td>
<td>Responsiveness</td>
<td>Class (^g)</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td></td>
</tr>
<tr>
<td>ACTG-ABCD (^bb) [154]</td>
<td>?</td>
<td>H</td>
<td>–</td>
<td>L</td>
<td>B</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ACTG-ABCD-SF (^bc) [155]</td>
<td>?</td>
<td>M</td>
<td>?</td>
<td>H</td>
<td>+</td>
<td>L</td>
<td>B</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FAI (^bd) [156]</td>
<td>?</td>
<td>L</td>
<td>?</td>
<td>VL</td>
<td>+</td>
<td>VL</td>
<td>B</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAS (^be) [157]</td>
<td>?</td>
<td>M</td>
<td>–</td>
<td>M</td>
<td>B</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIVTSQ (^bf) [158]</td>
<td>?</td>
<td>M</td>
<td>?</td>
<td>H</td>
<td>–</td>
<td>L</td>
<td>B</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIVTSQ status version [159]</td>
<td>+</td>
<td>H</td>
<td>+</td>
<td>H</td>
<td>–</td>
<td>L</td>
<td>B</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TES (^bg) [160]</td>
<td>?</td>
<td>L</td>
<td>–</td>
<td>VL</td>
<td>B</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SIS (^bh) [161]</td>
<td>?</td>
<td>M</td>
<td>?</td>
<td>H</td>
<td>–</td>
<td>L</td>
<td>B</td>
<td></td>
<td></td>
</tr>
<tr>
<td>QUOTE-HIV (^bi) [162]</td>
<td>?</td>
<td>L</td>
<td>B</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AHHCP (^bj) [163]</td>
<td>?</td>
<td>M</td>
<td>?</td>
<td>H</td>
<td>+</td>
<td>H</td>
<td>B</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AGAS (^bk) [164]</td>
<td>?</td>
<td>M</td>
<td>?</td>
<td>H</td>
<td>+</td>
<td>L</td>
<td>B</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HMRS (^bm) [166]</td>
<td>?</td>
<td>M</td>
<td>?</td>
<td>H</td>
<td>+</td>
<td>VL</td>
<td>+</td>
<td>L</td>
<td>+</td>
</tr>
<tr>
<td>HTOS (^bn) [168]</td>
<td>?</td>
<td>M</td>
<td>?</td>
<td>H</td>
<td>B</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIV-MT-SES (^bo) [169]</td>
<td>+</td>
<td>H</td>
<td>+</td>
<td>H</td>
<td>–</td>
<td>L</td>
<td>+</td>
<td>L</td>
<td>B</td>
</tr>
<tr>
<td>BEHKA-HIV (^bp) [170]</td>
<td>?</td>
<td>M</td>
<td>?</td>
<td>H</td>
<td>B</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HTRM (^bq) [171]</td>
<td>?</td>
<td>M</td>
<td>?</td>
<td>H</td>
<td>–</td>
<td>M</td>
<td>B</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HTRFS (^br) [172]</td>
<td>?</td>
<td>L</td>
<td>?</td>
<td>M</td>
<td>+</td>
<td>VL</td>
<td>B</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HECCS (^bs) [173]</td>
<td>+</td>
<td>M</td>
<td>+</td>
<td>H</td>
<td>+</td>
<td>H</td>
<td>B</td>
<td></td>
<td></td>
</tr>
<tr>
<td>USII-HIV (^bu) [175]</td>
<td>?</td>
<td>M</td>
<td>?</td>
<td>H</td>
<td>–</td>
<td>L</td>
<td>B</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSS-HIV (^bv) [176]</td>
<td>?</td>
<td>L</td>
<td>+</td>
<td>VL</td>
<td>B</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIV-ASES (^bw) [177]</td>
<td>+</td>
<td>H</td>
<td>+</td>
<td>H</td>
<td>?</td>
<td>L</td>
<td>+</td>
<td>L</td>
<td>B</td>
</tr>
<tr>
<td>PHIVSMS (^bx) [178]</td>
<td>?</td>
<td>H</td>
<td>+</td>
<td>L</td>
<td>B</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIV-SMS-W (^by) [179]</td>
<td>+</td>
<td>VL</td>
<td>+</td>
<td>H</td>
<td>+</td>
<td>H</td>
<td>?</td>
<td>VL</td>
<td>B</td>
</tr>
<tr>
<td>HIV-IM (^bz) [180]</td>
<td>±</td>
<td>L</td>
<td>?</td>
<td>L</td>
<td>?</td>
<td>H</td>
<td>+</td>
<td>L</td>
<td>B</td>
</tr>
<tr>
<td>HIVESS (^ca) [181]</td>
<td>–</td>
<td>H</td>
<td>?</td>
<td>H</td>
<td>+</td>
<td>VL</td>
<td>C</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
As there is no generally accepted “golden standard” for assessing health outcomes in adults living with HIV and AIDS, the criterion validity of all studies was not considered. Overall results of PROMs are rated as +: sufficient; ?: indeterminate; ±: inconsistent; and –: insufficient. LoE is rated as H: high, M: moderate, L: low; VL: very low. Blank cells indicate that the data are not available.

PROM: patient-reported outcome measure.

Internal consistency can be rated as “sufficient” if there is at least low evidence for “sufficient” structural validity, and Cronbach α values ≥.70 for each unidimensional scale or subscale; the evidence for “sufficient” structural validity may come from different studies, and the “at least low evidence” was defined by grading the evidence according to the Grading of Recommendations, Assessment, Development, and Evaluation approach.

CCV or MI: cross-cultural validity or measurement invariance.

HTCV: hypotheses testing for construct validity.

The results of all included records should be taken together, and it should then be decided if 75% of the results are in accordance with the hypotheses. Only assessed measurement properties are shown.

Class A represents evidence for sufficient content validity (any level) and at least low-quality evidence for sufficient internal consistency (PROMs can be recommended for use); class B, PROMs categorized not in class A or C; and class C, high-quality evidence for an insufficient measurement property; PROMs with class B recommendation require further evaluation to assess their quality before recommendation for use; PROMs with class C recommendation are not recommended for use.

LoE: level of evidence (using the Grading of Recommendations, Assessment, Development, and Evaluations assessment tool).

PROMs: Patient-Reported Outcome Measures.

HTC: Hypothetical Testing for Construct Validity.

CCV: Cross-Cultural Validity.

MI: Measurement Invariance.

HIV-QL31: HIV Quality of Life 31-item scale.

HAT-QoL: HIV or AIDS-Targeted QoL Instrument.

MQoL-HIV: Multidimensional QoL for patients with HIV or AIDS.

HRQoL: Health-Related Quality of Life.

MQoL-HIV: Multidimensional QoL for patients with HIV or AIDS.

HRQoL: Health-Related Quality of Life.

MQoL-HIV: Multidimensional QoL for patients with HIV or AIDS.

HRQoL: Health-Related Quality of Life.

MQoL-HIV: Multidimensional QoL for patients with HIV or AIDS.

HRQoL: Health-Related Quality of Life.

MQoL-HIV: Multidimensional QoL for patients with HIV or AIDS.

HRQoL: Health-Related Quality of Life.

MQoL-HIV: Multidimensional QoL for patients with HIV or AIDS.

HRQoL: Health-Related Quality of Life.

MQoL-HIV: Multidimensional QoL for patients with HIV or AIDS.

HRQoL: Health-Related Quality of Life.
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HRQoL: Health-Related Quality of Life.

MQoL-HIV: Multidimensional QoL for patients with HIV or AIDS.

HRQoL: Health-Related Quality of Life.

MQoL-HIV: Multidimensional QoL for patients with HIV or AIDS.

HRQoL: Health-Related Quality of Life.

MQoL-HIV: Multidimensional QoL for patients with HIV or AIDS.

HRQoL: Health-Related Quality of Life.

MQoL-HIV: Multidimensional QoL for patients with HIV or AIDS.

HRQoL: Health-Related Quality of Life.

MQoL-HIV: Multidimensional QoL for patients with HIV or AIDS.

HRQoL: Health-Related Quality of Life.

MQoL-HIV: Multidimensional QoL for patients with HIV or AIDS.

HRQoL: Health-Related Quality of Life.

MQoL-HIV: Multidimensional QoL for patients with HIV or AIDS.

HRQoL: Health-Related Quality of Life.

MQoL-HIV: Multidimensional QoL for patients with HIV or AIDS.

HRQoL: Health-Related Quality of Life.

MQoL-HIV: Multidimensional QoL for patients with HIV or AIDS.

HRQoL: Health-Related Quality of Life.
Discussion

Principal Findings

From the 152 included studies, we identified 88 PROMs in 8 categories for adults living with HIV, and the psychometric properties of the majority of the included PROMs were rated with insufficient evidence. The principal finding of this review was the lack of comprehensively validated HIV-specific PROMs for the assessment of health outcomes in adults living with HIV and AIDS. Although 3 available PROMs (PozQoL, HIV-SI or SDM, and PLHIV-RS) have been recommended based on the COSMIN guidelines, they all have some shortcomings. In addition, because of limited evidence, recommendations regarding the use of most of the remaining assessed PROMs (class B recommendation) cannot be made. These findings emphasize on the need for a more comprehensive validation of the psychometric properties of the existing PROMs. Furthermore, our findings indicate the need for a robust and rapid validation of PROMs through the use of electronic PROMs (ePROMs) and modern measurement theories (such as Item Response Theory).

Taxonomy of HIV-Specific PROMs

This systematic review updated the review reported by Engler [22] and provided improvisations on the inclusion and exclusion criteria, such that many unvalidated PROMs were excluded because if we include these PROMs, we cannot summarize the overall status of their psychometric properties. In addition, using the 12 categories reported by inductive content analysis in the review of Engler [22] as reference, this review reported 8 integrated categories (Table 1). The 2 categories of “ART and adherence-related views and experiences” and...
“healthcare-related views and experiences” in the study by Engler et al [22] were integrated into “treatment,” and “psychological challenges” and “psychological resources” were integrated into the category “psychological”; the PROMs in the “sexual and reproductive health” category were excluded because they did not meet the inclusion criteria for our study. Finally, the “Disability” category was integrated with “Symptoms.” The new taxonomy proposed in this review should be helpful for health care providers and researchers in selecting PROM.

In addition, although some of the PROMs included cognitive function or symptoms to some extent (such as “cognitive functioning” of Medical Outcomes Study-HIV Health Survey and “cognitive symptoms” of HIV Disability Questionnaire), no PROM specifically designed to measure cognitive concerns was included in the analysis. However, considering the high prevalence of HIV-associated neurocognitive disorders and HIV-associated dementia in people living with HIV and AIDS, it is important to assess their cognition via PROMs [184]. Askari [185,186] conducted a series of studies to progressively simplify the item pool and developed a PROM (the Communicating Cognitive Concerns Questionnaire) aimed at assessing the cognitive abilities of people living with HIV and AIDS. The main cognitive dimensions measured by this PROM included memory, concentration, executive function, language, emotions, and motivation. Although the Communicating Cognitive Concerns Questionnaire did not correlate strongly with cognitive test performance in people living with HIV and AIDS, it reflected the real-life concerns of people living with HIV and AIDS in terms of their mood, work, and work productivity. Although the related PROMs were not included in this review, we will further explore these cognitive concerns as an independent PROM category in future studies.

Psychometric Properties

Overview

A thorough validation process is important for ensuring the applicability of a PROM to individual patient care [187]. However, in this review, most included PROMs were short of evidence for many psychometric properties, such as content validity, measurement error, cross-cultural validity or measurement invariance, and responsiveness. Therefore, it was difficult to assess the quality of these PROMs.

Content Validity

On the basis of the most up-to-date COSMIN methodology [26], content validity is the most important psychometric property, and the current guidance suggests that it is very important for patients to participate in development and validation studies [25]. As suggested by Selby and Velikova [188], and public involvement should appear as a core feature in PROM design and application. In addition, Wilson [189] believed that the perception of patients was essential for providing better insights into how a disease affects HRQoL. However, they were short of evidence in terms of patient and public involvement in the development process of the included PROMs. To determine whether a PROM was well designed, it should be confirmed that the PROM is relevant, comprehensible, and comprehensive from a patient perspective and for their context of use [190]. In addition, PROMs should be able to record the experience of people living with HIV and AIDS and how HIV affects their lives so as to make a study more relevant and have better content validity [191].

Internal Structure

Internal consistency was the most frequently reported psychometric property. However, many studies used internal consistency as the only indicator of reliability, which was definitely not enough. Besides, structural validity is also one of the most important psychometric properties [192]. The premise for assessing internal consistency is at least “low” evidence for “sufficient” structural validity, and this evidence may come from different studies [27]. However, only exploratory factor analysis was conducted in many studies for the assessment of structural validity instead of confirmatory factor analysis. Accordingly, this property can only obtain the rating of “indeterminate,” further affecting the assessment of internal consistency. In addition, the assessment of structural validity in most studies included in this review was based on classical test theory. Only 2 studies used Rasch analysis to assess the extent of interval level measurement and implementation of unidimensionality in this review [62,67]. However, no guidance has been provided in the COSMIN guidelines with regard to relying on only Rasch analysis without classical test theory statistics to assess the structural validity of PROMs. Therefore, Recchioni [193] suggested that it is necessary to provide additional guidance for the study that only uses Rasch analysis, especially in the development of new PROMs.

A PROM developed in one particular context may not be suitable for another. Therefore, it is necessary to use the same PROM for direct comparisons between different populations. No positive results for cross-cultural validity or measurement invariance were reported in this review [82,111,122,124,127], showing that the validity and transferability of the included PROMs between different geographies, cultural contexts, and risk populations were still unclear. Many researchers directly use the existing PROMs through simple translations and ignore cross-cultural adaptation [194]. However, there are great differences in the understanding of some concepts among people of different cultures, global regions, genders, ages, and socioeconomic strata [195]. The use of PROMs in different contexts is not simply dependent on translating items but should be processed based on a 7-key-step process for comprehensive cross-cultural adaptation [196].

Remaining Psychometric Properties

Measurement error was also important for interpreting PROs. Minimal important change is best calculated from multiple studies and using multiple anchors with an anchor-based longitudinal approach [197]. In this review, only 1 study reported the smallest detectable change ranging from 7.3 to 15.0 points without minimal important change. Therefore, measurement error was assessed as “indeterminate” [118]. Moreover, only few studies assessed responsiveness. However, responsiveness was vital to assess the effectiveness of a clinical intervention designed to improve the health outcomes of people living with HIV and AIDS. This identifies several gaps for
future research in the area of HIV. Without such information, it is impossible to understand whether changes in the levels of health outcomes of people living with HIV and AIDS are meaningful and matter to health care providers and researchers.

**Clinical Implications**

Despite a 64% reduction in HIV-related deaths in 2020 compared with the peak reported in 2004, a total of 680,000 people living with HIV and AIDS still died from HIV-related illnesses in 2020. This was largely due to the unique physical and psychosocial symptoms [1]. These symptoms seriously affect the physical function and clinical outcomes of people living with HIV and AIDS [4,198-200]. PRO data can be used in a variety of ways to improve care and health outcomes at a patient, institution, and population level [201-204]. Considering the particularity of people living with HIV and AIDS on subjective and privacy issues, PROs should be the primary outcome or end point. Many regulatory agencies and guidelines also recommend the inclusion of PROMs as the primary or secondary end points in clinical trials [205,206]. In addition, the development of the current ART regimen aims at simplifying the form of administration to meet the needs of long-term ART and maintain viral suppression with minimal toxicity [207]. Therefore, PRO data are becoming increasingly important for determining which ART regimen to use [208]. Therefore, a reliable, valid, and sensitive PROM is invaluable to health care providers and researchers.

In this systematic review, only 3 available PROMs (PozQoL, HIV-SI or SDM, and PLHIV-RS) were recommended based on the COSMIN guidelines, wherein PozQoL was used to assess HIV-related HRQoL, HIV-SI or SDM was used to assess HIV-related symptoms, and PLHIV-RS was used to assess HIV-related resilience. Health care providers can adopt these 3 PROMs for different application purposes. With regard to PROMs that received class B recommendation, although these PROMs are not recommended in this systematic review, researchers can select the PROMs with relatively good results for psychometric properties and use them according to the research purpose or further validate them for use in their context. For administrators, selecting validated PROMs can aid in the development of continuous quality improvement reports to understand health care providers’ performance against the measurement framework and standard key performance indicators [209]. On the basis of the data collected through validated PROMs, policy makers can further evaluate system performance by comparing outcomes over time and support health care policy decision-making [210]. In summary, this review will help health care providers, administrators, policy makers, and researchers to choose suitable PROMs in different contexts, which in turn will promote the systematic use of these PROMs, identify areas that need to be improved from a patient perspective, and improve the quality of assessment for intervention.

**Limitations**

Our study has some limitations. First, although this systematic review additionally searched 2 important web-based databases of PROMs (PROQOLID and PROMIS) that are considered to be an important source of gray literature, we did not search dissertations, non-English literature, and other gray literature. This may have caused some relevant studies to be left out of our analysis, and these studies may help provide some evidence to support or refute our findings. Furthermore, evidence on the validation of PROMs can be deduced from the results of some studies. However, it was not the primary purpose of these studies; therefore, these studies were not included. Furthermore, some other PROMs were not included because they are still under study. Moreover, this systematic review may have ignored PROMs that only assessed a certain domain related to specific comorbidities, such as PROMs specifically designed to measure cognitive concerns. Considering the importance of evaluating these comorbidities in people living with HIV and AIDS, we will conduct further research on these PROMs. Furthermore, because no generally accepted “golden standard” measure for adults living with HIV and AIDS currently exists, the criterion validity of the included PROMs was not assessed. In addition, an insufficient number of studies reporting PROM development and content validity were included in this systematic review. Although we excluded many qualitative studies during the title and abstract screening stage, none of these studies researched on content validity. However, this is the same as the other relevant reviews [16,19] that also searched for insufficient studies reporting on the content validity of HIV-related PROMs. One another limitation of this review is that the selection of studies, scoring of methodological quality, and grading of evidence were subjective in nature. However, this systematic review strictly followed the steps of the COSMIN guidelines, and the processes mentioned earlier involved multiple researchers. We believe that this could resolve discrepancies and reduce variability in interpretation, thereby minimizing the chance of errors. Furthermore, given that the negative results of many PROMs are less likely to be published, the possibility of publication bias cannot be eliminated. Moreover, some included studies may have reported on only some psychometric properties; accordingly, there may be a selective reporting bias. Finally, quantitative pooled summary or meta-analyses were not performed because of the possible large heterogeneity. These limitations may help to explain why concrete recommendations for the use of some PROMs were not made because there were few included studies for some PROMs, and not all psychometric properties were assessed in these studies.

**Future Work**

Although there are a large number of PROMs in each category, it would be necessary to validate the existing PROMs, or even develop new PROMs in some categories, because not enough validated PROMs are available. Considering the shortcomings of the 3 class A PROMs, efforts in future research should focus on validation as well as class B PROMs. It should be noted that multiple personnel such as patients themselves, their family members, health care providers, and researchers should participate in the development and validation of all PROMs [211]. In the future research on PROMs, researchers should follow the suggestions of the COSMIN guidelines to ensure the complete reporting of research details and accurate interpretation of results [27].
For the existing PROMs, research should focus on the validation of content validity and measurement error to determine the suitability of a PROM for use in the care of people living with HIV and AIDS. Moreover, these PROMs should be applied to different regions or populations to assess their cross-cultural validity or measurement invariance and explore the comparability of the results. In addition, future research should use more longitudinal or experimental study designs to assess the responsiveness of PROMs [9].

With the gradual aging of people living with HIV and AIDS, new and adjusted PROMs should focus on exploring the impact of aging on people living with HIV and AIDS, such as complex complications [212], polypharmacy [213], menopause in older women [214], low social support [215], cognitive impairment [216], and special symptoms of early exposure to HIV [9]. PROMs for children will be summarized in our future research.

In the past decades, researchers have mainly used interviewer-administered surveys and self-administered paper questionnaires to collect data [217]. However, several limitations of these methods have been found in the actual application process. ePROMs are becoming increasingly popular in recent years, greatly saving labor and time costs, minimizing errors, and realizing complex survey management [9]. Despite the fact that ePROMs are rapidly developing, future research should pay attention to evaluating the equivalence between electronic questionnaires and paper questionnaires [218]. Some researchers have used the most advanced technologies to integrate ePROMs into electronic hospital records or routine HIV care, allowing health care providers to easily and conveniently assess the qualitative and quantitative health outcomes of people living with HIV and AIDS. In addition, there are independent apps and software used in clinical practice and research.

Moreover, with the development of computer adaptive tests (CATs) in recent years, future research can develop and improve the item bank for people living with HIV and AIDS and use the CAT technology to dynamically select items for administration based on the respondent’s previous answers for finally assessing their PROs [219-221]. However, the item bank of the CAT instrument requires a large number of unidimensional scales, posing a great challenge to the content validity of each PROM and its subconstructs. At the same time, the development of a CAT item bank can promote the improvement of the existing HIV-specific PROMs and the development of new HIV-specific PROMs, further promoting the vigorous development of research in related fields in the future.

Conclusions

This systematic review provides a detailed assessment of the psychometric properties of the existing HIV-specific PROMs for adults living with HIV and AIDS. Class A rating of PROMs was achieved for PozQoL, HIV-SI or SDM, and PLHIV-RS. However, all of these have a few shortcomings. Therefore, this study believes that future studies should conduct a more comprehensive validation of the psychometric properties of the existing PROMs to provide sufficient assessment evidence. These findings may provide a reference for the selection of high-quality HIV-specific PROMs by health care providers and researchers for clinical practice and research.
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Abstract

Background: HIV disproportionately affects sexual minority men (SMM) in the United States.

Objective: We sought to determine past HIV postexposure prophylaxis (PEP) use and current and prior pre-exposure prophylaxis (PrEP) use among a web-based sample of cisgender and transgender men who have sex with men.

Methods: In 2019, HIV-negative and unknown status SMM (n=63,015) were recruited via geosocial networking apps, social media, and other web-based venues to participate in a brief eligibility screening survey. Individuals were asked about past PEP use and current and prior PrEP use. We examined associations of demographics, socioeconomic indicators, and recent club drug use with PEP and PrEP use, as well as the association between past PEP use and current and prior PrEP use using generalized linear models and multinomial logistic regression. Statistical significance was considered at \( P < .001 \), given the large sample size; 99.9% CIs are reported.

Results: Prior PEP use was reported by 11.28% (7108/63,015) of the participants, with current or prior PrEP use reported by 21.95% (13,832/63,015) and 8.12% (5118/63,015), respectively. Nearly half (3268/7108, 46%) of the past PEP users were current PrEP users, and another 39.9% (2836/7108) of the participants who reported past PEP use also reported prior PrEP use. In multivariable analysis, past PEP use was associated with current (relative risk ratio [RRR] 23.53, 99.9% CI 14.03-39.46) and prior PrEP use (RRR 52.14, 99.9% CI 29.39-92.50). Compared with White men, Black men had higher prevalence of past PEP use but no significant difference in PrEP use, and those identifying as another race or ethnicity reported higher prevalence of past PEP use and lower current PrEP use. Past PEP use and current PrEP use were highest in the Northeast, with participants in the Midwest and South reporting significantly lower PEP and PrEP use. A significant interaction of Black race by past PEP use with current PrEP use was found (RRR 0.57, 99.9% CI 0.37-0.87), indicating that Black men who previously used PEP were less likely to report current PrEP use. Participants who reported recent club drug use were significantly more likely to report past PEP use and current or prior PrEP use than those without recent club drug use.

Conclusions: PrEP use continues to be the predominant HIV prevention strategy for SMM compared with PEP use. Higher rates of past PEP use and current PrEP use among Black SMM are noteworthy, given the disproportionate burden of HIV. Nonetheless, understanding why Black men who previously used PEP are less likely to report current PrEP use is an important avenue for future research.
Introduction

Background

HIV disproportionately affects cisgender and transgender men who have sex with men—referred to herein as sexual minority men (SMM)—in the United States [1,2]. Despite decreasing HIV incidence nationally, cisgender SMM accounted for 68% of the sexually transmitted HIV incidence in 2019 [1]. HIV prevalence is estimated at 3.2% among transgender men, and 55.2% of the HIV-negative or unknown status transgender SMM could benefit from biomedical HIV prevention [3]. In 2019, the Ending the HIV Epidemic: A Plan for America was announced, with priorities that include expanding biomedical HIV prevention [4]. HIV pre-exposure prophylaxis (PrEP) is a method of biomedical HIV prevention that includes taking antiretrovirals once daily—as approved by the US Food and Drug Administration [5] with supporting guidelines from the Centers for Disease Control and Prevention [6]—or alternative dosing strategies (eg, 2-1-1) found to be highly effective in preventing HIV [7-10]. Nonetheless, engagement in anal sex can be unanticipated—both consensual and nonconsensual—and alternative options are needed after such encounters with an HIV-positive or unknown status partner.

Nonoccupational HIV postexposure prophylaxis (PEP) is a highly effective method of secondary HIV prevention [11-17] and can be administered within 72 hours after exposure or potential exposure to HIV. PEP, a 28-day strategy that includes taking a 3- or 4-drug regimen of HIV antiretrovirals after exposure [18,19], has been recommended as a strategy for HIV prevention by the Centers for Disease Control and Prevention since 2005 [20]. By contrast, PrEP is a 2-drug combination using emtricitabine with either tenofovir disoproxil fumarate or tenofovir alafenamide [21]. When indicated, individuals who complete the 28-day PEP regimen are then recommended to transition immediately to PrEP [6,22]. Strategies to support successful PEP-to-PrEP transition are beginning to be implemented in clinical settings, with initial data indicating high success [23].

Study Hypothesis

Many individuals who use PEP after potential sexual exposure to HIV are appropriate candidates to initiate PrEP upon completion of PEP [6,22], but research is limited on PEP uptake among SMM. As such, we sought to determine lifetime use of PEP among a large nationwide sample of SMM recruited on the internet. We hypothesized that SMM who had prior experience with PEP would report higher rates of PrEP use than SMM who had not used PEP. Given the dearth of data on PEP use among SMM, we also explored prior PEP use by demographic characteristics, health insurance status, socioeconomic status, and club drug use; in addition, we examined the effect of these factors on PrEP uptake.

Methods

Participants and Procedures

Participants were recruited via geosocial networking apps, social media, and other web-based venues targeting SMM between January 1, 2019, and December 31, 2019, to participate in a brief (5-10 minutes) screening survey used to determine eligibility for multiple paid research studies. Only individuals aged ≥13 years were eligible to take the screening survey. To be eligible for this analysis, participants were required to (1) identify as male (inclusive of transgender men), (2) report a male sexual partner in the past 6 months or a main partner who identified as male, (3) self-report HIV-negative or unknown status, and (4) reside in the United States, including Puerto Rico and other territories. On the basis of the recruitment procedures, advertisements, and venues targeted to men, women (inclusive of transgender women) were excluded from the analysis. Cisgender and transgender SMM were the focus of our analysis, given the disproportionate burden of HIV incidence in the United States [1,2]. All adolescent SMM were included in this analysis; children and adolescents are included in current PEP guidelines based on supporting safety data collected among young people [18], and PrEP is approved for use among minors weighing ≥35 kg [24]. Fraudulent responses were minimized by excluding any information of eligibility criteria in study advertisements and referral mechanisms and offering no incentive for completion of this screening survey. Potential duplicate responses were identified by corresponding birth month and year, zip code, HIV status, race, and ethnicity. Flagged cases were further screened by examining other demographic variables and metadata (eg, device and browser information) before being considered for removal, as recommended previously [25].

Ethical Considerations

An alteration of informed consent and assent was approved for this study, wherein participants agreed to participate after reading an informational letter describing the study procedures, risks, and benefits; parental permission was waived for all minors. No incentive was provided for participation in this screening survey. Surveys were conducted using Qualtrics, which provides Health Insurance Portability and Accountability Act privacy protection standards, and contact information was collected separately from survey data to reduce the risk harm in the case of loss of confidentiality. All study procedures were approved by the institutional review board of the City University of New York (319487).

Measures

Participants were asked to report their age, sexual orientation, gender, race and ethnicity, health insurance status, and location of residence in the United States. Age was categorized for analysis using thresholds used in the US HIV Surveillance Report [1]. Gender was determined using a 2-step approach:
participants indicated their sex assigned at birth with male and female response categories, and current gender identity was indicated by their response to the question “What is your current gender identity?” The response categories were male, female, and transgender. We regret the exclusion of additional gender identities in our response options, including but not limited to genderqueer, nonbinary, and 2 spirit. Individuals who reported being assigned female sex at birth and currently identified as male or transgender were coded as transgender men. Individuals were asked to indicate their race and ethnicity, and participants in the multiracial category either indicated >1 race or selected a multiracial category. Participants were also asked about their perceived socioeconomic status using the MacArthur Scale of Subjective Social Status [26], which measures participants’ perceived socioeconomic rank compared with others, with 1 being the lowest and 10 being the highest. Individuals were coded as having used club drugs if they reported using any of the following substances in the past 90 days: crack and cocaine; 3,4-methylenedioxymethamphetamine (MDMA); gamma-hydroxybutyrate (GHB); ketamine; or methamphetamine [27]. Participants were provided a brief introduction regarding PrEP and asked the following question about PrEP use: “Have you ever been prescribed HIV medications (e.g., Truvada) for use as PrEP (pre-exposure prophylaxis)?” The response options included (1) Yes, I am currently on PrEP; (2) Yes, but I am no longer taking PrEP; and (3) No, I’ve never taken PrEP [28,29]. Similarly, participants were provided a brief introduction regarding PEP and asked the following question: “Have you ever been prescribed PEP?” The response options included (1) Yes, within the past 6 months; (2) Yes, more than 6 months ago; and (3) No, never. PEP use was coded into past lifetime use (yes or no).

Data Analysis

Descriptive statistics were reported using frequency measures. For the past PEP use outcome, bivariate analyses were conducted using generalized linear models with log link function and Poisson distribution to produce prevalence ratios. We then examined associations between demographics and club drug use on ever using PrEP using fully adjusted generalized linear models with log link function and Poisson distribution. For the current and prior PrEP use outcomes, bivariate analyses were conducted using multinomial logistic regression, which produced relative risk ratios (RRRs). We then examined associations among demographics, club drug use, and past PEP use with current and prior PrEP use using fully adjusted multinomial logistic regression; never used PrEP was the referent in the past PrEP use multinomial model. We removed insurance status and the socioeconomic status score from all adjusted models to reduce overadjustment bias [30] because of their role as hypothesized intermediate variables in the causal pathways between race and ethnicity (via racism) and PEP or PrEP use; insurance status and socioeconomic status score were thus removed to improve theoretical model precision. Interactions between race and ethnicity and past PEP use with PrEP use were explored by adding two interaction terms to the PrEP models: (1) Black, non-Hispanic×past PEP use and (2) Latino or Hispanic×past PEP use. Statistical significance was tested at α=.001 because of the large sample size, and unadjusted and adjusted prevalence ratios are reported with 99.9% CIs.

Results

Participant Characteristics

Recruitment activities resulted in 160,581 unique link clicks, with 120,274 (74.9%) participants agreeing to participate in the survey. Among those who agreed, 76.1% (91,526/120,274) completed the survey or provided data sufficient for analysis. Of these, 3.87% (3538/91,526) were ineligible by gender, 10.94% (10,011/91,526) did not report a recent male sexual partner or a main partner who identified as male, and 19.91% (18,219/91,526) self-reported living with HIV; individuals could be considered ineligible by ≥1 of the criteria. Thus, of the 91,526 SMM who agreed to participate and provided data sufficient for analysis, 63,015 (68.85%) were eligible for this analysis. The average age of respondents was 33.1 (SD 12.0) years (median 30, range 13–80; Table 1). Most of the participants identified as gay (45,251/63,015, 71.81%) or bisexual (15,129/63,015, 24%), and nearly all (62,446/63,015, 99.1%) identified as cisgender men. Past PEP use was reported by 11.28% (7108/63,015) of the participants, and 21.95% (13,832/63,015) and 8.12% (5118/63,015) reported current and prior PrEP use, respectively. Nearly half (3268/7108, 46%) of the past PEP users were current PrEP users, and another 39.9% (2836/7108) of the participants who reported past PEP use also reported prior PrEP use. Refer to Tables 1 and 2 for full sample characteristics.

In bivariate analyses, significant differences in past PEP use prevalence were found by age, sexual orientation, US region, race and ethnicity, health insurance status, and recent club drug use (Table 1). In addition, significant differences in PrEP uptake were found by age, sexual orientation, gender, US region, race and ethnicity, health insurance status, recent club drug use, and past PEP use (Table 2). Socioeconomic status was significant in both models, but effect sizes did not indicate a meaningful effect (Tables 1 and 2).
Table 1. Demographics, socioeconomic status indicators, club drug use, and current use of pre-exposure prophylaxis (PrEP) and their bivariate associations with previous postexposure prophylaxis (PEP) use (N=63,015).

<table>
<thead>
<tr>
<th>Categorical variables, n (%)</th>
<th>Values</th>
<th>Past PEP use</th>
<th>Prevalence ratio (99.9% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Past PEP use Values (n=7108)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Categorical variables, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years; mean 33.12, SD 11.86; median 30, range 13-80)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13 to 24</td>
<td>16,641 (26.41)</td>
<td>1160 (16.32)</td>
<td>N/A &lt;sup&gt;b&lt;/sup&gt;</td>
<td>N/A</td>
</tr>
<tr>
<td>25 to 34</td>
<td>23,432 (37.18)</td>
<td>3200 (45.02)</td>
<td>1.96 &lt;sup&gt;c&lt;/sup&gt; (1.76-2.18)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>35 to 44</td>
<td>11,502 (18.25)</td>
<td>1609 (22.64)</td>
<td>2.01 &lt;sup&gt;c&lt;/sup&gt; (1.78-2.26)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>≥45</td>
<td>11,440 (18.15)</td>
<td>1139 (16.05)</td>
<td>1.43 &lt;sup&gt;c&lt;/sup&gt; (1.25-1.63)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sexual orientation identity</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gay</td>
<td>45,251 (71.81)</td>
<td>5875 (82.65)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Bisexual</td>
<td>15,129 (24)</td>
<td>929 (13.07)</td>
<td>0.47 &lt;sup&gt;c&lt;/sup&gt; (0.42-0.53)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Queer</td>
<td>1758 (2.79)</td>
<td>266 (3.74)</td>
<td>1.17 &lt;sup&gt;c&lt;/sup&gt; (0.96-1.41)</td>
<td>.008</td>
</tr>
<tr>
<td>Straight</td>
<td>877 (1.39)</td>
<td>38 (0.53)</td>
<td>0.33 &lt;sup&gt;c&lt;/sup&gt; (0.20-0.56)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cisgender man</td>
<td>62,446 (99.1)</td>
<td>7041 (99.06)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Transgender man</td>
<td>569 (0.9)</td>
<td>67 (0.94)</td>
<td>1.04 &lt;sup&gt;c&lt;/sup&gt; (0.72-1.53)</td>
<td>.71</td>
</tr>
<tr>
<td>Region</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Northeast</td>
<td>12,823 (20.35)</td>
<td>1867 (26.27)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Midwest</td>
<td>11,359 (18.03)</td>
<td>1071 (15.07)</td>
<td>0.65 &lt;sup&gt;c&lt;/sup&gt; (0.58-0.73)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>South</td>
<td>21,087 (33.46)</td>
<td>1936 (27.24)</td>
<td>0.63 &lt;sup&gt;c&lt;/sup&gt; (0.57-0.70)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>West</td>
<td>17,418 (27.64)</td>
<td>2209 (31.08)</td>
<td>0.87 &lt;sup&gt;c&lt;/sup&gt; (0.79-0.96)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>US possession</td>
<td>255 (0.4)</td>
<td>16 (0.23)</td>
<td>0.43 &lt;sup&gt;c&lt;/sup&gt; (0.19-0.96)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Military overseas</td>
<td>29 (0.05)</td>
<td>3 (0.04)</td>
<td>0.71 &lt;sup&gt;c&lt;/sup&gt; (0.12-4.30)</td>
<td>.53</td>
</tr>
<tr>
<td>Unknown</td>
<td>44 (0.07)</td>
<td>6 (0.08)</td>
<td>0.94 &lt;sup&gt;c&lt;/sup&gt; (0.27-3.27)</td>
<td>.86</td>
</tr>
<tr>
<td>Race and ethnicity</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black, non-Hispanic</td>
<td>6628 (10.52)</td>
<td>774 (10.89)</td>
<td>1.17 &lt;sup&gt;c&lt;/sup&gt; (1.04-1.33)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Latino or Hispanic</td>
<td>11,092 (17.6)</td>
<td>1474 (20.74)</td>
<td>1.34 &lt;sup&gt;c&lt;/sup&gt; (1.21-1.47)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Multiracial</td>
<td>6385 (10.13)</td>
<td>909 (12.79)</td>
<td>0.61 &lt;sup&gt;c&lt;/sup&gt; (0.23-1.58)</td>
<td>.09</td>
</tr>
<tr>
<td>White, non-Hispanic</td>
<td>35,046 (55.61)</td>
<td>3485 (49.03)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Another</td>
<td>3864 (6.13)</td>
<td>466 (6.56)</td>
<td>1.36 &lt;sup&gt;c&lt;/sup&gt; (1.23-1.50)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Health insurance status</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Has private health insurance</td>
<td>39,071 (62)</td>
<td>4352 (61.23)</td>
<td>1.12 &lt;sup&gt;c&lt;/sup&gt; (1.01-1.23)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Has public health insurance (eg, Medicaid)</td>
<td>11,151 (17.7)</td>
<td>1481 (20.84)</td>
<td>1.33 &lt;sup&gt;c&lt;/sup&gt; (1.18-1.50)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Uninsured</td>
<td>12,793 (20.3)</td>
<td>1257 (17.68)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Any club drug use (past 90 days)&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>50,411 (80)</td>
<td>5222 (73.47)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>12,604 (20)</td>
<td>1886 (26.53)</td>
<td>1.45 &lt;sup&gt;c&lt;/sup&gt; (1.33-1.57)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>PrEP use status</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never used</td>
<td>44,065 (69.93)</td>
<td>1003 (14.11)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Prior use</td>
<td>5118 (8.12)</td>
<td>2837 (39.91)</td>
<td>24.35 &lt;sup&gt;c&lt;/sup&gt; (21.80-27.20)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Current use</td>
<td>13,832 (21.95)</td>
<td>3268 (45.98)</td>
<td>10.38 &lt;sup&gt;c&lt;/sup&gt; (9.26-11.64)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
### Continuous variable, mean (SD)

<table>
<thead>
<tr>
<th>Socioeconomic status ladder (range 1-10)</th>
<th>Past PEP use</th>
</tr>
</thead>
<tbody>
<tr>
<td>Values (n=7108)</td>
<td>Values (99.9% CI)</td>
</tr>
<tr>
<td>6.66 (25.33)</td>
<td>7.69 (38.93)</td>
</tr>
</tbody>
</table>

*Percentages may not add up to 100 because of rounding.*

*N/A: not applicable.*

*Italicized prevalence ratio values are significant at $P$<.001.*

Club drugs include crack and cocaine; 3,4-methylenedioxy-methamphetamine (MDMA); gamma-hydroxybutyrate (GHB); ketamine; and methamphetamine.
Table 2. Demographics, socioeconomic status indicators, club drug use, and past postexposure prophylaxis (PEP) use and their bivariate associations with current and prior pre-exposure prophylaxis (PrEP) use compared with never used PrEP (N=63,015).

<table>
<thead>
<tr>
<th>Categorical variables, n (%)</th>
<th>Current PrEP use</th>
<th>Prior PrEP use</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Values (n=13,832)</td>
<td>Values (n=5118)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13 to 24</td>
<td>1911 (13.82)</td>
<td>N/A</td>
</tr>
<tr>
<td>25 to 34</td>
<td>5807 (41.98)</td>
<td>2.75&lt;sup&gt;a&lt;/sup&gt; (2.50-3.03)</td>
</tr>
<tr>
<td>35 to 44</td>
<td>3273 (23.66)</td>
<td>3.28 (2.95-3.65)</td>
</tr>
<tr>
<td>≥45</td>
<td>2841 (20.54)</td>
<td>2.59 (2.33-2.89)</td>
</tr>
<tr>
<td><strong>Sexual orientation identity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gay</td>
<td>11,792 (85.25)</td>
<td>N/A</td>
</tr>
<tr>
<td>Bisexual</td>
<td>1533 (11.08)</td>
<td>0.30 (0.27-0.33)</td>
</tr>
<tr>
<td>Queer</td>
<td>479 (3.46)</td>
<td>1.11 (0.93-1.34)</td>
</tr>
<tr>
<td>Straight</td>
<td>28 (0.2)</td>
<td>0.08 (0.04-0.16)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cisgender man</td>
<td>13,748 (99.39)</td>
<td>N/A</td>
</tr>
<tr>
<td>Transgender man</td>
<td>84 (0.61)</td>
<td>0.61 (0.41-0.91)</td>
</tr>
<tr>
<td><strong>Region</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Northeast</td>
<td>3294 (23.81)</td>
<td>N/A</td>
</tr>
<tr>
<td>Midwest</td>
<td>2307 (16.68)</td>
<td>0.71 (0.64-0.78)</td>
</tr>
<tr>
<td>South</td>
<td>4054 (29.31)</td>
<td>0.66 (0.60-0.72)</td>
</tr>
<tr>
<td>West</td>
<td>4131 (29.87)</td>
<td>0.89 (0.81-0.97)</td>
</tr>
<tr>
<td>US possession</td>
<td>35 (0.25)</td>
<td>0.42 (0.23-0.77)</td>
</tr>
<tr>
<td>Military overseas</td>
<td>6 (0.04)</td>
<td>0.76 (0.16-3.50)</td>
</tr>
<tr>
<td>Unknown</td>
<td>5 (0.04)</td>
<td>0.36 (0.07-1.74)</td>
</tr>
<tr>
<td><strong>Race and ethnicity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black, non-Hispanic</td>
<td>1311 (9.48)</td>
<td>0.84 (0.75-0.94)</td>
</tr>
<tr>
<td>Latino or Hispanic</td>
<td>2359 (17.05)</td>
<td>0.94 (0.86-1.03)</td>
</tr>
<tr>
<td>Multiracial</td>
<td>1329 (9.61)</td>
<td>0.21 (0.06-0.71)</td>
</tr>
<tr>
<td>White, non-Hispanic</td>
<td>7996 (57.81)</td>
<td>N/A</td>
</tr>
<tr>
<td>Another</td>
<td>837 (6.05)</td>
<td>0.94 (0.86-1.03)</td>
</tr>
<tr>
<td><strong>Health insurance status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Has private health insurance</td>
<td>10,118 (73.15)</td>
<td>2.79 (2.52-3.08)</td>
</tr>
<tr>
<td>Has public health insurance (eg, Medicaid)</td>
<td>2293 (16.58)</td>
<td>2.09 (1.85-2.36)</td>
</tr>
<tr>
<td>Uninsured</td>
<td>1421 (10.27)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Any club drug use (past 90 days)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>10,512 (76)</td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>3320 (24)</td>
<td>1.45 (1.34-1.57)</td>
</tr>
<tr>
<td><strong>Past PEP use</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>10,564 (76.37)</td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>3268 (23.63)</td>
<td>13.28 (11.73-15.04)</td>
</tr>
</tbody>
</table>
Prior PrEP use

<table>
<thead>
<tr>
<th>Current PrEP use</th>
<th>Values (n=13,832)</th>
<th>RRR(^a) (99.9% CI)</th>
<th>(P) value</th>
<th>Prior PrEP use</th>
<th>Values (n=5118)</th>
<th>RRR (99.9% CI)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Socioeconomic status ladder (range 1-10)</td>
<td>7.47 (32.65)</td>
<td>1.001 (1.000-1.003)</td>
<td>&lt;.001</td>
<td>6.90 (31.02)</td>
<td>1.001 (0.999-1.003)</td>
<td>.09</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)RRR: relative risk ratio.
\(^b\)Percentages may not add up to 100 because of rounding.
\(^c\)N/A: not applicable.
\(^d\)Italicized relative risk ratio values are significant at \(P<.001\).
\(^e\)Club drugs include crack and cocaine; 3,4-methylenedioxy-methamphetamine (MDMA); gamma-hydroxybutyrate (GHB); ketamine; and methamphetamine.

### Multivariable Analyses

In multivariable analyses (Tables 2 and 3), past PEP use was associated with current (RRR 23.53, 99.9% CI 14.03-39.46) and prior PrEP use (RRR 52.14, 99.9% CI 29.39-92.50). Compared with White men, Black men had higher prevalence of past PEP use and current PrEP use, Latino men had higher prevalence of PEP use but no significant difference in PrEP use, and those identifying as another race or ethnicity reported higher prevalence of past PEP use and lower current PrEP use. Compared with White men, multiracial men had no significant difference in PEP or PrEP use. Past PEP use and current PrEP use were highest in the Northeast, with participants in the Midwest and South reporting significantly lower PEP and PrEP use. Men living in the West had significantly lower prevalence of past PEP use compared with men in the Northeast, but no significant difference in PrEP use was observed. Individuals living in a US possession also had significantly lower prevalence of past PEP use, as well as lower likelihood of current PrEP use. A significant interaction of Black race by past PEP use with current PrEP use was found (RRR 0.57, 99.9% CI 0.37-0.87), indicating that Black men who previously used PEP were less likely to report current PrEP use. Participants who reported recent club drug use were significantly more likely to report past PEP use and current or prior PrEP use than those without recent use. Refer to Tables 2 and 3 for full multivariable results.
Table 3. Results from generalized linear models with log link function and Poisson distribution predicting past postexposure prophylaxis (PEP) use and multinomial logistic regression comparing current and prior pre-exposure prophylaxis (PrEP) use with never used PrEP (N=63,015).

<table>
<thead>
<tr>
<th>Categorical variables</th>
<th>Past PEP use (referent: never used)</th>
<th>Past PEP use (referent: never used)</th>
<th>PrEP use (referent: never used)</th>
<th>Current use</th>
<th>Prior use</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PR (99.9% CI)</td>
<td>P value</td>
<td>RRR (99.9% CI)</td>
<td>P value</td>
<td>RRR (99.9% CI)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13 to 24</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>25 to 34</td>
<td>1.96 (1.74-2.22)</td>
<td>&lt;.001</td>
<td>2.43 (2.20-2.69)</td>
<td>&lt;.001</td>
<td>1.23 (1.02-1.50)</td>
</tr>
<tr>
<td>35 to 44</td>
<td>2.09 (1.83-2.40)</td>
<td>&lt;.001</td>
<td>2.91 (2.60-3.26)</td>
<td>&lt;.001</td>
<td>1.72 (1.44-2.06)</td>
</tr>
<tr>
<td>≥45</td>
<td>1.59 (1.37-1.85)</td>
<td>&lt;.001</td>
<td>2.46 (2.19-2.76)</td>
<td>&lt;.001</td>
<td>1.88 (1.61-2.18)</td>
</tr>
<tr>
<td>Sexual orientation identity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gay</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bisexual</td>
<td>0.46 (0.41-0.52)</td>
<td>&lt;.001</td>
<td>0.32 (0.29-3.36)</td>
<td>&lt;.001</td>
<td>0.45 (0.38-0.52)</td>
</tr>
<tr>
<td>Queer</td>
<td>1.13 (0.89-1.43)</td>
<td>.10</td>
<td>1.22 (0.99-1.49)</td>
<td>.001</td>
<td>1.34 (0.99-1.82)</td>
</tr>
<tr>
<td>Straight</td>
<td>0.30 (0.17-0.52)</td>
<td>&lt;.001</td>
<td>0.08 (0.04-0.16)</td>
<td>&lt;.001</td>
<td>0.15 (0.06-0.35)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cisgender man</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transgender man</td>
<td>1.19 (0.75-1.89)</td>
<td>.21</td>
<td>0.71 (0.45-1.10)</td>
<td>.009</td>
<td>0.85 (0.46-1.57)</td>
</tr>
<tr>
<td>Region</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Northeast</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Midwest</td>
<td>0.66 (0.58-0.76)</td>
<td>&lt;.001</td>
<td>0.78 (0.70-0.88)</td>
<td>&lt;.001</td>
<td>0.85 (0.71-1.01)</td>
</tr>
<tr>
<td>South</td>
<td>0.61 (0.54-0.69)</td>
<td>&lt;.001</td>
<td>0.72 (0.66-0.79)</td>
<td>&lt;.001</td>
<td>0.77 (0.66-0.90)</td>
</tr>
<tr>
<td>West</td>
<td>0.81 (0.72-0.91)</td>
<td>&lt;.001</td>
<td>0.92 (0.83-1.02)</td>
<td>.006</td>
<td>0.93 (0.80-1.09)</td>
</tr>
<tr>
<td>US possession</td>
<td>0.35 (0.15-0.82)</td>
<td>&lt;.001</td>
<td>0.45 (0.24-0.86)</td>
<td>&lt;.001</td>
<td>0.38 (0.12-1.23)</td>
</tr>
<tr>
<td>Military overseas</td>
<td>0.70 (0.09-5.21)</td>
<td>.56</td>
<td>0.91 (0.18-4.72)</td>
<td>.85</td>
<td>1.36 (0.13-14.60)</td>
</tr>
<tr>
<td>Unknown</td>
<td>1.14 (0.25-5.09)</td>
<td>.78</td>
<td>0.40 (0.07-2.18)</td>
<td>.07</td>
<td>0.75 (0.09-6.12)</td>
</tr>
<tr>
<td>Race and ethnicity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black, non-Hispanic</td>
<td>1.36 (1.18-1.57)</td>
<td>&lt;.001</td>
<td>1.60 (1.06-2.42)</td>
<td>&lt;.001</td>
<td>1.29 (0.85-1.97)</td>
</tr>
<tr>
<td>Latino or Hispanic</td>
<td>1.41 (1.26-1.58)</td>
<td>&lt;.001</td>
<td>1.08 (0.79-1.48)</td>
<td>.41</td>
<td>1.07 (0.78-1.47)</td>
</tr>
<tr>
<td>Multiracial</td>
<td>1.10 (0.37-3.21)</td>
<td>.78</td>
<td>0.47 (0.14-1.64)</td>
<td>.47</td>
<td>0.37 (0.06-2.28)</td>
</tr>
<tr>
<td>White, non-Hispanic</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Any club drug use (past 90 days)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1.40 (1.27-1.55)</td>
<td>&lt;.001</td>
<td>1.29 (1.18-1.40)</td>
<td>&lt;.001</td>
<td>1.47 (1.29-1.67)</td>
</tr>
<tr>
<td>Past PEP use</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black, non-Hispanic</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Latino or Hispanic</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Any club drug use (past 90 days)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black, non-Hispanic</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Latino or Hispanic</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aPR: prevalence ratio.
bRRR: relative risk ratio.
**Discussion**

**Principal Findings**

We sought to determine lifetime use of PEP among SMM and hypothesized that SMM who had prior experience with PEP would report higher rates of PrEP use than SMM who had not used PEP. Specifically, we found that 11.28% (7108/63,015) of the participants reported past PEP use, but PrEP use was the more commonly used method of HIV prevention. As hypothesized, we found that men with a history of PEP use were more likely to report current PrEP use. When considering both current and prior PrEP use, 85.9% (6106/7108) of the past PEP users had also used PrEP currently or previously. As such, PEP use could be a gateway to PrEP use as a PEP-to-PrEP pathway to biomedical HIV prevention, supported by current guidelines and recommendations [6,22] as well as current PrEP and PEP implementation strategies [23].

We find it plausible that individuals who have previous experience taking antiretrovirals for PEP could have fewer barriers to taking PrEP. SMM frequently cite concerns about potential side effects with taking PrEP [31,32], concerns that could potentially diminish after the experience of taking PEP. Moreover, PEP is frequently obtained in urgent scenarios, given the short time interval to initiation, offering a cue to action for ongoing HIV prevention. PEP users are also most often put in contact with providers who could become their prescribers of PrEP. Further research is needed to explore the PEP-to-PrEP pathway to biomedical HIV prevention, including reasons for uptake of, or declining, PEP, but our findings illustrate that nearly half (3268/7108, 46%) of the past PEP users are currently taking PEP. Moreover, our findings about lifetime PEP uptake are higher than prior reports of PEP use more broadly, where a pooled estimate of PEP use was 5.8% in high-income countries in a systematic review [33]; yet, our nationwide findings find concordance with increasing uptake over time, including similar rates of PEP use reported among young SMM (ie, 11.5% [34]) and young SMM of color (ie, 15.3% [35]) in New York City—a high-resource area for HIV prevention.

Although our cross-sectional analysis is limited in our ability to distinguish temporality between past PEP use and prior PrEP use, our findings illustrate the potential need for further research in this area. Individuals who had previously used PEP had a >50-fold likelihood of prior PrEP use. Further research is needed to identify how PEP and PrEP can be used interchangeably to support individuals’ HIV prevention goals. Specifically, PrEP use is intended to be flexible based on potential vulnerability to HIV infection, where individuals can discontinue daily PrEP during breaks in sexual behavior or in combination with other HIV prevention strategies, including mutual monogamy with a recently tested HIV-negative partner or a partner with an undetectable viral load (ie, HIV positive with sustained viral suppression). Research is robust on reasons for discontinuing PrEP use, such as lower perceived risk and challenges with cost and access [36-40]. Moreover, gaps in PrEP use are normalized and encouraged when biomedical HIV prevention is not necessary because many individuals report changes in sexual behavior and perceived HIV risk over time [41-43]. Advancements in 2-1-1 PrEP dosing also present new opportunities where unanticipated sexual behavior may result in condomless anal sex without PrEP protection—necessitating the potential need for PEP before PrEP reinitiation. Thus, PEP adds to the HIV prevention toolbox in combination with PrEP, but a study of how PEP is used among individuals who discontinued PrEP is needed.

PEP seems to potentially have a small role in combating disparities in HIV incidence, where Black SMM, Latino SMM, and SMM identifying as another race or ethnicity reported higher prevalence of past PEP use than White SMM. Disparities in PrEP uptake are well documented, with fewer Black and Latino SMM using PrEP compared with White SMM [44,45], despite accounting for 37% and 21% of HIV incidence among gay and bisexual men, respectively [46]. In crude statistics, our findings also indicate that fewer Black and Latino SMM are using PrEP compared with White SMM; yet, the magnitude of this difference is smaller within this web-based sample than within the aggregated commercial pharmacy data reported by AIDSVu [47]. HIV incidence decreased 15% among White SMM between 2014 and 2018, but HIV incidence remained stable for Black and Latino SMM [46], likely resulting from inequitable access and barriers to HIV treatment and PrEP. PEP is unique in its use because it can be dispensed in a single prescription, including all pills for the 28-day regimen, avoiding some of the barriers to PrEP uptake and persistence that include quarterly visits to a provider and ongoing navigation of insurance and copay assistance programs [39,48]. As such, PEP is especially important as a mechanism of HIV prevention because of notable gaps in, and barriers to, PrEP use among SMM.

PEP users in our web-based sample of SMM had a similar profile, by age and sexual orientation, as PrEP users as also reported in other samples. We found SMM aged <25 years to have lower prevalence of past PEP use than older SMM aged 25 to 44 years, similar to disparities in PrEP uptake and persistence [45,49]; yet, this is expected in lifetime use statistics, given that older people have had more time to access these interventions, especially as the length of time that PEP and PrEP have been available is increasing. Nonetheless, specific barriers to PrEP use among young SMM include privacy and insurance issues, including the challenges of living with parents and being on the parents’ insurance plan, high cost of PrEP, and perceived adherence challenges [50-52]. Moreover, we found that those who identified as bisexual had lower prevalence of past PEP use than those who identified as gay, aligning with disparities in PrEP uptake where bisexual men were less likely to take PrEP than their gay counterparts in other research [45]. PrEP stigma is pervasive and a known barrier to PrEP uptake [53], compounded with homonegativity and the enduring effects of
early advertising of PrEP specifically targeted to men who have sex with men [53,54]. As such, structural interventions are needed to make PEP more accessible to younger SMM and to prioritize bisexual SMM in HIV prevention efforts, given the suboptimal biomedical HIV prevention uptake to date.

Our large sample provided an opportunity to compare PEP and PrEP uptake between cisgender and transgender SMM. Specifically, we found no difference in past PEP use between cisgender and transgender SMM, but fewer transgender SMM reported current PrEP use compared with cisgender SMM by a large magnitude (84/569, 14.8%, vs 13,748/62,446, 22%, respectively). Prior research found that nearly two-thirds of transgender men who have sex with men met clinical guidelines for PrEP in 2017; yet, uptake was reported by only 21.8% of transgender SMM [55]. Our findings here from 2019 found lower rates of both current and prior PrEP use among transgender SMM perhaps because of sampling strategies. We focused exclusively on web-based recruitment, whereas Reisner et al [55] also recruited via social networks, engagement with community-based organizations, and outreach at a Philadelphia-based transgender health-focused conference. Similarly, 26.1% of the transgender men recruited on the internet from October 2017 to May 2018 ever reported PrEP use [40]; yet, these findings were not disaggregated by current or prior PrEP use and are similar to our study’s 23.4% (133/569) who reported ever being prescribed PrEP. Further efforts are needed to target barriers to PrEP uptake, such as reducing potential misconceptions about interactions with gender-affirming therapy, establishing trusting relationships between medical institutions and transgender patients, and reducing PrEP stigma negatively affecting PrEP knowledge and attitudes as thematically organized by a systematic review of the literature [56].

Finally, we found that SMM who had recently engaged in club drug use were more likely to report past PEP use and current or prior PrEP use in concordance with prior research [57]. There is substantial evidence that club drug use, including the use of methamphetamine and other stimulants, is strongly associated with condomless anal sex as well as HIV and sexually transmitted infection acquisition among SMM [27,57-60]. Moreover, researchers have identified altered rectal cytokines among SMM who used stimulants [61]. Researchers suggest the confluence of condomless anal sex and dysregulated rectal immune functioning as an important potential driver of HIV transmission among SMM who use stimulants [62]. As such, SMM who use club drugs are a priority population for biomedical HIV prevention. Our findings regarding greater engagement in biomedical HIV prevention among club drug users is promising because current PEP and PrEP implementation efforts are reaching SMM at heightened vulnerability to HIV via substance use. Importantly, our findings align with previous reports about PEP use among young SMM in New York City, where researchers found that young SMM who used methamphetamine had >6 times higher odds of past PEP use.

Limitations

Our research is not without limitations. First, we recruited a convenience sample on the internet without incentivizing participation, which may have resulted in biased enrollment and introduced selection bias, potentially limiting the generalizability of the findings. Second, there is a potential for recall bias, especially related to lifetime past PEP use. Third, social desirability bias cannot be ruled out, which may have resulted in, for example, higher endorsement of PEP and PrEP use and lower reports of substance use. Finally, we conducted a cross-sectional analysis describing PEP and PrEP use with potential issues related to temporality, especially regarding past PEP and prior PrEP use. Additional longitudinal and qualitative research is needed to better understand PEP use and its potential impact on PrEP uptake or discontinuation.

Conclusions

PEP use was the predominate HIV prevention strategy reported in our web-based sample of SMM compared with PEP; yet, our findings indicate that PEP use could be a gateway to PrEP use because nearly half (3268/7108, 46%) of the current PrEP users reported prior use of PEP. Advertising and prescribing PEP could also support efforts to increase PrEP uptake and sustain HIV prevention during breaks or interruptions in daily or intermittent PrEP use. Further research is needed to better understand and support this phenomenon to maximize the use of currently available biomedical HIV prevention tools.
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Abstract

Background: High-risk human papillomavirus (hrHPV) infection is a necessary cause of almost all cervical cancers. Relative to hrHPV 16/18 infection, non-16/18 hrHPV infection is of less concern. However, the increasing prevalence of non-16/18 hrHPV infections has become an important public health issue. The early identification and treatment of cervical cytological abnormalities in women infected with non-16/18 hrHPV reduces the incidence of cervical cancer. To date, no study has examined the risk factors for cytological abnormalities in this high-risk population.

Objective: This population-based, cross-sectional study aimed to identify the risk factors for cervical cytological abnormalities in women infected with non-16/18 hrHPV.

Methods: A total of 314,587 women from the general population were recruited for cervical cancer screening at 136 primary care hospitals in Xiangyang, China. Of these, 311,604 women underwent HPV genotyping, and 17,523 non-16/18 hrHPV–positive women were referred for cytological screening according to the screening program. A logistic regression model was used to assess the risk factors for cytological abnormalities among these non-16/18 hrHPV–positive women. A separate analysis was performed to determine the factors influencing high-grade cytological abnormalities.

Results: The non-16/18 hrHPV infection rate was 5.88% (18,323/311,604), which was 3-fold higher than that of hrHPV 16/18 (6068/311,604, 1.95%). Among the non-16/18 hrHPV–positive women who underwent ThinPrep cytologic test, the overall prevalence rates of cervical cytological abnormalities and high-grade cytological abnormalities were 13.46% (2359/17,523) and 1.18% (206/17,523), respectively. Multivariate logistic regression analysis revealed that women with middle or high school educational attainment were at a higher risk of having cytological abnormalities than those who received primary education (odds ratio [OR] 1.31, 95% CI 1.17-1.45; P<.001, and OR 1.32, 95% CI 1.14-1.53; P<.001, respectively). Living in rural areas (OR 2.58, 95% CI 2.29-2.90; P<.001), gravidity ≥3 (OR 2.77, 95% CI 1.19-6.45; P=.02), cervix abnormalities detected in pelvic examination (OR 1.22, 95% CI 1.11-1.34; P<.001), and having a cervical cancer screening 3 years ago (OR 0.79, 95% CI 0.62-1.00; P=.048) were associated with cytological abnormalities. The risk factors for high-grade cytological abnormalities included middle school education (OR 1.45, 95% CI 1.07-1.98; P=.02), living in rural regions (OR 1.52, 95% CI 1.10-2.10; P=.01), and cervix abnormality (OR 1.72, 95% CI 1.30-2.62; P<.001).

Conclusions: The dominant epidemic of non-16/18 hrHPV infection is revealed in Chinese women. Multiple risk factors for cervical cytological abnormalities have been identified in women infected with non-16/18 hrHPV. These findings can provide...
important information for clinically actionable decisions for the screening, early diagnosis, intervention, and prevention of cervical cancer in non-16/18 hrHPV–positive women.

(JMIR Public Health Surveill 2022;8(12):e38628) doi:10.2196/38628
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Introduction

Globally, cervical cancer is one of the most serious threats to the lives of women. Cervical cancer ranks fourth in terms of both incidence and mortality among women, with an estimated 604,000 new cases and 342,000 deaths globally in 2020 [1]. In China, cervical cancer is a major public health concern because of its high incidence and heavy economic burden [2]. In 2020, it was estimated that there were approximately 110,000 new cases and 59,000 deaths from cervical cancer in China. It is the sixth most frequently diagnosed cancer and the seventh leading cause of cancer-related deaths among Chinese women [3].

Cervical cancer is the most preventable and treatable form of cancer via human papillomavirus (HPV) vaccination, early diagnosis, and effective management. Persistent infection with high-risk HPV (hrHPV) is a necessary but not sufficient cause of almost all cervical cancers [4,5]. There are 14 hrHPV genotypes (16, 18, 31, 33, 35, 39, 45, 51, 52, 56, 58, 59, 66, and 68) that can be detected by real-time polymerase chain reaction assays [6], which are classified as hrHPV 16/18 and non-16/18 hrHPV by current diagnostic paradigms. The majority of cervical cancers are from infection with hrHPV 16, followed by hrHPV 18 [7]. Therefore, hrHPV 16/18 have been recognized as dominant risk factors for cervical cancer and are the focus of medical research, clinical diagnosis, and intervention. As a result, the prevalence of hrHPV 16/18 has significantly decreased over the years [8]. Researchers and the public are relatively less concerned about non-16/18 hrHPV because these infections are considered to be less prevalent and less risky than type 16/18 infections. However, recent studies have reported an increasing prevalence of non-16/18 hrHPV [9,10]. For example, a recent population-based study in China reported a prevalence of 2.2% and 15.3% for hrHPV 16/18 and non-16/18 hrHPV, respectively [11]. The prevalence of non-16/18 hrHPV infection is also a strong predictor of the persistence and progression of cervical diseases [12-15].

Women with cytological abnormalities in the cervix have a relatively high risk of cervical cancer [16]. Early identification and treatment of cervical abnormalities in the early stages or precursor phases of the neoplasm increases the likelihood of lesion regression and reduces the incidence of cervical cancer [17,18]. According to the guidelines of the American Society for Colposcopy and Cervical Pathology [19] and the Chinese Society for Colposcopy and Cervical Pathology [20], women infected with hrHPV 16/18 were directly subjected to colposcopy without cytological screening. Only the women with positive hrHPV genotypes were referred for ThinPrep cytologic test (TCT) followed by colposcopy among those with TCT-positive results. Therefore, following the detection of a non-16/18 hrHPV infection, cytological screening is a useful tool for the selection of women at risk of cervical cancer while reducing the colposcopy burden. A meta-analysis showed that cytological testing in women infected with non-16/18 hrHPV had an overall sensitivity of 69.6% and specificity of 90.2% for detecting cervical intraepithelial neoplasia or worse [21]. However, some women infected with non-16/18 hrHPV may not undergo cytological screening because of inadequate perception of the hazards associated with non-16/18 hrHPV infection or the lack of free screening programs, especially in resource-limited countries. Therefore, identifying the risk factors for cytological abnormalities among those with non-16/18 hrHPV infections will provide important information for impelling those at high risk to undergo screening and ultimately guide clinically actionable decisions for early diagnosis, monitoring, and intervention.

Nevertheless, no previous study has investigated the risk factors for abnormal cytological outcomes in individuals with non-16/18 hrHPV infections [8]. The majority of the previous studies were conducted on the whole population without considering HPV test results, and the factors under study and the conclusions were inconsistent. For example, an observational study in China showed that the risk of cytological abnormalities was associated with HPV genotype [22]. A population-based study in Nigeria showed that demographic characteristics, menopause, gravidity, parity, marital status, and education were associated with cytological abnormalities [23]. Moreover, some previous studies did not find an effect of age on cytological abnormalities in all women or those positive for HPV [24,25]. However, in some studies, the risk of cytological abnormalities significantly increased with age [22,26]. Two studies focused on individuals infected with HPV, among whom education level, years of sexually active life, and parity were risk factors for cytological abnormalities [27,28]. Besides these factors, recent studies have shown an association between cervical cancer and vaginal microbial infection [29,30]. Cervical cancer symptoms, such as bleeding after sex, abnormal vaginal discharge, and pelvic discomfort, may affect the timely diagnosis of cervical cancer [31]. The effects of these factors on cervical cytological abnormalities in individuals with non-16/18 hrHPV infections remain unknown. In particular, the potential impacts of some important factors, including vaginal microbial infection and pelvic examination (PE), on cervical cytological abnormalities have not been investigated previously.

This large population-based study of cervical cancer screening in Chinese women aimed to identify risk factors for cervical cytological abnormalities as well as high-grade cytological abnormalities among women with non-16/18 hrHPV infections, which would provide important information for the screening.
early diagnosis, management, and prevention of cervical cancer in the target population (ie, non-16/18 hrHPV–positive women).

Methods

Population

The cervical cancer screening program was conducted at 136 primary care hospitals in Xiangyang, China. Participants aged ≥30 years were recruited through media publicity and government notices between January 2017 and February 2018. Women who had received HPV vaccination, were pregnant, had no sexual history, had a hysterectomy, or had a history of pelvic radiotherapy were excluded. All participants were interviewed using questionnaires and underwent PE, vaginal microenvironment test, and HPV genotyping. Women infected with hrHPV 16/18 were directly subjected to colposcopy, whereas women positive for other hrHPV genotypes were referred for TCT, followed by colposcopy in women with TCT-positive results. Histopathological diagnosis was performed if the colposcopy was abnormal or if abnormalities were suspected. A technical manual was developed to regulate the screening process, and the medical staff were trained before the project began.

Questionnaires

The questionnaire, designed by gynecological oncologists, included age, educational level, residential type (rural or urban), whether the patient is in menopause, age at menopause, family history of cancer, gravity, parity, contraceptive methods, personal history of other cancers, cervical cancer screening history, and presence of postcoital bleeding and abnormal leucorrhea (Multimedia Appendix 1). Professionally trained clinical staff distributed the questionnaires to the participants and collected data via face-to-face interviews. All data were inputted using the double-entry method.

PE and Vagina Microenvironment Test

All recruited women underwent routine PE and vaginal microenvironment test. The purpose of the PE was not only to assess pain, bleeding, and vaginal secretions but also to screen for cervical cancer and reproductive tract infections. The PE involved the visual inspection of the vulva, internal speculum examination of the vagina and cervix, and bimanual palpation of the adnexa and uterus. Vaginal secretions were collected with high-vaginal swabs and observed under a microscope to evaluate the vaginal microecosystem, including Trichomonas vaginalis, Candida, and Gardnerella [30].

HPV Genotyping

HPV genotyping was performed using the Cobas HPV test with the Cobas 4800 (Roche Molecular Systems) system, which is approved by the US Food and Drug Administration [6]. Specimens were collected using a cervical brush and sent to the laboratory for professional examination. The Cobas HPV test can provide individual results for hrHPV 16 and hrHPV 18 and simultaneously provide the pooled results for the other 12 non-16/18 hrHPV genotypes (31, 33, 35, 39, 45, 51, 52, 56, 58, 59, 66, and 68).

TCT Procedure

Women with non-16/18 hrHPV genotypes underwent TCT. The results were reported using the 2001 Bethesda System terminology [32], including negative for intraepithelial lesion or malignancy (NILM); low-grade squamous intraepithelial lesion (LSIL) or high-grade squamous intraepithelial lesion (HSIL); atypical squamous cells of undetermined significance (ASC-US) or atypical squamous cells not possible excluding HSIL (ASC-H); atypical glandular cells (AGC); and squamous cell carcinoma. NILM was considered normal, whereas the others (TCT result worse than ASC-US [ASC-US+]) were considered abnormal.

Ethics Approval

Ethical approval was obtained from the Ethics Review Committee of Xiangyang Central Hospital, and all procedures followed the ethical standards specified by the institution (approval 2017–004). Written informed consent was obtained from all participants. All examinations complied with the routine medical requirements, and there were provisions for patient safety.

Statistical Analysis

The enrolled participants were divided into 2 groups based on the TCT results: NILM and ASC-US+. ASC-US+ was considered to be a cervical cytological abnormality. Participants’ characteristics were summarized as counts and percentages, and the chi-square or Fisher exact tests were used to compare whether there were statistical differences in the characteristics between the 2 groups.

Based on the literature and clinical knowledge about the risk factors for cytological abnormalities or cervical cancer, we considered 16 factors that may be associated with cervical cancer. Univariate logistic regression was used to quantify the effect of each factor on the TCT results. Multivariate logistic regression was subsequently performed for all included variables. The generalized variance inflation factor (GVIF) for each variable was calculated to estimate the existence of multicollinearity, and the variable with the largest GVIF\(^{\frac{1}{2}}\) (2 \(\times df\)) was removed at each step until the GVIF\(^{\frac{1}{2}}\) (2 \(\times df\)) for all remaining variables was less than 2.24 (ie, \(\frac{1}{\sqrt{2}}\)) [33]. Odds ratios (ORs) and their 95% CIs were also calculated. Missing data were not inputted in this study because the rate was low, with 3.41% (597/17,523) of participants having missing values for at least one variable under study.

Since high-grade cytological abnormalities closely associated with cervical cancer require more attention, we specifically identified potential risk factors for high-grade cytological abnormalities (ASC-H, HSIL, AGC, and squamous cell carcinoma) [34] using univariate logistic regression. In the multivariate logistic regression analysis, only variables with \(P<.10\) were considered independent variables due to the small sample size. All statistical analyses were performed using R statistical software (version 4.1.1; R Foundation for Statistical Computing). Two-sided statistical tests were used in all analyses, and \(P<.05\) was considered statistically significant.
Results

Study Subjects

Figure 1 shows the flow of the identification and selection of participants in the study. A total of 311,604 participants in the study underwent HPV genotyping, among which 6068 (1.95%) were infected with hrHPV 16/18, and 18,323 (5.88%) were infected with non-16/18 hrHPV. Of the 18,323 non-16/18 hrHPV-positive participants, 780 (4.26%) promised to receive TCT but did not come back until the end of the program; 20 (0.11%) did not comply with the screening process and underwent colposcopy directly rather than TCT first. As a result, 17,523 participants who were infected with non-16/18 hrHPV and underwent TCT were included in the final analysis of factors associated with cervical abnormalities. The TCT results illustrated that, among them, 15,164 participants (86.54%) had NILM and 2359 (13.46%) had cytologically abnormal findings (ASC-US+). Of the 2359 cytologically abnormal findings, ASC-US was the primary abnormality in TCT (n=1775, 75.25%), followed by LSIL (n=378, 16.02%), ASC-H (n=127, 5.38%), HSIL (n=65, 2.76%), and AGC (n=14, 0.59%).

Figure 1. Flow diagram of the identification and selection of study subjects. AGC: atypical glandular cells; ASC-H: atypical squamous cells not possible excluding high-grade squamous intraepithelial lesion; ASC-US: atypical squamous cells of undetermined significance; HPV: human papillomavirus; HSIL: high-grade squamous intraepithelial lesion; LSIL: low-grade squamous intraepithelial lesion; NILM: negative for intraepithelial lesion or malignancy; TCT: ThinPrep cytologic test.

Participant Characteristics

Table 1 presents the demographic characteristics and diagnosis-related variables among participants with non-16/18 hrHPV infections. We stratified the participants into 4 groups based on age, and the ages of participants were mainly concentrated in the 40-60 years age range (12,594/17,523, 71.87%). Women with ASC-US+ were relatively less educated than women with NILM (P<.001), although 89.78% (15,733/17,523) of participants in both groups had only primary or secondary education. Individuals from rural areas represented the largest proportion of participants with ASC-US+ (1924/2359, 81.56%), with only 62.91% (9540/15,164) of participants with NILM coming from rural areas. A higher proportion of ASC-US+ were participants whose gravidity and parity were ≥3 (1259/2359, 53.37% vs 7219/15,164, 47.6% and 372/2359, 15.77% vs 2147/15,164, 14.16%, respectively). Participants in the ASC-US+ group was less likely to have undergone cervical screening within 3 years or >3 years ago than those in the NILM group (373/2357, 15.83% vs 2674/15,157, 17.64% and 89/2357, 3.78% vs 757/15,157, 4.99%, respectively). Cervix abnormalities detected in PE were more common in participants with ASC-US+ than in those with NILM (1020/2346, 43.48% vs 5678/15,067, 37.69%, respectively). There were no statistically significant differences in other factors between the 2 groups.
Table 1. Demographic characteristics and diagnosis-related variables for participants with non-16/18 high-risk human papillomavirus infection.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Overall, n (%)</th>
<th>Groups</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>NILM³, n (%)</td>
<td>ASC-US⁺, n (%)</td>
</tr>
<tr>
<td><strong>Age (years; overall: n=17,523; NILM: n=15,164; ASC-US+: n=2359)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;40</td>
<td>2670 (15.24)</td>
<td>2302 (15.18)</td>
<td>368 (15.6)</td>
</tr>
<tr>
<td>40-50</td>
<td>5817 (33.2)</td>
<td>5028 (33.16)</td>
<td>789 (33.45)</td>
</tr>
<tr>
<td>50-60</td>
<td>6777 (38.67)</td>
<td>5884 (38.8)</td>
<td>893 (37.85)</td>
</tr>
<tr>
<td>≥60</td>
<td>2259 (12.89)</td>
<td>1950 (12.86)</td>
<td>309 (13.1)</td>
</tr>
<tr>
<td><strong>BMI³,⁴ (overall: n=17,359; NILM: n=15,023; ASC-US+: n=2336)</strong></td>
<td></td>
<td></td>
<td>.44</td>
</tr>
<tr>
<td>Normal</td>
<td>12,551 (72.3)</td>
<td>10,858 (72.28)</td>
<td>1693 (72.47)</td>
</tr>
<tr>
<td>Underweight</td>
<td>699 (4.03)</td>
<td>595 (3.96)</td>
<td>104 (4.45)</td>
</tr>
<tr>
<td>Overweight</td>
<td>4109 (23.67)</td>
<td>3570 (23.76)</td>
<td>539 (23.07)</td>
</tr>
<tr>
<td><strong>Education (overall: n=17,523; NILM: n=15,164; ASC-US+: n=2359)</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Primary</td>
<td>8439 (48.16)</td>
<td>7350 (48.47)</td>
<td>1089 (46.16)</td>
</tr>
<tr>
<td>Middle</td>
<td>4896 (27.94)</td>
<td>4126 (27.21)</td>
<td>770 (32.64)</td>
</tr>
<tr>
<td>High</td>
<td>2398 (13.68)</td>
<td>2071 (13.66)</td>
<td>327 (13.86)</td>
</tr>
<tr>
<td>Graduate</td>
<td>1790 (10.22)</td>
<td>1617 (10.66)</td>
<td>173 (7.34)</td>
</tr>
<tr>
<td><strong>Region (overall: n=17,523; NILM: n=15,164; ASC-US+: n=2359)</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Urban</td>
<td>6059 (34.58)</td>
<td>5624 (37.09)</td>
<td>435 (18.44)</td>
</tr>
<tr>
<td>Rural</td>
<td>11,464 (65.42)</td>
<td>9540 (62.91)</td>
<td>1924 (81.56)</td>
</tr>
<tr>
<td><strong>Family history of cancer (overall: n=17,523; NILM: n=15,164; ASC-US+: n=2359)</strong></td>
<td></td>
<td></td>
<td>.27</td>
</tr>
<tr>
<td>No</td>
<td>17,170 (97.99)</td>
<td>14,866 (98.03)</td>
<td>2304 (97.67)</td>
</tr>
<tr>
<td>Yes</td>
<td>353 (2.01)</td>
<td>298 (1.97)</td>
<td>55 (2.33)</td>
</tr>
<tr>
<td><strong>Menopause (overall: n=17,523; NILM: n=15,164; ASC-US+: n=2359)</strong></td>
<td></td>
<td></td>
<td>.43</td>
</tr>
<tr>
<td>No</td>
<td>9031 (51.54)</td>
<td>7797 (51.42)</td>
<td>1234 (52.31)</td>
</tr>
<tr>
<td>Yes</td>
<td>8492 (48.46)</td>
<td>7367 (48.58)</td>
<td>1125 (47.69)</td>
</tr>
<tr>
<td><strong>Gravidity (overall: n=17,523; NILM: n=15,164; ASC-US+: n=2359)</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>0</td>
<td>547 (3.12)</td>
<td>497 (3.28)</td>
<td>50 (2.12)</td>
</tr>
<tr>
<td>1-2</td>
<td>8498 (48.5)</td>
<td>7448 (49.12)</td>
<td>1050 (44.51)</td>
</tr>
<tr>
<td>≥3</td>
<td>8478 (48.38)</td>
<td>7219 (47.6)</td>
<td>1259 (53.37)</td>
</tr>
<tr>
<td><strong>Parity (overall: n=17,523; NILM: n=15,164; ASC-US+: n=2359)</strong></td>
<td></td>
<td></td>
<td>.005</td>
</tr>
<tr>
<td>0</td>
<td>602 (3.43)</td>
<td>543 (3.58)</td>
<td>59 (2.5)</td>
</tr>
<tr>
<td>1-2</td>
<td>14,402 (82.19)</td>
<td>12,474 (82.26)</td>
<td>1928 (81.73)</td>
</tr>
<tr>
<td>≥3</td>
<td>2519 (14.38)</td>
<td>2147 (14.16)</td>
<td>372 (15.77)</td>
</tr>
<tr>
<td><strong>Cervical screening² (overall: n=17,514; NILM: n=15,157; ASC-US+: n=2357)</strong></td>
<td></td>
<td></td>
<td>.002</td>
</tr>
<tr>
<td>Never</td>
<td>13,621 (77.77)</td>
<td>11,726 (77.36)</td>
<td>1895 (80.84)</td>
</tr>
<tr>
<td>Within 3 years</td>
<td>3047 (17.4)</td>
<td>2674 (17.64)</td>
<td>373 (15.83)</td>
</tr>
<tr>
<td>&gt;3 years ago</td>
<td>846 (4.83)</td>
<td>757 (4.99)</td>
<td>89 (3.78)</td>
</tr>
<tr>
<td><strong>History of other cancers (overall: n=17,523; NILM: n=15,164; ASC-US+: n=2359)</strong></td>
<td></td>
<td></td>
<td>.45</td>
</tr>
<tr>
<td>No</td>
<td>16,954 (96.75)</td>
<td>14,665 (96.71)</td>
<td>2289 (97.03)</td>
</tr>
<tr>
<td>Yes</td>
<td>569 (3.25)</td>
<td>499 (3.29)</td>
<td>70 (2.97)</td>
</tr>
<tr>
<td><strong>Postcoital bleeding (overall: n=17,523; NILM: n=15,164; ASC-US+: n=2359)</strong></td>
<td></td>
<td></td>
<td>.32</td>
</tr>
<tr>
<td>No</td>
<td>17,369 (99.12)</td>
<td>15,026 (99.09)</td>
<td>2343 (99.32)</td>
</tr>
</tbody>
</table>
The Risk Factors for Cytological Abnormalities

Table 2 shows the results of the univariate and multivariate logistic regression, which assessed the risk factors of ASC-US+ for participants with non-16/18 hrHPV. A higher incidence of ASC-US+ was observed in women who attended middle or high school (OR 1.31, 95% CI 1.17-1.45; \( P < .001 \), and OR 1.32, 95% CI 1.14-1.53; \( P < .001 \), respectively) and those living in rural areas (OR 2.58, 95% CI 2.29-2.90; \( P < .001 \)). The likelihood of ASC-US+ increased with gravidity \( \geq 3 \) (OR 2.77, 95% CI 1.19-6.45; \( P = .02 \)) and cervix abnormalities detected in PE (OR 1.22, 95% CI 1.11-1.34; \( P < .001 \)). The risk of ASC-US+ was lower in the women who had cervical screening >3 years ago (OR 0.79, 95% CI 0.62-1.00; \( P = .048 \)) than in those with no previous screening. When stratified by rural or urban areas, the results showed that middle or high school education (OR 1.34, 95% CI 1.19-1.50; \( P < .001 \), and OR 1.42, 95% CI 1.20-1.68; \( P < .001 \), respectively) and gravidity \( \geq 3 \) (OR 3.48, 95% CI 1.12-10.82; \( P = .03 \)) were associated with significantly increased risk in women living in rural areas. Cervix abnormalities detected in PE was associated with an increased risk for ASC-US+ in both rural (OR 1.21, 95% CI 1.09-1.34; \( P < .001 \)) and urban (OR 1.28, 95% CI 1.04-1.58; \( P = .02 \)) areas (Figure 2).
Table 2. Risk factors of ASC-US+ for participants with non-16/18 high-risk human papillomavirus infection explored by univariate and multivariate logistic regression.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Univariate logistic</th>
<th>Multivariate logistic</th>
<th>Simplified modeld</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ORb (95% CI)</td>
<td>P value</td>
<td>OR (95% CI)</td>
</tr>
<tr>
<td>Age (years; ref&lt;sup&gt;e&lt;/sup&gt;: &lt;40)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40-50</td>
<td>0.98 (0.86-1.12)</td>
<td>.79</td>
<td>0.99 (0.86-1.14)</td>
</tr>
<tr>
<td>50-60</td>
<td>0.95 (0.83-1.08)</td>
<td>.44</td>
<td>0.96 (0.80-1.14)</td>
</tr>
<tr>
<td>≥60</td>
<td>0.99 (0.84-1.17)</td>
<td>.92</td>
<td>1.02 (0.82-1.28)</td>
</tr>
<tr>
<td>BMI&lt;sup&gt;g&lt;/sup&gt; (ref: normal)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Underweight</td>
<td>1.12 (0.90-1.39)</td>
<td>.30</td>
<td>1.15 (0.93-1.44)</td>
</tr>
<tr>
<td>Overweight</td>
<td>0.97 (0.87-1.07)</td>
<td>.54</td>
<td>0.94 (0.85-1.05)</td>
</tr>
<tr>
<td>Education (ref: primary)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle</td>
<td>1.26 (1.14-1.39)</td>
<td>&lt;.001</td>
<td>1.31 (1.17-1.45)</td>
</tr>
<tr>
<td>High</td>
<td>1.07 (0.93-1.22)</td>
<td>.35</td>
<td>1.32 (1.14-1.53)</td>
</tr>
<tr>
<td>Graduate</td>
<td>0.72 (0.61-0.86)</td>
<td>&lt;.001</td>
<td>1.05 (0.87-1.27)</td>
</tr>
<tr>
<td>Region (ref: urban)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>2.61 (2.34-2.91)</td>
<td>&lt;.001</td>
<td>2.58 (2.29-2.90)</td>
</tr>
<tr>
<td>Family history of cancer</td>
<td>1.19 (0.89-1.59)</td>
<td>.24</td>
<td>1.04 (0.76-1.43)</td>
</tr>
<tr>
<td>Menopause</td>
<td>0.96 (0.88-1.05)</td>
<td>.42</td>
<td>0.97 (0.84-1.11)</td>
</tr>
<tr>
<td>Gravidity (ref: 0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-2</td>
<td>1.40 (1.04-1.89)</td>
<td>.03</td>
<td>2.28 (0.98-5.29)</td>
</tr>
<tr>
<td>≥3</td>
<td>1.73 (1.29-2.33)</td>
<td>&lt;.001</td>
<td>2.77 (1.19-6.45)</td>
</tr>
<tr>
<td>Parity (ref: 0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-2</td>
<td>1.42 (1.08-1.87)</td>
<td>.01</td>
<td>0.61 (0.28-1.32)</td>
</tr>
<tr>
<td>≥3</td>
<td>1.59 (1.19-2.13)</td>
<td>.002</td>
<td>0.61 (0.28-1.35)</td>
</tr>
<tr>
<td>Screening (ref: never)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Within 3 years</td>
<td>0.86 (0.77-0.97)</td>
<td>.02</td>
<td>0.94 (0.83-1.07)</td>
</tr>
<tr>
<td>&gt;3 years ago</td>
<td>0.73 (0.58-0.91)</td>
<td>.006</td>
<td>0.79 (0.62-1.00)</td>
</tr>
<tr>
<td>History of other cancers</td>
<td>0.90 (0.70-1.16)</td>
<td>.410</td>
<td>0.97 (0.74-1.28)</td>
</tr>
<tr>
<td>Postcoital bleeding</td>
<td>0.74 (0.44-1.25)</td>
<td>.264</td>
<td>0.71 (0.41-1.23)</td>
</tr>
<tr>
<td>Abnormal leukorrhea</td>
<td>0.99 (0.82-1.18)</td>
<td>.88</td>
<td>0.89 (0.74-1.08)</td>
</tr>
<tr>
<td>PE&lt;sup&gt;h&lt;/sup&gt;: cervix abnormality</td>
<td>1.27 (1.16-1.39)</td>
<td>&lt;.001</td>
<td>1.22 (1.11-1.34)</td>
</tr>
<tr>
<td>Trichomonas infection</td>
<td>0.98 (0.76-1.27)</td>
<td>.91</td>
<td>0.85 (0.65-1.10)</td>
</tr>
<tr>
<td>Candida infection</td>
<td>1.01 (0.82-1.25)</td>
<td>.92</td>
<td>0.91 (0.73-1.13)</td>
</tr>
<tr>
<td>Gardnerella infection</td>
<td>0.73 (0.33-1.60)</td>
<td>.43</td>
<td>0.69 (0.31-1.52)</td>
</tr>
</tbody>
</table>

<sup>a</sup>ASC-US+: ThinPrep cytologic test result worse than atypical squamous cells of undetermined significance.

<sup>b</sup>OR: odds ratio.

<sup>c</sup>Full model: including all variables.

<sup>d</sup>Simplified model: including the variables with P<.10 in the univariate logistic regression.

<sup>e</sup>ref: reference.

<sup>f</sup>N/A: not applicable.

<sup>g</sup>BMI categories: underweight (<18.5), normal (18.5-25), and overweight (≥25).

<sup>h</sup>PE: pelvic examination.
Figure 2. Multivariate logistic regression analysis stratified on area to explore risk factors for cytological abnormalities among individuals infected with non-16/18 high-risk human papillomavirus. OR: odds ratio; PE: pelvis examination.

The Risk Factors for High-Grade Cytological Abnormalities

Table 3 shows the risk factors for high-grade cytological abnormalities. Education, region, cervical screening, and cervix abnormalities detected in PE were included in the multivariate analysis as their \( P \) values were <.10 in the univariate analysis. Among these factors, significant differences were observed with middle school education (OR 1.45, 95% CI 1.07-1.98; \( P=.02 \)), rural region (OR 1.52, 95% CI 1.10-2.10; \( P=.01 \)), and cervix abnormality (OR 1.72, 95% CI 1.30-2.26; \( P<.001 \)).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Rural OR (95% CI)</th>
<th>( P ) value</th>
<th>Urban OR (95% CI)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years; ref: &lt;40)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40–50</td>
<td>0.99 (0.84–1.16)</td>
<td>.89</td>
<td>1.02 (0.76–1.37)</td>
<td>.92</td>
</tr>
<tr>
<td>50–60</td>
<td>0.92 (0.76–1.13)</td>
<td>.44</td>
<td>1.11 (0.75–1.63)</td>
<td>.61</td>
</tr>
<tr>
<td>≥60</td>
<td>1.02 (0.79–1.30)</td>
<td>.89</td>
<td>1.07 (0.64–1.76)</td>
<td>.81</td>
</tr>
<tr>
<td><strong>BMI (ref: normal)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Underweight</td>
<td>1.15 (0.90–1.47)</td>
<td>.26</td>
<td>1.17 (0.70–1.95)</td>
<td>.55</td>
</tr>
<tr>
<td>Overweight</td>
<td>0.91 (0.81–1.03)</td>
<td>.12</td>
<td>1.10 (0.86–1.40)</td>
<td>.44</td>
</tr>
<tr>
<td><strong>Education (ref: primary)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle</td>
<td>1.34 (1.19–1.50)</td>
<td>&lt;.001</td>
<td>1.13 (0.86–1.48)</td>
<td>.37</td>
</tr>
<tr>
<td>High</td>
<td>1.42 (1.20–1.68)</td>
<td>&lt;.001</td>
<td>1.07 (0.80–1.44)</td>
<td>.64</td>
</tr>
<tr>
<td>Graduate</td>
<td>1.05 (0.82–1.35)</td>
<td>.68</td>
<td>0.97 (0.71–1.33)</td>
<td>.85</td>
</tr>
<tr>
<td>Family history of cancer</td>
<td>1.01 (0.70–1.45)</td>
<td>.96</td>
<td>1.11 (0.57–2.15)</td>
<td>.76</td>
</tr>
<tr>
<td>Menopause</td>
<td>1.02 (0.87–1.19)</td>
<td>.83</td>
<td>0.79 (0.58–1.08)</td>
<td>.15</td>
</tr>
<tr>
<td><strong>Gravidity (ref: 0)</strong></td>
<td>2.76 (0.89–8.56)</td>
<td>.08</td>
<td>2.40 (0.59–9.69)</td>
<td>.22</td>
</tr>
<tr>
<td>≥3</td>
<td>3.48 (1.12–10.82)</td>
<td>.03</td>
<td>2.54 (0.63–10.30)</td>
<td>.19</td>
</tr>
<tr>
<td><strong>Parity (ref: 0)</strong></td>
<td>0.46 (0.16–1.33)</td>
<td>.15</td>
<td>0.81 (0.24–2.70)</td>
<td>.73</td>
</tr>
<tr>
<td>≥3</td>
<td>0.44 (0.15–1.31)</td>
<td>.14</td>
<td>0.93 (0.27–3.26)</td>
<td>.91</td>
</tr>
<tr>
<td><strong>Screening (ref: never)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Within 3 years</td>
<td>0.92 (0.79–1.06)</td>
<td>.25</td>
<td>1.02 (0.79–1.30)</td>
<td>.90</td>
</tr>
<tr>
<td>&gt;3 years ago</td>
<td>0.83 (0.63–1.09)</td>
<td>.18</td>
<td>0.70 (0.44–1.12)</td>
<td>.14</td>
</tr>
<tr>
<td>History of other cancers</td>
<td>1.12 (0.83–1.52)</td>
<td>.45</td>
<td>0.61 (0.32–1.17)</td>
<td>.14</td>
</tr>
<tr>
<td>Postcoital bleeding</td>
<td>0.68 (0.37–1.25)</td>
<td>.21</td>
<td>0.82 (0.25–2.73)</td>
<td>.75</td>
</tr>
<tr>
<td>Abnormal leukorrhea</td>
<td>0.88 (0.71–1.09)</td>
<td>.23</td>
<td>1.01 (0.62–1.63)</td>
<td>.97</td>
</tr>
<tr>
<td>PE: cervix abnormality</td>
<td>1.21 (1.09–1.34)</td>
<td>&lt;.001</td>
<td>1.28 (1.04–1.58)</td>
<td>.02</td>
</tr>
<tr>
<td>Trichomonas infection</td>
<td>0.81 (0.61–1.07)</td>
<td>.13</td>
<td>1.51 (0.68–3.37)</td>
<td>.31</td>
</tr>
<tr>
<td>Candida infection</td>
<td>0.97 (0.77–1.22)</td>
<td>.79</td>
<td>0.64 (0.33–1.22)</td>
<td>.17</td>
</tr>
<tr>
<td>Gardnerella infection</td>
<td>0.73 (0.31–1.74)</td>
<td>.47</td>
<td>0.55 (0.07–4.11)</td>
<td>.56</td>
</tr>
</tbody>
</table>
Table 3. Risk factors of high-grade cytological abnormalities for participants with non-16/18 high-risk human papillomavirus infection explored by univariate and multivariate logistic regression.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Univariate logistic OR (95% CI)</th>
<th>( P ) value</th>
<th>Multivariate logistic OR (95% CI)</th>
<th>( P ) value</th>
<th>Simplified model OR (95% CI)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years; ref(^d): &lt;40)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40-50</td>
<td>0.98 (0.86-1.12)</td>
<td>.79</td>
<td>0.99 (0.86-1.14)</td>
<td>.87</td>
<td>N/A(^e)</td>
<td>N/A</td>
</tr>
<tr>
<td>50-60</td>
<td>0.95 (0.83-1.08)</td>
<td>.44</td>
<td>0.96 (0.80-1.14)</td>
<td>.61</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>≥60</td>
<td>0.99 (0.84-1.17)</td>
<td>.92</td>
<td>1.02 (0.82-1.28)</td>
<td>.83</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>BMI(^f) (ref: normal)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Underweight</td>
<td>1.12 (0.90-1.39)</td>
<td>.30</td>
<td>1.15 (0.93-1.44)</td>
<td>.21</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Overweight</td>
<td>0.97 (0.87-1.07)</td>
<td>.54</td>
<td>0.94 (0.85-1.05)</td>
<td>.28</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Education (ref: primary)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle</td>
<td>1.26 (1.14-1.39)</td>
<td>&lt;.001</td>
<td>1.31 (1.17-1.45)</td>
<td>&lt;.001</td>
<td>1.30 (1.18-1.44)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>High</td>
<td>1.07 (0.93-1.22)</td>
<td>.35</td>
<td>1.32 (1.14-1.53)</td>
<td>&lt;.001</td>
<td>1.35 (1.18-1.56)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Graduate</td>
<td>0.72 (0.61-0.86)</td>
<td>&lt;.001</td>
<td>1.05 (0.87-1.27)</td>
<td>.61</td>
<td>1.09 (0.91-1.31)</td>
<td>.35</td>
</tr>
<tr>
<td><strong>Region (ref: urban)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>2.61 (2.34-2.91)</td>
<td>&lt;.001</td>
<td>2.58 (2.29-2.90)</td>
<td>&lt;.001</td>
<td>2.60 (2.32-2.91)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Family history of cancer</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Menopause</td>
<td>1.19 (0.89-1.59)</td>
<td>.24</td>
<td>1.04 (0.76-1.43)</td>
<td>.80</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Gravidity (ref: 0)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-2</td>
<td>1.40 (1.04-1.89)</td>
<td>.03</td>
<td>2.28 (0.98-5.29)</td>
<td>.06</td>
<td>2.17 (0.99-4.78)</td>
<td>.05</td>
</tr>
<tr>
<td>≥3</td>
<td>1.73 (1.29-2.33)</td>
<td>&lt;.001</td>
<td>2.77 (1.19-6.45)</td>
<td>.02</td>
<td>2.67 (1.21-5.88)</td>
<td>.02</td>
</tr>
<tr>
<td><strong>Parity (ref: 0)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-2</td>
<td>1.42 (1.08-1.87)</td>
<td>.01</td>
<td>0.61 (0.28-1.32)</td>
<td>.21</td>
<td>0.56 (0.27-1.16)</td>
<td>.12</td>
</tr>
<tr>
<td>≥3</td>
<td>1.59 (1.19-2.13)</td>
<td>.002</td>
<td>0.61 (0.28-1.35)</td>
<td>.23</td>
<td>0.56 (0.27-1.18)</td>
<td>.13</td>
</tr>
<tr>
<td><strong>Screening (ref: never)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Within 3 years</td>
<td>0.86 (0.77-0.97)</td>
<td>.02</td>
<td>0.94 (0.83-1.07)</td>
<td>.36</td>
<td>0.94 (0.83-1.07)</td>
<td>.34</td>
</tr>
<tr>
<td>&gt;3 years ago</td>
<td>0.73 (0.58-0.91)</td>
<td>.006</td>
<td>0.79 (0.62-1.00)</td>
<td>.048</td>
<td>0.81 (0.64-1.01)</td>
<td>.07</td>
</tr>
<tr>
<td>History of other cancers</td>
<td>0.90 (0.70-1.16)</td>
<td>.410</td>
<td>0.97 (0.74-1.28)</td>
<td>.85</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Postcoital bleeding</td>
<td>0.74 (0.44-1.25)</td>
<td>.264</td>
<td>0.71 (0.41-1.23)</td>
<td>.22</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Abnormal leukorrhea</td>
<td>0.99 (0.82-1.18)</td>
<td>.88</td>
<td>0.89 (0.74-1.08)</td>
<td>.26</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>PE(^g): cervix abnormality</td>
<td>1.27 (1.16-1.39)</td>
<td>&lt;.001</td>
<td>1.22 (1.11-1.34)</td>
<td>&lt;.001</td>
<td>1.23 (1.13-1.35)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Trichomonas infection</td>
<td>0.98 (0.76-1.27)</td>
<td>.91</td>
<td>0.85 (0.65-1.10)</td>
<td>.22</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Candida infection</td>
<td>1.01 (0.82-1.25)</td>
<td>.92</td>
<td>0.91 (0.73-1.13)</td>
<td>.40</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Gardnerella infection</td>
<td>0.73 (0.33-1.60)</td>
<td>.43</td>
<td>0.69 (0.31-1.52)</td>
<td>.36</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\)OR: odds ratio.  
\(^b\)Full model: including all variables.  
\(^c\)Simplified model: including the variables with \( P < .10 \) in the univariate logistic regression.  
\(^d\)ref: reference.  
\(^e\)N/A: not applicable.  
\(^f\)BMI categories: underweight (<18.5), normal (18.5-25), and overweight (≥ 25).  
\(^g\)PE: pelvic examination.
Discussion

Principal Findings

Middle or high school education, living in rural areas, gravidity ≥3, and cervix abnormalities detected in PE were the risk factors for ASC-US+ in this study. In addition, receiving cervical screening >3 years ago was negatively associated with the prevalence of ASC-US+ among women with non-16/18 hrHPV infections. Our findings may have important implications for the prevention and control of cervical cancer in non-16/18 hrHPV–positive individuals. High-risk groups identified by their risk factors should be carefully diagnosed and treated according to medical advice to prevent adverse outcomes.

We observed that age had no effect in this study. Considering the large sample size of this study (n=17,523) and broad age range (from 30 to 78 years old), we believe that the result of null effect of age on cytological abnormalities in women infected with non-16/18 hrHPV is reliable. Some previous studies also did not find an effect of age on cytological abnormalities in all women or those infected with HPV [24,25,28]. However, in some studies, the risk of cytological abnormalities increased significantly with age [22,26]. This inconsistency may be due to differences in race, social environment, behavior, and habits in different areas.

Education was an important risk factor for cytological abnormalities. Women with middle and high school education were more likely to have cytological abnormalities than those with primary school education. Previous studies have also shown that women with middle and high school education are at a higher risk for cervical cancer [4,27,35]. The reason may be that women with primary school education tend to marry earlier and have more stable sexual partners. Previous studies have reported that both women and their husbands’ lifetime number of sexual partners were significantly positively correlated with cervical cancer risk [36].

Women in rural areas had a higher probability of cytological abnormalities. Poor sanitation, insufficient knowledge about cervical cancer, and poor awareness of prevention in rural areas [37] could increase vulnerability to cervical cancer. In addition, women in rural areas have a lower frequency of gynecologic examination and cervical cancer screening than those in urban areas [38], resulting in an inability to detect abnormalities and receive timely treatment. Therefore, efforts should be intensified in rural areas to popularize cervical cancer prevention knowledge and reduce the incidence of cervical cancer. Furthermore, risk factors for cytological abnormalities differ in rural and urban areas. Among rural women, middle or high school education and gravidity ≥3 were associated with an increased risk of cytological abnormalities, whereas such results were not observed in urban women. This finding means that narrowing and eventually addressing the socioeconomic gap is imperative for cervical cancer prevention.

The prevalence of cytological abnormalities significantly increased when gravidity was ≥3, which may be related to hormonal changes during pregnancy [39]. Female sex hormones (estrogen and progesterone) may affect immune function [40]. Unstable sex hormone levels reduce immunity in women, thus lowering the resistance to hrHPV, weakening the ability to clear hrHPV, and resulting in an increased probability of cytological abnormalities. Women with high gravidity who are infected with hrHPV are recommended to consult their physician for further diagnosis in a timely manner. In addition to complying with the cervical cancer screening guidelines [41], it is recommended that women who are infected with non-16/18 hrHPV undergo HPV examination and cytology test again 1 year later, even if their TCT results were NILM.

Women with cervix abnormalities in PE are more likely to have cytological abnormalities. Previous studies have shown that the appearance of the cervix is correlated with the incidence of cervical cancer [42]. In the United Kingdom, both clinical practice guidelines on the diagnosis of cancer [43] and the National Institute for Health and Care Excellence guidelines [44] recommend visualizing the cervix to facilitate timely diagnosis of women with cervical cancer. Although no such guidelines exist in the United States, the American College of Obstetricians and Gynecologists Committee on Gynecologic Practice suggests a similar approach [45]. Therefore, PE is recommended to be added to the physical examination in women to detect the abnormal appearance of the cervix and facilitate early treatment, thereby lowering the incidence of cervical cancer.

Some cohort studies have shown that cervical cytology screening can reduce the incidence of cervical cancer by detecting precancerous lesions and early-stage cancer [18,46]. We found that cervical screening performed >3 years ago was a protective factor against cytological abnormalities. However, such protective effects were not observed when screening was performed within 3 years. Women with cytological abnormalities are particularly recommended to undergo regular follow-up cytological screening to monitor the progression or regression of cervical abnormalities. Women who screened for cervical cancer within 3 years were more likely to have previous cervical abnormalities than those screened >3 years ago. Further, women who were screened for cervical cancer >3 years ago were likely to have normal results on their last cervical cancer examination, indicating a low risk of current cytological abnormalities. Undoubtedly, well-organized screening programs have been documented to reduce the incidence and mortality of cervical cancer [17,47,48]. Women are advised to adhere to the Cervical Cancer Screening Program, which is expected to expand worldwide. It is recommended that women with non-16/18 hrHPV–positive status undergo regular cervical cancer screenings regardless of disease status and follow up with doctors if abnormalities are detected upon screening.

Comparison With Prior Work

To the best of our knowledge, this is the first study investigating cytological abnormalities in women infected with non-16/18 hrHPV. A few previous studies have explored the influencing factors of cytological abnormalities in all women; however, they did not focus on this overlooked subpopulation of those infected with non-16/18 hrHPV. Compared with previous studies, one of the strengths of this study is the large sample size of 17,523 individuals collected from multiple centers, which...
guarantees high statistical power and good precision of the estimates. In addition, we considered other potential influencing factors, including demographic characteristics, menstruation and fertility, PE results, and vaginal microenvironment infection.

Limitations
Our study has some limitations. First, this was a cross-sectional study without detailed information from previous screening results, and all subjects were infected with non-16/18 hrHPV detected by the current screening. The HPV genotype was not considered in this study because the selected Cobas HPV test could not detect specific types of non-16/18 hrHPV. This information on specific HPV genotypes and the persistence of infection may have an impact on abnormalities according to previous research [27,49]. Second, this study included only Chinese women; the risk factors for cytological abnormalities may differ according to ethnicity, social environment, and behavioral habits. Therefore, caution should be exercised when extrapolating the conclusions to other populations. Third, personal behaviors, such as cigarette smoking and long-term oral contraceptive use, which have been proven to be cofactors in cervical cancer [50], were not controlled in our study. As a result, the relationship between these factors and cytological abnormalities could not be investigated. Finally, reporting and recall biases may exist because of the use of a self-reported questionnaire.

Conclusion
This large-scale, cross-sectional study assessed the prevalence and risk factors of cytological abnormalities in 17,523 Chinese women infected with non-16/18 hrHPV. Middle or high school education, living in rural areas, gravidity ≥3, and cervix abnormalities detected in PE were found to be risk factors for cytological abnormalities, whereas receiving cervical screening >3 years ago was associated with a reduced prevalence of cytological abnormalities. In addition, middle school education, living in rural regions, and cervix abnormality were risk factors for high-grade cytological abnormalities. More attention should be paid to improving diagnostic, management, and vaccination strategies among individuals with non-16/18 hrHPV infections.


**Abbreviations**

- AGC: atypical glandular cells
- ASC-H: atypical squamous cells not possible excluding high-grade squamous intraepithelial lesion
- ASC-US: atypical squamous cells of undetermined significance
- ASC-US+: ThinPrep cytologic test result worse than atypical squamous cells of undetermined significance
- GVIF: generalized variance inflation factor
- HPV: human papillomavirus
- hrHPV: high-risk human papillomavirus
- HSIL: high-grade squamous intraepithelial lesion
- LSIL: low-grade squamous intraepithelial lesion
- NILM: negative for intraepithelial lesion or malignancy
- OR: odds ratio
- PE: pelvic examination
- TCT: ThinPrep cytologic test
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Abstract

Background: Estimation of abortion incidence, particularly in settings where most abortions occur outside of health facility settings, is critical for understanding information gaps and service delivery needs in different settings. However, the existing methods for measuring out-of-facility abortion incidence are plagued with methodological challenges. Respondent-driven sampling (RDS) may offer a methodological improvement in the estimation of abortion incidence.

Objective: In this study, we tested the feasibility of using RDS to recruit participants into a study about abortion and estimated the proportion of people who ever attempted abortion as well as 1-year and 5-year incidence of abortion (both in-facility and out-of-facility settings) among women of reproductive age in Soweto, South Africa.

Methods: Participants were eligible if they identified as a woman; were aged between 15 and 49 years; spoke English, Tswana, isiZulu, Sotho, or Xhosa; and lived in Soweto. Working with community partners, we identified 11 seeds who were provided with coupons to refer eligible peers to the study. Upon arrival at the study site, the recruits completed an interviewer-administered questionnaire that solicited information about demographic characteristics, social network composition, health behaviors, sexual history, pregnancy history, and experience with abortion; recruits also received 3 recruitment coupons. Recruitment was tracked using coupon numbering. We used the RDS-II estimator to estimate the population proportions of demographic characteristics and our primary outcome, the proportion of people who ever attempted abortion.

Results: Between April 4, 2018, and December 17, 2018, 849 eligible participants were recruited into the study. The estimated proportion of people who ever attempted abortion was 12.1% (95% CI 9.7%-14.4%). A total of 7.1% (95% CI 5.4%-8.9%) reported a facility-based abortion, and 4.4% (95% CI 3.0%-5.8%) reported an out-of-facility abortion.

Conclusions: The estimated proportion of people who ever attempted abortion of 12% (102/849) in our study likely represents a substantial underestimation of the actual proportion of abortion attempts among this study population—representing a failure of the RDS method to generate more reliable estimates of abortion incidence in our study. We caution against the use of RDS to measure the incidence of abortion because of persistent concerns with underreporting but consider potential alternative applications of RDS with respect to the study of abortion.
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Introduction

In contexts where abortion is legally restricted or where other barriers exist, abortion commonly occurs without the involvement of the formal health care sector [1,2] using a variety of methods ranging from safe, World Health Organization–recommended medications [3] to the ingestion of harmful substances. Therefore, we will refer to all such abortions as out-of-facility abortions. The most recent global estimates suggest that approximately 45% of abortions worldwide from 2010 to 2014 took place outside a health care facility, whereas in specific settings, out-of-facility abortions comprised 70% to 80% of all abortions [4]. Researchers have studied out-of-facility abortion for decades [5]; however, the existing data sources on out-of-facility abortions often suffer from selection bias, misclassification, and underreporting and have led to documented underestimates of abortion incidence [6] and unreliable data on the characteristics of abortion seekers and outcomes of abortion in such contexts [7,8].

Multiple innovations in the estimation of out-of-facility abortion incidence have been tested in recent years, none of which have emerged as a reliable gold standard [9-12]. As out-of-facility abortion becomes an increasingly common and supported model for abortion around the globe, there is a pressing need for new and innovative research methods that can more accurately measure the prevalence, incidence, and characteristics of out-of-facility abortions.

Respondent-driven sampling (RDS), a sampling methodology that relies upon social networks to identify populations engaging in stigmatized, illicit, or otherwise hidden behaviors, may offer a previously untested alternative to measuring out-of-facility abortion. Studies that use RDS begin with a small nonrandom sample of point people (ie, seeds) within social networks engaging in hidden or stigmatized behaviors, who are interviewed and provided with referral coupons to recruit others within the same social network (ie, the target population). RDS has been used to estimate the prevalence of sensitive and illegal behaviors among hidden populations such as people who inject drugs, sex workers, and men who have sex with men; and relies upon social networks to identify populations for whom no valid sampling frame exists [13-19]. To account for potential selection bias because of peer-to-peer recruitment, RDS inference methods inversely weight participants according to their social network size. Inference from the RDS data additionally requires several assumptions around the recruitment process. These assumptions include the following: all relationships between recruiters and their recruits are reciprocal, the composition of the final sample is independent of the composition of the initial seeds, sampling mimics sampling with replacement, participants can accurately estimate their degree, and recruiters randomly recruit from within their social network [20]. As RDS studies are typically conducted among populations with no valid sampling frame, an empirical assessment of whether RDS yields a representative sample is impossible in most contexts. Studies that have been able to assess these assumptions or compare RDS estimates with population estimates have found that although RDS generally yields a representative sample, RDS estimators often fail to reduce bias when it does exist, and recruitment assumptions are often not met [20-22]. However, RDS does allow for the recruitment of individuals who would not likely be identified or reached via traditional sampling methods.

RDS has never before been implemented to study abortion, and although RDS has most commonly been used to measure outcomes among a stigmatized population, this study is, to our knowledge, the first example of using RDS to measure abortion (a stigmatized outcome) among a general population. We hypothesized that RDS could be well suited to the measurement of out-of-facility abortion for a range of reasons. First, population-representative surveys, such as household surveys, may systematically exclude young women, women living in informal settlements, or female refugees. Furthermore, traditional direct survey techniques often result in participants underreporting their abortion experiences [1,2]. RDS has the potential to reach a broader population than the existing methods for abortion measurement, and the process of being recruited into the study by someone known to the participants may generate trust between the participant-recruiter and the researcher and encourage the disclosure of sensitive experiences.

In the Republic of South Africa, the Choice on Termination of Pregnancy Act, passed in 1996, allows for the legal termination of pregnancy on request up to 12-week gestation; under socioeconomic, incest, rape, and medical grounds from 12 to 20 weeks; and to save a pregnant person’s life after 20 weeks. Abortion services are provided free of charge in the public sector. However, barriers to abortion access in South Africa remain: a shortage of trained and willing providers [23] and a lack of dedicated facilities in which to perform abortions [24] can result in waiting lists that cause delays for abortion seekers, often beyond the legal gestational limit [25,26]. The most recent global estimates of abortion incidence, from 2015 to 2019, suggest an annual average of 30 abortions per 1000 women of reproductive age [27], and no reliable estimates exist for the proportion of abortions that occur within or outside facility settings in South Africa. Although out-of-facility abortions are widely known to occur in South Africa [24,28,29], their prevalence, safety, and effectiveness remain unknown. Although some data exist on people’s experiences with out-of-facility abortion in South Africa [30,31], reliable information about the prevalence of and people’s experiences with abortions that occur outside of the formal health system is needed both to inform improvements in abortion services, as well as to inform the development of resources about abortion that meet the needs and experiences of people in South Africa.

In this study, we tested the feasibility of using RDS to sample participants and estimate the proportion of people who have ever attempted abortion—both those that occurred in-facility settings and those that occurred outside-of-facility settings—among the women of reproductive age in Soweto, South Africa. To assess feasibility, we considered (1) our ability to reach the proposed sample size, (2) whether RDS inference methods generated a sample similar to the source population, and (3) whether abortion was underreported.
Methods

Recruitment and Procedures
This study was conducted in Soweto, South Africa, from April 2018 to December 2018. Soweto is a large township within the city of Johannesburg with a total population of 1.3 million [32]. We used RDS, a well-established sampling method for populations for which there is no sampling frame, to calculate the proportion of people who have ever attempted abortion as well as the 1-year and 5-year cumulative incidence of abortion among women aged 15 to 49 years in Soweto.

With the assistance of well-known community-based organizations that provided a range of services, including, but not limited to, reproductive health services in Soweto, we recruited 11 women to serve as our initial seeds for RDS recruitment. These women were of various ages, income levels, and sexual and reproductive health experiences, including those with prior abortion. In accordance with the RDS methodology, seeds were members of the target population and purposively selected by our research team to initiate recruitment chains. We selected 2 study sites based on recommendations from our community-based organization partners about accessibility within the community and considerations of confidentiality—specifically, locations where people commonly gather or seek a range of services not specific to reproductive health. Seeds presented at one of the 2 study sites and completed an interviewer-administered questionnaire on their experiences with abortion. After completing the questionnaire, seeds were given 3 coupons to refer eligible peers to the study. Recruitment coupons contained information about the eligibility criteria, instructions on how to schedule an interview, and information about the study incentives. Potential participants contacted the study phone number via SMS text message or call and answered a short screening questionnaire to assess their eligibility. Participants were eligible if they identified as a woman; were aged between 15 and 49 years; spoke English, Tswana, isiZulu, Sotho, or Xhosa; and lived in Soweto. It is important to acknowledge that people of all genders have and need for abortions, and not all of them identify as women; some identify as men or another gender, and some people who identify as women do not have the capacity to carry a pregnancy. In the context of this study, we recruited people who identified as “women” and have referred to the study population accordingly throughout this paper. Eligible participants were invited to schedule an in-person interview at one of the 2 possible sites. The participants aged <18 years arrived at the interview with a signed parental consent form. Upon arrival at the study site, eligibility was confirmed, and consent was obtained. The consented participants completed an interviewer-administered questionnaire—administered by trained members of the study team who were South African women of reproductive age and spoke the above languages—and received 3 recruitment coupons. Participants received a participation incentive of 75 South African rand (approximately US $4) and a recruitment incentive of 50 South African rand (approximately US $2.50) for each eligible participant they successfully recruited. Participants returned to the study site to collect their recruitment incentive and completed an additional survey on their experiences participating in and recruiting for the study. Recruitment was tracked using coupon numbering.

Ethics Approval
Ethics approval for this study was obtained from the Human Sciences Research Council Research Ethics Committee in South Africa (REC 10/18/11/15: Experiences of women who self-induce abortion in Soweto, South Africa). The amount of compensation for participation in the study was arrived at in extensive consultation with the Human Sciences Research Council. No identifying information was collected from the participants. Study-related documents, including coupons, did not disclose abortion incidence as the primary aim of the study.

Instruments and Measurement
The main instrument in our study was a quantitative survey with questions on demographic characteristics, social network composition, health behaviors, sexual history, pregnancy history, and experience with abortion. The follow-up instrument contained questions on the recruitment process, including questions on refusals. Categories for out-of-facility providers and methods were informed by existing literature [28,30,33] as well as findings from formative research that comprised in-depth interviews conducted with 19 women from Soweto who had attempted to terminate a pregnancy outside the formal health setting [34]. In addition, once draft instruments were developed, we conducted cognitive interviews with 5 participants from the formative research phase (all of whom had consented to be recontacted) to ensure that the instruments were understandable and that the answer choices were appropriate. Minor refinements to the terminology and answer choices were made following the cognitive interview phase.

The primary outcome of interest for this study was the proportion of people who ever attempted abortion (facility-based or out-of-facility abortion), measured as the weighted proportion of women in the study who reported attempting at least 1 abortion in their lifetime. In addition, we calculated the 1-year and 5-year incidence of abortion attempts. We defined out-of-facility abortion as any abortion attempt, successful or unsuccessful, that did not take place under the supervision of (nor with a prescription from) a physician, nurse, or other advanced practice clinician at a government-run or privately operated health care facility. We defined facility-based abortion as any abortion attempt, successful or unsuccessful, that took place under the supervision of a physician, nurse, or other advanced practice clinician at a government-run or privately operated health care facility. The key sociodemographic variables used to compare the representativeness of our sample with the source population (women of reproductive age in Soweto) were age, educational attainment, employment status, and home language. Consistent with the RDS literature [21,35], we assessed network size using the following question: “How many women of reproductive age who live in Soweto do you know, who also know you, that you have seen in the past week?”

We additionally collected data on network characteristics such as recruiter-recruit relationships and recruitment experiences to assess whether several RDS recruitment assumptions were
Statistical Analysis

Using the method proposed by Salganik [37] for calculating the desired sample size for a sample proportion, we arrived at a minimum sample size of 834 participants, which enabled us to detect a proportion of people who attempted abortion of 50% (417/834; maximally conservative estimate), with an SE <0.03 and assuming a design effect of 3. Data management was conducted using R (version 4.0.2; R Foundation for Statistical Computing) [38] and Stata (version 14; StataCorp LLC) [39]. We used RDS Analyst [40] to examine recruitment patterns, equilibrium (the point in recruitment at which the sample proportions of sociodemographic characteristics stabilize), homophily, waves of recruitment, and mean network size and compute weighted estimates of our primary outcomes. We used the RDS-II estimator to estimate the population proportions of demographic characteristics and our primary outcomes [41]. The RDS-II estimator reweights the sample population to account for homophily, the tendency of participants to recruit other participants who share similar characteristics [14]. Participants are weighted by the inverse of their degree (social network size); for example, participants with a degree of 10 would be given a weight of 1/10. We used imputed visibility for our measure of degree (effective network size), which incorporated self-reported social network size, the number of successful recruits, and the time to recruit to estimate each participant’s inclusion probability. Visibility was imputed using the impute.visibility_mle function in RDS Analyst [40]. We calculated 95% CIs using 1000 bootstrap replications.

Results

Recruitment

Between April 4, 2018, and December 17, 2018, 849 eligible participants were recruited into the study. Recruitment occurred over 36 weeks, and the longest recruitment chain lasted 17 waves, with a mean of 6.6 recruitment waves for active seeds. A total of 2 seeds did not recruit any participants, and 56.5% (480/849) of the sample originated from 1 seed. Approximately one-third (n=837, 36.8%) of the 2277 distributed coupons were returned. Recruitment patterns based on lifetime experience of abortion are shown in Figure 1. A methodological assessment of RDS assumptions and recruitment dynamics has been previously published [36], and the key findings are summarized below. There was strong homophily (chi-square test for independence, \(P<.05\)) for age, educational attainment, employment status, and lifetime experiences with abortion, suggesting a strong tendency to recruit individuals with similar characteristics to theirs as compared with random recruitment. Sample proportions for age, home language, educational attainment, and socioeconomic indicators stabilized (reached equilibrium) by approximately 300 to 500 participants, well before our estimated sample size.
Study Population
The unweighted sample proportions for the selected demographic characteristics, along with weighted population proportions, are reported in Table 1. Table 1 presents the population estimates of the selected demographic characteristics based on publicly available data. The unweighted median age was 27 (IQR 22-36) years. Approximately one-fifth (20.2%, 95% CI 17.4%-23.1%) of the target population were currently in school, and most had at least some secondary education (52.5%, 95% CI 49.1%-56.0%) or completed secondary education (39.6%, 95% CI 36.2%-43.1%). Most were unemployed (83.1%, 95% CI 80.5%-85.8%). Although a statistical comparison of the RDS-II sociodemographic estimates to the estimated source population estimates is not possible, the sample characteristics are largely similar to the source population for all variables, except for employment status.
Table 1. Sociodemographic characteristics of women participating in a respondent-driven sampling survey, Soweto, South Africa, 2018 (N=849).

<table>
<thead>
<tr>
<th>Sociodemographic characteristics</th>
<th>Sample proportion (unweighted)</th>
<th>RDS-II(^a) weighted proportion</th>
<th>Estimated proportion in source population(^b) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Participants, n (%) 95% CI</td>
<td>Participants (%) 95% CI</td>
<td></td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15-19</td>
<td>133 (15.7) 13.4-18.3</td>
<td>16.1 14.1-18.0</td>
<td>13.7</td>
</tr>
<tr>
<td>20-24</td>
<td>184 (21.7) 19.2-24.6</td>
<td>22.2 19.5-24.8</td>
<td>18.8</td>
</tr>
<tr>
<td>25-29</td>
<td>166 (19.6) 17.2-24.4</td>
<td>19.2 17.6-20.8</td>
<td>19.5</td>
</tr>
<tr>
<td>30-34</td>
<td>127 (15) 12.7-17.5</td>
<td>14.9 12.0-17.7</td>
<td>15.4</td>
</tr>
<tr>
<td>35-39</td>
<td>109 (12.8) 10.7-15.3</td>
<td>12.6 9.8-15.5</td>
<td>12.6</td>
</tr>
<tr>
<td>40-44</td>
<td>78 (9.2) 7.4-11.3</td>
<td>9 6.6-11.4</td>
<td>10.6</td>
</tr>
<tr>
<td>45-49</td>
<td>52 (6.1) 4.7-8.0</td>
<td>6.1 3.6-8.7</td>
<td>9.6</td>
</tr>
<tr>
<td><strong>Educational attainment</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Currently in school</td>
<td>169 (19.9) 17.4-22.8</td>
<td>20.2 17.4-23.1</td>
<td>_c</td>
</tr>
<tr>
<td>No schooling</td>
<td>1 (0.1) 0.0-0.8</td>
<td>0.1 0.1-0.2</td>
<td>6.8</td>
</tr>
<tr>
<td>Some primary</td>
<td>9 (1.1) 0.6-2.0</td>
<td>1.1 0.9-1.3</td>
<td>6.3</td>
</tr>
<tr>
<td>Completed primary</td>
<td>30 (3.5) 2.5-5.0</td>
<td>4 3.7-4.4</td>
<td>6.3</td>
</tr>
<tr>
<td>Some secondary</td>
<td>450 (53.1) 49.8-56.5</td>
<td>52.5 49.1-56.0</td>
<td>76.1</td>
</tr>
<tr>
<td>Completed secondary</td>
<td>335 (39.6) 36.3-42.9</td>
<td>39.6 36.2-43.1</td>
<td>76.1</td>
</tr>
<tr>
<td>Higher education</td>
<td>22 (2.6) 1.7-3.9</td>
<td>2.6 1.0-4.3</td>
<td>10.8</td>
</tr>
<tr>
<td><strong>Relationship status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never married</td>
<td>622 (73.8) 70.7-76.6</td>
<td>74.1 70.8-77.3</td>
<td>45.6</td>
</tr>
<tr>
<td>Married (traditional or civil)</td>
<td>55 (6.5) 5.0-8.4</td>
<td>6.2 5.4-7.1</td>
<td>32.8</td>
</tr>
<tr>
<td>Living together</td>
<td>152 (18) 15.6-20.8</td>
<td>18 14.8-21.3</td>
<td>10.6</td>
</tr>
<tr>
<td>Divorced</td>
<td>9 (1.1) 0.6-2.0</td>
<td>1 0.7-1.4</td>
<td>3.1</td>
</tr>
<tr>
<td>Separated</td>
<td>5 (0.6) 0.2-1.4</td>
<td>0.6 0.4-0.9</td>
<td>0.9</td>
</tr>
<tr>
<td><strong>Employment status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>138 (16.3) 13.9-18.9</td>
<td>16.9 14.2-19.6</td>
<td>70.6</td>
</tr>
<tr>
<td>Unemployed or student</td>
<td>710 (83.7) 81.1-86.1</td>
<td>83.1 80.5-85.8</td>
<td>29.4</td>
</tr>
<tr>
<td><strong>Housing type</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Formal housing</td>
<td>676 (79.7) 76.9-82.3</td>
<td>79.3 76.4-82.2</td>
<td>81.3</td>
</tr>
<tr>
<td>Traditional housing</td>
<td>2 (0.2) 0.1-0.9</td>
<td>0.2 0.0-1.0</td>
<td>0.1</td>
</tr>
<tr>
<td>Informal housing</td>
<td>160 (18.9) 16.4-21.6</td>
<td>19.4 19.4-19.4</td>
<td>18</td>
</tr>
<tr>
<td>Other</td>
<td>10 (1.2) 0.6-2.2</td>
<td>1.1 0.0-4.0</td>
<td>0.6</td>
</tr>
<tr>
<td><strong>Water source</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Piped water inside the dwelling</td>
<td>427 (50.4) 47.5-53.7</td>
<td>51.1 47.6-54.6</td>
<td>60.3</td>
</tr>
<tr>
<td>Piped water inside the yard</td>
<td>402 (47.4) 44.1-50.8</td>
<td>46.9 43.4-50.4</td>
<td>31.8</td>
</tr>
<tr>
<td>Piped water from access point outside</td>
<td>19 (2.2) 1.4-3.5</td>
<td>2 0.9-3.0</td>
<td>7.1</td>
</tr>
<tr>
<td><strong>Toilet facilities</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flush toilet (connected to sewage)</td>
<td>820 (96.7) 95.3-97.7</td>
<td>97 95.8-98.2</td>
<td>88.6</td>
</tr>
<tr>
<td>Flush toilet (with septic tank)</td>
<td>8 (0.9) 0.5-1.9</td>
<td>0.9 0.3-1.6</td>
<td>1.6</td>
</tr>
<tr>
<td>Pit toilet with ventilation</td>
<td>14 (1.7) 1.0-2.8</td>
<td>1.4 0.5-2.3</td>
<td>3.4</td>
</tr>
<tr>
<td>Pit toilet without ventilation</td>
<td>6 (0.7) 0.3-1.6</td>
<td>0.7 0.1-1.3</td>
<td>1.7</td>
</tr>
<tr>
<td><strong>Resources</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
**Sociodemographic characteristics**

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Sample proportion (unweighted)</th>
<th>RDS-II(^a) weighted proportion</th>
<th>Estimated proportion in source population(^b) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Participants, n (%) 95% CI</td>
<td>Participants (%) 95% CI</td>
<td></td>
</tr>
<tr>
<td>Connected to electricity</td>
<td>838 (98.8) 97.8-99.4</td>
<td>99 98.9-99.1</td>
<td>87.5</td>
</tr>
<tr>
<td>Owns a television</td>
<td>787 (92.8) 90.8-94.4</td>
<td>93.3 91.5-95.2</td>
<td>86.5</td>
</tr>
<tr>
<td>Has a radio</td>
<td>622 (73.3) 70.2-76.2</td>
<td>73 70.0-76.0</td>
<td>70.1</td>
</tr>
<tr>
<td>Has a landline</td>
<td>80 (9.4) 7.6-11.6</td>
<td>9.6 7.5-11.8</td>
<td>—</td>
</tr>
<tr>
<td>Has a cellphone</td>
<td>841 (99.2) 98.3-99.6</td>
<td>99.1 99.1-99.2</td>
<td>95.5</td>
</tr>
</tbody>
</table>

**Home language**

<table>
<thead>
<tr>
<th>Language</th>
<th>Participants n (%) 95% CI</th>
<th>RDS-II weighted proportion</th>
<th>Estimated proportion in source population (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Afrikaans</td>
<td>2 (0.2) 0.1-0.9</td>
<td>0.2 0.0-3.2</td>
<td>1.3</td>
</tr>
<tr>
<td>English</td>
<td>4 (0.5) 0.2-1.3</td>
<td>0.5 0.3-0.7</td>
<td>2.3</td>
</tr>
<tr>
<td>IsiXhosa</td>
<td>66 (7.8) 6.2-9.8</td>
<td>7.7 4.4-11.1</td>
<td>8.7</td>
</tr>
<tr>
<td>IsiZulu</td>
<td>329 (38.9) 35.7-42.3</td>
<td>39.9 39.6-40.1</td>
<td>37.1</td>
</tr>
<tr>
<td>Sepedi</td>
<td>20 (2.4) 1.5-3.6</td>
<td>2.4 1.1-3.7</td>
<td>5.1</td>
</tr>
<tr>
<td>Sesotho</td>
<td>216 (25.6) 22.7-28.6</td>
<td>24.5 21.8-27.3</td>
<td>15.5</td>
</tr>
<tr>
<td>Setswana</td>
<td>59 (7) 5.4-8.9</td>
<td>7.2 4.8-9.6</td>
<td>12.9</td>
</tr>
<tr>
<td>Tshivenda</td>
<td>35 (4.1) 3.0-5.7</td>
<td>4 2.0-6.0</td>
<td>4.5</td>
</tr>
<tr>
<td>Xitsonga</td>
<td>100 (11.8) 9.8-14.2</td>
<td>12.1 11.8-12.5</td>
<td>8.9</td>
</tr>
<tr>
<td>Shona</td>
<td>13 (1.5) 0.9-2.6</td>
<td>1.3 1.0-1.6</td>
<td>0</td>
</tr>
<tr>
<td>Other</td>
<td>4 (0.1) 0-0.8</td>
<td>0.1 0.0-2.0</td>
<td>3.7</td>
</tr>
</tbody>
</table>

---

aRDS-II: respondent-driven sampling II.

bSource population proportion estimates are from the 2016 South Africa Community Survey, localized to Johannesburg for age, educational attainment, housing type, water source, toilet type, and electricity access. Data on relationship status and other resources were obtained from the 2016 South Africa Community Survey, localized to Gauteng Province. Data on employment status are from the Labor Force Survey and from the Quarterly Labour Force Survey published by Statistics South Africa; data represent unemployment rates among women in South Africa from July 2018 to September 2018.

cCensus data not available for comparison.

### Abortion Attempts

The RDS-II estimates of the proportion of people who ever attempted abortion was 12.1% (95% CI 9.7%-14.4%; Table 2). A total of 7.1% (95% CI 5.4%-8.9%) reported a facility-based abortion, and 4.4% (95% CI 3.0%-5.8%) reported an out-of-facility abortion. The true design effect for the main outcome, any abortion attempt, was 1.14. Most participants (RDS-II estimate: 61.8%, 95% CI 58.4%-65.2%) reported that their best friend had an abortion (not displayed in the tables).

Because of likely underreporting, we present the unweighted proportions for various abortion experiences. A total of 106 out of 849 (12.5%) participants reported at least one abortion attempt at any point in their lifetime, and 9 (n=106, 8.5%) of them did not provide any subsequent information about their experiences. Among the remaining 97 (91.5%) participants who reported an abortion attempt and answered additional questions related to their abortion experience, 85 (88%) attempted an abortion once, 8 (8%) reported 2 abortion attempts, and 4 (4%) reported ≥3 abortion attempts. When asked about their most recent abortion attempt, 60 (62%) participants reported that they went to a health care facility. Among those who went to a health care facility, 9 (15%) attempted to do something on their own to end their pregnancy before seeking facility-based health care, most commonly taking a laxative. At the health care facility, 28 out of 60 (47%) participants reported taking medications for abortion, 10 (17%) participants reported a surgical procedure, and 2 (3%) participants did not know what method was used to end their pregnancy. Of the participants who received medications (n=28), 2 (7%) did not have a complete abortion and continued with their pregnancy. Of the participants who went to a health care facility (n=60), 17 (28%) did not ultimately end up having an abortion because they decided that they wanted to continue with their pregnancy, they were counseled to continue with the pregnancy, or their gestational age was beyond the legal limit.

Of the 97 participants, 37 (38%) of the participants who did not report going to a health care facility for their most recent abortion attempt reported using methods such as laxatives, aspirin, strong tea or coffee, pesticides, bleach, or combinations of the above. Of these 37 participants, 22 (59%) reported successfully terminating their pregnancy.
Table 2. Proportion of ever attempting abortion, 1-year incidence of abortion, and 5-year incidence of abortion in a respondent-driven sampling survey, Soweto, South Africa, 2018 (N=849).

<table>
<thead>
<tr>
<th>Lifetime experience of abortion</th>
<th>Unweighted estimate</th>
<th>RDS-II estimate</th>
<th>Design effect</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Participants, N&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Participants, n (%)</td>
<td>95% CI</td>
</tr>
<tr>
<td>Abortion attempt</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>People who attempted to have an abortion</td>
<td>849</td>
<td>106 (12.49)</td>
<td>10.4-14.9</td>
</tr>
<tr>
<td>People who attempted to have an in-facility abortion&lt;sup&gt;c&lt;/sup&gt;</td>
<td>841</td>
<td>63 (7.49)</td>
<td>5.9-9.5</td>
</tr>
<tr>
<td>People who attempted to have an out-of-facility abortion&lt;sup&gt;c&lt;/sup&gt;</td>
<td>841</td>
<td>37 (4.3)</td>
<td>3.2-6.0</td>
</tr>
<tr>
<td>Incidence of abortion&lt;sup&gt;d,e&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-year incidence of abortion attempts (2017)</td>
<td>840</td>
<td>9 (10.71)</td>
<td>3.74-17.70</td>
</tr>
<tr>
<td>5-year incidence of abortion attempts (2013-2017)</td>
<td>840</td>
<td>42 (50)</td>
<td>33.82-66.18</td>
</tr>
</tbody>
</table>

<sup>a</sup>RDS-II: respondent-driven sampling II.

<sup>b</sup>The total sample of 849 participants denotes those who attempted to have an abortion. The location of abortion attempt is missing for 8 participants; therefore, the N value is smaller for the location rows. The data are missing for the year of abortion for 9 participants; therefore, the N value for incidence is 840.

<sup>c</sup>Data on the type of abortion (in vs out of facility) are missing for 8 participants.

<sup>d</sup>Data on the year of abortion are missing for 9 participants.

<sup>e</sup>Incidence of abortion per 1000 women.

Discussion

Principal Findings

In our study, we explored the feasibility of applying the RDS methodology to estimate the proportion of women of reproductive age who have ever attempted abortion in Soweto, South Africa. The estimated proportion of ever attempting an abortion of 12% and 1-year incidence of 9.1 abortion attempts per 1000 women of reproductive age in our study likely represents a substantial underestimation of the actual abortion experiences in this study population [27]. Although no directly comparable measures exist, recently published, country-specific estimates of abortion incidence report an annual estimated 30 abortions occur per 1000 women of reproductive age in South Africa, representing a figure nearly 3 times the magnitude of the comparable estimate from our study [42]. We posit that this underestimation represents a failure of the RDS method to generate more reliable estimates of the abortion incidence in our study.

We previously published a methodological assessment of whether several RDS assumptions were met in these data [36]. In that paper, we found that although the approximation of sampling with replacement was met, the participants did not consistently report the same degree, nor did they randomly recruit from within their social network. It is likely that the failure to meet the assumptions yielded a sample with different employment characteristics than those of the target population, which was not resolved by standard RDS methods. However, without gold standard abortion estimates for the target population by sociodemographic characteristics, it is challenging to assess the impact of failing to meet these assumptions on inference for abortion. Although it is plausible that some of the underestimation of abortion may have been due to the overrepresentation of unemployed participants in the sample, it is more likely to have been due to underreporting.

Strengths and Limitations

This study highlights the limitations of RDS in measuring abortion. Although the social networking literature is lacking on the subject of abortion, public health evidence suggests that those who have abortions outside the formal health sector communicate with members of their social network to obtain information about self-managed or community-based abortions [43-45]. We hypothesized that RDS could offer a previously untested alternative method to more accurately measure abortion incidence by similarly relying on peer recruitment to help reduce the underreporting of abortion. However, it is possible that because we recruited from a general population of women of reproductive age, peer recruitment operated in the opposite direction in our study; if participants were recruited into the study by members of their social network who they would not want to know about their prior abortions, they might have been less likely to report their abortions to the researchers conducting the study. In this context, it is notable that most participants in our study reported that their best friend had had an abortion—potentially indicating a willingness, as seen in other studies, to discuss the abortion experiences of others but not themselves. In addition, as we lack representative sociodemographic data on reproductive-aged women localized to Soweto, we were unable to directly validate whether RDS sampling generated a sample with demographic characteristics similar to those of the overall population of women of reproductive age.
reproductive age living in Soweto. However, based on the best available estimates (population-based data from Gauteng Province and the city of Johannesburg, where Soweto is located), our sample differs substantially from the source population, particularly with respect to employment, even after adjusting using RDS inference procedures.

However, the limitations of our study should be considered in the context of the strengths. We successfully recruited a large sample of women of reproductive age, demonstrating that RDS can be used to recruit a sample of participants who are willing to participate in a study about reproductive health, answer questions about abortion, and participate in peer recruitment. We hope that the lessons learned from our study will be instructive to future researchers exploring the use of novel sampling approaches for measuring abortion.

Despite the failure of RDS to generate more reliable estimates of abortion incidence, it may be a method best suited for sampling when selecting on stigmatizing characteristics (injection drug use, men having sex with men, sex work, and now, abortion), as it has most commonly been applied. For example, RDS could be used to sample a population with out-of-facility abortion experience and estimate the proportion of that population that has experienced one or more outcome of interest (eg, using medication abortion, seeking health care in the formal health sector, or experiencing complications). Other population size estimation methods could be deployed to arrive at estimates of prevalence in an RDS study that is specific to abortion experiences.

It is conceivable that RDS could reduce underreporting of abortion if it were deployed to estimate abortion incidence among a highly socially networked population (potentially in humanitarian settings, among sex workers, etc). However, it is also possible that asking questions about stigmatizing experiences in any general population–based survey will be subject to underreporting—especially when interviews are administered face-to-face. Using tools such as Audio Computer Assisted Self-Interviewing and other technologies has been shown to reduce underreporting in studies of some stigmatized behaviors and could prove useful in the context of abortion as well [46,47].

Conclusions
Accurate estimates of abortion incidence within and outside formal health settings are vital for developing targeted and effective programs, policies, and interventions to increase the access to safe abortions. In certain highly networked populations, RDS may prove to be a useful tool in the toolkit of abortion researchers, but to ensure that people seeking abortion have the information and support they need, regardless of where or how their abortion takes place, more work is needed to develop and validate tools that more accurately measure not only the incidence of abortion but also the experiences, quality, and outcomes of abortions.
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Abstract

Background: Mothers and children in families with one immigrant parent have been reported to be healthier than those in native families; however, the health of the fathers in these families has rarely been discussed in literature.

Objective: We aimed to comprehensively compare the health of all the family members between families with one immigrant parent (native fathers, immigrant mothers, and their children) and native families (native fathers, native mothers, and their children).

Methods: We conducted a cohort study by using the Taiwan Maternal and Child Health Database to recruit live-born children and their parents from 2004 to 2016. Overall, we identified 90,670 fathers, 91,270 mothers, and 132,457 children in families with one immigrant parent and 1,666,775 fathers, 1,734,104 mothers, and 2,637,191 children in native families and followed up with them from 2004 to 2017. The outcomes comprised common physical and mental disorders, catastrophic illnesses, mortality, and child adversities and accidents. The covariates comprised the child’s year of birth, parental age, low-income status, and physical or mental disorder status. Logistic regression was performed to compare the risks of the outcomes between families with one immigrant parent and native families.

Results: The parents in families with one immigrant parent were more likely to be of low-income status and were older than the parents in native families. After adjusting for the covariates, fathers in families with one immigrant parent were found to have higher risks of physical and mental disorders, catastrophic illness, and mortality than fathers in native families. Conversely, mothers in families with one immigrant parent had lower risks of physical and mental disorders, catastrophic illness, and mortality than mothers in native families. Finally, the children in families with one immigrant parent generally had better physical and mental health but higher risks for leukemia, liver diseases, autism spectrum disorder, and road traffic accidents than children in native families.

Conclusions: The health status of the members of families with one immigrant parent was nonhomogeneous, and the poorer general health of fathers in such families suggests health inequalities in families with one immigrant parent.

(JMIR Public Health Surveill 2022;8(12):e33624) doi:10.2196/33624

KEYWORDS

international marriage immigrant family; family health; physical health; mental health; mortality; reduced inequalities; good health and well-being

https://publichealth.jmir.org/2022/12/e33624

XSL-FO RenderX
Introduction

Currently, international migration is a common globalization phenomenon, and migrants compose an important part of the population in many countries. The number of international migrants reached 272 million worldwide in 2019 [1]. Marriage is one of the main causes of migration, especially in Asian countries [1] such as Japan, South Korea [2], Singapore [3], and Taiwan [4]. Individuals often migrate to wealthier neighboring countries to improve their living conditions [1]. In Taiwan, 95.6% of the naturalization applications from 1993 to 2019 were due to international marriage [5], which is defined as a marriage formed between 2 individuals from different countries of origin, resulting in 565,000 married migrants with a temporary or permanent residence permit as of 2019 [6]. Most married immigrants in Taiwan are females, and most of them migrated from East or Southeast Asian countries [4]. International marriage contributed to 9.1% of the overall marriages in Taiwan from 1998 to 2020 [4]. The newborns of married immigrants comprised 8.6% of the overall newborns in Taiwan from 1998 to 2020 [7]. These findings indicate that families with one immigrant parent have become an important part of the population in Taiwan, and this study focused on families with one immigrant parent (families consisting of a native father, an immigrant mother, and a child) and native families (families consisting of a native father, a native mother, and a child).

The literature is not in agreement regarding the differences in terms of general health between married female immigrants and married native women, and 2 different theories have been proposed to explain these inconsistent findings [8,9]. The first theory is the healthy immigrant effect, which asserts that immigrants generally have better health because healthier people are more likely to immigrate to seek a better life, and medical examinations required by immigration authorities in host countries may also prevent less healthy individuals from immigrating [8]. The healthy immigrant effect has been supported among married female immigrants in Taiwan [10]. Furthermore, although married female immigrants reported higher acculturative stress and lower spousal support, they reported fewer depressive symptoms than native women [11]. Another study indicated that married female immigrants had a better quality of life, fewer stressful life events, and a lower prevalence of major depressive disorder than married native women [12]. Moreover, fewer married female immigrants reported prenatal and postpartum depression and physical disorders than married native women [13]. The other theory is the salmon bias effect, which proposes that sick or older immigrants return to their countries of origin [14]. Thus, immigrants may not be truly healthy, and the disease and mortality of immigrants may be underestimated and that is why they return to their countries of origin. Some studies have partially supported the salmon bias effect in married female immigrants [10,14-16]. Specifically, married female immigrants were reported to be more likely to experience physical and mental disorders than native populations in Asian countries [10,15]. Furthermore, depression was one of the main concerns among mental disorders; married female immigrants reported having a higher prevalence of depression during the antenatal (31.8% vs 18.6%, respectively) [16] and postpartum period (41.1% vs 8.4%, respectively) [17,18] than native women. The higher risk of anxiety was another concern [19]. With regard to physical disorders, the risk of viral hepatitis in married female immigrants was higher than that in native women [20]. However, unlike married female immigrants, their native male spouses receive much less attention, and the difference in the general health between the native male spouses of native women and the native male spouses of married female immigrants remains unclear.

One evident feature of the native male spouses of married female immigrants is the low socioeconomic status (SES) [21,22], including older age [17,23], low education levels [24,25], employment in unskilled labor positions [26], and low income [25], thus hindering native men from getting married to native women and having possibly poorer health. Marriage migration in Taiwan originated in the 1960s, when retired veterans had difficulties getting married, which resulted in the development of international marriage brokerage agencies. Furthermore, by 1990, both the out-migration of industries and the import of foreign labor had a great impact on the employment of men in unskilled labor positions in Taiwan. In addition, the education levels of Taiwanese women increased in the 1990s. These situations made spouse selection difficult for men with low education levels and partially increased the average age of marriage for Taiwanese individuals [27]. As a result, these Taiwanese men with low SES tended to utilize international marriage brokerage agencies. In addition, the low SES of these native male spouses may be related to negative impacts on their health. Although several types of health status have been reported in native male spouses, including mental or physical disabilities [25,28], chronic diseases, serious illnesses [25], and general health issues [25,29], significant limitations existed in these studies. First, the studies were small-scale cross-sectional studies with sample sizes ranging from 140 to 1827 participants. Second, these studies only reported the prevalence of diseases, and a comparison with native male spouses who married native women is lacking. Third, because these studies were based on informant reports and not self-reports, the reliability and validity of the studies may be limited. Therefore, more comprehensive and large-scale studies with direct information from native male spouses of female immigrants are warranted for a better understanding of their health.

The mental health of children of married female immigrants has been reported to be generally worse than the mental health of children of native women, while comparison studies on physical health are relatively limited. Specifically, for mental health, more externalizing (eg, delinquent behavior) [19,23,30] and internalizing (eg, anxiety, depression) behavioral problems [19,30] were observed in the children of married female immigrants, although the results varied in school and family settings [30]. Furthermore, the depression levels of the children of married female immigrants were more likely to be affected by family factors [31]. In terms of physical health, newborns of married female immigrants had a lower risk of neonatal mortality than newborns of native women after adjusting for demographic confounders [32].
There are debatable findings on child adversity between children of native families and those of immigrant families. Some studies have shown that children of immigrant families experience a higher rate of maltreatment and domestic violence [33] and road traffic accidents [34], possibly as a result of low SES [33]. However, mental and physical disorders and child adversity have not been examined in Taiwan, and a comprehensive comparison of mental and physical disorders, adversity, and accidents between families with one immigrant parent and native families is lacking.

The aim of this study was to examine the family health between families with one immigrant parent and native families, and this analysis included the health of all the family members, that is, mothers (married female immigrants or native women), native fathers, and children. To address the aforementioned research gaps such as the small-scale cross-sectional study designs and comparisons of specific diseases, this study used a nationwide population-based cohort database to comprehensively compare the health of the family members between families with one immigrant parent and native families. We compared the risks of common physical and mental disorders, catastrophic illnesses, and mortality between all members of families with one immigrant parent and native families and the risks of domestic violence, maltreatment, sexual assault, and road traffic accidents between children of families with one immigrant parent and those of native families.

Methods

Population
The population data were derived from the Taiwan National Health Insurance Research Database, a medical claims database that includes data on all the medical visits for ambulatory care, emergency care, and hospitalization, which is compulsory social insurance for citizens, immigrants, foreign workers, and foreign students. Up to 99.9% of Taiwan’s population is enrolled in this database [35]. We used the Maternal and Child Health Database from the Taiwan National Health Insurance Research Database to extract complete information of live-born children regarding gestational age at birth and the identities of their parents. The Maternal and Child Health Database includes 99.78% of all births nationwide from 2004 to 2016 in Taiwan [36], which was followed up to 2017.

Ethics Approval
This study was approved by the Research Ethics Committee of the China Medical University and Hospital (approval: CMUH108-REC1-142).

Measures

Exposure
The exposure in this study was international married immigrant status. We used the record in the Taiwan Birth Certificate Registration to identify the nationality of the participants, and because the Taiwan Birth Certificate Registration data set from the Taiwan National Health Insurance Research Database contains only data of the mothers, a linkage to the Taiwan Maternal and Child Health Database was made to obtain the complete data of the children and their fathers. The inclusion criteria in this study were as follows: (1) live-born children included in the Taiwan Birth Certificate Registration and (2) no missing data of the children and their fathers and mothers. One exclusion criterion is that we excluded married female immigrants from South Korea, Japan, and western countries because the development index in these countries was close to or higher than that in Taiwan, and we restricted families with one immigrant parent to those in East or Southeast Asian countries, which were defined as China, Vietnam, Indonesia, Thailand, the Philippines, Malaysia, Myanmar, and Cambodia. The exposure group included family members from families with one immigrant parent (native fathers, immigrant mothers, and their children), whereas the nonexposure group included native families (native fathers, native mothers, and their children). A comparison was made separately for individual family members between families with one immigrant parent and native families.

Outcome
The outcomes in this study comprised common physical and mental disorders, Charlson comorbidity index, catastrophic illnesses, mortality, adversities, and accidents. The Charlson comorbidity index was originally designed as a measure to examine the risk of 1-year mortality from comorbid diseases in a longitudinal study of general hospital patients by taking the seriousness of comorbid diseases into account and weighting them to calculate a comorbidity score [37]. If participants have 1 of the 19 diseases, they receive a corresponding weight score. The assigned weights for diseases were as follows: 1 for myocardial infarction, congestive heart failure, peripheral vascular disease, cerebrovascular disease, dementia, chronic pulmonary disease, connective tissue disease, ulcer disease, mild liver disease, and diabetes; 2 for diabetes with end-organ damage, hemiplegia, moderate or severe renal disease, any tumor, leukemia, and lymphoma; 3 for moderate or severe liver disease; and 6 for metastatic solid tumor and AIDS. The potential range of the Charlson comorbidity index is from 0 to 37, with a higher score indicating worse comorbidity. It was subsequently adapted for use as an index of general health [38]. The Charlson comorbidity index and common mental disorders were used to represent physical health and mental health in this study and were determined based on the International Classification of Diseases, Ninth Revision and Tenth Revision codes in the Taiwan National Health Insurance Research Database. We excluded some uncommon mental disorders specific to children and adults because some disorders are differentially prevalent in different age groups. For example, regarding physical health, dementia is included in the Charlson comorbidity index, but dementia is not diagnosed in children, whereas for mental health, conduct disorder or oppositional defiant disorder (CD/ODD) and tic disorders are childhood mental disorders, and when individuals with conduct disorder reach adulthood, their symptoms may be exhibited as antisocial personality disorder [39]. Antisocial personality disorder is usually underdiagnosed and undertreated, and symptoms of tic disorders are usually relieved in adulthood. Specifically, for fathers and mothers, we used all disorders in the Charlson comorbidity index [40] and common mental disorders in...
adulthood (ie, autism spectrum disorder [ASD], attention deficit and hyperactivity disorder [ADHD], anxiety disorders, major depressive disorder, bipolar disorder, and schizophrenia); for children, we excluded myocardial infarction and dementia when using Charlson comorbidity index, and we included 2 additional childhood disorders (ie, tic disorder and CD/ODD). Participants were considered to have diseases if they received at least one inpatient diagnosis or more than 2 outpatient diagnoses from 2004 to 2017. Catastrophic illness was determined from the Registry for Catastrophic Illness Patients database, and the categories of diseases for catastrophic illnesses is listed in Table S1 of Multimedia Appendix 1. Mortality was determined by the Cause of Death Data. Child adversities and accidents were defined as the experience of domestic violence, maltreatment, sexual assault, and road traffic accidents and were extracted from the Family Violence Data and the Reported Data of Protection of Child and Youths, the Reported Data of Sexual Assault, and the Traffic Accident Data. Detailed information on these data sets is available in Multimedia Appendix 1.

**Covariates**

For the analysis of the physical and mental health of the parents, we controlled for age, low-income status, and geographical location (ie, northern, central, southern, and eastern Taiwan). The definition of the geographical location was based on the National Development Council [41]. For the analysis of physical and mental health in children, to control for hereditary factors, we examined the children’s physical and mental health and further controlled for their parents’ physical health (Charlson comorbidity index) and mental health (schizophrenia, bipolar disorder, ASD, and ADHD), as well as age, sex and low-income status.

**Statistical Analysis**

SAS version 9.4 (SAS Institute Inc) was used for data management and analysis. Descriptive statistics were applied to indicate the frequency with percentage for categorical variables (ie, sex, low-income status, physical and mental disorders, mortality, and child adversities and accidents) and the mean with SD for continuous variables (ie, age and Charlson comorbidity index score). We used logistic regression for binary outcome variables (ie, physical and mental disorders) and linear regression for continuous outcome variables (ie, Charlson comorbidity index score) to compare the sociodemographic variables and risks of family health among fathers, mothers, and children in families with one immigrant parent and those in native families. For parents, we first performed an unadjusted analysis to compare the sociodemographic variables between families with one immigrant parent and native families and reported crude odds ratios or regression coefficients and 95% CIs. Furthermore, we performed an unadjusted analysis to examine family health while controlling for the sociodemographic variables.

Since the mothers in families with one immigrant parent did not have data on the health care utilization before their immigration unlike the mothers in native families, we performed a sensitivity analysis to restrict a similar period of health care utilization (the start date of health care utilization was the delivery date of their first child) as the native women. Furthermore, we compared the health between the fathers and mothers stratified by families with one immigrant parent and native families by using a similar analysis, and a moderation analysis was performed to examine whether the health between fathers and mothers differed between families with one immigrant parent and native families. Finally, we further examined the risks of adversity and accidents between them.

**Results**

Table 1 summarizes the sociodemographic data and the general health of the parents in families with one immigrant parent and those of native families. We included 90,670 fathers, 91,270 mothers, and 132,457 children from families with one immigrant parent and 1,666,775 fathers, 1,734,104 mothers, and 2,637,191 children from native families over a period of 12 years. The fathers (age, 44.8 years vs 40.2 years, respectively) and mothers (age, 35.2 years vs 34.4 years, respectively) in families with one immigrant parent were older than the fathers and mothers in native families. Families with one immigrant parent were more likely to have low-income status than native families. After adjusting for age and low-income status, fathers in families with one immigrant parent had worse physical health than fathers in native families (indicated by the Charlson comorbidity index score with a regression coefficient of 0.05), especially with regard to cardiovascular diseases, cerebrovascular diseases, dementia, diabetes, renal diseases, tumors, and AIDS, with a range of adjusted odds ratios (aORs) from 1.13 to 1.45. Moreover, the risk of catastrophic illness in the fathers of families with one immigrant parent was higher than that in the fathers of native families. The fathers in families with one immigrant parent, in addition to poor physical health, had comparatively poor mental health, specifically with regard to ASD, major depressive disorder, bipolar disorder, and schizophrenia, with a range of aORs from 1.13 to 3.12. Further, the mortality rate in the fathers of families with one immigrant parent was higher than that in the fathers of native families (aOR 1.30, 95% CI 1.22-1.38).

---
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Table 1. Sociodemographic variables and physical and mental health status of fathers and mothers in families with one immigrant parent and of those in native families.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Father</th>
<th>Native families (n=1,666,775)</th>
<th>Odds ratio (95% CI)</th>
<th>Mother</th>
<th>Native families (n=1,734,104)</th>
<th>Odds ratio (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sociodemographics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>4.6 (4.5 to 4.6)</td>
<td>35.2 (5.1)</td>
<td>34.4 (6.0)</td>
<td>0.8 (0.7 to 0.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low income, n (%)</td>
<td>2.38 (2.33 to 2.44)</td>
<td>9108 (9.98)</td>
<td>86,163 (4.97)</td>
<td>2.12 (2.07 to 2.17)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Geographical location in Taiwan, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Northern</td>
<td>4.6 (4.5 to 4.6)</td>
<td>35.2 (5.1)</td>
<td>34.4 (6.0)</td>
<td>0.8 (0.7 to 0.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Central</td>
<td>2.38 (2.33 to 2.44)</td>
<td>9108 (9.98)</td>
<td>86,163 (4.97)</td>
<td>2.12 (2.07 to 2.17)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Southern</td>
<td>1.06 (1.04 to 1.08)</td>
<td>22,748 (24.92)</td>
<td>428,076 (24.69)</td>
<td>0.94 (0.93 to 0.96)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eastern</td>
<td>1.50 (1.44 to 1.56)</td>
<td>2034 (2.23)</td>
<td>44,661 (2.58)</td>
<td>0.81 (0.77 to 0.85)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Physical disorders</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Charlson comorbidity index, mean (SD)</td>
<td>0.05 (0.04 to 0.06)</td>
<td>2.12 (2.07 to 2.17)</td>
<td>0.94 (0.93 to 0.96)</td>
<td>0.81 (0.77 to 0.85)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Myocardial infarction, n (%)</td>
<td>1.17 (1.04 to 1.27)</td>
<td>6 (0.01)</td>
<td>573 (0.03)</td>
<td>0.16 (0.06 to 0.42)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Congestive heart failure, n (%)</td>
<td>1.45 (1.20 to 1.59)</td>
<td>55 (0.06)</td>
<td>2334 (0.01)</td>
<td>0.48 (0.34 to 0.62)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Peripheral vascular disease, n (%)</td>
<td>1.28 (1.18 to 1.36)</td>
<td>148 (0.16)</td>
<td>6280 (0.36)</td>
<td>0.52 (0.42 to 0.59)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cerebrovascular disease, n (%)</td>
<td>1.27 (1.21 to 1.31)</td>
<td>246 (0.27)</td>
<td>12,261 (0.71)</td>
<td>0.41 (0.35 to 0.48)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dementia, n (%)</td>
<td>1.40 (1.31 to 1.51)</td>
<td>1010 (1.11)</td>
<td>34,136 (1.97)</td>
<td>0.57 (0.50 to 0.62)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chronic pulmonary disease, n (%)</td>
<td>0.97 (0.94 to 1.02)</td>
<td>121 (0.13)</td>
<td>6548 (0.38)</td>
<td>0.38 (0.36 to 0.40)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Connective tissue disease, n (%)</td>
<td>0.85 (0.80 to 0.97)</td>
<td>3782 (4.14)</td>
<td>188,174 (10.85)</td>
<td>0.34 (0.29 to 0.40)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ulcer disease, n (%)</td>
<td>0.95 (0.91 to 0.97)</td>
<td>651 (0.71)</td>
<td>39,232 (2.26)</td>
<td>0.56 (0.53 to 0.59)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mild liver disease, n (%)</td>
<td>0.92 (0.89 to 0.97)</td>
<td>6865 (7.52)</td>
<td>241,908 (13.95)</td>
<td>0.49 (0.43 to 0.55)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diabetes, n (%)</td>
<td>1.36 (1.27 to 1.41)</td>
<td>834 (0.91)</td>
<td>43,403 (2.50)</td>
<td>0.42 (0.39 to 0.51)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diabetes with end-organ damage, n (%)</td>
<td>1.32 (1.25 to 1.39)</td>
<td>101 (0.11)</td>
<td>8777 (0.51)</td>
<td>0.24 (0.21 to 0.28)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hemiplegia, n (%)</td>
<td>1.25 (1.16 to 1.32)</td>
<td>1725 (1.89)</td>
<td>80,778 (4.66)</td>
<td>0.42 (0.32 to 0.52)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moderate or severe renal disease, n (%)</td>
<td>1.20 (1.16 to 1.24)</td>
<td>1620 (1.77)</td>
<td>63,672 (3.67)</td>
<td>0.32 (0.30 to 0.34)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Any tumor, n (%)</td>
<td>1.13 (1.06 to 1.24)</td>
<td>263 (0.29)</td>
<td>17,287 (1)</td>
<td>0.15 (0.13 to 0.17)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Leukemia, n (%)</td>
<td>1.05 (0.80 to 1.31)</td>
<td>117 (0.13)</td>
<td>20,526 (1.18)</td>
<td>0.49 (0.30 to 0.70)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lymphoma, n (%)</td>
<td>0.92 (0.76 to 1.09)</td>
<td>30 (0.03)</td>
<td>1397 (0.08)</td>
<td>0.31 (0.20 to 0.45)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moderate or severe liver disease, n (%)</td>
<td>0.89 (0.85 to 0.92)</td>
<td>27 (0.03)</td>
<td>1831 (0.11)</td>
<td>0.59 (0.52 to 0.66)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Metastatic solid tumor, n (%)</td>
<td>1.13 (1.02 to 1.25)</td>
<td>101 (0.11)</td>
<td>5596 (0.32)</td>
<td>0.45 (0.36 to 0.53)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AIDS, n (%)</td>
<td>1.38 (1.06 to 1.79)</td>
<td>22 (0.02)</td>
<td>476 (0.03)</td>
<td>0.70 (0.44 to 1.11)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Catastrophic illness, n (%)</td>
<td>1.43 (1.40 to 1.45)</td>
<td>775 (0.85)</td>
<td>50,324 (2.90)</td>
<td>0.32 (0.30 to 0.34)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Mental disorders, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Autism spectrum disorder</td>
<td>2.73 (1.41 to 5.31)</td>
<td>3 (0.003)</td>
<td>91 (0.005)</td>
<td>0.18 (0.02 to 1.80)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attention-deficit/hyperactivity disorder</td>
<td>1.20 (0.90 to 1.56)</td>
<td>8 (0.01)</td>
<td>1564 (0.09)</td>
<td>0.08 (0.04 to 0.16)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Conversely, mothers in families with one immigrant parent had better physical health (indicated by the Charlson comorbidity index score with an adjusted regression coefficient of –0.2), with lower risks in most physical disorders and catastrophic illnesses than mothers in native families (aOR range 0.15-0.57). Moreover, mothers in families with one immigrant parent had better mental health than mothers in native families, with a range of aORs from 0.08 to 0.50. Further, the mortality rate in mothers of families with one immigrant parent was lower than that in mothers of native families (aOR 0.10, 95% CI 0.06-0.15). We further restricted the time period of health care utilization after the delivery of the first child to make the time period in mothers of families with one immigrant parent and those of native families comparable, thereby resulting in a similar pattern of general health between the 2 groups (Table S2 of Multimedia Appendix 1).

We observed that the fathers had statistically poorer health with regard to most physical and mental disorders than the mothers, regardless of whether they belonged to native families or families with one immigrant parent. Furthermore, based on the moderation analysis, we found that such discrepancies in physical and mental disorders between fathers and mothers were more statistically profound in families with one immigrant parent, except for ASD (Table S3 of Multimedia Appendix 1).

Table 2 summarizes the sociodemographic data and the general health between the children of families with one immigrant parent and those of native families. The children of families with one immigrant parent had slightly better physical health than the children of native families (indicated by the Charlson comorbidity index score with an adjusted regression coefficient of –0.01), with a lower risk of cerebrovascular disease, chronic pulmonary disease, and connective tissue disease (aOR range 0.74-0.91) but a higher risk of leukemia (aOR 1.31) and liver diseases (aOR 1.24). A similar pattern was also found for mental health: children of families with one immigrant parent had comparatively lower risks of ADHD, CD/ODD, and anxiety disorders (aOR range 0.62-0.88). However, a higher risk of ASD was observed in the children of families with one immigrant parent than in the children of native families (aOR 1.13). In addition to general health, the adversities and accidents experienced by the children are summarized in Table 3. A higher risk of road traffic accidents was observed among children of families with one immigrant parent than among children of native families (aOR 1.11, 95% CI 1.07-1.16).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Father</th>
<th>Native families (n=1,666,775)</th>
<th>Odds ratioa (95% CI)</th>
<th>Mother</th>
<th>Native families (n=1,734,104)</th>
<th>Odds ratioa (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anxiety disorders</td>
<td>2027 (2.24)</td>
<td>33,331 (2)</td>
<td>0.87 (0.84 to 0.92)</td>
<td>880 (0.96)</td>
<td>44,898 (2.59)</td>
<td>0.38 (0.36 to 0.41)</td>
</tr>
<tr>
<td>Major depressive disorder</td>
<td>4345 (4.79)</td>
<td>59,754 (3.59)</td>
<td>1.13 (1.09 to 1.19)</td>
<td>1627 (1.78)</td>
<td>104,100 (6)</td>
<td>0.30 (0.28 to 0.32)</td>
</tr>
<tr>
<td>Bipolar disorder</td>
<td>918 (1.01)</td>
<td>10,496 (0.63)</td>
<td>1.42 (1.33 to 1.53)</td>
<td>236 (0.26)</td>
<td>16,740 (0.97)</td>
<td>0.26 (0.23 to 0.30)</td>
</tr>
<tr>
<td>Schizophrenia</td>
<td>1142 (1.26)</td>
<td>5403 (0.32)</td>
<td>3.12 (2.93 to 3.34)</td>
<td>182 (0.20)</td>
<td>6176 (0.36)</td>
<td>0.50 (0.44 to 0.55)</td>
</tr>
<tr>
<td>Mortality, n (%)b</td>
<td>2608 (2.88)</td>
<td>18,907 (1.13)</td>
<td>1.30 (1.22 to 1.38)</td>
<td>33 (0.04)</td>
<td>6613 (0.38)</td>
<td>0.10 (0.06 to 0.15)</td>
</tr>
</tbody>
</table>

aThe values in this column could be odds ratio or the regression coefficient.
bCrude analysis was conducted without any adjustment.
cAnalysis was adjusted for age, geographical location, and low-income status.
Table 2. Sociodemographic variables and physical and mental health of children of families with one immigrant parent and of those of native families.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Children of families with one immigrant parent (n=132,457)</th>
<th>Children of native families (n=2,637,191)</th>
<th>Odds ratio&lt;sup&gt;a&lt;/sup&gt; (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sociodemographics&lt;sup&gt;b&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex (boys), n (%)</td>
<td>68,304 (51.57)</td>
<td>1,364,032 (51.72)</td>
<td>0.99 (0.98 to 1.00)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>6.6 (3.8)</td>
<td>6.7 (4.1)</td>
<td>0.1 (0.1 to 0.1)</td>
</tr>
<tr>
<td>Low income, n (%)</td>
<td>14,152 (10.68)</td>
<td>147,543 (5.59)</td>
<td>2.02 (1.98 to 2.06)</td>
</tr>
<tr>
<td><strong>Geographical location in Taiwan, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Northern</td>
<td>61,836 (46.68)</td>
<td>1,221,120 (46.30)</td>
<td>1.00</td>
</tr>
<tr>
<td>Central</td>
<td>35,066 (26.47)</td>
<td>691,353 (26.22)</td>
<td>1.00 (0.99 to 1.02)</td>
</tr>
<tr>
<td>Southern</td>
<td>32,918 (24.85)</td>
<td>666,032 (25.26)</td>
<td>0.98 (0.96 to 0.99)</td>
</tr>
<tr>
<td>Eastern</td>
<td>2637 (1.99)</td>
<td>58,681 (2.23)</td>
<td>0.88 (0.85 to 0.92)</td>
</tr>
<tr>
<td><strong>Physical disorders&lt;sup&gt;c&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Charlson comorbidity index, mean (SD)</td>
<td>0.2 (0.5)</td>
<td>0.3 (0.5)</td>
<td>–0.01 (–0.01 to –0.01)</td>
</tr>
<tr>
<td>Congestive heart failure, n (%)</td>
<td>159 (0.12)</td>
<td>3229 (0.12)</td>
<td>0.96 (0.81 to 1.18)</td>
</tr>
<tr>
<td>Peripheral vascular disease, n (%)</td>
<td>25 (0.02)</td>
<td>363 (0.01)</td>
<td>1.32 (0.84 to 2.07)</td>
</tr>
<tr>
<td>Cerebrovascular disease, n (%)</td>
<td>141 (0.11)</td>
<td>3302 (0.13)</td>
<td>0.82 (0.68 to 0.99)</td>
</tr>
<tr>
<td>Chronic pulmonary disease, n (%)</td>
<td>70 (0.05)</td>
<td>1572 (0.06)</td>
<td>0.91 (0.88 to 0.95)</td>
</tr>
<tr>
<td>Connective tissue disease, n (%)</td>
<td>25,652 (19.37)</td>
<td>593,158 (22.49)</td>
<td>0.74 (0.56 to 0.98)</td>
</tr>
<tr>
<td>Ulcer disease, n (%)</td>
<td>61 (0.05)</td>
<td>2026 (0.08)</td>
<td>1.09 (0.93 to 1.26)</td>
</tr>
<tr>
<td>Mild liver disease, n (%)</td>
<td>229 (0.17)</td>
<td>4605 (0.17)</td>
<td>1.23 (0.98 to 1.55)</td>
</tr>
<tr>
<td>Diabetes, n (%)</td>
<td>63 (0.05)</td>
<td>1863 (0.07)</td>
<td>0.80 (0.61 to 1.05)</td>
</tr>
<tr>
<td>Diabetes with end-organ damage, n (%)</td>
<td>5 (0.004)</td>
<td>205 (0.01)</td>
<td>0.66 (0.26 to 1.64)</td>
</tr>
<tr>
<td>Hemiplegia, n (%)</td>
<td>96 (0.07)</td>
<td>1842 (0.07)</td>
<td>0.83 (0.63 to 1.09)</td>
</tr>
<tr>
<td>Moderate or severe renal disease, n (%)</td>
<td>352 (0.27)</td>
<td>6073 (0.23)</td>
<td>0.96 (0.84 to 1.10)</td>
</tr>
<tr>
<td>Any tumor, n (%)</td>
<td>233 (0.18)</td>
<td>5373 (0.20)</td>
<td>1.11 (0.85 to 1.40)</td>
</tr>
<tr>
<td>Leukemia, n (%)</td>
<td>78 (0.06)</td>
<td>1499 (0.06)</td>
<td>1.31 (1.02 to 1.73)</td>
</tr>
<tr>
<td>Lymphoma, n (%)</td>
<td>76 (0.06)</td>
<td>1220 (0.05)</td>
<td>1.33 (0.87 to 1.96)</td>
</tr>
<tr>
<td>Moderate or severe liver disease, n (%)</td>
<td>32 (0.02)</td>
<td>485 (0.02)</td>
<td>1.24 (1.11 to 1.39)</td>
</tr>
<tr>
<td>Metastatic solid tumor, n (%)</td>
<td>27 (0.02)</td>
<td>453 (0.02)</td>
<td>1.33 (0.87 to 2.02)</td>
</tr>
<tr>
<td>AIDS, n (%)</td>
<td>3 (0.002)</td>
<td>51 (0.002)</td>
<td>0.74 (0.08 to 5.81)</td>
</tr>
<tr>
<td>Catastrophic illness</td>
<td>1690 (1.28)</td>
<td>36,746 (1.39)</td>
<td>0.96 (0.89 to 1.01)</td>
</tr>
<tr>
<td><strong>Mental disorders, n (%)&lt;sup&gt;d&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Autism spectrum disorder</td>
<td>1063 (0.80)</td>
<td>20,251 (0.77)</td>
<td>1.13 (1.03 to 1.20)</td>
</tr>
<tr>
<td>Attention-deficit/hyperactivity disorder</td>
<td>3665 (2.77)</td>
<td>90,698 (3.44)</td>
<td>0.88 (0.84 to 0.91)</td>
</tr>
<tr>
<td>Tic disorder</td>
<td>440 (0.33)</td>
<td>11,201 (0.43)</td>
<td>0.89 (0.80 to 1.05)</td>
</tr>
<tr>
<td>Conduct disorder/oppositional defiant disorder</td>
<td>219 (0.33)</td>
<td>6268 (0.24)</td>
<td>0.77 (0.68 to 0.89)</td>
</tr>
<tr>
<td>Anxiety disorders</td>
<td>26 (0.17)</td>
<td>929 (0.04)</td>
<td>0.62 (0.40 to 0.96)</td>
</tr>
<tr>
<td>Major depressive disorder</td>
<td>24 (0.02)</td>
<td>833 (0.03)</td>
<td>0.70 (0.46 to 1.09)</td>
</tr>
<tr>
<td>Bipolar disorder</td>
<td>5 (0.004)</td>
<td>317 (0.01)</td>
<td>0.44 (0.19 to 1.05)</td>
</tr>
<tr>
<td>Schizophrenia</td>
<td>3 (0.002)</td>
<td>59 (0.002)</td>
<td>0.03 (0.72 to 2.79)</td>
</tr>
<tr>
<td>Mortality, n (%)</td>
<td>684 (0.52)</td>
<td>14,389 (0.55)</td>
<td>1.06 (0.97 to 1.20)</td>
</tr>
</tbody>
</table>

<sup>a</sup>The values in this column could be odds ratio or the regression coefficient.
Discussion

Principal Findings

This study provides a comprehensive view of the general health among members of families with one immigrant parent and among those of native families in Taiwan. Specifically, we found that the fathers in families with one immigrant parent had a higher mortality rate and poorer physical and mental health than the fathers in native families. Conversely, the mothers in families with one immigrant parent had lower mortality rates and better physical and mental health than the mothers in native families. Similarly, the children in families with one immigrant parent showed slightly better physical and mental health than the children in native families. As per our findings, poorer general health in fathers of families with one immigrant parent should be considered as an important public health issue.

Methodological Considerations

Some methodological considerations need to be mentioned before further discussion. First, there is some diversity in the immigrant families in Taiwan; although most immigrant families are formed through international marriage brokerage agencies in Taiwan, not all families adopt this approach. Families formed by love marriage may have better health than those formed through brokerage because strong bonds between couples have positive impacts on physical and mental health [42]. Second, the medical data of the mothers and children of families with one immigrant parent may not reflect their real health status, because the medical information of these immigrant mothers before their immigration was not collected in our national registered database. Moreover, although we controlled for the time issues by restricting the period to after the delivery of their first child to address the lack of data for married immigrants, some medical barriers such as language difficulties [43], inadequate health literacy [44], and inconvenient access to health care institutions [45] may lead to lower utilization of health care services. Furthermore, because mothers are the main caregivers of children in Taiwan, the lower utilization of health care services is also expected to extend to the children of families with one immigrant parent. Third, some immigrant mothers without legal residence permits may not be covered in the national registered birth data set. Fourth, the age ranges of our sample were limited because the national registered birth data sets were established from 2004 to 2016. Therefore, the medical data may not cover common diseases in subsequent adulthood. Finally, the medical data of individuals in Taiwan may differ from those in other countries that have a private health insurance system rather than a national health insurance system, and some information such as education level, employment status, and marital status (eg, divorce or separation) is not fully available in our databases.

With regard to the general health of the fathers in families with one immigrant parent, we found that fathers were a special subpopulation with health vulnerability; they had higher mortality and morbidity due to various physical and mental disorders, comprising cardiovascular diseases, cerebrovascular diseases, dementia, diabetes, renal diseases, tumors, AIDS, ASD, major depressive disorder, bipolar disorder, and schizophrenia, after adjusting for sociodemographic variables. Low SES may be the main reason for explaining their health vulnerability [46,47], and some studies have also reported low SES in fathers of families with one immigrant parent. Low education levels [24,25] have been reported to be associated with poor physical and mental health [48,49], which may be further mediated by inadequate health literacy and health promotion behaviors [50,51]. Moreover, most of the fathers in families with one immigrant parent were low-skilled laborers [26], and low-skilled labor has been reported to lead to a shorter life expectancy [52] and higher health risks [53] due to harmful work styles, the lack of health promotion behaviors, and unhealthy living habits (eg, no regular exercise, smoking, poor diet) [53]. Furthermore, education and occupation are correlated with each other [54]. Our findings for AIDS was in line with a study on the relationship between SES and AIDS [55], which also emphasized the neglect of AIDS prevention in the heterosexual population of Taiwan. As a result, for fathers of families with one immigrant parent, both low SES and poor health [56] made it difficult to find suitable partners among native women, and marriage brokerage agencies thus became another option to get married.

We observed that mothers in families with one immigrant parent were generally healthier than mothers in native families. The healthy immigrant effect is a possible reason to explain our

Table 3. Child adversity and accidents reported among children of families with one immigrant parent and among those of native families.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Children of families with one immigrant parent (n=132,457, n (%))</th>
<th>Children of native families (n=2,637,191, n (%))</th>
<th>Adjusted odds ratio (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Domestic violence</td>
<td>117 (0.09)</td>
<td>1913 (0.07)</td>
<td>1.08 (0.90-1.31)</td>
</tr>
<tr>
<td>Maltreatment</td>
<td>844 (0.64)</td>
<td>20,044 (0.76)</td>
<td>0.62 (0.59-0.70)</td>
</tr>
<tr>
<td>Sexual assault survivors</td>
<td>213 (0.16)</td>
<td>3675 (0.14)</td>
<td>1.00 (0.87-1.19)</td>
</tr>
<tr>
<td>Road traffic accident</td>
<td>2690 (2.03)</td>
<td>48,589 (1.84)</td>
<td>1.11 (1.07-1.16)</td>
</tr>
</tbody>
</table>

*Analysis was adjusted for child year of birth, geographical location, sex, and low-income status.*
finding, where healthy people have more advantages to migrate abroad. The salmon bias effect may be less likely to contribute to explaining our findings because the salmon bias effect has been reported more profoundly in mortality cases and in older people [9]. However, we observed comprehensive differences in terms of physical and mental health and mortality in the mothers in families with one immigrant parent, and these mothers were generally middle-aged adults. Most likely, the health differences in terms of physical and mental health and mortality between the mothers in families with one immigrant parent and the mothers in native families can be explained by the healthy immigrant effect, and the health differences may be slightly overestimated because of the salmon bias effect. It is worth mentioning that some evidence was reported in line with the healthy immigrant effect in Taiwan. Married immigrants were observed to have better mental health [12], including lower risks of major depressive disorder [11] and postpartum depression [13], after adjusting for sociodemographic variables, whereas some findings were not in line with the healthy immigrant effect in Taiwan. Married immigrants who were observed to have better mental health after accounting for the sociodemographic variables [16,18,57]. In Korea, married immigrants were observed to have poor mental health after accounting for the sociodemographic variables [17,19]. The different findings between Taiwan and Korea may be due to the difference in the xenophobic atmosphere [58-60] or the relative health status in the native populations [61]. Furthermore, the healthy immigrant effect was found to disappear gradually after immigration [62]. We found that the children of families with one immigrant parent generally had slightly better health than the children of native families, but they had higher risks for some diseases (ie, leukemia, liver diseases, and ASD) and road traffic accidents. Parental health and the sociodemographic status may explain these risks. The better health of the mothers in families with one immigrant parent may explain the better health of the children [63]. In contrast, poor paternal SES may adversely affect the health of children [64]. Furthermore, we found that both the fathers and children of families with one immigrant parent had higher risks of ASD, suggesting the importance of genetic heritability. Finally, the children of families with one immigrant parent had higher risks of accidents, which may be explained by the usage of different types of vehicles. Motorcycles, rather than passenger cars, may be a more affordable choice for families with one immigrant parent because the cost of transportation is much lower; however, motorcycles have been reported to lead to a higher risk of traffic accidents than passenger cars [65].

Conclusions
Our study is the first national cohort study, to the best of our knowledge, to comprehensively elucidate the health status of families with one immigrant parent in Taiwan with substantial evidence, and our findings indicate that family health is nonhomogeneous within such families. We found that fathers in families with one immigrant parent generally had a poor physical and mental health but not the mothers. Moreover, the children of families with one immigrant parent generally had slightly better general health than the children of native families, but they had higher risks for some diseases (ie, leukemia, liver diseases, and ASD) and road traffic accidents. These results indicate that since there are health inequalities within the members of families with one immigrant parent, they should be provided with adequate prenatal care and parenting education.
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Abstract

Background: The shortage of medical resources in rural China reflects the health inequity in resource-limited settings, whereas telemedicine could provide opportunities to fill this gap. However, evidence of patient acceptance of telemedicine services from low- and middle-income countries is still lacking.

Objective: We aimed to understand the profile of patient end-user telemedicine use and identify factors influencing telemedicine service use in rural China.

Methods: Our study followed a mixed methods approach, with a quantitative cross-sectional survey followed by in-depth semistructured interviews to describe telemedicine use and its associated factors among rural residents in Guangdong Province, China. In the quantitative analysis, explanatory variables included environmental and context factors, household-level factors, individual sociodemographic factors, access to digital health care, and health needs and demand factors. We conducted univariate and multivariate analyses using Firth logistic regression to examine the correlations of telemedicine uptake. A thematic approach was used, guided by the Social Cognitive Theory for the qualitative analysis.

Results: A total of 2101 households were recruited for the quantitative survey. With a mean age of 61.4 (SD 14.41) years, >70% (1364/2101, 72.94%) of the household respondents were male. Less than 1% (14/2101, 0.67%) of the respondents reported experience of using telemedicine. The quantitative results supported that villagers living with family members who had a fever in the past 2 weeks (adjusted odds ratio 6.96, 95% CI 2.20-21.98; \(P=0.001\)) or having smartphones or computers (adjusted odds ratio 3.71, 95% CI 0.64-21.32; \(P=0.14\)) had marginally higher telemedicine uptake, whereas the qualitative results endorse these findings. The results of qualitative interviews (n=27) also supplemented the potential barriers to telemedicine use from the lack of knowledge, trust, demand, low self-efficacy, and sufficient physical and social support.
Conclusions: This study found extremely low use of telemedicine in rural China and identified potential factors affecting telemedicine uptake. The main barriers to telemedicine adoption among rural residents were found, including lack of knowledge, trust, demand as well as low self-efficacy, and insufficient physical and social support. Our study also suggests strategies to facilitate telemedicine engagement in low-resource settings: improving digital literacy and self-efficacy, building trust, and strengthening telemedicine infrastructure support.
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Introduction

Background

Limited medical resources in rural areas remain a considerable challenge in China, which worsens the health inequity in resource-limited settings [1]. With the shortage of licensed doctors nationwide, there were only 1.56 village doctors and assistants per 1000 rural residents on duty in 2020 [2]. Furthermore, access to quality rural health care services is predicted to degenerate owing to the retirement of current practitioners nearing retirement and emerging opportunities for new health care workers in urban areas [3]. However, booming mobile internet communication and expansion of internet medical services in China suggest a direction for future health care services [4,5]. Telemedicine has the potential to partly fill this huge health care services gap in the rural areas.

As developments of telemedicine in primary care have been boosted since the COVID-19 pandemic crisis [6], the World Health Organization has launched the Global Strategy on Digital Health 2020 to 2025, highlighting the application of digital health technologies for consumers, health professionals, health care providers, and industry to strengthen health systems [7]. The World Health Organization defines telemedicine as “the delivery of health care services using information and communication technologies for the exchange of valid information for diagnosis, treatment and prevention of disease and injuries, research and evaluation, and for the continuing education, all in the interests of advancing the health of individuals and their communities” [8]. Owing to its ability to overcome geographic obstacles to high-quality health care while reducing time and financial costs [5], telemedicine service development is proposed to address medical resource maldistribution in rural areas, especially in the era of the COVID-19 pandemic [9,10]. The high coverage of smartphones and rural telecommunications infrastructure in China have been regarded as favorable conditions for telemedicine accessibility to reach the marginalized and underserved populations [4,11].

Review of Previous Literature

Understanding the overview of telemedicine use among rural residents is essential for identifying the opportunities and challenges of the adoption of eHealth programs in rural areas. Existing systematic reviews from countries other than China provide evidence regarding factors affecting telemedicine service use from both qualitative and quantitative perspectives [12-14]. Potential barriers such as sociodemographic factors (eg, older age, females, low income, less educated, and physical or mental disability), knowledge or cognitive factors (eg, lack of awareness and information and communication technology skills, lack of demand or motivation, lack of trust in web-based services, and perceived cost), and contextual factors (eg, lack of access to equipment, internet connection, and social support) have been noted [12-14]. However, data on telemedicine or telehealth use from low- and middle-income countries (LMICs) in rural areas were underrepresented [12-14]. In China, most telemedicine programs remained in the pilot stages in metropolitan areas [15,16], and the surveys on telemedicine service use were typically collected from medical professionals or small convenience samples [17,18]. There is a lack of opportunity to study patient end-user acceptance of telemedicine service and its associated factors in rural China.

Objectives

This study had the following aims: first, to understand the profile of patient end-user telemedicine use among Chinese rural residents, and second, to identify factors influencing telemedicine service use by quantitative and qualitative approaches in rural China.

Methods

Study Settings and Design

The prefecture-level cities of Meizhou and Heyuan were selected as study sites. The gross domestic product (GDP) per capita for these cities ranked last and third to last in 2020, respectively, among all cities in Guangdong Province [19]. The GDP per capita of Meizhou City was ¥31,011 (US $4496) in 2020, whereas that of Heyuan was ¥38,802 (US $5625). For comparison, the World Bank classifies economies with per-capita gross national incomes between US $4096 and US $12,695 in 2020 as upper middle income [20]. To address the problem of insufficient primary health care services in rural areas, the Guangdong Provincial Health Commission started to provide smart health monitoring equipment packages to village clinics in 2277 designated “low-income” villages across Guangdong Province in 2019 [21]. The package included telemedicine equipment (including tablets installed with telemedicine software and internet access) and medical devices to conduct examinations (Multimedia Appendix 1). The use of telemedicine services among villagers provided by the Guangdong Provincial Health Commission depends on the patient’s needs and the village doctor’s decision: villagers can request telemedicine consultation when visiting the village clinic with a clear goal of accessing telemedicine service, then the village doctor would conduct remote consultation for the
villagers. In addition, the telemedicine provided by Guangdong Provincial Health Commission can serve as an alternative to in-person visits to remote doctors when the village doctor decides to use telemedicine to gain suggestions for patients’ problems. However, villagers can still conduct direct telemedicine consultation on their own through internet-connected devices that they can access (smartphones, computers, etc). The parent project of this study was a village-based cluster randomized controlled trial (CRT)—trial registration number: ChiCTR2100053872—which aimed to increase rural health care use and patient satisfaction, decrease out-of-pocket costs, and improve health outcomes by providing telemedicine platform access and training support to village doctors. Details in treatment and randomization of the CRT can be found in Multimedia Appendix 2.

As part of the baseline research of the CRT in rural areas of Guangdong Province, China, this study followed a mixed methods study approach. A sequential explanatory design was adapted, with a quantitative cross-sectional survey analysis followed by a qualitative thematic analysis of semistructured interviews to identify and explore associated factors of telemedicine use among rural residents.

Quantitative Approach

Sampling and Participant Eligibility

The survey was conducted between July and August 2021. Among all 187 counties in Meizhou and Heyuan cities, 3 counties (Meijiang in Meizhou and Dongxin and Yangcheng in Heyuan) were first dropped because of a small number of townships. Second, Heping county covering 17 townships in Heyuan was also excluded as a related village doctor training program had recently taken place there. Therefore, 167 townships (96 in Meizhou and 71 in Heyuan) were included in the sampling frame. Of these, 144 townships were randomly selected. Villages within these 144 townships would be eligible if (1) they were on the list of 2277 “low-income” villages that were provided smart health equipment packages by the Guangdong Provincial Health Commission; (2) they had at least fifteen households; and (3) the village doctors were willing to receive medical training of the parent CRT. One village was randomly selected from among all eligible villages in the 144 townships. A sampling of 15 households per village was targeted according to health management rosters in each village clinic, including 5 from hypertension and diabetes rosters, 3 with children aged 0 to 6 years and 2 with pregnant or lying-in women. Therefore, a sample of 2160 households were expected. One individual (usually the head or the one most familiar with the household) was suggested by each selected household to respond to the survey. Additional inclusion criteria for respondents of the household survey included (1) a resident in the selected villages in the 2 cities; (2) at least one household member who lived in the village for >3 months in the past year; and (3) willingness to participate in the survey.

Data Source and Measurements

The quantitative data were drawn from 2 sources, including the regional economic development data (GDP per capita of each county in 2020) from the government report [22,23] and an interviewer-administered survey questionnaire applied to household respondents.

The binary outcome variable of quantitative data is measured by whether the household’s respondent has ever used the telemedicine platform. To make villagers aware of their experience of telemedicine use, we have explained the term telemedicine to villagers by using understandable sentences and phrases. When asking whether they have ever used telemedicine service, we described using telemedicine as a process of seeing a doctor on the web, consulting or asking doctors about health issues on the web, remotely consulting or asking doctors about health issues through the internet, or web-based communications about health issues with the health care professional. All these situations count as telemedicine use. The explanatory variables included environmental and contextual factors, household-level factors, individual sociodemographic factors, access to digital health care, and health needs and demand factors. The environmental and contextual factors included regional economic factors (GDP per capita of each county in 2020), geographic factors (distance from the village to the town hospital and the most frequently visited hospital), social network factors (having a close relative as a village doctor), and health system factors (measured by the number of house calls by village doctors in the past year). At the household level, the family size (number of family members), financial situation of the household (wealth index calculated by principal component analysis of household assets), and whether the family is in the poverty registration were included. Individual sociodemographic factors included whether they are the head of the household, age, sex, education, and participation in insurance. Access to telemedicine services, smartphone or computer ownership, and others’ help using the internet were investigated. Health needs and demand factors of family members include the prevalence of chronic disease (hypertension and diabetes), acute disease and symptoms (diarrhea, cough, or runny nose in the past year, and fever in the past 2 weeks), and health-seeking behaviors (frequency of visits to the village clinic, township hospital, and county hospital).

Quantitative Analysis

The quantitative data were exported to Stata SE 16.0 (StataCorp) for statistical analysis. Descriptive statistics such as frequencies (n), proportions (%) with 95% CIs, and numerical summary measures (including means and SDs) were used to describe the data. Cluster adjustment for SE was used in CI estimation of characteristic proportions to modify the estimation in our cluster-sampling observational study. Variance inflation factor was calculated to assess multicollinearity between variables [24]. Age and gender were defined as prior confounder and forced variables that entered the regression model. To address data separation and minimize bias caused by conventional logistic model maximum likelihood estimation resulted from the extremely low rate of telemedicine use in this study [25,26]. Firth logistic regression that was proposed as an ideal strategy for rare events in 2020 SAS Global Forum based on penalized likelihood strategy was adapted [27]. Both univariate and multivariate analyses were conducted using regression models presented as crude and adjusted odds ratios (aORs) with 95%
CIs. The coefficient of discrimination $D$ (also known as Tjur $R^2$) was calculated to indicate goodness-of-fit [28]. The receiver operating characteristic of the area under the curve (ROCAUC) was adapted to evaluate the predictive power of the Firth logistic regression [29]. The level of statistical significance was declared at $P$ values of <.05.

**Qualitative Approach**

**Sampling and Participant Eligibility**

Semistructured face-to-face interviews were conducted for qualitative research between January and February 2022. A total of 8 local interviewers who could communicate with villagers in a local accent (ie, Hakka) and lived in 8 rural villages were recruited. The list of the 8 villages can be found in Multimedia Appendix 3. To gain a comprehensive understanding of barriers to and facilitators of telemedicine use among different groups of people through qualitative study, a purposive sampling strategy was used during interviewee selection [30]. For key topics of behavioral factors (eg, experience and practice) in the Social Cognitive Theory (SCT) would mainly be explored among telemedicine users and extremely low telemedicine use (14/2101, 0.67%) informed by quantitative survey, we purposefully sampled participants with and without experience of telemedicine use. Each interviewer was fully trained before they conducted the interviews. The interviewees’ eligibility for qualitative interviews was similar to that of the quantitative survey: (1) lived in the village in Meizhou or Heyuan for >3 months in the past year; (2) lived with family members in the roster of hypertension, diabetes, pregnant or lying-in women, or children aged 0 to 6 years from the village clinic; and (3) agreed to participate in the interview.

**Conceptual Framework and Data Collection**

Topic guides were developed for the semistructured in-depth interviews based on SCT and an extensive review of the existing literature [12-14]. SCT is a framework that includes 3 main components that interact with each other bidirectionally: cognition and personal factors, behavior factors, and environmental factors [31]. The conceptual framework using the adapted SCT is shown in Figure 1. Considering that SCT has been used in research on health behavior and information system adoption behavior [32,33] and helped to obtain a comprehensive understanding of the mechanism that affected behavioral intentions to use telemedicine, SCT would be an appropriate theoretical basis to guide future studies. The key topics of each SCT main component were developed according to the previous research (Table 1) [12-14]. From the cognitive perspective, personal understanding and knowledge, attitudes and perceptions, and expectations related to telemedicine were asked. Regarding behavioral factors, topics focused on self-efficacy, asking about how confident the respondents thought they were able to use telemedicine to meet their health-related demands. Experience and past practice was also asked of those who already had a history of telemedicine use. Both physical and social environmental factors affecting the use of telemedicine services were included. The specific interview questions for each key topic can be found in Multimedia Appendix 4.

![Figure 1. Adapted social cognitive model.](image-url)
Table 1. Operational definitions and key topics examined for the Social Cognitive Theory (SCT) components explored during in-depth interviews with rural residence in Guangdong Province, China.

<table>
<thead>
<tr>
<th>SCT components and operational definition</th>
<th>Key topics explored</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cognitive factors</td>
<td></td>
</tr>
<tr>
<td>Knowledge: knowledge to perform telemedicine consultation</td>
<td>Information source, awareness, and operation</td>
</tr>
<tr>
<td>Attitude: positive and negative attitude toward telemedicine service</td>
<td>Necessity, confidence, cost, convenience, benefit, and risk</td>
</tr>
<tr>
<td>Expectation: expectations for telehealth services and health outcomes</td>
<td>Expected assist, service function, and health goal</td>
</tr>
<tr>
<td>Behavior factors</td>
<td></td>
</tr>
<tr>
<td>Experience and practice: experience and past practice of telemedicine use</td>
<td>Difficulty, improvement, and doctor assessment</td>
</tr>
<tr>
<td>Self-efficacy: the extent to which the respondents believe they were able to use telemedicine to meet their health-related demands</td>
<td>Ability to access information or operate device or communicate on the web or seek assistance</td>
</tr>
<tr>
<td>Environmental factors</td>
<td></td>
</tr>
<tr>
<td>Physical support: equipment and facility regarding telemedicine service</td>
<td>Internet connection, smartphone, and computer</td>
</tr>
<tr>
<td>Social support: social support that may facilitate telemedicine use</td>
<td>Training, financial reimbursement, professional recommendation, and external assist</td>
</tr>
</tbody>
</table>

The interview is based on a semistructured interview guide based on SCT. Communications were conducted in Mandarin or Hakka (for villagers who could not speak or understand Mandarin). Oral consent was sought and audio recorded before the formal interview. Anonymity and confidentiality were stressed. We continued the interview until data saturation, which refers to the stage when the interviewer keeps hearing repeated information or the interviewee cannot provide new information during interview data collection, was reached [34]. Each interview was also fully audio recorded and transcribed. Interviews that were conducted in Hakka were translated into Mandarin for transcription. One of the authors verified the accuracy of the transcripts.

**Qualitative Analysis**

Data were analyzed using a thematic approach with the assistance of NVivo (version 12). An inductive coding process was conducted and a codebook was set up. A total of 2 researchers independently read and coded text materials and double-coded interview transcripts using a line-by-line, open-coding process to check for consistency and accuracy. Divergences were then discussed until a consensus was reached. Afterward, codes were categorized into different themes or subthemes according to the adapted SCT model (Figure 1). Quotes were translated from Chinese to English for the write-up.

**Ethical Considerations**

We obtained multicenter ethics approval from Guangdong Second Provincial General Hospital (Institutional Review Board [IRB] approval number: GD2H-KY IRB-AF-SC.07-01.1), Peking University (IRB approval number: IRB00001052-21007-\#), and the University of North Carolina at Chapel Hill (IRB approval number: 21-0549). It has also been registered in the clinical trial registry in China (ChiCTR2100053872). Written informed consent was obtained from all participants in the quantitative survey. Oral informed consent was obtained and recorded from the participants for qualitative interviews. Confidentiality and privacy was assured for every respondent in the survey and the interviews. All stored data were encrypted in computer-based files, and any information used for research purposes was deidentified. Data stored in computer-based files are only accessible to those with proper clearance. Only study members can access identifiable data. All survey participants received a towel worth ¥15 (US $2) as compensation for their time and inconvenience of participation in the research.

**Results**

**Quantitative Findings**

**Descriptive Analysis**

During the baseline investigation, 2101 households and 141 village clinics were examined. Figure 2 shows a diagram of the Strengthening the Reporting of Observational Studies in Epidemiology presenting the stages of the analytic process. We were unable to reach 45 households from 3 village clinics (villages) because of the SARS-CoV-2 infection prevention and control policy implemented during the investigation. In addition, 14 households were excluded for not meeting the eligibility criteria or failing to participate in the interview. Among the information from 2101 households being collected, 379 individuals with missing values of age, gender, or education of the main respondent did not enter multivariate analysis but were included in the descriptive and univariate analyses.

Among all the respondents (N=2101), only 14 (0.67%) reported having ever used telemedicine services. Among participants who had used telemedicine services before (n=14), 3 (21%) of them reported having registered for medical services on the web and 2 (14%) of them reported having a web-based service for doctors’ follow-up visits. The interview was also fully audio recorded and transcribed. Interviews that were conducted in Hakka were translated into Mandarin for transcription. One of the authors verified the accuracy of the transcripts.

Table 2 presents the characteristics of the participants (N=2101) categorized by various factors: environment and context, household, individual sociodemographic, access, and health needs and demand. With a mean age of 61.4 (SD 14.41) years; >70% (1364/2101, 72.94%) of the respondents were male. More
than 80% of the respondents were the heads of households. More than half (1021/2101, 58.98%) of the participants had a degree from senior high school or technical secondary school. In terms of access to digital health care, 67.06% (1409/2101) of participants reported ownership of a smartphone or computer, 62.54% (1314/2101) had internet connection, and 37.65% (791/2101) said they had someone who could help them use the internet in their family. Regarding health needs and demands of family members, hypertension (1405/2101, 66.87%) was the most reported disease, whereas fever in the past 2 weeks (134/2101, 6.38%) was the least reported.

**Figure 2.** STROBE (Strengthening the Reporting of Observational Studies in Epidemiology) diagram for progress through stages of analyses.
Table 2. Characteristics of rural residents in Guangdong Province, China (N=2101).

<table>
<thead>
<tr>
<th>Characteristic and category</th>
<th>Observations</th>
<th>95% CI of the percentage or mean</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Environmental and contextual factor, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Per capital GDP(^b) of each county in 2020 (Chinese yuan renminbi)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;25,000 (US $3623)</td>
<td>986 (46.93)</td>
<td>38.74-55.29</td>
</tr>
<tr>
<td>≥25,000 (US $3623)</td>
<td>1115 (53.07)</td>
<td>44.71-61.26</td>
</tr>
<tr>
<td>Distance from village to the town hospital (km)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;5.0</td>
<td>1029 (48.78)</td>
<td>40.74-57.27</td>
</tr>
<tr>
<td>≥5.0</td>
<td>1072 (51.02)</td>
<td>42.73-59.26</td>
</tr>
<tr>
<td>Distance from village to the most frequently visited county hospital (km)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;35.0</td>
<td>1026 (48.83)</td>
<td>40.58-57.15</td>
</tr>
<tr>
<td>≥35.0</td>
<td>1075 (51.17)</td>
<td>42.85-59.42</td>
</tr>
<tr>
<td>Being close relative of the village doctor</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1964 (93.48)</td>
<td>92.14-94.60</td>
</tr>
<tr>
<td>Yes</td>
<td>137 (6.52)</td>
<td>5.40-7.86</td>
</tr>
<tr>
<td>Number house calls by village doctors in the past year</td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>982 (46.74)</td>
<td>42.48-51.05</td>
</tr>
<tr>
<td>1-3</td>
<td>484 (23.04)</td>
<td>20.77-25.48</td>
</tr>
<tr>
<td>≥4</td>
<td>635 (30.22)</td>
<td>26.74-33.95</td>
</tr>
<tr>
<td><strong>Household-level factor, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Family size (number of family members)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>203 (9.66)</td>
<td>8.34-11.16</td>
</tr>
<tr>
<td>2</td>
<td>545 (25.94)</td>
<td>23.93-28.05</td>
</tr>
<tr>
<td>3-5</td>
<td>626 (29.80)</td>
<td>27.73-31.94</td>
</tr>
<tr>
<td>&gt;5</td>
<td>727 (34.60)</td>
<td>32.05-37.25</td>
</tr>
<tr>
<td>Financial situation (wealth index)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;20%</td>
<td>420 (19.99)</td>
<td>17.66-22.54</td>
</tr>
<tr>
<td>20%-40%</td>
<td>411 (19.56)</td>
<td>17.85-21.39</td>
</tr>
<tr>
<td>40%-60%</td>
<td>429 (20.42)</td>
<td>18.64-22.32</td>
</tr>
<tr>
<td>60%-80%</td>
<td>419 (19.94)</td>
<td>18.16-21.85</td>
</tr>
<tr>
<td>≥80%</td>
<td>422 (20.09)</td>
<td>17.93-22.43</td>
</tr>
<tr>
<td>Family in poverty registration</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1735 (82.66)</td>
<td>80.76-84.41</td>
</tr>
<tr>
<td>Yes</td>
<td>364 (17.34)</td>
<td>15.59-19.24</td>
</tr>
<tr>
<td><strong>Individual sociodemographic factor</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Householder, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>288 (15.40)</td>
<td>13.37-17.68</td>
</tr>
<tr>
<td>Yes</td>
<td>1582 (84.60)</td>
<td>82.32-86.63</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Continuous</td>
<td>61.4 (14.41)</td>
<td>60.57-62.15</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1364 (72.94)</td>
<td>70.46-75.29</td>
</tr>
<tr>
<td>Female</td>
<td>506 (27.06)</td>
<td>24.71-29.54</td>
</tr>
<tr>
<td>Characteristic and category</td>
<td>Observations</td>
<td>95% CI of the percentage or mean</td>
</tr>
<tr>
<td>---------------------------------------------------------------</td>
<td>--------------</td>
<td>---------------------------------</td>
</tr>
<tr>
<td><strong>Education level, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Junior high school or below</td>
<td>710 (41.02)</td>
<td>38.09-44.00</td>
</tr>
<tr>
<td>Senior high school or above</td>
<td>1021 (58.98)</td>
<td>56.00-61.91</td>
</tr>
<tr>
<td><strong>Use of any medical insurance programs, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>89 (4.24)</td>
<td>3.32-5.38</td>
</tr>
<tr>
<td>Yes</td>
<td>2012 (95.76)</td>
<td>94.62-96.67</td>
</tr>
<tr>
<td><strong>Access to digital health care, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Having smartphone or computer</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>692 (32.94)</td>
<td>30.73-35.22</td>
</tr>
<tr>
<td>Yes</td>
<td>1409 (67.06)</td>
<td>64.78-69.27</td>
</tr>
<tr>
<td>Can be connected to the internet</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>95 (37.46)</td>
<td>35.15-39.83</td>
</tr>
<tr>
<td>Yes</td>
<td>1314 (62.54)</td>
<td>60.17-64.85</td>
</tr>
<tr>
<td>Someone can help to use the internet in the family</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1310 (62.35)</td>
<td>59.80-64.83</td>
</tr>
<tr>
<td>Yes</td>
<td>791 (37.65)</td>
<td>35.17-40.20</td>
</tr>
<tr>
<td><strong>Health needs and demand of family members, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hypertension</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>696 (33.13)</td>
<td>31.27-35.03</td>
</tr>
<tr>
<td>Yes</td>
<td>1405 (66.87)</td>
<td>64.97-68.73</td>
</tr>
<tr>
<td>Diabetes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1236 (58.83)</td>
<td>56.98-60.65</td>
</tr>
<tr>
<td>Yes</td>
<td>856 (41.17)</td>
<td>39.35-43.02</td>
</tr>
<tr>
<td>Diarrhea in the past year</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1249 (59.48)</td>
<td>56.65-62.19</td>
</tr>
<tr>
<td>Yes</td>
<td>852 (40.55)</td>
<td>37.81-43.34</td>
</tr>
<tr>
<td>Cough or runny nose in the past year</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>905 (43.07)</td>
<td>40.76-45.42</td>
</tr>
<tr>
<td>Yes</td>
<td>1196 (56.93)</td>
<td>54.58-59.24</td>
</tr>
<tr>
<td>Fever in the past 2 weeks</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1967 (93.62)</td>
<td>92.39-94.67</td>
</tr>
<tr>
<td>Yes</td>
<td>134 (6.38)</td>
<td>5.33-7.61</td>
</tr>
<tr>
<td>Frequency of the county hospital visit in the past year</td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>1328 (63.21)</td>
<td>60.61-65.74</td>
</tr>
<tr>
<td>1 time</td>
<td>343 (16.33)</td>
<td>14.76-18.02</td>
</tr>
<tr>
<td>2+ times</td>
<td>430 (20.47)</td>
<td>18.51-22.5</td>
</tr>
<tr>
<td>Frequency of the town hospital visit in the past year</td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>1028 (48.93)</td>
<td>46.02-51.85</td>
</tr>
<tr>
<td>1 time</td>
<td>274 (13.04)</td>
<td>11.48-14.78</td>
</tr>
<tr>
<td>2+ times</td>
<td>799 (38.03)</td>
<td>35.19-40.95</td>
</tr>
<tr>
<td>Frequency of the village clinic visit in the past year</td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>893 (42.50)</td>
<td>38.79-46.31</td>
</tr>
</tbody>
</table>
Table 3 shows the results of the crude and aORs in using telemedicine services with a 95% CI. In univariate analysis, participants who had family members who developed a fever in the past 2 weeks (OR 6.42, 95% CI 2.10-19.69; \( P = .001 \)) were more likely to use telemedicine services than those who did not. In addition, smartphone or computer ownership (OR 1.47, 95% CI \(-0.31\) to 3.25; \( P = .08 \)) also tended to use telemedicine compared with their counterparts. Participants living with family members who had hypertension (OR 0.38, 95% CI 0.14-1.05; \( P = .06 \)) or fever in the past 2 weeks (OR 6.42, 95% CI 2.10-19.69; \( P = .001 \)) were less likely to accept telemedicine services. However, after adjusting for age and gender, only people with family members who developed a fever in the past 2 weeks (aOR 6.96, 95% CI 2.20-21.98; \( P = .001 \)) had significantly higher uptake rates of telemedicine services. Evidence regarding the association between other independent factors and telemedicine uptake is insufficient. The variance inflation factor of each explanatory variable shown in Multimedia Appendix 5 signifies the absence of multicollinearity in the model. Multimedia Appendix 6 shows Tjur \( R^2 \) and ROCAUC for each multivariate model. The multivariate model including independent variables of fever history in the past 2 weeks, age, and gender indicated that >58% of the variance for telemedicine use was explained by independent variables (Tjur \( R^2 = 0.582 \)) and fair predictive power of the fitted model (ROCAUC=0.718).
Table 3. Firth logistic regression analysis of correlation of telemedicine use for rural residents in Guangdong Province, China (N=2101).

<table>
<thead>
<tr>
<th>Characteristic and category</th>
<th>Crude OR&lt;sup&gt;a&lt;/sup&gt; (95% CI)</th>
<th>P value&lt;sup&gt;b&lt;/sup&gt;</th>
<th>aOR&lt;sup&gt;c&lt;/sup&gt; (95% CI)&lt;sup&gt;d&lt;/sup&gt;</th>
<th>P value&lt;sup&gt;e&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Macrocontext factor</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Per-capita GDP&lt;sup&gt;f&lt;/sup&gt; of each county (Chinese yuan renminbi)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;25,000 (US $3623)</td>
<td>Ref</td>
<td>.78</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.92</td>
</tr>
<tr>
<td>≥25,000 (US $3623)</td>
<td>1.16 (0.41-3.22)</td>
<td>.78</td>
<td>0.95 (0.33-2.75)</td>
<td>.92</td>
</tr>
<tr>
<td><strong>Distance from village to the town hospital (km)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;5.0</td>
<td>Ref</td>
<td>.94</td>
<td>N/A</td>
<td>.80</td>
</tr>
<tr>
<td>≥5.0</td>
<td>0.96 (0.35-2.64)</td>
<td>.94</td>
<td>1.13 (0.40-3.29)</td>
<td>.80</td>
</tr>
<tr>
<td><strong>Distance from village to the most frequently visited county hospital (km)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;35.0</td>
<td>Ref</td>
<td>.27</td>
<td>N/A</td>
<td>.15</td>
</tr>
<tr>
<td>≥35.0</td>
<td>0.55 (0.19-1.58)</td>
<td>.27</td>
<td>0.43 (0.14-1.34)</td>
<td>.15</td>
</tr>
<tr>
<td><strong>Being close relative of the village doctor</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>Ref</td>
<td>.62</td>
<td>N/A</td>
<td>.63</td>
</tr>
<tr>
<td>Yes</td>
<td>0.49 (0.03-8.25)</td>
<td>.62</td>
<td>0.50 (0.03-8.41)</td>
<td>.63</td>
</tr>
<tr>
<td><strong>Number house calls by village doctors in the past year</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>Ref</td>
<td>.27</td>
<td>N/A</td>
<td>.20</td>
</tr>
<tr>
<td>1-3</td>
<td>1.58 (0.39-6.42)</td>
<td>.27</td>
<td>1.12 (0.24-5.31)</td>
<td>.20</td>
</tr>
<tr>
<td>≥4</td>
<td>2.59 (0.80-8.41)</td>
<td>.27</td>
<td>2.69 (0.83-8.76)</td>
<td>.20</td>
</tr>
<tr>
<td><strong>Household-level factor</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Family size (number of family members)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Ref</td>
<td>.47</td>
<td>N/A</td>
<td>.76</td>
</tr>
<tr>
<td>2</td>
<td>2.64 (0.14-50.91)</td>
<td>.47</td>
<td>2.36 (0.12-46.06)</td>
<td>.76</td>
</tr>
<tr>
<td>3-5</td>
<td>2.29 (0.12-44.27)</td>
<td>.47</td>
<td>2.01 (0.10-39.65)</td>
<td>.76</td>
</tr>
<tr>
<td>&gt;5</td>
<td>4.81 (0.28-83.93)</td>
<td>.47</td>
<td>3.42 (0.19-62.80)</td>
<td>.76</td>
</tr>
<tr>
<td><strong>Financial situation (wealth index)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;20%</td>
<td>Ref</td>
<td>.09</td>
<td>N/A</td>
<td>.11</td>
</tr>
<tr>
<td>20%-40%</td>
<td>4.48 (0.76-26.56)</td>
<td>.09</td>
<td>4.44 (0.74-26.31)</td>
<td>.11</td>
</tr>
<tr>
<td>40%-60%</td>
<td>0.33 (0.01-8.00)</td>
<td>.09</td>
<td>0.29 (0.01-7.17)</td>
<td>.11</td>
</tr>
<tr>
<td>60%-80%</td>
<td>1.00 (0.10-9.68)</td>
<td>.09</td>
<td>0.21 (0.09-8.33)</td>
<td>.11</td>
</tr>
<tr>
<td>≥80%</td>
<td>4.34 (0.73-25.79)</td>
<td>.09</td>
<td>3.06 (0.49-19.30)</td>
<td>.11</td>
</tr>
<tr>
<td><strong>Family in poverty registration</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>Ref</td>
<td>.54</td>
<td>N/A</td>
<td>.42</td>
</tr>
<tr>
<td>Yes</td>
<td>1.45 (0.44-4.81)</td>
<td>.54</td>
<td>1.63 (0.49-5.53)</td>
<td>.42</td>
</tr>
<tr>
<td><strong>Individual sociodemographic factor</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Householder</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>Ref</td>
<td>.80</td>
<td>N/A</td>
<td>.86</td>
</tr>
<tr>
<td>Yes</td>
<td>0.84 (0.21-3.32)</td>
<td>.80</td>
<td>5.53 (0.18-7.69)</td>
<td>.86</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Continuous</td>
<td>0.98 (0.95-0.99)</td>
<td>.16</td>
<td>0.98 (0.25-1.01)</td>
<td>.15</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>Ref</td>
<td>.86</td>
<td>N/A</td>
<td>.80</td>
</tr>
<tr>
<td>Female</td>
<td>0.90 (0.27-3.03)</td>
<td>.86</td>
<td>0.85 (0.25-2.89)</td>
<td>.80</td>
</tr>
<tr>
<td>Characteristic and category</td>
<td>Crude OR(^a) (95% CI)</td>
<td>(P) value(^b)</td>
<td>aOR(^c) (95% CI)(^d)</td>
<td>(P) value(^e)</td>
</tr>
<tr>
<td>-----------------------------</td>
<td>--------------------------</td>
<td>-----------------</td>
<td>--------------------------</td>
<td>-----------------</td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Junior high school or below</td>
<td>Ref</td>
<td>.50</td>
<td>N/A</td>
<td>.73</td>
</tr>
<tr>
<td>Senior high school or above</td>
<td>1.48 (0.48-4.53)</td>
<td>.50</td>
<td>1.23 (0.38-4.01)</td>
<td>.73</td>
</tr>
<tr>
<td><strong>Use of any medical insurance programs</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>Ref</td>
<td>.29</td>
<td>N/A</td>
<td>.27</td>
</tr>
<tr>
<td>Yes</td>
<td>0.40 (0.07-2.18)</td>
<td>.29</td>
<td>2.64 (0.07-2.10)</td>
<td>.27</td>
</tr>
<tr>
<td><strong>Access to digital health care</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Having smartphone or computer</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>Ref</td>
<td>.08</td>
<td>N/A</td>
<td>.14</td>
</tr>
<tr>
<td>Yes</td>
<td>4.43 (0.83-24.05)</td>
<td>.08</td>
<td>3.71 (0.64-21.32)</td>
<td>.14</td>
</tr>
<tr>
<td>Can be connected to the internet</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>Ref</td>
<td>.13</td>
<td>N/A</td>
<td>.22</td>
</tr>
<tr>
<td>Yes</td>
<td>2.89 (0.73-11.36)</td>
<td>.13</td>
<td>2.46 (0.58-10.38)</td>
<td>.22</td>
</tr>
<tr>
<td>Someone can help to use the internet in the family</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>Ref</td>
<td>.65</td>
<td>N/A</td>
<td>.56</td>
</tr>
<tr>
<td>Yes</td>
<td>1.27 (0.45-3.53)</td>
<td>.65</td>
<td>1.36 (0.48-3.90)</td>
<td>.56</td>
</tr>
<tr>
<td><strong>Health needs and demand of family members</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hypertension</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>Ref</td>
<td>.06</td>
<td>N/A</td>
<td>.17</td>
</tr>
<tr>
<td>Yes</td>
<td>0.38 (0.14-1.05)</td>
<td>.06</td>
<td>0.46 (0.15-1.40)</td>
<td>.17</td>
</tr>
<tr>
<td>Diabetes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>Ref</td>
<td>.38</td>
<td>N/A</td>
<td>.26</td>
</tr>
<tr>
<td>Yes</td>
<td>0.61 (0.20-1.82)</td>
<td>.38</td>
<td>0.49 (0.14-1.68)</td>
<td>.26</td>
</tr>
<tr>
<td>Diarrhea in the past year</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>Ref</td>
<td>.46</td>
<td>N/A</td>
<td>.36</td>
</tr>
<tr>
<td>Yes</td>
<td>1.46 (0.53-4.06)</td>
<td>.46</td>
<td>1.63 (0.57-4.71)</td>
<td>.36</td>
</tr>
<tr>
<td>Cough or runny nose in the past year</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>Ref</td>
<td>.59</td>
<td>N/A</td>
<td>.46</td>
</tr>
<tr>
<td>Yes</td>
<td>0.76 (0.27-2.10)</td>
<td>.59</td>
<td>0.67 (0.23-1.92)</td>
<td>.46</td>
</tr>
<tr>
<td>Fever in the past 2 weeks</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>Ref</td>
<td>.001</td>
<td>N/A</td>
<td>.001</td>
</tr>
<tr>
<td>Yes</td>
<td>6.42 (2.10-19.69)</td>
<td>.001</td>
<td>6.96 (2.20-21.98)</td>
<td>.001</td>
</tr>
<tr>
<td>Frequency of the county hospital visit in the past year</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>Ref</td>
<td>.34</td>
<td>N/A</td>
<td>.60</td>
</tr>
<tr>
<td>Once</td>
<td>0.68 (0.12-3.86)</td>
<td>.34</td>
<td>0.70 (0.12-4.01)</td>
<td>.60</td>
</tr>
<tr>
<td>≥Twice</td>
<td>1.52 (0.49-4.76)</td>
<td>.34</td>
<td>1.62 (0.51-5.10)</td>
<td>.60</td>
</tr>
<tr>
<td>Frequency of the town hospital visit in the past year</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>Ref</td>
<td>.44</td>
<td>N/A</td>
<td>.48</td>
</tr>
<tr>
<td>Once</td>
<td>2.41 (0.63-9.21)</td>
<td>.44</td>
<td>2.27 (0.59-8.76)</td>
<td>.48</td>
</tr>
<tr>
<td>≥Twice</td>
<td>N/A</td>
<td>.44</td>
<td>1.26 (0.38-4.14)</td>
<td>.48</td>
</tr>
<tr>
<td>Frequency of the village clinic visit in the past year</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>Ref</td>
<td>.29</td>
<td>N/A</td>
<td>.41</td>
</tr>
<tr>
<td>Characteristic and category</td>
<td>Crude OR(^a) (95% CI)</td>
<td>(P) value(^b)</td>
<td>aOR(^c) (95% CI)(^d)</td>
<td>(P) value(^e)</td>
</tr>
<tr>
<td>-----------------------------</td>
<td>--------------------------</td>
<td>-----------------</td>
<td>--------------------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>1-3 times</td>
<td>0.15 (0.01-2.51)</td>
<td>.29</td>
<td>0.17 (0.01-2.89)</td>
<td>.41</td>
</tr>
<tr>
<td>≥3 times</td>
<td>0.57 (0.20-1.67)</td>
<td>.29</td>
<td>0.68 (0.23-2.01)</td>
<td>.41</td>
</tr>
</tbody>
</table>

\(^a\)OR: odds ratio.

\(^b\)\(P\) value for penalized likelihood-ratio test of univariate model.

\(^c\)aOR: adjusted odds ratio.

\(^d\)Adjusted odds ratio: marginal effect adjusted for age and sex in the multivariate logistic model.

\(^e\)\(P\) value for likelihood-ratio test of multivariate model.

\(^f\)GDP: gross domestic product.

\(^g\)Ref: Reference value.

\(^h\)N/A: not applicable.

**Qualitative Findings**

**Overview**

A total of 27 semistructured individual interviews were conducted with villagers from 8 villages. Background characteristic numbers (P1-P27) of each interviewee are shown in Multimedia Appendix 3. The average time length of 27 interviews was 25.6 (SD 11.2) minutes. The mean age of the interviewees was 53.4 (SD 16.7) years, and 56\% (15/27) were male. Of these, 22\% (6/27) said they had never heard of telemedicine services before, and 44\% (12/27) said they had heard of telemedicine but never used it. Of all the interviewees, 33\% (9/27) reported having experience with telemedicine use. A total of 10 themes, classified into 3 categories (personal and cognitive, behavioral, and environmental factors), were extracted from the interview content according to the adapted SCT (Table 4). Major themes that emerged as barriers to telemedicine service uptake among villagers included lack of knowledge and understanding, lack of trust, lack of demand, low self-efficacy, lack of physical support, and social support.
Table 4. Themes and subthemes of qualitative analysis on telemedicine use among rural residence in Guangdong Province, China (N=27).

<table>
<thead>
<tr>
<th>Theme and subtheme</th>
<th>People mentioned, n (%)</th>
<th>Coding</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Personal and cognitive factors</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Knowledge and understanding</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web-based process recognized</td>
<td>16 (59)</td>
<td>Web-based searching, appointment, registration, consultation, diagnosis, prescription, and payment</td>
</tr>
<tr>
<td>Operation</td>
<td>18 (67)</td>
<td>Lack of technical ability and lack of comprehension ability</td>
</tr>
<tr>
<td><strong>Attitude</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived convenience</td>
<td>27 (100)</td>
<td>Avoid queuing up, avoid COVID-19 prevention policy limit, and overcome traffic barrier and distance</td>
</tr>
<tr>
<td>Perceived cost</td>
<td>25 (93)</td>
<td>Financial cost, time cost and efficiency, and manpower</td>
</tr>
<tr>
<td>Lack of trust</td>
<td>19 (70)</td>
<td>Concern about fraud or false information, personal information security, government authority and supervision, doctor’s certificate, doctor’s seniority, and reputation of the hospital</td>
</tr>
<tr>
<td>Lack of demand</td>
<td>27 (100)</td>
<td>Complacent about self-condition, local clinic and doctor’s indoor visit as alternatives, auxiliary and reference for offline visit, chronic disease, minor aliment, and rush hour or weekends</td>
</tr>
<tr>
<td><strong>Expectation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health expectation</td>
<td>16 (59)</td>
<td>Chronic disease management and address minor disease</td>
</tr>
<tr>
<td>Service expectation</td>
<td>21 (78)</td>
<td>Guide for healthy lifestyle and knowledge promotion</td>
</tr>
<tr>
<td><strong>Behavioral factors</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Experience and practice</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web-based process experience</td>
<td>6 (22)</td>
<td>Appointment, registration, prescription, and taking photos for doctors on the web</td>
</tr>
<tr>
<td>Difficulty or improvements</td>
<td>5 (19)</td>
<td>Web-based communications, lack of information interoperability and integrality across platforms</td>
</tr>
<tr>
<td>Assessment of the doctor</td>
<td>8 (30)</td>
<td>Web-based feedback, doctor’s title, and doctor’s resume,</td>
</tr>
<tr>
<td><strong>Self-efficacy</strong></td>
<td>27 (100)</td>
<td>Web illiterate, aging, memory loss, dull-witted, illiteracy, visually impaired, dialect barriers, and out of step with the times</td>
</tr>
<tr>
<td><strong>Environmental factors</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Lack of physical support</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Equipment</td>
<td>11 (41)</td>
<td>Internet connection and smartphone or computer devices</td>
</tr>
<tr>
<td>Technical limitations</td>
<td>13 (48)</td>
<td>Lack of physical examination, lack of physiological tests, lack of medical imaging tests, and low video or photo resolution</td>
</tr>
<tr>
<td>Delivery system</td>
<td>10 (37)</td>
<td>Lack of direct home delivery service, lack of express pickup points in the village, and delay of drug delivery</td>
</tr>
<tr>
<td><strong>Social support</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training support</td>
<td>21 (78)</td>
<td>Desire for teaching and training in the village</td>
</tr>
<tr>
<td>Role of primary health care provider</td>
<td>25 (93)</td>
<td>Improve ability of village doctors, provide assistance for villagers, and formalists</td>
</tr>
</tbody>
</table>

**Themes and Quotes**

**Lack of Knowledge and Understanding**
The knowledge theme indicated limited understanding and knowledge of telemedicine among the interviewees. Most (18/27, 67%) of the respondents said they did not know how to use or were not good at operating telemedicine services. However, some provided examples of the web-based process (eg, appointment, register, consultation, and prescription):

*We basically don’t know how to use smartphones. I can’t even take a taxi with a mobile phone.* [P27, female, 27 years]

**Lack of Trust**
Many (10/19, 53%) villagers showed negative perceptions about reliability, concern about internet scammers, and personal information leakage of the telemedicine technology. In addition, some (5/19, 26%) demonstrated conditional trust, meaning that they would trust telemedicine services if conditions such as...
Now there are so many scammers, the Internet has the most of them. If you can’t find reliable one, I’m afraid no one will take the risk for you. Does Alipay have a platform called Huzhubao? Is such a big platform gone now? [P20, female, 25 years]

There is such a possibility, I am not so relieved. If the doctor does something bad using our ID card information, we will not be able to figure it out. People are unpredictable, especially those who have only met once. [P3, female, 25 years]

I believe that the Internet could be reliable to a certain extent. It should have a certificate issued by the nation, involving a relatively well-known hospital or doctors, etc. [P7, female, 48 years]

Lack of Demand

Many (15/27, 56%) responders did not think telemedicine was a necessity. Several (4/27, 15%) villagers said that they were complacent about their health condition or would prioritize physical hospitals (7/27, 26%). Some participants (14/27, 52%) mentioned that they would use telemedicine only if they encountered a minor ailment (eg, cold or fever). This finding was consistent with our quantitative findings that showed higher telemedicine service uptake among villagers who had family members with fever in the past 2 weeks (aOR 6.96, 95% CI 2.20-21.98; P=.001). Our qualitative findings also indicated that offline hospitals were preferred when dealing with a serious disease; respondents tended to regard the web-based results as a reference for seriousness:

It is not necessary for me (to use a telemedicine platform). I’m in good health now.

Maybe for the time being, doctors on the Internet are still relatively unfamiliar to me. There is no need to use this approach. We all can go to the local hospital for treatment. My idea is that if we encounter a problem that the local doctor can’t solve, we could then take this approach (telemedicine). [P22, male, 60 years]

It depends, some simple disease such as cold or fever, I would go online for consultation. It’s OK to just have a look (in an Internet hospital). If it’s a serious illness, I won’t go online. I will only regard the online results as a reference. [P11, male, 29 years]

Low Self-efficacy

Most (16/27, 59%) of the participants expressed negatively about self-efficacy, for they thought themselves as aging, illiterate, dull, and forgetful people and did not believe they had the ability to use telemedicine:

We elderly have never used it. We are illiterate, have never been on the Internet. We can’t surf the Internet, our eyes are not very good, and we can’t read a few words. [P25, male, 68 years]

I’m old, with limited operational abilities, dullness, and memory loss. [P15, male, 72 years]

Lack of Physical Support

The lack of smartphone or computer or internet connection could be a barrier to telemedicine adoption in our interviews. This was also supported by quantitative findings suggesting that smartphone or computer ownership (aOR 3.71, 95% CI 0.64-21.32; P=.14) among villagers was marginally correlated with telemedicine uptake:

My old-fashioned cell phone does not have such functions. Some middle-aged people can accept it. Of course, for young people it’s needless to say. It (internet platform) is very popular among them. [P22, male, 60 years]

Besides equipment, technical limitations (13/27, 48%) and delivery systems (10/27, 37%) were also identified as insufficient physical support. Concerns about technical limitations mainly come from a lack of medical examination instruments or physical contact with doctors. Interviewees did not think doctors could make an accurate diagnosis by simply asking on the web or uploading photos without any laboratory tests or feeling the pulse (traditional Chinese medicine). Issues with the delivery system were said to cause inconvenience for drug delivery (10/27, 37%); a pharmacy pickup point located in the village or rapid home delivery was needed:

Laboratory tests are also required in the hospital, if the doctor purely questions the patient, it may not be so accurate. In traditional Chinese medicine, seeing a doctor in person is like seeing, hearing, asking, and feeling the pulse. That is definitely not so good if you visit the doctor online [P4, female, 46 years]

If there is no pharmacy in the village for Internet hospitals, and I have to wait for 3-4 days for the medicine, and then go to the town or county to get the medicine, then I would rather go to the village doctor. It is not very cost-effective to see a doctor online and wait for three or four days for the medicine. [P3, male, 60 years]

Social Support

The social environment described the social interaction with the villagers that may influence their telemedicine use, including training support and the roles of primary health care providers. Most (19/21, 90%) people expressed their desire or positive view of training support for telemedicine:

I may need to see a doctor online in the future, but only if someone teaches me. If someone teaches me, I will be more willing to go to see a doctor online. [P16, male, 53 years]

Most (14/25, 56%) interviewees held positive views on the use of telemedicine among primary health care providers. They also thought that primary health care providers could improve their abilities and skills by using telemedicine and help to guide and oversee the process of seeking medical treatment from a superior hospital:

It is good (when village doctors using telemedicine), because after all, the elderly can’t operate it. The elderly could be familiar with the operation through
the village doctor, and he can use his knowledge points to express what he needs to go to the health service platform. This may achieve better results. If it is transmitted upward through the village doctor, and the village doctor takes the medicine, it will not cause something like wrong prescription delivery. He will check these things, which is also better for us farmers. [P6, male, 49 years]

Discussion

Principal Findings

Understanding telemedicine use in the rural areas of China is essential for understanding the services gap and future program planning. Our study extended the existing literature by exploring the factors associated with telemedicine service use among rural residents in Guangdong Province, China. With a quantitative survey supplemented with qualitative document analysis, this study provided multiple perspectives on potential barriers to or facilitators of telemedicine use in rural China. We found that extremely few (14/2101, 0.67%) participants in the rural areas used telemedicine services. Villagers in households with family members who had fever in the past 2 weeks were more likely to use telemedicine services. In addition, smartphone or computer ownership was marginally associated with telemedicine use. The qualitative findings supported the quantitative findings. The qualitative approach mainly supplemented the results from the knowledge, trust, demand, self-efficacy, and physical and social support perspectives.

In this study, <1% (14/2101, 0.67%) of telemedicine use was found among the villagers. This finding was lower than that of a nationwide survey that included both urban and rural areas in China from 2016 to 2017, which indicated that 10% of the population used web-based health care communication or management [35]. As rural or urban residence was proven to be the most significant predictor of telemedicine use and Chinese rural residents had a distinctly lower use than urban residents [35], this finding could be explained by the disparity between rural and urban areas. Moreover, most of the respondents in rural areas were older adults, whereas most young men or labor workers moved to urban areas in China [36]. Aging has been proven to be a significant barrier to telemedicine service use [12,35]. Future programs to promote telemedicine uptake among older people would have shared value when targeting rural residents. Another important reason is that owing to chronic disease management through primary health care taking place in rural Chinese communities, which has been proven to be correlated with fewer villagers’ specialist visits and inpatient admissions [37], additional needs of the residents to seek care for these chronic diseases would be low, and generally they did not need to seek care through telemedicine.

Both quantitative and qualitative findings identified a lack of equipment (eg, smartphone or computer) or decent internet connection as barriers, which was in line with the existing findings [13,14]. Although previous studies have shown a huge mobile phone market and high network coverage among the Chinese national population [4,11], our data suggested that 67.06% (1409/2101) of smartphone or computer ownership could contribute to the underuse of telemedicine in rural areas. Furthermore, developing fever in the past 2 weeks was associated with telemedicine service use in both quantitative and qualitative results. This could be explained by the effect of the COVID-19 pandemic outbreak on telemedicine service use. As fever is the most common symptom in patients with COVID-19, teleconsultation systems have been used to collect patient information, such as fever and cough, to control the pandemic [38]. Recent research has also found increased interest in and demand for telehealth services worldwide during the COVID-19 pandemic crisis [38]. In addition, this finding may suggest the low demand to prioritize telemedicine as a conventional health service from the patient side, for qualitative interviews described fever as a minor and common illness and mentioned physical hospitals as a prior and more reliable alternative, especially for serious or urgent conditions. Previous studies have reported available alternatives for receiving health care services [12], citing patients’ perceived low value of telemedicine or lack of motivation as barriers to public engagement with digital health services [13,14].

Lack of knowledge and skills was the most coded factor in the qualitative interviews. This is consistent with previous studies [12-14]. Our study also identified the desire for operational training support. Digital health education and training have been an important element in the process of implementing telemedicine services. Previous studies suggested limited digital literacy would increase disparities in health care access for vulnerable populations (eg, rural residents) when scaling up telemedicine implementation [39]. Without addressing this, telemedicine programs would risk excluding vulnerable groups. Similar to previous research that indicated skepticism as a barrier and self-efficacy as an enabling factor for the learning and use of eHealth technologies [14], we also found a lack of trust in telemedicine resulting from concerns about information security and quality of service and low self-efficacy of telemedicine acceptance among rural residents. This suggests additional efforts to build trust and improve self-efficacy could enhance telemedicine uptake. Furthermore, our qualitative findings also highlighted the positive impact of telemedicine practice among primary health care providers (eg, village doctors) on villagers adoption. Existing literature indicated the importance of patient-provider relationship in medication regimen adherence based on telemedicine [40], although research on the influence of telemedicine practice among primary health care providers on patients’ use is limited. Lack of accessibility and time efficiency of medication delivery services in rural areas were also identified as a barrier to telemedicine use. Research from Singapore found that besides web-based consultation, telemedicine-based medication delivery services have ramped up medical logistics supply without doctor-patient contact during the COVID-19 pandemic [41]. However, medication delivery services based on telemedicine are limited in LMICs. The practice model of remote pharmacy services relying on web-based consultation in China is still underexplored [42]; more evidence is needed to inform the development of an effective medication delivery service based on telemedicine.
Implications for China and Other LMICs
This study had several implications for telemedicine scaling up in China and other LMICs. First, training sessions for digital literacy improvement of potential users are essential before scaling up of telemedicine services to avoid deteriorating health care inequalities, especially in rural areas of LMICs. Self-efficacy can be achieved through educational sessions. Second, similar to the findings of previous literature, lack of equipment or infrastructure has been a barrier in low-resource settings [43]; therefore, investment in rural construction could be considered as technical equipment support. However, further research on the cost-effectiveness of telemedicine program construction should be conducted. Third, our findings indicated that concerns about inadequate supervision or regulations to ensure information security and quality of web-based medical services may result in a lack of trust in telemedicine services. Thus, we recommended formulating regulations and improving the information transparency of telemedicine platforms in China and other LMICs to strengthen trust and facilitate telemedicine use. Finally, further research on establishing sustainable patient-provider relationships for telemedicine engagement and developing effective medication delivery services based on telemedicine systems is needed, especially for LMICs where related planning or regulations might not occur.

Limitations
This study had a few limitations. First, the observational nature of the study had limitations in examining causality, but the quantitative analysis supplemented with qualitative analysis enabled us to triangulate the information to explore the correlates of telemedicine uptake in rural settings in China. Second, the proportion of people who had ever used telemedicine in quantitative analysis is very low, which limited the ability of the statistical model to detect possible associated factors such as age, gender, financial situation, smartphone or computer ownership, and geographic isolation [12-14].

Conclusions
This study reported the profile of telemedicine use among rural patient end users in Guangdong Province, China. Less than 1% of telemedicine use was found with potential barriers, including lack of knowledge, trust, demand, low self-efficacy, and insufficient physical and social support. Our study suggested that efforts to improve digital literacy and self-efficacy, build trust, and strengthen telemedicine infrastructure support could enhance telemedicine scaling up in rural China and other LMICs.
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Abstract

Background: Cervical cancer is the fourth most common cause of cancer death in women worldwide. Smoking is one of the risk factors for cervical cancer. Understanding the global distribution of the disease burden of cervical cancer attributable to smoking and related changes is of clear significance for the prevention and control of cervical cancer in key populations and for tobacco control. As far as we know, research on the burden of cervical cancer attributable to smoking is lacking.

Objective: We estimated the disease burden and mortality of cervical cancer attributable to smoking and related trends over time at the global, regional, and national levels.

Methods: Data were obtained from the Global Burden of Disease study website. Age-standardized rates were used to facilitate comparisons of mortality and disability-adjusted life years (DALYs) at different levels. The estimated annual percentage change (EAPC) was used to assess trends in the age-standardized mortality rate (ASMR) and the age-standardized DALY rate (ASDR). A Pearson correlation analysis was used to evaluate correlations between the sociodemographic index and the age-standardized rates.

Results: In 2019, there were 30,136.65 (95% uncertainty interval [UI]: 14,945.09-49,639.87) cervical cancer–related deaths and 893,735.25 (95% UI 469,201.51-1,440,050.85) cervical cancer–related DALYs attributable to smoking. From 1990 to 2019, the global burden of cervical cancer attributable to smoking showed a decreasing trend around the world; the EAPCs for ASMR and ASDR were –2.11 (95% CI –2.16 to –2.06) and –2.22 (95% CI –2.26 to –2.18), respectively. In terms of age characteristics, in 2019, an upward trend was observed for age in the mortality of cervical cancer attributable to smoking. Analysis of the trend in DALYs with age revealed an initially increasing and then decreasing trend. From 1990 to 2019, the burden of disease in different age groups showed a downward trend. Among 204 countries, 180 countries showed downward trends, 10 countries showed upward trends, and the burden was stable in 14 countries. The Pearson correlation analysis revealed a significant negative correlation between sociodemographic index and the age-standardized rates of cervical cancer attributable to smoking (ρ=–0.228, P<.001 for ASMR and ρ=–0.223, P<.001 for ASDR).

Conclusions: An increase over time in the absolute number of cervical cancer deaths and DALYs attributable to smoking and a decrease over time in the ASMR and ASDR for cervical cancer attributable to smoking were observed in the overall population, and differences in these variables were also observed between countries and regions. More attention should be paid to cervical cancer prevention and screening in women who smoke, especially in low- and middle-income countries.

(JMIR Public Health Surveill 2022;8(12):e40657) doi:10.2196/40657
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Introduction

Cervical cancer is the fourth most common cause of cancer death in women worldwide [1]. It is estimated that in 2020, more than 600,000 new cases of cervical cancer and as many as 342,000 cervical cancer–related deaths occurred around the world [2]. Although rare in the population younger than 15 years, cervical cancer occurs in women of all ages, with the highest incidence observed in women aged 40 to 60 years [3]. It thus poses a serious threat to women’s health. Persistent infection with human papillomavirus (HPV), especially types 16 and 18, is the main cause of cervical cancer [4,5]. Socioeconomic conditions [6], smoking, exposure to secondhand smoke, factors related to sexual behavior and childbirth, inflammation of the female reproductive system, and a family history of malignant tumors have also been identified as risk factors for cervical cancer [7-9].

Among the above risk factors, we focus here on the influence of smoking. First, smoking is a known independent risk factor for cervical cancer. A meta-analysis of the results of 9 studies with a low risk of bias [10] showed a significant correlation between smoking and cervical cancer (odds ratio [OR] 3.05, 95% CI 1.73-5.38). Second, smoking increases the rate of persistent high-risk HPV infection [11]. Third, smoking has been reported to reduce survival among patients with cervical cancer [12]. In 2019, the age-standardized prevalence of smoking among women aged 15 years or older was 6.62%, and smoking was identified as the cause of 1.51 million deaths, or 5.84% of all deaths, in this population [13].

It is particularly important to pay attention to key groups of patients with cervical cancer [14]. To the best of our knowledge, studies on the disease burden of cervical cancer attributable to smoking, especially the spatiotemporal trends, are still lacking. An understanding of the temporal and spatial changes in this burden at the global level would significantly enhance the development of active prevention and control measures tailored to local conditions. In this study, we used data from the Global Burden of Disease (GBD) study to estimate the global burden of cervical cancer attributable to smoking from 1990 to 2019 and describe changes in this burden over time. Our study aimed to answer the following questions: (1) How much of the disease burden of cervical cancer is attributable to smoking in the female population, and how is this burden changing? (2) Are the distribution and trends of the disease burden of cervical cancer attributable to smoking different in different countries and regions of the world, and are these differences related to the level of socioeconomic development? and (3) What are the age characteristics of the disease burden of cervical cancer attributable to smoking?

Methods

Study Data

The data used in this study were obtained from the 2019 GBD study, which provides a comprehensive and systematic assessment of the global burdens of 369 diseases, injuries, and impairments and 87 risk factors in 204 countries and territories during the 1990 to 2019 period. For this study, we extracted data on the burden of cervical cancer attributable to smoking, including mortality (calculated as the number of cervical cancer deaths × 100,000 / female population) [15] and disability-adjusted life years (DALYs; the sum of years of life lost due to premature mortality and years lived with disability) [16], at the global, regional, and national levels.

In the current study, spatial division of the sample was achieved using 3 GBD division methods. The first method is based on the sociodemographic index (SDI), a comprehensive index used to measure the level of social development in a geographic area. The included countries and territories were divided by SDI into 5 superregions: low SDI, low-middle SDI, middle SDI, high-middle SDI, and high SDI. The second method involves dividing the world into 21 geographic regions according to epidemiological similarity and geographical proximity (eg, East Asia, Australasia, and Central Europe). The third method involves simple division by country and territory (for a total of 204 countries). Furthermore, the sample population of women aged 30 to 79 years was divided into 5-year age groups (eg, 30-34 years), and those aged 80 years and older were combined into one group, to yield 11 age groups.

Definition of Smoking Exposure

According to the GBD risk factor collaborators [17], smoking exposure is defined as the current or previous use of any smoking tobacco product other than electronic cigarettes or vaporizers. For current smokers, exposure was estimated using 2 continuous measures: the number of cigarettes per smoker per day and the number of pack-years. For former smokers, exposure was estimated using the number of years since smoking cessation.

Statistical Analysis

In the GBD study, population data from the report World Population Prospects, 2012 Revision was used for standardization [18]. Age-standardized rates (ASRs) were used to eliminate the influence of different population groups and differences in the age structure of populations over time, thus ensuring the comparability of statistical indicators. We used absolute numbers and ASRs (per 100,000 people) with 95% uncertainty intervals (UIs) to describe the burden and mortality of cervical cancer attributable to smoking. We further used the age-standardized mortality rate (ASMR) and age-standardized DALY rate (ASDR) to compare the burden of cervical cancer attributable to smoking over time and between regions.

The estimated annual percentage change (EAPC) was used to assess trends in the ASMR and ASDR. The natural logarithm
of the ASR was fitted to the following regression line model: 
\[ \ln(\text{ASR}) = \alpha + \beta x + \varepsilon, \]
where \( x \) is the calendar year. EAPCs and 95% CIs were derived from the following regression model: 
\[ y = 100 \times (\exp(\beta) - 1), \]
where \( y \) is the EAPC [19]. An ASR was considered to increase during the observation period when the lower limit of the 95% CI of the EAPC was greater than zero, and to decrease when the upper limit of the 95% CI was less than zero; otherwise, the ASR was considered stable. A Pearson correlation analysis was used to evaluate the correlations between SDI and ASRs.

The methods used to estimate disease burdens from indicators in the GBD have been described previously [16,20]. All statistical analyses were performed using R (version 4.1.3; R Foundation for Statistical Computing). A 2-sided \( P \) value <.05 was considered to indicate a statistically significant difference.

Ethical Considerations

This study was approved by the Ethics Committee of Scientific Research and Clinical Trials of the First Affiliated Hospital of Zhengzhou University (NO. 2020-KY-167).

Results

Global Burden of Cervical Cancer Attributable to Smoking in 2019 and Temporal Trends From 1990 to 2019

Detailed results on the global burden of mortality and disability-adjusted life-years due to cervical cancer attributable to smoking in 1990 and 2019 and temporal trends from 1990 to 2019 are provided in Table 1, Table 2, and Table S1 in Multimedia Appendix 1. In 2019, the numbers of female deaths and DALYs attributable to cervical cancer worldwide were approximately 280,479.04 and 8,955,012.78, respectively. Of these, 30,136.65 (95% UI 14,945.09-49,639.87) cervical cancer–related deaths and 893,735.25 (95% UI 469,201.51-1,440,050.85) cervical cancer–related DALYs were attributable to smoking.

Overall, a decreasing trend was observed in the global burden of cervical cancer attributable to smoking over the studied period. The ASMR decreased from 1.28 per 100,000 (95% UI 0.65-2.06) in 1990 to 0.69 per 100,000 (95% UI 0.35-1.14) in 2019, a decrease of 85.5%, with an EAPC of –2.11 (95% CI –2.16 to –2.06) during this period. The ASDR also decreased from 39.31 per 100,000 (95% UI 21.03-62.13) in 1990 to 20.75 per 100,000 (95% UI 10.85-33.51) in 2019, with an EAPC of –2.22 (95% CI –2.26 to –2.18).

Table 1. The global burden of death due to cervical cancer attributable to smoking in 1990 and 2019 and temporal trends from 1990 to 2019.

<table>
<thead>
<tr>
<th>Burden by sociodemographic index</th>
<th>1990</th>
<th>2019</th>
<th>Estimated annual percentage change from 1990 to 2019 (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Deaths, n (95% UI)</td>
<td>Age-standardized mortality rate, ( n \times 10^{-5} ) (95% UI)</td>
<td>Deaths, n (95% UI)</td>
</tr>
<tr>
<td>Global burden</td>
<td>27,421.87 (13,984.40 to 6721.02)</td>
<td>1.28 (0.65 to 2.06)</td>
<td>30,136.65 (14,945.09 to 49,639.87)</td>
</tr>
</tbody>
</table>

aUI: uncertainty interval.
Table 2. The global burden of disability-adjusted life-years due to cervical cancer attributable to smoking in 1990 and 2019 and temporal trends from 1990 to 2019.

<table>
<thead>
<tr>
<th>Burden by sociodemographic index</th>
<th>1990</th>
<th>2019</th>
<th>Estimated annual percentage change from 1990 to 2019 (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>61,306.72 (26,248.83 to 107,671.43)</td>
<td>85,793.88 (34,342.57 to 153,086.77)</td>
<td>27.53 (11.86 to 48.17)</td>
</tr>
<tr>
<td>Low-middle</td>
<td>127,334.6 (64,663.76 to 208,130.21)</td>
<td>150,971.38 (71,542.69 to 275,063.88)</td>
<td>19.69 (9.37 to 35.44)</td>
</tr>
<tr>
<td>Middle</td>
<td>197,494.21 (103,798.33 to 328,143.85)</td>
<td>216,363.48 (107,107.20 to 372,743.62)</td>
<td>15.65 (7.73 to 26.95)</td>
</tr>
<tr>
<td>High-middle</td>
<td>242,456.35 (131,242.40 to 377,394.25)</td>
<td>260,369.48 (137,295.16 to 409,749.35)</td>
<td>25.66 (13.93 to 40.26)</td>
</tr>
<tr>
<td>High</td>
<td>234,111.80 (117,412.53 to 360,250.81)</td>
<td>179,289.26 (85,852.04 to 285,069.42)</td>
<td>23.88 (12.15 to 36.84)</td>
</tr>
</tbody>
</table>

aDALY: disability-adjusted life-year.
bUI: uncertainty interval.

Burden by SDI Superregion

Analysis of the 5 superregions divided by SDI revealed that the absolute number of cervical cancer deaths attributable to smoking ranged from 2665.07 (95% UI 1196.19–4655.28) in the low-SDI region to 285,069.42 (95% UI 137,295.16–409,749.35) in the high-middle–SDI region. The lowest and highest absolute numbers of DALYs were 85,793.88 (95% UI 34,342.57–153,086.77) in the low-SDI region and 260,369.48 (95% UI 137,295.16–409,749.35) in the high-middle–SDI region, respectively.

The highest ASMR and ASDR values were 0.95 per 100,000 (95% UI 0.39–2.57) and 44.06 (12.15 to 85.85) DALYs, respectively, in the middle-SDI region and 234,111.80 (95% UI 117,412.53 to 360,250.81) and 179,289.26 (85,852.04 to 285,069.42) in the middle–SDI region.

Downward trends in the ASMR and ASDR were observed in all 5 SDI superregions from 1990 to 2019. The largest decreases were observed in the middle–SDI region, with EAPCs of –2.69 (95% CI –2.81 to –2.57) and –2.75 (95% CI –2.85 to –2.66) for the ASMR and ASDR, respectively. The smallest declines in the ASMR and ASDR were observed in the low-SDI and high-middle–SDI regions, respectively, with EAPCs of –1.51 (95% CI –1.59 to –1.44) and –1.58 (95% CI –1.66 to –1.49).

Burden by Geographic Region

Among the 21 geographic regions, the absolute numbers of cervical cancer–related deaths and DALYs attributable to smoking in 2019 were observed in East Asia, and the smallest absolute numbers were observed in Oceania. In the same year, the highest ASMR was 2.84 per 100,000 (95% CI 1.33–5.01), and the highest ASDR was 95.03 per 100,000 (95% CI 52.82–142.33), observed in Oceania and southern Latin America, respectively, whereas the lowest ASMR was 0.23 per 100,000 (95% CI 0.09–0.43), and the lowest ASDR was 6.71 per 100,000 (95% CI 3.05–11.69), observed in North Africa and the Middle East, respectively.

Downward trends in the cervical cancer burden attributable to smoking were observed in most geographic regions from 1990 to 2019. The largest decrease was observed in Central Latin America, with an EAPC of –4.52 (95% CI –4.73 to –4.30) for the ASMR, and in tropical Latin America, with an EAPC of –4.38 (95% CI –4.58 to –4.17) for the ASDR. In contrast, an upward trend was observed in Eastern Europe, with EAPCs of 0.76 (95% CI 0.45–1.07) and 1.2 (95% CI 0.85–1.55) for the ASMR and ASDR, respectively.

Burden by Country

In 2019, the highest ASMR of cervical cancer attributable to smoking across all 204 included countries and territories was 483.2 times the lowest ASMR; the highest value of 24.16 per 100,000 (95% CI 13.27–38.83) was observed in Kiribati, and the lowest value of 0.05 per 100,000 (95% CI 0.02–0.11) was observed in Egypt. Kiribati and Egypt also had the highest and lowest ASDRs, at 734.33 per 100,000 (95% CI 385.97–1,184.35) and 1.17 per 100,000 (95% CI 0.39–2.57), respectively. Figures 1 and 2 show maps depicting the burden and mortality of cervical cancer attributable to smoking in 2019 in the 204 included countries, with darker and lighter colors indicating more or less severe conditions, respectively. Briefly, high burdens of cervical cancer attributable to smoking were observed in countries in South Asia, southern Africa, southern South America, and Greenland in North America, whereas low burdens...
were observed in countries in Europe, North America, and Oceania.

A downward trend in the ASMR of cervical cancer attributable to smoking was observed in most countries over time (ie, the EAPC was less than zero and the upper limit of the 95% CI was less than zero), with the strongest trends observed in Mexico, Thailand, Singapore, the Maldives, and Denmark. In contrast, upward trends in the ASMR (ie, the EAPC was greater than zero and the lower limit of the 95% CI was greater than zero) were observed in 10 countries over time (listed in descending order according to the EAPC value): Lesotho, the Russian Federation, Bulgaria, Afghanistan, Albania, Uzbekistan, Italy, Kyrgyzstan, Bosnia and Herzegovina, and Guinea-Bissau. In addition, 16 countries showed stable ASMR over time (the 95% CI included zero). Similarly, downward trends in the ASDR were observed in most countries over time. However, upward trends were observed in Lesotho, the Russian Federation, Bulgaria, Afghanistan, Albania, Uzbekistan, Italy, Kyrgyzstan, Bosnia and Herzegovina, and the Democratic People’s Republic of Korea, while ASDR was stable in 14 countries. Figures 3 and 4 depict the degree of change in the burden of cervical cancer attributable to smoking from 1990 to 2019. In the figures, darker colors indicate a stronger downward trend and uncolored areas on the map indicate stability.

Figure 1. The global distribution of ASMRs of cervical cancer attributable to smoking in 2019. ASMR: age-standardized mortality rate.

Figure 2. The global distribution of ASDRs of cervical cancer attributable to smoking in 2019. ASDR: age-standardized disability-adjusted life-year rate.
Characteristics of and Temporal Changes in the Cervical Cancer Burden Attributable to Smoking by Age

In 2019, an upward trend was observed in the mortality of cervical cancer attributable to smoking with age. The highest mortality rate was observed in the population older than 80 years, except for a low value in the group aged 75 to 79 years (Multimedia Appendix 2, Figure S1). Analysis of the trend in DALYs with age revealed an initially increasing and then decreasing trend, with the highest DALYs observed in the group aged 55 to 59 years (Multimedia Appendix 3, Figure S2).

Correlations Between SDI and EAPCs of the ASRs

Figures S3 and S4 in Multimedia Appendices 4 and 5 present the EAPCs of the ASRs of cervical cancer attributable to smoking for all age groups over the 1990 to 2019 period. Decreasing trends were observed in the ASRs of mortality and DALYs. The most obviously decreasing trend was observed in the group aged 35 to 39 years, with EAPCs of –3.19 (95% CI –3.36 to –3.03) and –3.18 (95% CI –3.35 to –3.01) for ASMR and ASDR, respectively.

Correlations Between SDI and EAPCs of the ASRs

Figures S5 and S6 in Multimedia Appendices 6 and 7 present scatterplots of correlations between SDI and EAPCs of the ASDR and ASMR in 2019. A Pearson correlation analysis...
revealed a significant negative correlation between SDI and the ASMR and ASDR of cervical cancer attributable to smoking ($\rho=-0.228$, $P<.001$ for ASMR and $\rho=-0.223$, $P<.001$ for ASDR).

**Discussion**

**Principal Findings**

Our study estimated time trends in the burden of cervical cancer attributable to smoking from 1990 to 2019 at the global, regional, and national levels. In terms of spatial distribution, the worldwide distribution of this burden in 2019 was quite different in each country and region. In terms of time trends, 10 countries showed increasing trends from 1990 to 2019 and 14 countries were stable. These countries were distributed in Europe, Central Asia, and South Africa; other countries and regions showed decreasing trends.

The burden of cervical cancer related to smoking in the whole population showed an increase in the absolute number of cases and a decrease over time for the ASMR and ASDR, as well as differences in different countries and regions. This may be related, first, to the distribution characteristics of female smokers and female smoking rates around the world. Global smoking prevalence among women aged 15 years or older declined by 37.7% in 2019 compared with 1990, but population growth led to an increase in the total number of female smokers. There were 146 million current female smokers aged 30 years or older in 2019. At the same time, the prevalence of smoking among women aged 15 years or older varied greatly in different countries and regions, with the age-standardized prevalence of smoking tobacco use ranging from 0.696% in Eritrea to 42.3% in Greenland [13]. Differences in the prevalence of smoking among women around the world inevitably led to differences in the burden of disease attributable to smoking, including cervical cancer.

Second, the implementation of tobacco control measures may also have affected the spatial distribution characteristics and temporal trends of the burden of cervical cancer attributable to smoking. In 2005, the World Health Organization (WHO) Framework Convention on Tobacco Control (FCTC) entered into force [21], and based on a consensus on the importance of tobacco control, many countries and regions around the world ratified the treaty [22]. In 2017, Gravely et al [23] used WHO data from 126 countries to examine the association between the highest levels of implementation of key demand-reduction measures of the WHO FCTC from 2007 to 2014 and smoking prevalence from 2005 to 2015. Gravely concluded that the decline in smoking prevalence was closely related to the implementation of key tobacco-control measures over the treaty’s first decade and suggested that tobacco-related morbidity and mortality will continue to decline in the future. However, it cannot be ignored that there are huge gaps in the implementation of tobacco control in different countries and regions [24]. Moreover, there is a gender blind spot in tobacco control action, and the problems and challenges of female smoking are not fully recognized, especially in low- and middle-income countries [25].

Tobacco control is one of the most important cancer prevention behaviors. However, for smokers, a focus on cancer screening has the greatest potential benefit because it allows the timely detection of disease and early intervention [26]. Although smokers are at higher risk for some types of cancer, Byrne et al [27] showed that smokers are less accepting of cancer-related screening than nonsmokers. Therefore, in order to continue to reduce the burden of cervical cancer attributable to smoking, it is necessary, first, to continue to implement tobacco control measures while paying full attention to gender, so as to reduce women’s tobacco use and improve women’s status, and second, to further improve cervical cancer screening methods, so as to increase the screening rate for female smokers.

According to our study, the distribution of and trends in the burden of cervical cancer attributable to smoking also differed in different age groups. Mortality due to cervical cancer related to smoking increases with age, which may be related to longer exposure to smoking [28]. DALYs due to cervical cancer attributable to smoking were highest in the group aged 55 to 64 years, which had the largest absolute number of patients among age groups. Compared with patients in older age groups, the decreasing trend in the burden of cervical cancer attributable to smoking has been more pronounced in younger age groups over the last 3 decades. This may be a benefit of the promotion of cervical cancer vaccines, the continuous improvement of screening measures, and the implementation of tobacco control measures.

The results of this study show that the level of socioeconomic development is correlated with the burden of cervical cancer attributable to smoking and trends in this burden. First, countries or regions with different economic development levels have different levels of burden of cervical cancer attributable to smoking. In 2019, this burden was mainly concentrated in low- and middle-SDI countries in southern Africa, South America, and Asia. This is consistent with the global distribution of the overall burden of cervical cancer; 86% of the global burden of cervical cancer is in Africa, Latin America and the Caribbean, and Asia [29]. Therefore, it is necessary to pay special attention to the fact that although the female smoking rate is relatively low in low- and middle-income countries and regions, the burden of cervical cancer cannot be ignored. Secondly, SDI has a negative correlation with trends in this burden in the past 3 decades, which may be related to the more obvious effect of some protective factors in countries or regions with higher economic development levels. These protective factors include more effective tobacco control [30], better screening methods for cervical cancer in women, more widespread screening coverage, and more secure medical resources [31].

**Study Limitations**

This study has some limitations. First, the availability of certain data on the disease burden of cervical cancer attributable to smoking in low-income countries is poor, while the GBD study relied heavily on existing epidemiological studies to estimate global disease prevalence. However, all national data calculation standards were consistent, so data quality was guaranteed. Second, the GBD study did not present data on the disease burden of cervical cancer from second-hand smoke (ie,
household or occupational exposure), which is an important mode of tobacco exposure in women. If this risk factor were taken into account, the disease burden of cervical cancer due to tobacco would be higher than the current estimate, and the trend might also be different. Third, we only estimated the burden of cervical cancer attributable to smoking, but the combined effects of smoking and other risk factors may increase or complicate the burden of cervical cancer.

**Conclusion**
The distribution of the disease burden of cervical cancer attributable to smoking and trends in this burden differ in different countries and regions of the world. More attention should be paid to cervical cancer prevention and screening in women who smoke, especially in low- and middle-income countries.
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Abstract

Background: Web-based resources and social media platforms play an increasingly important role in health-related knowledge and experience sharing. There is a growing interest in the use of these novel data sources for epidemiological surveillance of substance use behaviors and trends.

Objective: The key aims were to describe the development and application of the drug abuse ontology (DAO) as a framework for analyzing web-based and social media data to inform public health and substance use research in the following areas: determining user knowledge, attitudes, and behaviors related to nonmedical use of buprenorphine and illicitly manufactured opioids through the analysis of web forum data Prescription Drug Abuse Online Surveillance; analyzing patterns and trends of cannabis product use in the context of evolving cannabis legalization policies in the United States through analysis of Twitter and web forum data (eDrugTrends); assessing trends in the availability of novel synthetic opioids through the analysis of cryptomarket data (eDarkTrends); and analyzing COVID-19 pandemic trends in social media data related to 13 states in the United States as per Mental Health America reports.

Methods: The domain and scope of the DAO were defined using competency questions from popular ontology methodology (101 ontology development). The 101 method includes determining the domain and scope of ontology, reusing existing knowledge, enumerating important terms in ontology, defining the classes, their properties and creating instances of the classes. The quality of the ontology was evaluated using a set of tools and best practices recognized by the semantic web community and the artificial intelligence community that engage in natural language processing.

Results: The current version of the DAO comprises 315 classes, 31 relationships, and 814 instances among the classes. The ontology is flexible and can easily accommodate new concepts. The integration of the ontology with machine learning algorithms dramatically decreased the false alarm rate by adding external knowledge to the machine learning process. The ontology is recurrently updated to capture evolving concepts in different contexts and applied to analyze data related to social media and dark web marketplaces.

Conclusions: The DAO provides a powerful framework and a useful resource that can be expanded and adapted to a wide range of substance use and mental health domains to help advance big data analytics of web-based data for substance use epidemiology research.

(JMIR Public Health Surveill 2022;8(12):e24938) doi:10.2196/24938
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Introduction

Background

Illicit drug use is a complex social phenomenon generating a variety of public health issues that affect individuals and their communities. In its 2020 report, the United Nations Office on Drugs and Crime estimated that 5.4% of the world population used illicit drugs in 2018 while 0.7% of the whole population is affected by substance use disorder [1]. Individuals affected by substance use disorder are at risk of experiencing a variety of adverse psychiatric and physical health effects such as unintentional overdoses or disease infections (eg, HIV and hepatitis C). Individual drug use also potentially impacts the well-being of others, affecting local communities and neighborhoods [2], which in turn creates the contextual conditions and social determinants linked to individual drug use initiation [3]. Although cannabis remains by far the most consumed illicit drug with more potent forms potentially linked to adverse consequences [4], opioid and amphetamine-type drugs remain more frequently associated with psychiatric and physical harms [5].

Although illicit substance use represents an endemic phenomenon affecting modern societies, recent years have seen radical and rapid changes in terms of the variety of substances available, the growing role played by the internet, and the decriminalization or legalization of several illicit substances in an increasing number of countries. For example, the European Monitoring Centre for Drugs and Drug Addiction has identified and listed approximately 400 novel psychoactive substances since 2015 [6], while cryptomarkets located on the dark net have become increasingly important platforms for the distribution of novel psychoactive substances and other illicit or prescription drugs [7,8]. These changes call for more timely methods of data collection, allowing the monitoring of both demand and supply sides. In this ever-changing environment, user-generated content on illicit drug use shared on social media represents a rich source of unsolicited and unfiltered self-disclosures of attitudes and practices related to substance use [9]. Furthermore, web-based sources of distribution can be harnessed to provide updates on the illicit drug supply trade and new trends [10].

These unfiltered web-based communications and advertisements offer a rich source of data sensitive to changing and emerging drug use trends, and can be used to complement and enhance existing epidemiological surveillance systems.

Semantic web-based approaches play a key role in enhancing and improving big data analytics for such complex domains as substance use. The semantic web is an extension of the web in which a set of design principles and technologies have been created to capture the meaning of information [11]. An ontology is defined as a specification of shared concepts and relationships among them, consisting of a schema and a knowledge base of instances [12].

Ontologies also play key roles in the development of (1) semantic web applications, (2) semantic annotation of data, and (3) tools for querying and reasoning [13]. However, to apply semantic web tools effectively, there is a need for a domain-specific ontology to represent the main entities of value described in the social media posts and their relationships [14].

There has been a broad range of research developing ontologies for social media data. For instance, the work proposed by Kim et al [15] aimed to develop an ontology dedicated to obesity for investigating obesity-related social media posts and detecting sentiments, emotions, and opinions posted on specific social media. Their ontology was evaluated by mapping concepts from ontology with similar terms found in tweets related to obesity, and is only limited to 8 superclasses related to broader perspectives of any biomedical ontology. This study is limited to social media posts for improving upon the ontology, and the keywords are vastly distributed among the top 2 obesity types (abdomen and thigh) and top 3 management types (diet, exercise, and drug therapy) and are only limited to the general population in social media.

There are fewer ontologies related to the domain of mental health. For example, Jung et al. [16] proposed to design an ontology using an entity-attribute-value triplet data model dedicated to adolescent depression in order to analyze related social media. This ontology was developed using clinical guidelines and unstructured social media posts with 777 terms divided into risk factors, signs and symptoms, screening, diagnosis, treatment, and prevention. This work is mainly limited to the extraction of data solely from adolescent depression-related social media posts.

Several prior ontologies were developed for the analysis of the prescription drug domain. For example, the prescription drugs ontology [17] aims at improving the semantics of drug prescriptions and prospectively enabling the interoperability of prescription data by reusing classes and object properties from the information artifact ontology [18], the ontology for biomedical investigations [19], the ontology for general medical science [20], the ontology for medically related social entities [21], and the drug ontology [22]. However, these ontologies focus on medical uses of prescribed drugs and do not include concepts or slang terms related to the use of illicit drugs and addiction.

As the opioid crisis has deepened in recent years, efforts to analyze the opioid research on social media and make policy decisions have intensified. In a recent study, a specific knowledge graph called Opioid Drug Knowledge Graph (ODKG) [23] was developed to capture opioid-related drugs and related entities in eHealth records. As the drug abuse ontology (DAO) also contains information about opioid-related drugs, we compared the ODKG and DAO in terms of their coverage of relevant entities in opioid-related social media corpus (Twitter) and observed that the DAO outperformed the ODKG by order of magnitude. As the DAO was designed to also cover slang terms that are common in social media, it performed well by retrieving 7 million more tweets than the ODKG (2 million) from a resource of 1.2 billion crawled tweets during the COVID-19 pandemic [24].

The key aims of this paper were to describe the process of development, evaluation, and application of the DAO to facilitate and enhance social media and web-based analytics for...
substance use epidemiology research. This paper describes the process of DAO development in the context of 4 research projects out of which 3 are National Institutes of Health (NIH)--sponsored studies that aimed to harness web-based and social media data for substance use epidemiology research: (1) Prescription Drug Abuse Online Surveillance (PREDOSE) project that aimed to characterize user knowledge, attitudes, and behaviors related to nonmedical use of buprenorphine and other illicitly manufactured opioids through the analysis of web forum data [25-27]; (2) eDrugTrends project that focused on patterns and trends of cannabis product use in the context of evolving cannabis legalization policies in the United States through the analysis of Twitter and web forum data [28-32]; (3) eDarkTrends project that aimed to identify availability trends of novel synthetic opioids through the analysis of crypto market data [33-35]; and (4) COVID-19 pandemic trends in social media data related to 13 states in the United States and its mental health impact.

The terminology related to machine learning (ML), natural language processing (NLP), and ontology design used in this paper is organized alphabetically in Textbox 1.
Evolution of the DAO

As social media and other web resources play an increasingly important role in health-related knowledge and experience sharing [43], there is a need for an ontology explicitly dedicated to the domain of substance use research. The DAO was developed to formalize concepts, entities, and relationships relevant to the domains of addictions and mental health to harness its use on social media data. Our approach, built on the integration of semantic web technologies, enhances traditional ML and NLP techniques for automatic extraction and representation of relevant data and facilitates analysis and interpretation related to the specific goals of each study.

Prescription Drug Abuse Online Surveillance

This study focuses on web forum data related to the nonmedical use of buprenorphine [26,27] approved in late 2002 by the United States Food and Drug Administration for the treatment of opioid addiction. To mine and analyze the user-generated content, we used NLP and ML techniques for automatic extraction and representation of relevant data and facilitated analysis and interpretation related to the specific goals of each study.

Textbox 1. Descriptions of machine learning (ML), natural language processing (NLP), and ontology terms used in this paper.

Terminology and description

- 101 ontology [36]: The 101 ontology is a guideline to create an ontology and offers step by step process. It leverages the authors’ experiences developing and maintaining ontologies in several ontology environments like Protégé.
- Bootstrap and bagged random Forest with contextual features (BRF-CF): Random Forest is one of the most popular ML algorithms. It is a type of ensemble ML algorithm called bootstrap or bagging.
- Class, data property, individual count: these terms are used as the signatures for the imports closure of the active ontology. In other words, the number of distinct classes, object properties, data properties, and individuals are mentioned in the ontology. The numbers here include built-in entities, such as owl: Thing if they are explicitly mentioned in the ontology.
- Community Ontology Repository [37]: This is the repository of ontologies hosted by Earth Science Information Partner’s members that would let users try out semantic technologies, understand their benefits, and explore possible applications that used semantic resources.
- Depression and drug abuse BERT: BERT is a bidirectional encoder representations from transformers and is a transformer-based ML technique for NLP. We fine-tune BERT models on corpora that are representative of depression and drug abuse.
- DBpedia [38]: DBpedia is a crowd-sourced community effort to extract structured content from the information created in various Wikipedia projects.
- Diagnostic and Statistical Manual for Mental Disorders (DSM)-5: It is the taxonomic and diagnostic manual developed and published by the American Psychiatric Association. It is an authoritative guide for mental health care professionals in the diagnosis of mental disorders.
- Entity, concept: the entity is referred to as an encompassing concept for classes, individuals, and properties. Concept and class are simply synonyms.
- F1 score: It is the weighted average of precision and recall. This score takes both false positives and false negatives into account. F1 is usually more useful than accuracy score.
- False positive, true positive: A false alarm is also known as a false positive. A false positive is a result that indicates a given condition exists when it does not. For example, the model indicates that cannabis can cause pain when it does not cause pain. A true positive is an outcome where the model correctly predicts the positive class. Similarly, a true negative is an outcome where the model correctly predicts the negative class. A false positive is an outcome where the model incorrectly predicts the positive class.
- Horizontal linguistic features, vertical linguistic features, fine-grained features: While training an ML model, we organized our feature set into 3 broad groups: horizontal linguistic features, vertical linguistic features, and fine-grained features. Contextual features (or embedding of a social media post) with modulations (CFwM) and without modulations (CFw/oM) are 2 additional feature set created using Word2Vec.
- Ontology metrics [39]: The metrics list the numbers for structures and representation of ontology in Protégé as it is the most widely used tool to create an ontology. Axioms associate class and properties and are a combination of logical and nonlogical attributes. The number of distinct classes, object properties, data properties, and individuals reported is focused on the evaluation of the structure of DAO.
-Oops (ontology pitfall scanner), vapor, triple checker [40]: These are Semantic Web (SemWeb) validation or documentation tools that help to improve ontologies. Oops detect common pitfalls in ontology automatically and provide recommendations to fix them.
- Owl file: The W3C web Ontology Language is a SemWeb language designed to represent rich and complex knowledge about things, groups of things, and relations between things.
- PerfectO methodology [40]: PerfectO references, classifies, and provides tools to encourage SemWeb best practices to achieve semantic interoperability by focusing on ontology improvement.
- Precision, recall: Precision is the proportion of times that when you predict it is positive and it actually turns out to be positive, whereas recall is like accuracy over just the positives—it is the proportion of times you labeled positive correctly over the number of times it was actually positive.
- Protégé: Protégé is a free, open-source ontology editor and framework for building intelligent systems.
- SEDO [41]: It stands for Semantic Encoding and Decoding Optimization. It is a procedure to modulate the word embedding (vectors) of a word. SEDO modulates the embeddings of each word in the Reddit content of the user based on the proximity of the word to the Diagnostic and Statistical Manual for Mental Disorders-5th edition category.
- Vanilla BERT: Vanilla BERT is a variation of the attention-based BERT model and provides a pretrained starting point layer for neural networks.
- WebVOWL [42]: It is a web application for the interactive visualization of ontologies which is one of the ontology visual representations.
of opioid addiction. Use of buprenorphine was defined as nonprescribed when used without medical supervision. Although there is always a level of uncertainty in disambiguating prescribed versus nonprescribed use in web-based discussions, some of the questions and practices shared by individuals provided indicators about nonprescribed use (eg, saying that Suboxone was obtained from a friend; that *bup* was snorted; or that it was cut up and used in smaller amounts). Buprenorphine (Suboxone, Subutex, etc) is the only controlled substance that may be prescribed for the treatment of opioid addiction by a licensed physician in an office-based setting. The overall purpose of PREDOSE was to study user-generated web forum discussions about the illicit use of Suboxone (buprenorphine or naloxone), Subutex (buprenorphine), and other buprenorphine products by applying novel information processing techniques to facilitate qualitative and quantitative analysis [26]. Along with Twitter and Reddit, we also used 3 web forums that provided venues for people to freely share drug use experiences and post questions, comments, and opinions about different drugs. One of these web forums used in our research was Bluelight [44] (please note that in compliance with Institutional Review Board guidelines at Wright State University, the names of the other 2 forums have not been disclosed in this paper). Our team has developed a research collaboration with the Bluelight team and was able to obtain deidentified data updates directly from Bluelight. Data from these forums were collected using custom-built web crawlers. We chose to study buprenorphine because there was at that time (2011-2012) a growing body of evidence that buprenorphine was used and that there was relatively little knowledge about the patterns and trends of its nonmedical use in the United States. As buprenorphine use is linked to a broader domain of illicit opioid use and addiction, the initial versions of the DAO included detailed representation of the opioid class drugs, including slang and brand name terminology. The DAO developed for the PREDOSE project also included other classes of drugs, such as cannabis and stimulant-type drugs, because polysubstance use is common among illicit opioid users. Figure 1 [26] demonstrates the use of the DAO ontology within our PREDOSE architecture, which comprises three main modules:
1. Data collection module that collected approximately 1 million posts (1,066,502) from 35,974 users.
2. Automatic coding module that semantically annotated the posts using the DAO ontology.
3. Data analysis and interpretation module to visualize the keywords (eg, loperamide and buprenorphine) found within posts and referenced within the DAO ontology.

**Figure 1.** Use of the drug abuse ontology within Prescription Drug Abuse Online Surveillance (PREDOSE). RDF: Resource Description Framework.

### eDrugTrends

This is our second project that received funding from NIH and National Institute on Drug Abuse (NIDA) in 2014 [45]. This study focused on social media data related to cannabis and synthetic cannabinoid use in the context of evolving cannabis legalization policies in the United States. The aim of this study was to develop eDrugTrends, a comprehensive software platform for semiautomated processing and visualization of thematic, sentiment, spatiotemporal, and social network dimensions of social media data (Twitter and web forums) on cannabis and synthetic cannabinoid use. The study also aimed to (1) identify and compare trends in knowledge, attitudes, and behaviors related to cannabis and synthetic cannabinoid use across United States regions with different cannabis legalization policies using Twitter and web forum data and (2) analyze social network characteristics and identify key influencers in cannabis and synthetic cannabinoid–related discussions on Twitter. For addressing these aims of the eDrugTrends platform, the DAO was expanded further to include a more comprehensive
representation of emerging cannabis products, synthetic cannabinoid products, health-related consequences, and mental health conditions.

**eDarkTrends**

This is the third project using the DAO. This study was funded through the NIH and NIDA time-sensitive mechanism [46], which started in 2017. The eDarkTrends project was orientated toward novel synthetic opioids, such as illicitly manufactured fentanyl that have emerged over the past few years and were and still are significant contributors to the increase in unintentional opioid-related overdose mortality in the United States [35,47,48]. However, epidemiological surveillance on cryptomarket data was limited at the time (2017). The study’s overall goal was to harness cryptomarket data to conduct surveillance of illicit fentanyl, fentanyl analog, and other novel synthetic opioid availability trends over time and identify new substances as they emerge in the Darknet environment. Ultimately, eDarkTrends aimed at providing a powerful tool for epidemiological surveillance, enhancing the capacities of early warning systems to capture changes in the fentanyl and other illicit synthetic opioid supply and availability. For addressing the specific needs of the project, the DAO was further expanded to include a comprehensive and detailed representation of novel illicit synthetic opioid domains (eg, carfentanil, furanyl fentanyl, U-47700, and MT-45).

**COVID-19 Pandemic**

In addition, we applied the DAO on COVID-19 social media data analysis to analyze the social media data related to the pandemic. The intent is that the COVID-19 pandemic has alleviated community-wide depression and has led to increased drug use [49]. The impact of the COVID-19 pandemic on mental health was investigated in recent studies [50-52]. For this, we proposed a novel framework for assessing the spatiotemporal-thematic progression of depression, drug use, and informativeness of the underlying news content across different states in the United States [53]. The DAO is used along with the Medical Subject Headings terms hierarchy in the Unified Medical Language System, the Diagnostic and Statistical Manual for Mental Disorders-5th edition (DSM-5) lexicon [41], which are collectively referred to as the Mental Health and Drug Abuse Knowledge base (MHDA-Kb) to spot additional entities.

**Methods**

**Overview**

The ontology was manually developed by the domain expert coauthors (FL and RD), who used a range of sources, including (1) key epidemiological data sources and reports accessible through the NIDA [54], Drug Enforcement Agency [55], European Monitoring Centre for Drugs Addiction [56], and RxNorm [57]; (2) prior peer-reviewed publications related to illicitly manufactured opioids, cannabis, and other drugs [58-61]; and (3) ongoing manual assessment and examination of web-based social media sources related to selected substances [25,27,62]. Sources of types 1 and 2 provided primary concepts while sources of type 3 were important in identifying alternative concepts, including synonyms and street names. To develop the DAO, we followed the well-known 101 ontology development methodology [63]. The 101 method includes (1) determining the domain and scope of ontology, (2) reusing existing knowledge, (3) enumerating important terms in ontology, and (4) defining the classes and their properties and creating instances of the classes.

**Design**

Figure 2 provides an overview of the DAO ontology. Protégé [64], a popular ontology editor, was used to build the ontology as a tree of subclasses. The ontology was designed as a catalog of concepts related to substance use. Hence, classes of psychoactive substances (eg, cannabinoids and opioids) were created and populated with subtypes of substances (eg, morphine and fentanyl). Each substance was defined by its name and, when applicable, information regarding its pharmaceutical or brand name (has_brand_name), slang or street name (has_street_name), and chemical designation (has_chemical_formula) were added. This latter information was collected through different sources: pharmaceutical or brand names were based on existing medical or pharmacological dictionaries, slang or street names were based on the domain knowledge of the second and third authors (RD and FL), and chemical designations mostly concerned synthetic cannabinoid receptor agonists and were based on academic literature as well as on seizure data (eg, the National Forensic Laboratory Information System and Europol). The DAO was also enhanced with concepts and slang terms related to those concepts regarding unit (eg, caps, ml, and bottle), purity, and form of preparation (eg, crush and eyeball) to enable the identification and analysis of triple in text content [65]. For example, one instance of the drug *Morphine is Poppy_Tea*, which has the slang terms *Pod* and *Poppy_Pods* used on social media.
Instantiation

This is defined as creating instances of classes in a hierarchy. The instance of a class has its own class and fills a value. The instance has its own properties. For example, Fentanyl belongs to the class Opioid and has its own properties such as has_brand_name, has_synonym, has_slang_term, etc. The DAO ontology reuses instances from the DBpedia data set [66] (e.g., buprenorphine). Figure 3 is the WebVOWL (web application for the interactive visualization of ontologies) representation of the DAO focused on the entity Cannabis derived from the visual data web [67]. Figure 2 shows the tree of drug names implemented as a web ontology format (owl) file within the DAO ontology. In Figure 2, entities, object properties, instances, and data properties are represented in yellow, green, and purple tags, respectively, which clearly depict the nature of classes, instances, hierarchies, and relationships for each entity.
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Results

Evaluation

The DAO ontology was evaluated following the semantic web best practices recognized by the International Semantic Web Conference Resource Track guidelines [68], which provide the following criteria: (1) impact, (2) reusability, (3) design and technical quality, and (4) availability. We have also followed the PerfectO methodology [40], which synthesizes a set of additional best practices and eases their achievements [69]. We have discussed the results of applying the following criteria to our DAO:

1. Impact and reusability: the DAO has been exploited in 4 scenarios, as mentioned earlier. Automatic documentation can be provided using the Live OWL documentation environment [70], and the DAO documentation is available in Community ontology repository [71].

2. Design, technical quality, and availability: the design of the ontology is available on the web as a graph visualization using web-based visualization of ontologies (WebVOWL) [72,73]. We improved the ontology using Oops (Ontology Pitfall Scanner) tools that automatically detect common pitfalls and provide recommendations to fix them. Oops loaded with the DAO can be tested on the web [71,74]. The Linked data validator, Vapour tool integrated with the DAO [75] was used to check dereferencing uniform resource identifier and content negotiation. Finally, Resource description framework Triple-Checker checks whether the existing ontologies have been correctly used within our DAO [76].

3. Ontology metrics: the DAO was also evaluated, as shown in Table 1, with respect to several ontology metrics [77]. The metrics list the numbers for the structures and representation of ontology in Protége, as it is the most widely used tool to create ontology [78]. Axioms associate class and properties and are a combination of logical and nonlogical axioms [79]. The number of distinct classes, object properties, data properties, and individuals reported in Table 1 are focused on the evaluation of the structure of the DAO.
Table 1. Drug abuse ontology metrics: the ontology metrics view displays entity and axiom count for the axioms in the active ontology [39].

<table>
<thead>
<tr>
<th>Metric</th>
<th>Count, n</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Ontology metrics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Axioms</td>
<td>4876</td>
<td>Combined logical and nonlogical axiom count</td>
</tr>
<tr>
<td>Logical axiom count</td>
<td>3478</td>
<td>The number of logical axioms</td>
</tr>
<tr>
<td>Declaration axioms count</td>
<td>1185</td>
<td>The number of declaration axioms</td>
</tr>
<tr>
<td>Class count</td>
<td>316</td>
<td>The number of distinct classes, object properties, data properties and individuals that are mentioned in the ontology</td>
</tr>
<tr>
<td>Object property count</td>
<td>12</td>
<td>The number of distinct classes, object properties, data properties and individuals that are mentioned in the ontology</td>
</tr>
<tr>
<td>Data property count</td>
<td>13</td>
<td>The number of distinct classes, object properties, data properties and individuals that are mentioned in the ontology</td>
</tr>
<tr>
<td>Individual count</td>
<td>845</td>
<td>The number of distinct classes, object properties, data properties and individuals that are mentioned in the ontology</td>
</tr>
<tr>
<td><strong>Class axiom</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SubClassOf</td>
<td>313</td>
<td>The number of SubClassOf axioms in the ontology. A subclass axiom states that a class is a subclass of another class</td>
</tr>
<tr>
<td><strong>Individual axioms</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data property assertion</td>
<td>2317</td>
<td>A data property assertion states that the individual is connected by the data property expression to the literal.</td>
</tr>
<tr>
<td>ClassAssertion</td>
<td>830</td>
<td>A class assertion states that the individual is an instance of the class expression.</td>
</tr>
<tr>
<td>AnnotationAssertion</td>
<td>213</td>
<td>An annotation assertion states that the annotation subject is an anonymous individual with the annotation property and value.</td>
</tr>
</tbody>
</table>

The subsequent sections demonstrate the results with the DAO in different platforms and the evolution of the DAO with each use case.

The DAO Within PREDOSE

Figure 4 [26,80] describes how the texts are automatically annotated using the DAO. In the text shown in Figure 4, we identify drug entities, dosage, time interval, route of administering the drug, etc. In the DAO, buprenorphine is defined as the subclass of Subutex and Suboxone. It has the slang terms Bupe and Bupey. The term Bupe identified in the text would not have been possible without defining it as a slang term in the DAO. The DAO is capable of mapping units (eg, mg→MILLIGRAM) and slang terms (eg, bupe—buprenorphine) based on a lexical lookup in the ontology. Similarly, other concepts, such as the route of administration injected, are also identified in the text. In NLP-related tasks, such as lexical, semantic, and syntactic analysis of textual data, adding ontology works as an external source of knowledge in identifying triples and entities in data. Conceptualizing the domain in data acts as a prior requirement for processing further information (lexicon and rule-based grammar) about it [81] (Figure 5 [80]). When evaluating 601 web forum posts with the DAO, we achieved 84.9% precision and 72.5% recall in information extraction tasks. In particular, out of 3639 annotations, 2640 were predicted correct (true positives), whereas 683 slang terms are incorrect (false positives). As far as the recall is concerned, only 999 out of 3639 annotations are missed (false negatives) [26]. For triple extraction with the DAO, we achieved 33% precision across 197 evaluated triple patterns (66 were correct and 131 were incorrect). For relation extraction with the DAO, we achieved 36% precision across 183 phrases (66 were correct and 117 were incorrect). Another finding (Figure 6 [25]) is that our analysis of web forums with the DAO revealed that loperamide was widely used as a treatment for withdrawal symptoms related to opioid addiction, where buprenorphine and methadone are commonly prescribed. A total of 3 toxicology studies following this work led to a Food and Drug Administration warning in 2016 [25,82]. A video demo [83] on the PREDOSE platform is available on the web. The PREDOSE platform indicates a need for additional enhancements in information extraction and automated data coding techniques.
Figure 4. Automatic annotation of texts with the drug abuse ontology (DAO) [80].

Figure 5. Benefits of ontologies with lexicons and rule-based grammar [80].
Loperamide discovery and its use in self-medication for opioid withdrawal.

Figure 7 shows the application of the DAO ontology within the eDrugTrends architecture, which includes 4 stages: (1) data collection, (2) data processing, (3) data access tools for exploration and visualization, and (4) quantitative and qualitative analyses and interpretation. From the social science or substance use epidemiology perspective, the data processing and information extraction stages correspond with the coding task that prepares raw data for further analysis and interpretation. During data processing, the DAO came into the picture by playing an important role in identifying entities in the data that are exact names or synonyms or slang terms or street names of a drug. We generated embedding vectors using the DAO for domain-specific word embedding models and built an ML model to classify users by their types (individual, agency, and retailer) on Twitter by classifying their marijuana-related conversations [28]. We achieved this using multimodal embeddings extracted from people, content, and network views, achieving an 8% improvement over the empirical baseline [28]. We evaluated our approach using the average F1-score for each user type individual (P), informed agency (I), and retailer (R). The F1 scores for the individual classes P, I, and R were 95%, 42%, and 73%, respectively. The descriptive statistics of the training set at the Twitter user account level used for this study, which involved semantic filtering [84] using the DAO, are shown in Table 2.
Table 2. Descriptive information of user accounts on Twitter extracted using the drug abuse ontology [28].

<table>
<thead>
<tr>
<th>Features</th>
<th>Personal accounts</th>
<th>Retail accounts</th>
<th>Informed agency</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of tweets</td>
<td>9836</td>
<td>1928</td>
<td>338</td>
<td>12,102</td>
</tr>
<tr>
<td>Number of profile pictures</td>
<td>4394</td>
<td>476</td>
<td>111</td>
<td>4981</td>
</tr>
<tr>
<td>Number of users with description</td>
<td>3884</td>
<td>461</td>
<td>108</td>
<td>4453</td>
</tr>
<tr>
<td>Number of retweets</td>
<td>955</td>
<td>24</td>
<td>964</td>
<td>1943</td>
</tr>
<tr>
<td>Number of mentions</td>
<td>94</td>
<td>6</td>
<td>307</td>
<td>407</td>
</tr>
</tbody>
</table>

Enhancing the DAO With DSM-5

The motive for enhancing the DAO with DSM-5 is to provide actionable information to clinicians about the mental health of a patient in diagnostic terms for web-based interventions. We chose Reddit data for this study as the concepts, instances, and relations associated with drugs are semantically connected to mental health communications on social media, especially on Reddit. In our Reddit corpus, the drug use–related categories form a substantial portion (48%; corpus size is 2.5 million posts from 15 mental health subreddits by 268,104 users) of the data set in size. However, the DAO still lacked concepts directly related to mental health diagnostic disorders as defined in DSM-5 that are present in the International Classification of Diseases 10th edition [85], Systematized Nomenclature of Medicine-Clinical Terms [86], and DataMed [87]. In a recent study [41] on matching mental conditions of user posts on Reddit to DSM-5 diagnostic disorders, we enhanced the DAO with knowledge derived from DSM-5, which includes 20 chapters (Table 3), consistent with International Classification of Diseases 10th edition and NIH’s research domain criteria [88] for mental health. The enhanced DAO includes representations of mental health disorders and related symptoms that were developed following the DSM-5 classification [89]. For example, references for Cannabis Use Disorder include terms such as addicted to cannabis, addicted to Marijuana, and Jazz_mango addict. References to the feeling of anxiety or anxious include such terms as antsy, worried, and agitated. These lay terms were added to the DAO manually using synonym dictionaries and by manually examining Reddit conversations related to depression, anxiety, and other mental health conditions.
Table 3. Demonstration of improvement in the number of DSM-5\textsuperscript{a} category–related concepts being captured before and after including the DAO\textsuperscript{b} [41].

<table>
<thead>
<tr>
<th>DSM-5 category</th>
<th>DSM-5–related concepts captured without the DAO, n</th>
<th>DSM-5–related concepts captured with the DAO, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dissociative disorder</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>Anxiety disorder</td>
<td>40</td>
<td>87</td>
</tr>
<tr>
<td>Substance use and addictive disorder</td>
<td>39</td>
<td>123</td>
</tr>
<tr>
<td>Schizophrenia spectrum</td>
<td>77</td>
<td>77</td>
</tr>
<tr>
<td>Sleep-wake disorder</td>
<td>14</td>
<td>19</td>
</tr>
<tr>
<td>Paraphilic disorders</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>Gender dysphoria</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>Neurodevelopmental disorders</td>
<td>25</td>
<td>53</td>
</tr>
<tr>
<td>Sexual dysfunctions</td>
<td>23</td>
<td>23</td>
</tr>
<tr>
<td>Personality disorders</td>
<td>76</td>
<td>98</td>
</tr>
<tr>
<td>Trauma and stressor related disorder</td>
<td>25</td>
<td>28</td>
</tr>
<tr>
<td>Disruptive, impulse, control, and conduct disorder</td>
<td>34</td>
<td>34</td>
</tr>
<tr>
<td>Psychotic disorders</td>
<td>85</td>
<td>87</td>
</tr>
<tr>
<td>Bipolar and related disorders</td>
<td>75</td>
<td>84</td>
</tr>
<tr>
<td>Elimination disorders</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>Depressive disorders</td>
<td>71</td>
<td>107</td>
</tr>
<tr>
<td>Obsessive-compulsive related disorder</td>
<td>43</td>
<td>60</td>
</tr>
<tr>
<td>Feeding and eating disorders</td>
<td>32</td>
<td>39</td>
</tr>
<tr>
<td>Neurocognitive disorders</td>
<td>80</td>
<td>80</td>
</tr>
<tr>
<td>Suicidal behavior or ideation</td>
<td>34</td>
<td>47</td>
</tr>
</tbody>
</table>

\textsuperscript{a}DSM-5: Diagnostic and Statistical Manual for Mental Disorders-5th edition.

\textsuperscript{b}DAO: drug abuse ontology.

The DAO, curated and enhanced by DSM-5 concepts, was used in a weakly supervised setting to label Reddit posts with DSM-5 categories. In a comparative analysis with the state-of-the-art research by Park and Conway [90], Saravia et al [91], and Gkotsis et al [92], we observed that expansion of the DAO with DSM-5 helped improve the accuracy of our entity identification tools (reduced false positives by 92%). These results are shown in Figure 8. We further assessed the meaningfulness of the prediction through a reliability assessment with a domain expert, which gave an agreement score of 84%. In addition, the incorporation of slang terms from the DAO to match and process the informal social media data improved both coverage and recall (Table 4). Thus, we demonstrated that semantic weighting of contextual features from the content using the DAO and DSM-5 knowledge could significantly improve the robustness of the artificial intelligence system. As web-based content is mapped to a clinically acceptable vocabulary, the system brings in explainability. Furthermore, Table 3 shows the improvement in the number of concepts extracted from the DAO being captured in our Reddit Corpus that relate to DSM-5, 20 chapters before and after adding slang terms.
Figure 8. Results illustrating that domain-specific knowledge bases lower false alarm rates in identifying Diagnostic and Statistical Manual for Mental Disorders-5th edition (DSM-5) categories to tag posts in mental health subreddits. DAO: drug abuse ontology.

Table 4. Ablation study on contextual features and their modulation using SEDO\textsuperscript{a} weights generated from either DSM-5\textsuperscript{b} or its enrichment using the DAO\textsuperscript{c} and slang terms\textsuperscript{d}.

<table>
<thead>
<tr>
<th>Method (with horizontal linguistic features, vertical linguistic features, and fine-grained features)</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>BRF\textsuperscript{e} with CF\textsuperscript{f}</td>
<td>0.60</td>
<td>0.54</td>
<td>0.57</td>
</tr>
<tr>
<td>BRF-CF (SEDO weights generated from DSM-5 lexicon without the DAO)</td>
<td>0.87</td>
<td>0.77</td>
<td>0.82</td>
</tr>
<tr>
<td>BRF-CF (SEDO weights generated from DSM-5 lexicon with the DAO without slang terms)</td>
<td>0.87</td>
<td>0.80</td>
<td>0.83</td>
</tr>
<tr>
<td>BRF-CF (SEDO weights generated from DSM-5 lexicon without the DAO with slang terms)</td>
<td>0.85</td>
<td>0.82</td>
<td>0.83</td>
</tr>
<tr>
<td>BRF-CF (SEDO weights generated from DSM-5 lexicon with the DAO with slang terms)</td>
<td>0.88</td>
<td>0.83</td>
<td>0.85</td>
</tr>
</tbody>
</table>

\textsuperscript{a}SEDO: Semantic Encoding and Decoding Optimization. \\
\textsuperscript{b}DSM-5: Diagnostic and Statistical Manual for Mental Disorders-5th edition. \\
\textsuperscript{c}DAO: drug abuse ontology. \\
\textsuperscript{d}This table demonstrates the improvement of models with the enhanced DAO. \\
\textsuperscript{e}BRF: balanced random forest. \\
\textsuperscript{f}CF: contextual features.

The base model for the ablation study is a balanced random forest with horizontal linguistic features (number of definite articles, words per post, first-person pronouns, pronouns, and subordinate conjunctions), vertical linguistic features (number of part-of-speech tags, similarity between the posts, intrasubreddit similarity, and intersubreddit similarity), and fine-grained features (sentiment, emotion, and readability scores).

eDarkTrends (Monitoring Drug Trends on Cryptomarkets)

The DAO also plays an essential role in identifying relevant entities and analyzing data from the Darknet cryptomarkets (eg, Agora, Dream Market, and Empire Market) to quantify and assess the availability of fentanyl, fentanyl analogs, and other novel synthetic opioids on the cryptomarkets [25,26]. The snapshot of the Darknet Marketplace is shown in Figure 9 [33]. The terms and slang terms associated with instances populating the DAO opioid subclass, as well as the dosage (eg, gram, mL, and ounce) and form (eg, tablet and powder) classes were compiled as regular expressions and used as expression patterns in the dedicated named entity recognition (NER) algorithm specifically designed for Darknet data [35]. The DAO was inductively augmented with abbreviations and terms specific to the cryptomarket environment (eg, fuzz for fluoro-furanyl fentanyl or FE for finalize early) to ensure that only relevant data on novel synthetic opioids were collected. The NER allows capturing the types and quantities of novel synthetic opioids advertised on crypto markets; for example, the NER would provide the following information about the advertisement "FENTANYL TRANSDERMAL PATCHES 100 mcg per h" as class: fentanyl-type; name: fentanyl; dosage: 0.0001 g per h; form: transdermal. The results regarding the average numbers of fentanyl, fentanyl analogs, and other nonpharmaceutical
synthetic opioids advertised on cryptomarkets identified are shown in Table 5. The crawls considered to obtain these results were the dark web posts collected from the Agora and Dream markets in the years 2015 and 2018 [35]. We also classified vendors on Darknet markets (Dream, Tochka, and Wall Street are the marketplaces used for this study) using the DAO. The summary of our findings related to unique vendors, substance, location, vendor descriptions, and the number of withdrawal transactions is shown in Table 6.

Figure 9. Screenshot of the Darknet marketplace.
Table 5. Average number of fentanyl, fentanyl analogs, and other nonpharmaceutical synthetic opioids advertised on cryptomarkets extracted with the drug abuse ontology [34].

<table>
<thead>
<tr>
<th>Types of substances</th>
<th>Average number of advertisements per day, by month (number of crawls)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Agora</td>
</tr>
<tr>
<td>Fentanyl&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Acetyl fentanyl</td>
<td>44</td>
</tr>
<tr>
<td>Butyr fentanyl</td>
<td>12</td>
</tr>
<tr>
<td>Carfentanil</td>
<td>0</td>
</tr>
<tr>
<td>Furanyl fentanyl</td>
<td>0</td>
</tr>
<tr>
<td>Methoxy Acetyl fentanyl</td>
<td>0</td>
</tr>
<tr>
<td>4-fluroIsoButyr fentanyl</td>
<td>0</td>
</tr>
<tr>
<td>Other NP&lt;sup&gt;b&lt;/sup&gt; synthetic opioids</td>
<td>56</td>
</tr>
<tr>
<td>U-47,700</td>
<td>5</td>
</tr>
<tr>
<td>W-18</td>
<td>5</td>
</tr>
<tr>
<td>MT-45</td>
<td>9</td>
</tr>
<tr>
<td>AH-7921</td>
<td>0</td>
</tr>
<tr>
<td>U-48,800</td>
<td>0</td>
</tr>
<tr>
<td>U-49,900</td>
<td>0</td>
</tr>
<tr>
<td>U-4TDP</td>
<td>0</td>
</tr>
<tr>
<td>U-50,488</td>
<td>0</td>
</tr>
<tr>
<td>MFP-47700</td>
<td>0</td>
</tr>
<tr>
<td>Total, other NP synth opioids</td>
<td>19</td>
</tr>
<tr>
<td>Other opioids&lt;sup&gt;c&lt;/sup&gt;</td>
<td>827</td>
</tr>
<tr>
<td>Total (any opioids)</td>
<td>1033</td>
</tr>
</tbody>
</table>

<sup>a</sup>Includes mentions of fentanyl, China white heroine, synthetic heroine, and mentions of pharmaceutical fentanyl such as Duragesic, fentanyl patches, and fentanyl transdermal system.

<sup>b</sup>NP: nonpharmaceutical.

<sup>c</sup>Includes mentions of heroin, opium, morphine and other types of pharmaceutical opioids (eg, hydrocodone, oxycodone, and hydromorphone) excluding pharmaceutical fentanyl.

Table 6. Summary of data set extracted from Darknet markets using the drug abuse ontology [33].

<table>
<thead>
<tr>
<th>Marketplace</th>
<th>Withdrawal number of transactions</th>
<th>Bitcoin</th>
<th>US $ equivalent</th>
<th>Unique number of vendors</th>
<th>Unique number of substances</th>
<th>Unique number of locations</th>
<th>Unique number of descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dream</td>
<td>261</td>
<td>99.1503695</td>
<td>197,589.12</td>
<td>1448</td>
<td>852</td>
<td>356</td>
<td>16,800</td>
</tr>
<tr>
<td>Tochka</td>
<td>2990</td>
<td>0.70483642</td>
<td>5072.33</td>
<td>408</td>
<td>313</td>
<td>44</td>
<td>1829</td>
</tr>
<tr>
<td>Wall Street</td>
<td>7755</td>
<td>2.572515</td>
<td>18,729.40</td>
<td>466</td>
<td>290</td>
<td>29</td>
<td>1723</td>
</tr>
</tbody>
</table>

COVID-19 Scenario

We performed a spatiotemporal analysis of the psychological impact of the novel COVID-19 using approximately 1.2 billion tweets from January 1 to April 10, 2020 [93,94]. The concepts related to addiction and mental health in the COVID-19–related data were semiautomatically recognized using the entities and slang terms mentioned in the DAO. Approximately 90 related concepts and 140 slang terms were used to extract tweets mentioning illicit drug use, alcoholism, and pharmacological drug misuse. Furthermore, suicide risk factors such as insomnia and depression were observed in the tweets extracted using the DAO. Similarly, we studied the negative media exposure from
approximately 700,000 news articles published during the COVID-19 pandemic by fine-tuning the bidirectional encoder representations from transformers (BERT) model with the DAO [53]. The 3 months (January, February, and March) in the year 2020 were considered for our earlier study, as this period had a huge COVID-19 spread as per the Mental Health America report [95]. We used 10 of the 13 states recognized as high-spread areas in this report. The 3 states that are not included in Table 7 are Washington, Wyoming, and Idaho. These 3 states were not included, as the related data were not present in our data set cohort. In this work, we reported the state-wise labels (ie, depressive, drug abusive, and informative) for each month using deep learning models vanilla BERT, depression BERT, and drug use BERT, as shown in Table 7. The definitions of these deep learning models are described in Textbox 1. This study is followed by analyzing the Social Quality Index, which aggregates mental health components (depression and anxiety), addiction, and substance use disorders, considering tweets in the period March to April 2020. The Social Quality Index and tweets for states Illinois, New York, Maryland, Arizona, New Mexico, and Massachusetts are shown in Figure 10 [94].

Table 7. Evaluation of BERTa models for Mental Health America states over 3 months (January, February, and March 2020) [53,94].

<table>
<thead>
<tr>
<th>Mental Health America states with depression and drug use</th>
<th>vanillaBERT (2020; months)</th>
<th>Druguse-BERT (2020; months)</th>
<th>Depression BERT (2020; months)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tennessee</td>
<td>February and March</td>
<td>February and March</td>
<td>February and March</td>
</tr>
<tr>
<td>Alabama</td>
<td>February</td>
<td>February and March</td>
<td>February</td>
</tr>
<tr>
<td>Oklahoma</td>
<td>March</td>
<td>February and March</td>
<td>February and March</td>
</tr>
<tr>
<td>Kansas</td>
<td>February</td>
<td>January and February</td>
<td>January and February</td>
</tr>
<tr>
<td>Montana</td>
<td>March</td>
<td>February</td>
<td>February and March</td>
</tr>
<tr>
<td>South Carolina</td>
<td>March</td>
<td>March</td>
<td>February and March</td>
</tr>
<tr>
<td>Alaska</td>
<td>February and March</td>
<td>January, February, and March</td>
<td>February and March</td>
</tr>
<tr>
<td>Utah</td>
<td>March</td>
<td>March</td>
<td>February</td>
</tr>
<tr>
<td>Oregon</td>
<td>None</td>
<td>February</td>
<td>None</td>
</tr>
<tr>
<td>Nevada</td>
<td>February</td>
<td>February</td>
<td>February</td>
</tr>
</tbody>
</table>

aBERT: bidirectional encoder representations from transformers.

Figure 10. Social quality index (SQI) pattern of improvement in conditions as the decline in the number of tweets on depression, addiction, and anxiety.

Discussion

Strengths and Limitations

The DAO is an ongoing project that can be continuously improved and expanded to handle additional topic areas and emerging substance use issues and trends. DAO development requires intensive, hands-on involvement of experts in the field of substance use research (domain experts). We acknowledge a limitation to our approach in that our DAO development team did not include persons with lived experiences of substance use disorders. In the future, it would be important to also involve individuals who use drugs to help develop and refine DAO sections and terms. The DAO can provide a tool and a framework for interdisciplinary collaborative teams to carry this work forward. The DAO ontology has been proven effective in several scenarios, as demonstrated in Evaluation section (Section 3). Table 8 summarizes the evolution and improvement of the ontology use according to the needs of the projects. The public health findings described in this document of associated projects, with a focus on person, place, and time, are referenced in Table 8.
Principal Findings and Conclusions

In this study, we developed and evaluated the DAO as a framework for identifying concepts, entities, and relationships of interest in social media posts. The DAO developed in this study comprises 315 classes, 31 relationships, and 814 instances with 2 to 4 levels deeper. Our ontology was designed to study social media data, dark web data, and web forums. The DAO is primarily used for knowledge extraction and is broadly applicable to these platforms.

The superclasses of our ontology integrate all concepts regarding health conditions, individual-related, network-related, and society (public policies), sources (dealers, internet, medical, self-produced), spatiotemporal, and substance-related classes. The integrated ontology developed in this study is suitable for analyzing social media posts and dark web posts to understand network-related characteristics, location and time issues, identifying new trends, synonyms, slang items, and new drugs.

Our ontology incorporates terminology not only extracted from DSM-5 but also various terms and slang used on social media and other web posts. The terminology with all the medical terms, synonyms, and slang terms representing all the substances enabled a rich collection of terms in social media and dark web data. Our ontology also helps in topic discovery and entity extraction from social media and dark web data. In addition, we used ontology to extract information in the description of each product in dark web marketplaces to identify substances that are being sold that are not known, such as synthetic drugs, research chemicals, synthetic cannabinoids, and synthetic heroin.

Following well-known software development methodologies (eg, agile methodology), the ontology is constantly being updated according to the needs of current addiction-based research. The DAO stands as a machine-processable resource that describes a collection of addiction domain-related objects and classes, and is growing with the needs of the new ongoing projects. For instance, the current ontology is being enriched with knowledge from the dark web. In future work, the ontology will be linked to other ontologies (eg, MEDDRA [98], a Medical Dictionary for Regulatory Activities) to design the drug abuse knowledge graph. Another research contribution would be to automatically update the DAO with new concepts and properties, inspired by the algorithm that allows users to interactively build topic-specific ontologies using suggestions retrieved from a knowledge graph [99]. Glossary of the terms used in this paper is provided in Multimedia Appendix 1.
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Abstract

Background: Antimicrobial resistance is a significant global public health threat. However, the impact of sourcing potentially substandard and falsified antibiotics via the internet remains understudied, particularly in the context of access to and quality of common antibiotics. In response, this study conducted a multifactor quality and safety analysis of antibiotics sold and purchased via online pharmacies that did not require a prescription.

Objective: The aim of this paper is to identify and characterize “no prescription” online pharmacies selling 5 common antibiotics and to assess the quality characteristics of samples through controlled test buys.

Methods: We first used structured search queries associated with the international nonproprietary names of amoxicillin, azithromycin, amoxicillin and clavulanic acid, cephalaxin, and ciprofloxacin to detect and characterize online pharmacies offering the sale of antibiotics without a prescription. Next, we conducted controlled test buys of antibiotics and conducted a visual inspection of packaging and contents for risk evaluation. Antibiotics were then analyzed using untargeted mass spectrometry (MS). MS data were used to determine if the claimed active pharmaceutical ingredient was present, and molecular networking was used to analyze MS data to detect drug analogs as well as possible adulterants and contaminants.

Results: A total of 109 unique websites were identified that actively advertised direct-to-consumer sale of antibiotics without a prescription. From these websites, we successfully placed 27 orders, received 11 packages, and collected 1373 antibiotic product samples. Visual inspection resulted in all product packaging consisting of pill packs or blister packs and some concerning indicators of potential poor quality, falsification, and improper dispensing. Though all samples had the presence of stated active pharmaceutical ingredient, molecular networking revealed a number of drug analogs of unknown identity, as well as known impurities and contaminants.
Conclusions: Our study used a multifactor approach, including web surveillance, test purchasing, and analytical chemistry, to assess risk factors associated with purchasing antibiotics online. Results provide evidence of possible safety risks, including substandard packaging and shipment, falsification of product information and markings, detection of undeclared chemicals, high variability of quality across samples, and payment for orders being defrauded. Beyond immediate patient safety risks, these falsified and substandard products could exacerbate the ongoing public health threat of antimicrobial resistance by circulating substandard product to patients.

(JMIR Public Health Surveill 2022;8(12):e41834) doi:10.2196/41834
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Introduction

The growing spread of antimicrobial resistance (AMR) is a global public health and security threat gaining increased attention from public health practitioners, clinicians, and policy makers alike [1]. The World Health Organization (WHO) estimates that US $1.2 trillion in additional health expenditure per annum is expected due to AMR by 2050 [2]. A recent systematic analysis estimated that AMR led to the direct cause of 1.27 million deaths in 2019 alone [3]. Hence, the future health, environmental, and economic costs of AMR have made it a priority global health issue that needs to be addressed [4].

Growth in AMR is driven by several factors, including misuse and overuse of prescription antibiotics that may not be rationally prescribed or subject to sufficient professional oversight, including nonprescription or over-the-counter dispensing, as well as potential illegal sourcing from unauthorized channels [5-7]. This includes antibiotics sold via the internet, where documented direct-to-consumer sale can enable patients to choose their dosages, duration of treatment, and type of treatment, and enabling vendors to dispense the product without requiring a valid prescription [8-11]. These online pharmacies may also be conduits for patient exposure to substandard and falsified medicines, with anti-infective classes of medications widely reported as counterfeited and offered for sale online [6,12-15].

Due to the clear public health risks posed by online pharmacies engaged in questionable sourcing, previous studies have focused on conducting surveys of antibiotic purchasing behavior or examining characteristics of online sellers and the general availability of antibiotic products to better characterize the risk. For example, an early study on the topic published in 2009 identified 138 vendors selling antibiotics without a prescription and the sale of several antibiotic therapeutic classes by conducting “no prescription”-related keyword searches on Google and Yahoo search engines [16]. A more recent study published in 2017 reinforced these results by identifying 20 unique online pharmacies located in the United Kingdom offering the sale of antibiotics, with 45% not requiring a valid prescription [6]. Additionally, a 2020 study conducted a nationwide cross-section assessment of online and community pharmacies in China and found that 79% of online pharmacies did not require a valid prescription [7]. Though these studies provide important empirical evidence and reaffirm the use of the internet as an unregulated and potentially illegal point of access for antibiotics, no studies to our knowledge have used a combination of these methods to evaluate actual product safety and quality features of the products offered.

In response, this study expands on prior studies by first identifying and characterizing online pharmacies selling prescription antibiotics with a specific focus on common medications. We then conduct test purchases of antibiotics detected from “no prescription” online pharmacies and visually inspect packaging and products for possible safety concerns. Finally, the study conducts chemical analysis of antibiotic samples using mass spectrometry (MS) and molecular networking to assess quality characteristics and possible risk indicators.

Methods

Overview

This multifactor risk and quality assessment was conducted in 3 phases (Figure 1). The first phase used structured search engine queries to identify and characterize “no prescription” online pharmacies offering the sale of common antibiotics. The second phase used websites identified in the first phase to conduct controlled test buys of antibiotics and conducted visual inspection of packaging and contents for risk evaluation. The third and final phase involved testing antibiotics purchased during the controlled test buy phase using untargeted mass spectrometry through ultra-high performance liquid chromatography–electrospray ionization tandem mass spectrometry. This study did not involve research on human participants. We describe each phase in detail below.
Structured Web Searches

To identify websites and specific vendors advertising the sale of common antibiotics without a prescription, we selected the top 5 oral antibiotics agents prescribed to outpatient in the United States (amoxicillin, amoxicillin and clavulanic acid, azithromycin, cephalexin, and ciprofloxacin) according to data from the US Centers for Disease Control and Prevention ("targeted antibiotics") as they constitute commonly prescribed antibiotics in the jurisdiction of focus of this study [17]. Structured queries were conducted using the Google search engine with cookie files removed and the incognito privacy setting selected in Chrome browser. Keyword searches included the following: "buy [ANTIBIOTIC] online" and "buy [ANTIBIOTIC] without prescription" repeated for all 5 targeted antibiotics using a protocol similar to other published studies.
All URLs or hyperlinks populated in the first 10 pages of search results were included for analysis. Searches were conducted between April and May 2018.

After collating search engine results by cataloging returned URL or hyperlinks, we first eliminated all duplicate results and then conducted website content analysis to identify and classify websites that met the criteria for online pharmacies—websites that purport to operate as an internet pharmacy and include an e-commerce shopping cart to enable direct-to-consumer purchase (see Multimedia Appendix 1 for other website classifications assessed) [6,8,19,20]. URLs or websites that were classified as online pharmacies were then manually reviewed to determine if they required a valid prescription to place an order. This included assessing if the website claimed to be a “no prescription” online pharmacy and confirming whether a valid prescription was required prior to the ordering process, or if the website did not require a prescription or claimed to use a medical questionnaire in lieu of a prescription requirement.

We also assessed the general validity of the website or URL by cross-referencing external public and private verification data sources including LegitScript (a web-based service that monitors online pharmacies for compliance with applicable laws and regulations and classifies illegal and legitimate websites), the National Association of Boards of Pharmacy (NABP) Not Recommended List, and the European Union (EU) logo for online sale of medicines introduced by Directive 2011/62/EU (“EU Common Logo”). To further identify and characterize the potential location (both physical address and IP address) and owner of websites reviewed, we also cross-referenced data from the Internet Corporation for Assigned Names and Numbers, WHOIS lookup tool, to assess the registrar, registrant name, registrant country, registrant address, IP address, and IP Server for each URL. Content analysis of websites was conducted from May to June 2018.

**Controlled Test Buys and Visual Inspection**

After completion of website classification, online pharmacies were evaluated for selection in our control test purchase phase using a study inclusion and exclusion criteria protocol (Multimedia Appendix 1). Beginning in July 2018, we began to conduct controlled purchases of targeted antibiotics from online pharmacies that purported to sell at least 1 of the 5 targeted antibiotics. To avoid placing orders from the same owner or group of multiple online pharmacies or affiliated websites, we examined the similarity of the online pharmacy name, content of the website, contact information, and underlining source code of the website (JavaScript) to remove potential duplicates. This generated a smaller sample of websites that comprised our final set of websites for our test purchase process.

Based on the final set of online pharmacies generated, all targeted antibiotics were advertised as sold by pack (e.g., 15 pills/pack, 30 pills/pack), with the number of pills in a pack and the price varied. To generate enough samples for the phase 3 analytical quality testing, we purchased at least 20 pills for each product from each selected online pharmacy and set a minimum criterion for the dose of active ingredient (Multimedia Appendix 1). Purchases began in August 2018 and were made using prepaid Visa cash cards with shipment orders set to 2 separate residential mailing addresses on the West Coast of the United States. All order statements, confirmation emails, and transactions made to Visa cash card statements were recorded.

After receiving packages, we conducted visual inspection of packaging for initial risk evaluation. Packages were matched to an online seller by cross-referencing available order information, specific targeted antibiotics purchased, and cash card transaction record with all samples photographed, cataloged, and stored in a secure location. External packaging was then physically inspected for known product falsification risk characteristics and then opened for inspection and confirmation of antibiotics purchased based on information on blister packs (Table 1). We note that all packaging, regardless of country of origin, included English language markings on blister packages and labeling. We then separated each sample package into 2 groups, with the first group kept as a backup and reference sample and the second group used for purposes of analytical quality testing in phase 3 of the study.
Table 1. Risk characteristics of packaging and medicines’ visual inspection.

<table>
<thead>
<tr>
<th>Risk characteristic</th>
<th>Description</th>
<th>Characteristics identified</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Packaging characteristics</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| Type of package | Type of packaging used in shipments | • Box  
• Envelop |
| Package damage | Inspect if there is any damage of the shipping package | • Yes, package is damaged.  
• No, package is in good condition. |
| Postal shipping provider | Identification of shipping service or carrier used by the seller | • India Post service  
• Express Mail Service  
• Prepaid Germany Postfach service  
• Singapore Post  
United States Postal Service |
| Shipping metadata | Return address and package tracking number | N/A^a |

| Item characteristics | | |
| Types of drugs in each package | Detail of the content of each package | • Quantity of drug in each package  
• Identification and cataloging of drug formulations or names  
• Identification of any unordered product or free samples in the package |
| Prescription requirement warning | If “prescription required” warning is on the package (eg, blister pack or pouch) of drug | • Yes, “prescription required” warning on the package  
• No, no prescription required warning |
| Type of package (factory packaging) | Types of medical packages for each type of drug | • Blister packs  
• Pouches |
| Factory packaging damage | Inspect to determine if any damage to drugs shipped (how many) | • Yes, (number of damaged drugs or pills)  
• No, no damaged drugs |

^aN/A: not applicable.

**Analytical Quality Testing**

Targeted antibiotics collected in the controlled test buy phase were then prepared for analytical testing and sent for analysis using untargeted MS through ultra–high performance liquid chromatography–electrospray ionization tandem mass spectrometry (Multimedia Appendix 1). Drug formulations were crushed and extracted in an organic solvent and compared to active pharmaceutical ingredient (API) standards obtained from the US Pharmacopeia. Semiquantitative results—defined as integrated MS signal over time, yielding peak areas that are reflective of amount but cannot be used to determine absolute physical quantity or concentration—were used to determine if the claimed antibiotic API was present in the samples. Molecular networking using the global natural product social molecular networking platform [21] was used to analyze MS/MS data in both positive and negative modes. Molecular networking evaluates and connects MS/MS spectra that are similar, which implies that the molecular structure of the chemicals is similar.

Data from targeted antibiotic samples were collected using an ultra-high performance liquid chromatograph (Vanquish, Thermo) coupled with an Orbitrap mass spectrometer (QExactive, Thermo). A processing method was created in Xcalibur (Thermo) to integrate the values (MS1 data used) of the APIs claimed to be in the drug formulations tested, including samples of sildenafil and tadalafil that were sent to study members unsolicited by vendors. By special library matching supported by de novo annotation of MS/MS, some drug analogs, as well as adulterants and contaminants, were found present in the formulations.

**Results**

**Online Pharmacy Characteristics**

We collected 109 unique URLs (from a total of 135 URLs), of which 98 (89.9%) were classified as an online pharmacy, and 21 (19.3%) online pharmacies registered more than one URL. The vast majority (n=85, 78.0%) of these websites were classified as either “rogue” or “unapproved” by Legitscript, and 62 (56.9%) were on the NABP Not Recommended List. Additionally, only 19 (17.4%) had the EU common logo (Table 2). Further, based on available WHOIS data, 20 (18.3%) used commercially available domain masking and enhanced privacy services to hide their location and ownership. Among websites with available location data, the top 5 registrant countries were the United States, Russia, Barbados, Canada, and the United Kingdom, though registered locations included a broader set of countries that covered North America, South America, Europe, and Asia. After applying our inclusion and exclusion criteria...
for selection for test purchasing, 27 online pharmacies were selected for controlled test buys.

### Table 2. Online pharmacy verification summary (N=109).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LegitScript</td>
<td></td>
</tr>
<tr>
<td>Legitimate</td>
<td>2 (1.8)</td>
</tr>
<tr>
<td>Certified</td>
<td>3 (2.8)</td>
</tr>
<tr>
<td>No information</td>
<td>19 (17.4)</td>
</tr>
<tr>
<td>Rogue</td>
<td>69 (63.3)</td>
</tr>
<tr>
<td>Unapproved</td>
<td>16 (14.7)</td>
</tr>
<tr>
<td>EU(^a) common logo</td>
<td></td>
</tr>
<tr>
<td>Not verified</td>
<td>90 (82.6)</td>
</tr>
<tr>
<td>Verified</td>
<td>19 (17.4)</td>
</tr>
<tr>
<td>NABP(^b)</td>
<td></td>
</tr>
<tr>
<td>Verified</td>
<td>2 (1.8)</td>
</tr>
<tr>
<td>Information is not available</td>
<td>26 (23.9)</td>
</tr>
<tr>
<td>Not recommended list</td>
<td>62 (56.9)</td>
</tr>
</tbody>
</table>

\(^a\)EU: European Union.
\(^b\)NABP: National Association of Boards of Pharmacy.

### Controlled Buy Results and Packaging Analysis

Orders were placed with 27 online pharmacies and resulted in 1373 antibiotic product samples collected. This study defines product samples as a single pill or capsule that was collected from packaging sent to the research team, with packaging primarily consisting of blister packages with different numbers of pills or capsules. During the process of ordering, we received phone calls, as well as emails from vendors to confirm order details with phone calls not taken, but study team members responded to emails from vendors by simply confirming order details. Some online pharmacies included emails requesting the customer to verify transactions with the credit card–issuing bank, including emails with suspicious verification requests (eg, “If Support Bank can contact you for verification payment, please do not tell about buying medicines from XXX Pharmacy. You can tell them that you Paid for ‘FAMILY PHOTOS CONVERTED TO CD and FLASH DRIVE, or WEBSITE DESIGN ETC’”).

Among all 27 orders, only 13 (48.1%) were successfully completed through the website’s online ordering process, which resulted in a confirmed transaction. However, 2 (7.4%) of these transactions resulted in fraud (eg, fraudulent purchases for other e-commerce transactions were made on Visa cash card information provided to online pharmacies), and we did not receive products from these vendors. From the remaining successfully completed transactions, 11 packages were received, and based on shipping labeling and records, 10 (91%) were identified as shipped from India and 1 (9%) from Singapore with all but 1 (9%) package shipped in a mailing envelope (ie, 1 package was delivered in a small box). In addition to the targeted antibiotics ordered, 2 (18.2%) packages included other unsolicited prescription drug products typically used or indicated for erectile dysfunction (eg, sildenafil citrate).

Packages and samples were inspected for information on the name of the purported manufacturer, product warnings (eg, only dispensed with “Rx”), and any certification or logo indicating the authenticity of the product. Two envelopes had visible damage when received and contained damaged capsules when opened. Based on further packaging analysis, we found that among antibiotics, there was a high degree of variability in product characteristics (eg, color, shape, blister pack, etc), even among antibiotics purportedly from the same manufacturer. For example, in 2 packages received, both co-amoxicillin 625 mg samples are labeled as “Manufacturer X”; however, these 2 packages are packed and presented differently (Figure 2A). Some of the packages also included warning labels stating, “to be sold by retail on the prescription of a Registered Medical Practitioner only,” despite being purchased from sources that did not require a prescription. Finally, 2 blister packs also included a logo stating “WHO GMP certified company” (Figure 2B), though we were unable to confirm the validity of this certification or its origin (“WHO-GMP” certification could indicate certification from the Food and Drug Administration Maharashtra in India). Other products, as previously mentioned, arrived in damaged blister packs (Figure 2C).
Analytical Testing of Samples

There was a total of 45 unique boxes or blister packs of drugs (from 12 manufacturers), from which 3 pills per package were analyzed through random selection, equating to 135 samples that underwent analytical testing. All targeted antibiotics purchased from internet pharmacies stated the name of the drug, stated on the label that it contained API, and, based on analytical testing, contained the stated API. However, certain samples had specific risk characteristics of interest, including chemicals that are presumed contaminants, drug-related compounds, and undeclared API.

Molecular networks via global natural product social molecular networking were used to explore differences in the untargeted MS data that might not have been listed in the formulations. Molecular networking and subsequent interpretation of potential risk factors revealed the presence of a feature annotated as octabenzone, a chemical used in sun-protection products in at least one sample from a manufacturer (sildenafil API listed) and 4 samples from another manufacturer (amoxicillin API listed; see Multimedia Appendix 1 for additional details). Dodecyl sulfate, a common surfactant, as well as tetradecyl sulfate were detected in 4 different manufacturers, which included cephalexin, ciprofloxacin, amoxicillin, and tadalafil as listed APIs, respectively. Among other chemicals observed in the molecular network, which we believe are contaminants, were flame retardants (triphenylphosphate), wetting and dispersing agents (tetramethyl-5-decyne-4,7-diol), and...
plasticizers. Regarding, drug-like chemicals, we observed a few chemicals related to the claimed API (connected in the molecular network to API) such as descladinose azithromycin as well as other unknown, unannotated chemicals. Finally, the sildenafil sample also contained dapoxetine (generally used as an API for the treatment of premature ejaculation), an undeclared API.

Regarding variance across samples, untargeted MS analysis of the drug formulations using unsupervised multivariate statistics, specifically principal component analysis (PCA), was used to analyze the positive and negative mode data; in doing so, we compared the global chemical profiles between the formulations tested (Figure 3 and Multimedia Appendix 1). In the positive mode of PCA, separation of drug formulations was observed with clear grouping of samples based on the API observed in figure panels labelled principal component 2 (“PC2”) compared to principal component 3 (“PC3”), indicating consistency in certain manufacturer sample formulations and inconsistency in others (Figure 3A). PCA of negative mode data resulted in clear groups of amoxicillin and cephalaxin, but less clear grouping of the other drug formulations, though overall, the chemical differences between samples were lesser in the negative mode compared to the positive ionization mode. Further analysis of the individual drug package and manufacturer compared to the overall separation observed by PCA by testing replicate samples indicated variances in chemical similarity of samples (Multimedia Appendix 1). Variance may result from differences in the quantitative amount of API (not fully evaluated in this study) or differences in the excipient and other chemicals present in the formulations tested.

**Discussion**

**Principal Findings**

Our study detected 109 unique websites actively advertising the sale of common antibiotics without a prescription, resulting in 27 online controlled test buy orders, 11 packages, and a total of 1373 antibiotic product samples that were evaluated using a combination of visual inspection, analytical chemistry, and molecular networking. In our sample of websites selling antibiotics, 57 masked their location or owner address with a privacy service, and of those ordered from, all the websites requested additional verification information in order to effectuate the processing of payment.

These characteristics potentially implicate risk factors for consumer and product safety associated with online drug purchasing and are generally considered characteristics of high-risk transactions that can result in identity theft or fraudulent transactions. Legitimate mail-order pharmacies do not exhibit these characteristics, and these risks are further reinforced by the lack of third-party validation for the majority of websites, as we found out after cross-referencing them with Legitscript, NABP, and MHRA verification. In fact, during the course of this study, prepaid cards used for test purchases were fraudulently charged (eg, fraudulent charges for food orders placed on prepaid cards without permission of the study team), and we were unable to recover these stolen funds.

Products shipped and received to us in the United States all originated from overseas, with almost all product samples shipped from India. As the focus of this study was from the context of a US patient or consumer, these antibiotics represent products outside of the controlled drug supply chain and have a higher risk of being adulterated, falsified, or otherwise harmful to human health. Almost all products were shipped in mailing...
envelopes, which did not have adequate protection to secure the product (some products appeared to be damaged in transit), and declared goods on labels often did not include “medicines” as a description, but instead were named as other unrelated consumer goods, likely in an attempt to evade customs inspection. These characteristics are clear warning signs of unauthorized and potentially falsified medications.

Finally, upon completion of analytical testing of samples using MS, all products were determined to have stated API, though this study did not quantitatively measure the percentage of API in each sample tested. We performed unsupervised multivariate statistics (eg, PCA) on the formulations, which indicated that particular manufacturers (as indicated on the packaging) were more precise in their formulation’s chemistry, whereas others displayed wider variability across replicate samples tested, possibly reflecting poor or inconsistent manufacturing practices or quality. The use of molecular networking also identified other impurities present in samples that evidence a further potential for adulteration, which may introduce unique patient safety harms.

Prior studies examining the quality of prescription drugs generally have findings along the following lines: they primarily focus on field-based sampling using different prevalence surveys and analytical techniques to test samples of antibiotics sold in physical establishments, primarily in low-to-middle-income countries; they use packaging analysis or analytical techniques to test nonantibiotic drugs or dietary supplements (eg, erectile dysfunction drugs, growth hormone, diabetes drugs, stimulants, dietary supplements, etc) purchased from the internet; or they simply characterize different online sellers of antibiotics but do not purchase or test the products [13,22-31]. Our study builds on these prior studies by conducting a multifactor quality and safety analysis to generate new data points regarding the potential health and safety risks associated with the online sale of common antibiotics from no prescription providers that should be further confirmed through additional sampling and product testing. Importantly, many of the potential safety concerns identified are important in the context of broader public health and regulatory challenges aimed at addressing the global trade in substandard and falsified medicines, drug importation policy, ensuring supply chain integrity, and modernizing postmarket surveillance and pharmacovigilance approaches [32].

Limitations

This study also has certain limitations given the methodology used. First, web-based search queries for marketing and the availability of drugs have certain limitations. Primarily, searches in this study were conducted at a limited time range, with an assessment of online availability that was also limited to the study period described. However, websites are created, modified, and taken down dynamically on the internet, hence limiting the generalizability of our results. Additionally, we cannot be certain if the stated manufacturer on the label or blister pack of samples was in fact the manufacturer of that product, as we did not contact manufacturers to confirm the medication lot number or authenticity. We also could not fully ascertain if visual inspection of packaging or sample quality was degraded, damaged, or underwent other spoilage due to shipping or storage issues prior to the product being received by the study team and independent of the online pharmacy, which could have impacted quality testing and external validity of results.

Finally, though this study focused on risks associated with importation of products from “no prescription” online pharmacies, the specific risk characteristics associated with antimicrobial drugs identified in this study may also be associated with different manufacturing standards or be indicative of a failure to manufacture drugs according to US standards from sources that originate outside of the United States. Future studies should incorporate additional control or comparison groups of online pharmacies (eg, foreign online pharmacies that require a valid prescription) to better understand factors associated with the identified risk characteristics.

Conclusions

The use of infoveillance approaches, such as using structured web-based search queries, connecting results to “secret shopper” and online test buys, and evaluating sellers and products for risk characteristics, has the potential to address other online health challenges that may implicate illegal actors, such as the illegal sale of other prescription drugs, controlled substances, and illicit drugs, and even COVID-19-fraudulent products [11,33-35]. Critical to these efforts will be consensus building and the development of internationally agreed-upon standards and methodologies for initial risk evaluation when purchasing drugs online [36]. Comprehensive and specific risk assessments tailored for online sellers and even different drug classes can be developed based upon existing instruments, such as the European Directorate for the Quality of Medicines and the Asia Pacific Economic Cooperation Supply Chain Security toolkit for internet sales; weighted criteria for counterfeiting risk assessment, as suggested by Vida et al [36], can also be beneficial. The results from this study can also form the basis for future risk-based multimodal surveillance approaches and product quality assessment methodologies that can be scaled to larger data collection to establish more generalizable findings. For example, future studies should consider testing for the WHO Model Essential Medicine List “WATCH” and “RESERVE” antibiotics given their potential for higher microbial resistance and public health impact, should they be counterfeited.
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Abstract

Background: The role of the Human Papillomavirus (HPV) status in patients with hypopharyngeal squamous cell carcinoma (HSCC) remains controversial.

Objective: Our aim was to determine the prognostic and predictive effects of HPV status in patients with locally advanced HSCC (stage III-IVB) receiving primary radiotherapy.

Methods: Patients diagnosed with stage III-IVB HSCC between 2010 and 2016 were identified. HPV status, demographics, clinicopathological characteristics, treatment, and survival data were captured. Kaplan-Meier analysis, multivariable Cox regression analysis, and propensity score matching analysis were performed.

Results: We identified 531 patients in this study and 142 (26.7%) patients with HPV-positive diseases. No significant differences were observed between those with HPV-negative and HPV-positive diseases with regard to demographics, clinicopathological characteristics, and chemotherapy use. HPV-positive HSCC had better head and neck cancer-specific survival (HNCSS; \( P = .001 \)) and overall survival (OS; \( P < .001 \)) compared to those with HPV-negative tumors. Similar results were found using the multivariable Cox regression analysis. Sensitivity analyses showed that the receipt of chemotherapy was associated with significantly improving HNCSS (\( P < .001 \)) and OS (\( P < .001 \)) compared to not receiving chemotherapy in HPV-negative HSCC, whereas comparable HNCSS (\( P = .59 \)) and OS (\( P = .12 \)) were found between both treatment arms in HPV-positive HSCC. Similar results were found after propensity score matching.

Conclusions: Approximately one-quarter of HSCC may be HPV-related, and HPV-positive HSCC is associated with improved survival outcomes. Furthermore, additional chemotherapy appears to be not related to a survival benefit in patients with HPV-positive tumors who received primary radiotherapy.

\textit{(JMIR Public Health Surveill 2022;8(12):e40185)} doi:10.2196/40185
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Introduction

Head and neck squamous cell carcinoma (HNSCC) accounts for more than 90% of all head and neck malignancies [1]. However, hypopharyngeal squamous cell carcinoma (HSCC) is relatively rare overall, accounting for approximately 3% of all HNSCCs [2]. Symptoms and signs of HSCC tend to be minimized by patients until severe distress occurs or an obvious mass is found in the neck. Because of this, most patients are diagnosed with locally advanced HNSCC (stage III or IV) [3].
with a 5-year overall survival (OS) of 30%, which has the worst prognosis compared to other sites of HNSCC [2].

Human papillomavirus (HPV) is an important factor in the carcinogenesis of HNSCC, especially in oropharyngeal squamous cell carcinoma (OSCC) [4]. The existing evidence has shown a better prognosis in patients with HPV-positive OSCC. Moreover, HPV status has also impacted the treatment decision-making of OSCC [5,6]. Several studies with a small sample size suggested that the HPV infection rate in HSCC was relatively low (1.6%-8.5%) [7-9]. However, two recent population-based studies indicated that 17.7%-23.9% of patients with HSCC had HPV-positive diseases [10,11]. This raises our question of whether HPV status has a prognostic effect on HSCC. Currently, contradictory results were observed in several previous studies regarding the prognosis of HPV status in HSCC, with some studies indicating HPV-related HSCC with significantly improved survival outcomes, whereas others have found similar survival rates between HPV-negative and HPV-positive diseases [7,10-15]. In addition, there are limited studies assessing the role of HPV status in patients who received primary radiotherapy or chemoradiotherapy regarding the HSCC [12]. In light of this, we conducted this analysis from the Surveillance, Epidemiology, and End Results (SEER) database to investigate the prognostic and predictive effect of HPV status in stage III-IVB HSCC receiving primary radiotherapy.

Methods

Patients Selection Criteria

The data for this study were captured from the SEER database [16], in which HPV status was categorized as either HPV-negative, HPV-positive, or unknown status. HPV status was determined by p16-immunohistochemistry, in situ hybridization, or polymerase chain reaction methods of pathologic specimens from either the primary hypopharyngeal tumors or metastatic cervical lymph nodes. The HPV data set was reviewed by the SEER data quality team to ensure the accuracy of HPV testing status [17].

We queried the SEER public database from 2010 to 2016 for patients diagnosed with stage III-IVB HSCC who received primary radiotherapy with or without chemotherapy. We did not include patients diagnosed before 2010 because HPV status was only added as a SEER variable in 2010. Those with unknown HPV status were excluded. In addition, we excluded patients who were treated with non-beam irradiation, including radioactive implants and radioisotopes.

Ethical Considerations

This study was approved by the ethics committee of the Hainan General Hospital (No. ZDYF2022SHFZ130).

Data Collection

The following demographics, clinicopathological characteristics, or treatment data were identified from each patient’s medical record: age, gender, race, tumor location, American Joint Committee on Cancer (AJCC) staging, HPV status, chemotherapy use, insurance status, and marital status. AJCC 7th staging system was used to determine the stage of patients. The primary outcome endpoints were head and neck cancer-specific survival (HNCSS) and OS. HNCSS was defined as the time from the initial diagnosis of HCSS till death due to head and neck cancer. OS was defined as the time from the initial diagnosis of HCSS till death from all causes.

Statistical Analyses

The difference in patients’ characteristics and treatment data were compared using the chi-square test or Fisher exact test. HNCSS and OS were estimated using the Kaplan-Meier methods and compared by the log-rank test. A 1:1 propensity score matching (PSM) was conducted to balance the potential confounders. Multivariable Cox regression models were used to investigate whether HPV-positive HSCC was related to better HNCSS and OS. Sensitivity analyses were used to investigate the effect of chemotherapy on survival according to HPV status. Data analyses were conducted using SPSS statistical software (version 22.0; IBM Corp). P<.05 was considered to be statistically significant.

Results

Baseline Characteristics

We identified 531 patients in this study (Figure 1), including 389 (73.3%) patients with HPV-negative diseases and 142 (26.7%) patients who had HPV-positive HSCC. Table 1 lists the baseline characteristics of the study cohort. A total of 445 (83.8%) patients were male; 404 (76.1%) patients had stage IVA-IVB disease; and 466 (87.8%) patients received chemotherapy. In patients with tumor location available (n=381), 74% (n=282) of the tumor was located in pyriform sinus. No significant difference was found between HPV-negative and HPV-positive diseases with regard to age, gender, race, AJCC staging, tumor grade, tumor location, chemotherapy use, insurance status, and marital status. Patients of younger age (P=.002) and Non-Hispanic White patients (P=.02) were more likely to receive chemotherapy (Table S1 in Multimedia Appendix 1).
Figure 1. Patient selection procedure in the Surveillance, Epidemiology, and End Results (SEER) database regarding human papillomavirus (HPV) status in head and neck cancers.
<table>
<thead>
<tr>
<th>Variables</th>
<th>Patients, n</th>
<th>HPV-negative (n=389), n (%)</th>
<th>HPV-positive (n=142), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.73</td>
</tr>
<tr>
<td>&lt;50</td>
<td>40</td>
<td>28 (7.2)</td>
<td>12 (8.5)</td>
<td></td>
</tr>
<tr>
<td>50-64</td>
<td>242</td>
<td>181 (46.5)</td>
<td>61 (43)</td>
<td></td>
</tr>
<tr>
<td>&gt;64</td>
<td>249</td>
<td>180 (46.3)</td>
<td>69 (48.6)</td>
<td></td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.79</td>
</tr>
<tr>
<td>Male</td>
<td>445</td>
<td>325 (83.5)</td>
<td>120 (84.5)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>86</td>
<td>64 (16.5)</td>
<td>22 (15.5)</td>
<td></td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.06</td>
</tr>
<tr>
<td>Non-Hispanic White</td>
<td>379</td>
<td>267 (68.6)</td>
<td>112 (78.9)</td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic Black</td>
<td>65</td>
<td>54 (13.9)</td>
<td>11 (7.7)</td>
<td></td>
</tr>
<tr>
<td>Hispanic (all)</td>
<td>47</td>
<td>34 (8.7)</td>
<td>13 (9.2)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>40</td>
<td>34 (8.7)</td>
<td>6 (4.2)</td>
<td></td>
</tr>
<tr>
<td>Grade, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.19</td>
</tr>
<tr>
<td>Well differentiated</td>
<td>20</td>
<td>17 (5.7)</td>
<td>3 (2.9)</td>
<td></td>
</tr>
<tr>
<td>Moderately differentiated</td>
<td>201</td>
<td>155 (52)</td>
<td>46 (45.1)</td>
<td></td>
</tr>
<tr>
<td>Poorly differentiated or undifferentiated</td>
<td>179</td>
<td>126 (42.3)</td>
<td>53 (52)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>131</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Tumor location, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.18</td>
</tr>
<tr>
<td>Pyriform sinus</td>
<td>282</td>
<td>205 (71.7)</td>
<td>77 (81.1)</td>
<td></td>
</tr>
<tr>
<td>Aryepiglottic fold</td>
<td>40</td>
<td>30 (10.5)</td>
<td>10 (10.5)</td>
<td></td>
</tr>
<tr>
<td>Posterior pharynx region</td>
<td>12</td>
<td>11 (3.8)</td>
<td>1 (1.1)</td>
<td></td>
</tr>
<tr>
<td>Posterior wall</td>
<td>47</td>
<td>40 (14)</td>
<td>7 (7.4)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>150</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>AJCCb stage, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.85</td>
</tr>
<tr>
<td>III</td>
<td>127</td>
<td>95 (24.4)</td>
<td>32 (22.5)</td>
<td></td>
</tr>
<tr>
<td>IVA</td>
<td>335</td>
<td>245 (63)</td>
<td>90 (63.4)</td>
<td></td>
</tr>
<tr>
<td>IVB</td>
<td>69</td>
<td>49 (12.6)</td>
<td>20 (14.1)</td>
<td></td>
</tr>
<tr>
<td>Chemotherapy, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.91</td>
</tr>
<tr>
<td>No</td>
<td>65</td>
<td>48 (12.3)</td>
<td>17 (12)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>466</td>
<td>341 (87.7)</td>
<td>125 (88)</td>
<td></td>
</tr>
<tr>
<td>Insurance status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.05</td>
</tr>
<tr>
<td>Insured</td>
<td>22</td>
<td>20 (5.2)</td>
<td>2 (1.4)</td>
<td></td>
</tr>
<tr>
<td>Uninsured</td>
<td>503</td>
<td>363 (94.8)</td>
<td>140 (98.6)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>6</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.32</td>
</tr>
<tr>
<td>Married</td>
<td>253</td>
<td>180 (48.8)</td>
<td>73 (54.1)</td>
<td></td>
</tr>
<tr>
<td>Divorced</td>
<td>86</td>
<td>68 (18.4)</td>
<td>18 (13.3)</td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>128</td>
<td>91 (24.7)</td>
<td>37 (27.4)</td>
<td></td>
</tr>
<tr>
<td>Widowed</td>
<td>37</td>
<td>30 (8.1)</td>
<td>7 (5.2)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>27</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
</tbody>
</table>
Survival Outcomes and Prognostic Analyses Stratified by HPV Status

With a median follow-up of 16 (range 0-82) months, a total of 205 deaths were observed, including 152 patients who died of head and neck cancer-related disease. Using Kaplan-Meier survival estimates, HPV-positive patients had better survival outcomes compared to HPV-negative patients. The 3-year HNCSS in HPV-negative and HPV-positive patients was 55.3% and 74.9% ($P=.001$), respectively (Figure 2A). The 3-year OS in HPV-negative and HPV-positive patients was 44.5% and 70% ($P<.001$), respectively (Figure 2B).

Table 2 lists the results of multivariate Cox regression analyses. The results indicated that patients with positive HPV had significantly better HNCSS (hazard ratio [HR]: 0.460; $P<.001$) and OS (HR: 0.422; $P<.001$) compared to patients with negative HPV. In addition, patients who received chemotherapy had better HNCSS (HR: 0.405; $P<.001$) and OS (HR: 0.405; $P<.001$) than those without chemotherapy. Moreover, age, race, tumor location, AJCC stage, and marital status were also risk factors independently associated with HNCSS or OS.

Figure 2. Survival curve in hypopharyngeal squamous cell carcinoma according to human papillomavirus (HPV) status.
<table>
<thead>
<tr>
<th>Variables</th>
<th>head and neck cancer-specific survival</th>
<th>overall survival</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HR(^a)</td>
<td>95% CI</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;50</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>50-64</td>
<td>1.528</td>
<td>0.751-3.110</td>
</tr>
<tr>
<td>&gt;64</td>
<td>2.240</td>
<td>1.104-4.547</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1.128</td>
<td>0.720-1.768</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic White</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic Black</td>
<td>1.419</td>
<td>0.869-2.317</td>
</tr>
<tr>
<td>Hispanic (all)</td>
<td>1.116</td>
<td>0.618-2.017</td>
</tr>
<tr>
<td>Other</td>
<td>1.374</td>
<td>0.776-2.433</td>
</tr>
<tr>
<td><strong>Grade</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Well differentiated</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Moderately differentiated</td>
<td>0.712</td>
<td>0.338-1.503</td>
</tr>
<tr>
<td>Poorly differentiated or undifferentiated</td>
<td>0.684</td>
<td>0.324-1.448</td>
</tr>
<tr>
<td><strong>Tumor location</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pyriform sinus</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Aryepiglottic fold</td>
<td>1.484</td>
<td>0.789-2.790</td>
</tr>
<tr>
<td>Postcrioid region</td>
<td>2.413</td>
<td>1.028-5.662</td>
</tr>
<tr>
<td>Posterior wall</td>
<td>1.366</td>
<td>0.797-2.340</td>
</tr>
<tr>
<td><strong>AJCC(^c) stage</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>III</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>IVA</td>
<td>1.676</td>
<td>1.085-2.587</td>
</tr>
<tr>
<td>IVB</td>
<td>2.513</td>
<td>1.408-4.484</td>
</tr>
<tr>
<td><strong>Chemotherapy</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>0.405</td>
<td>0.259-0.633</td>
</tr>
<tr>
<td><strong>Insurance status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Insured</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Uninsured</td>
<td>0.721</td>
<td>0.355-1.464</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Divorced</td>
<td>1.016</td>
<td>0.621-1.663</td>
</tr>
<tr>
<td>Single</td>
<td>1.728</td>
<td>1.143-2.612</td>
</tr>
<tr>
<td>Widowed</td>
<td>1.658</td>
<td>0.910-3.020</td>
</tr>
<tr>
<td><strong>HPV(^d) status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HPV-negative</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>HPV-positive</td>
<td>0.460</td>
<td>0.299-0.709</td>
</tr>
</tbody>
</table>

\(^a\)HR: hazard ratio.
Effect of Chemotherapy After Stratification of HPV Status

Sensitivity analyses were used to investigate the effect of chemotherapy according to HPV status. After adjustment of age, gender, race, grade, tumor location, AJCC stage, insurance status, and marital status, the results of multivariate Cox regression analyses indicated that receipt of chemotherapy was related to better HNCSS (HR: 0.350; *P* < .001) and OS (HR: 0.342; *P* < .001) compared to not receiving chemotherapy in patients with HPV-negative HSCC, while similar HNCSS (chemotherapy vs no chemotherapy: HR 0.581; *P* = .45) and OS (chemotherapy vs no chemotherapy: HR 0.340; *P* = .07) were observed between both treatment arms in HPV-positive HSCC (Table 3). There were 31 (Table S2 in Multimedia Appendix 1) and 17 (Table S3 in Multimedia Appendix 1) pairs of patients matched using PSM in HPV-negative and HPV-positive groups, respectively. The survival curves by chemotherapy receipt according to HPV status are listed in Figure 3. Similar results were found after PSM (Table 3 and Figure 4).

Table 3. Multivariable Cox regression analyses to determine the effect of chemotherapy on survival outcomes according to HPV status.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Head and neck cancer-specific survival</th>
<th>Overall survival</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HRa</td>
<td>95% CI</td>
</tr>
<tr>
<td>HPV-negative (before PSMb)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chemotherapy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>0.350</td>
<td>0.216-0.567</td>
</tr>
<tr>
<td>HPV - positive (before PSM)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chemotherapy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>0.581</td>
<td>0.143-2.354</td>
</tr>
<tr>
<td>HPV-negative (after PSM)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chemotherapy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>0.445</td>
<td>0.204-0.971</td>
</tr>
<tr>
<td>HPV - positive (after PSM)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chemotherapy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>0.048</td>
<td>0.002-1.307</td>
</tr>
</tbody>
</table>

aHR: hazard ratio.
bHPV: human papillomavirus.
cPSM: propensity score matching.
dNot applicable.
Figure 3. The effect of additional chemotherapy—according to human papillomavirus (HPV) status—before propensity score matching on head and neck cancer-specific survival (A: HPV-negative; C: HPV-positive) and overall survival (B: HPV-negative; D: HPV-positive) among patients with hypopharyngeal squamous cell carcinoma.
Discussion

Principal Findings

In this study, we first investigated the prognostic and predictive effects of HPV status of locally advanced HSCC receiving definitive radiotherapy. Our results showed that 26.7% of patients with locally advanced HSCC had HPV-positive disease. Moreover, patients with positive HPV had a better prognosis than those with negative HPV. The secondary objective of this study was to investigate whether the HPV status could predict the effect of chemotherapy on survival in patients with HSCC receiving radiotherapy. The sensitivity analyses showed that the addition of chemotherapy only improved survival outcomes in HPV-negative HSCC, but not in HPV-positive HSCC.

The etiological relation with cancers developing in the nonoropharynx parts versus the oropharynx remains unestablished. The incidence of HPV infection created a significant difference regarding tumor sites and race. In a large cohort study [10] from the National Cancer Data Base including 24740 patients with HNSCC, the percentages of HPV-positive disease by tumor location were 17.7% for hypopharynx, 11% for larynx, 10.6% for oral cavity, and 62.9% for oropharynx. A study from Japan [18] included 493 patients with HNSCC, in whom the prevalence of HPV in oropharyngeal, oral, nasopharyngeal, hypopharyngeal, and laryngeal carcinomas was 34.4%, 0%, 12%, 3.5%, and 3.9%, respectively. Another study from Thailand [8] showed that the prevalence of HPV in OSCC was only 6%, and no HPV infection was found in laryngeal and hypopharyngeal cancers. However, a case-control study in the Southern Chinese population showed that 29.4%
of oropharyngeal cancers, 16.1% of laryngeal cancers, 14.3% of hypopharyngeal cancers, and 2.2% of oral cavity cancers were HPV DNA positive [19]. In our study, the incidence of HPV-related disease in HSCC was higher than that in the above studies (26.7% vs 3.3%-17.7%), which might be due to the fact that we only included patients in stage III-IVB receiving primary radiotherapy or chemoradiotherapy. Similar results were found in OSCC, which also showed a higher percentage of HPV-related patients receiving primary radiotherapy or chemoradiotherapy [20]. In addition, the patient selection, the geographical distribution of patients, and the HPV testing methods also played a role in this variability. Moreover, the probability of tobacco use in different cohorts may also lead to a discrepancy in HPV infection rates [9].

Patients with HPV-positive OSCC were more likely to be male, younger, in an early tumor stage, and in advanced nodal stage [21]. In a recent SEER study including stage I-IV HSCC, they found a higher proportion of HPV-positive patients who were White or Hispanic [22]. Another SEER study by Abdel-Rahman [11] indicated that HPV-related HSCC was more likely to involve younger people and higher tumor grades. The Danish Head and Neck Cancer Group trials also found no significant difference regarding age and AJCC stage in laryngeal and hypopharyngeal cancers between p16-negative and p16-positive disease, while the p16-positive disease was more likely to present in female patients (29% vs 17%; P=0.02) [13]. In our study, we also showed that a higher proportion of HPV-related tumors were found in Non-Hispanic White patients; otherwise, no significant differences were found in the demographics, clinicopathological characteristics, or chemotherapy receipt between HPV-negative and HPV-positive diseases.

The role of the HPV status in HSCC remains controversial. Hughes et al [12] included 94 patients with laryngeal or hypopharyngeal cancers (13% of patients were HPV-related), and HPV did not appear to significantly impact survival or disease control in patients in stage III-IV receiving primary chemoradiotherapy. In addition, a study from Karolinska Institute [7] included 82 patients with HSCC and found that being HPV DNA positive (n=7) was associated with better OS but not disease-specific survival compared to those being HPV DNA negative, while a similar prognosis was found between p16-negative and p16-positive diseases. Several studies including the Danish Head and Neck Cancer Group trials also showed similar outcomes between p16-negative and p16-positive diseases, suggesting that the prognostic effect may be limited to OSCC only [13-15]. However, a small portion of patients with HPV DNA-positive or p16-positive disease in the above studies limited the study to be applied to the general population. Two larger cohort studies from the National Cancer Data Base (n=1085) and SEER (n=1157) included patients with HSCC, and they found that those with HPV-positive HSCC had better OS and cancer-specific survival compared to those with HPV-negative HSCC [10,11]. To our knowledge, our study was the largest cohort study to investigate the role of HPV status in patients with HSCC receiving primary radiotherapy or chemoradiotherapy. Within this cohort, we suggest that HPV status may be an additional factor for risk stratification of HSCC, and the future revision of the AJCC staging should consider the HPV status.

HPV-positive OSCC is a distinct pathological entity and may deserve a more personalized therapeutic strategy to decrease the severe early and late toxicities, including de-escalation of radiation doses, less toxic chemotherapy treatment, and removal of chemotherapy [23-25]. In HPV-positive HNSCC, the data also suggested that intensive chemoradiotherapy approaches did not improve clinical outcomes compared to radiotherapy alone in the definitive radiotherapy setting and postoperative radiotherapy setting [26-29]. In National Comprehensive Cancer Network Clinical Practice Guidelines in Oncology, the optimal treatment options for HSCC are induction chemotherapy, surgery, concurrent chemoradiotherapy, or clinical trials [30]. Radiotherapy or chemoradiotherapy is not recommended as primary treatment. However, in clinical practice, concurrent chemoradiotherapy remains the main treatment strategy for organ preservation among patients with HSCC. Two previous studies including patients from the SEER and National Cancer Database showed that 81.3% and 72.2% of patients have received radiotherapy or chemoradiotherapy, respectively [31,32]. In this study, we demonstrated a survival benefit of additional chemotherapy in HPV-negative HSCC, whereas radiotherapy outcome did not differ by the receipt of chemotherapy in HPV-positive HSCC. One possible explanation for this finding is that HPV-positive HSCC may be cured by primary radiotherapy. The results of HPV status have been widely used for prognostic assessment and treatment decision-making for OSCC. Our results indicated that the prognosis and treatment response for HSCC could also be individualized according to HPV status.

The reasons for the better prognosis and limited effect from chemotherapy in patients with HPV-related HSCC who received primary radiotherapy remain unsolved. The high response of HPV-associated cancer cells to radiotherapy may be related to cell cycle dysregulation, repopulation signaling, and impaired DNA repair capacity of the tumor cells [33-36]. Furthermore, the proximity of the HNSCC to lymphoid tissues may also contribute to the high radiosensitivity of HPV-related tumors, and the interaction between the virus antigens and the immune system may contribute to enhancing the radiosensitivity [13]. Whether HPV-related HSCC also possesses such enhanced radiosensitivity remains to be clarified. In addition, HPV-negative tumors often carry frequent TP53 mutations, resulting in significant radioresistance [37]. Moreover, those with HPV-positive HSCC had a better prognosis due to higher immune activity and overexpression of immune proteins compared to those with HPV-negative HSCC, which was similar to the results for OSCC [38-40].

Several limitations should be acknowledged in this study. First, the findings of our study should be viewed with caution because this is a retrospective observational study from a population-based cohort. Second, the rationale for treatment decisions among each patient group cannot be ascertained from the SEER database. Third, the HPV testing results may be heterogeneous with respect to technique, and the results of HPV testing were not centrally reviewed. However, a previous study showed high concordance among the
p16-immunohistochemistry, in situ hybridization, or polymerase chain reaction methods for detecting HPV status [41]. Fourth, several confounding factors were not measured in the SEER database, including the chemotherapy regimen, the target volume of radiotherapy, the sequence of chemotherapy and radiotherapy, details regarding patient performance status, and tobacco or alcohol exposure. Moreover, the patterns of locoregional and distant metastasis after primary radiotherapy or chemoradiotherapy were also not routinely captured in the SEER database. Finally, approximately 15% of patients should have undergone salvage surgery for recurrence after radiotherapy or chemoradiotherapy in a previous study [42]. However, SEER does not record the information regarding salvage surgery, thus it is unable to evaluate the impact of salvage surgery on the prognosis and its distribution in both groups (HPV-positive and HPV-negative). Despite the above limitations, we believe the results from our population-based study are provocative enough to warrant further investigation of the prognostic and predictive effects of the HPV status in HSCC.

Conclusions

In conclusion, our study suggests that approximately one-quarter of HSCC may be HPV-related, and HPV-positive HSCC is associated with improved survival outcomes. Furthermore, additional chemotherapy appears to be not related to a survival benefit in HPV-positive tumors receiving primary radiotherapy. More studies are required to better understand the prognostic and predictive effects of the HPV status in HSCC.
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Abstract

Background: Passive, case-based surveillance underestimates the true extent of active infections in the population due to undiagnosed and untested cases, the exclusion of probable cases diagnosed point-of-care rapid antigen tests, and the exclusive use of at-home rapid tests which are not reported as part of case-based surveillance. The extent in which COVID-19 surveillance may be underestimating the burden of infection is likely due to time-varying factors such as decreased test-seeking behaviors and increased access to and availability of at-home testing.

Objective: The objective of this study is to estimate the prevalence of SARS-CoV-2 based on different definitions of a case to ascertain the extent to which cases of SARS-CoV-2 may be underestimated by case-based surveillance.

Methods: A survey on COVID-19 exposure, infection, and testing was administered to calculate point prevalence of SARS-CoV-2 among a diverse sample of cohort adults from February 8, 2022, to February 22, 2022. Three-point prevalence estimates were calculated among the cohort, as follows: (1) proportion positives based on polymerase chain reaction (PCR) and rapid antigen tests; (2) proportion positives based on testing exclusively with rapid at-home tests; and (3) proportion of probable undiagnosed cases. Test positivity and prevalence differences across booster status were also examined.

Results: Among a cohort of 4328, there were a total of 644 (14.9%) cases. The point prevalence estimate based on PCR or rapid antigen tests was 5.5% (95% CI 4.8%-6.2%), 3.7% (95% CI 3.1%-4.2%) based on at-home rapid tests, and 5.7% (95% CI 5.0%-6.4%) based on the case definition of a probable case. The total point prevalence across all definitions was 14.9% (95% CI 13.8%-16.0%). The percent positivity among PCR or rapid tests was 50.2%. No statistically significant differences were observed in prevalence between participants with a COVID-19 booster compared to fully vaccinated and nonboosted participants except among exclusive at-home rapid testers.

Conclusions: Our findings suggest a substantial number of cases were missed by case-based surveillance systems during the Omicron B.1.1.529 surge, when at-home testing was common. Point prevalence surveys may be a rapid tool to be used to understand SARS-CoV-2 prevalence and would be especially important during case surges to measure the scope and spread of active infections in the population.
Since the first US case of SARS-CoV-2 Omicron variant, B.1.1.529 (BA.1), was announced in December 2021 [1], its high transmissibility and immunogenetic characteristics led to dramatic increases in new cases and reinfections [2-4]. The rapid surge gave rise to community-wide spread across the country, straining testing capacities. In March 2022, the Centers for Disease Control and Prevention (CDC) updated their guidelines for monitoring community COVID-19 levels by tracking incident cases and hospital admissions and deaths to inform community prevention measures [5]; yet the number of new cases and the proportion positive among SARS-CoV-2 testers (percent positivity) are still used as local metrics to monitor SARS-CoV-2 transmission.

Both the number of reported cases and percent positivity are useful in monitoring changes in SARS-CoV-2 transmission; however, they inadequately capture the extent and spread of SARS-CoV-2 epidemic in the population due to the exclusion of undiagnosed and untested cases by standard surveillance [6-10]. To our knowledge, there is currently no mechanism in place in state and local jurisdictions in the United States for systematically capturing rapid at-home tests as part of a population-level indicator of SARS-CoV-2 spread. In Australia and the United Kingdom, for example, health departments put in place a reporting mechanism for individuals to report their rapid antigen test results. The extent to which the number of active SARS-CoV-2 infectious is underestimated is likely to vary by geographic, sociodemographic, and economic factors associated with community and self-testing, in addition to temporal factors that drive test-seeking behaviors during a surge [11,12].

The objective of this analysis was to identify the extent to which cases of SARS-CoV-2 may be incomplete in standard case-based surveillance during the recent surge of the Omicron BA.1 variant. Using data from the national and longitudinal CHASING COVID cohort study, we compared point prevalence of SARS-CoV-2 infections captured by case-based surveillance based on polymerase chain reaction (PCR) and rapid antigen testing to a point prevalence estimated exclusively using rapid at-home SARS-CoV-2 tests as well as probable COVID-19 cases among nontesters. We also examined whether point prevalence differed by SARS-CoV-2 vaccine booster status.

**Methods**

**Recruitment**

The CHASING COVID Cohort study is a geographically and sociodemographically diverse sample of adults (18 and older), residing in the United States or its territories and enrolled into a prospective follow-up [13]. Study participants were originally recruited during the emergence of the US COVID-19 pandemic (March-April 2020) via social media (eg, Facebook) or via referral. Details of cohort recruitment and follow-up have been described elsewhere [13], but briefly, cohort participants have been prospectively followed with surveys occurring approximately every 3 months to capture a variety of measures, including COVID-19 symptoms, testing, hospitalizations, and adoption of nonpharmaceutical interventions. Survey materials and the timing of each survey are accessible on our website.

**Ethical Considerations**

Informed consent was obtained at study enrollment. Participants receive US $10-15 in compensation for every standard study interaction and are entered into drawings for US $100 with 10 winners awarded. For brief study engagements, participants were entered into drawings with ten US $100 gift cards awarded. Study data are deidentified before analysis, and identifiable information remains on a secure server with limited access. The study protocol was approved by the Institutional Review Board at the City University of New York (protocol 2020-0256-PHHP).

**Point Prevalence Estimation**

A questionnaire on recent COVID-19 exposure, infection, and testing was administered as the Omicron BA.1 surge was subsiding in the United States, in February 8-22, 2022. The questionnaire asked about the type and result of viral diagnostic tests taken in the past 7 days; the viral tests included PCR, rapid antigen, and rapid at-home tests. The survey collected information on experience in the previous 10 days with any COVID-19 symptoms for self, household, and close contacts, as well as exposure to a confirmed or probable COVID-19 case. COVID-19 symptoms were defined as having at least one of the following: fever of 100 degrees Fahrenheit or greater, cough, runny nose or nasal congestion, shortness of breath, sore throat, fatigue, muscle or body aches, headaches, loss of smell or taste, nausea, as well as vomiting or diarrhea [14].

We calculated 3 mutually exclusive prevalence estimates. First, prevalence was calculated as the proportion of participants reporting a positive result detected by PCR or rapid antigen tests and captured by case-based surveillance. Second, we calculated prevalence as the proportion of participants reporting a positive result using at-home rapid tests and who did not seek further testing, as well as prevalence of probable cases. A probable case, based on the Council of State and Territorial Epidemiologists case definition, did not receive any diagnostic test but reported SARS-CoV-2 symptoms and had an epidemiological linkage, either with a household member or close contact with infection [15]. We calculated the percent positivity as the proportion of positive cases among all testers.

Finally, we ascertained differences in point prevalence by booster status for the 3 case definitions. Booster status was measured as having received a SARS-CoV-2 booster between September 2, 2021, and January 11, 2022 [16]. Among...
participants who did not receive a booster dose, we further classified participants as fully, partially, or nonvaccinated with the SARS-CoV-2 vaccine.

**Statistical Analysis**

Sociodemographic and health behaviors were described for testers and nontesters and by testing outcome. Pearson chi-squared test of independence was performed to assess group differences between testers and nontesters. To assess the effect of booster status on prevalence, we used a log-binomial model and presented adjusted prevalence ratios, adjusted for age, race or ethnicity, education, employment, smoking, essential worker status, and comorbidities. Analyses were performed using SAS, version 9.4 (SAS Institute).

**Results**

A total of 4328 cohort participants (80% response rate among 5441 participants responding in 2021) completed the point prevalence questionnaire. Among the 841 testers, 396 (47.1%) had tested for SARS-CoV-2 on any diagnostic test (PCR, rapid antigen, or at-home rapid test; Table 1). Among the 3484 nontesters, 248 (7.1%) were probable cases. Testers were more likely to be >39 years old, gender nonbinary, college graduates, employed, and symptomatic, and to report close contact with a case, to have children in their households, to be in households with income above US $70,000, to have a prior SARS-CoV2 infection, to be at high risk for severe COVID-19 outcomes, and to have received a booster vaccine.

There was a total of 644 cases, among which 237 (36.8%) were positive based on point-of-care PCR or rapid antigen tests, 159 (24.7%) cases that were identified exclusively with at-home rapid tests, and 248 (38.5%) cases were probable cases. The prevalence estimate based on confirmed point-of-care PCR or rapid antigen tests was 5.5% (95% CI 4.8%-6.2%), of which 1.1% (95% CI 0.8%-1.4%) was based on rapid antigen tests only, 1.7% (95% CI 1.3%-2.2%) based on PCR tests only, and 2.6% (95% CI 2.2%-3.1%) based on both PCR and rapid antigen tests. The point prevalence based on those testing exclusively via rapid at-home tests was 3.7% (95% CI 3.1%-4.2%) and was 5.7% (95% CI 5.0%-6.4%) for probable cases. The total point prevalence was 14.9% (95% CI 13.8%-16.0%). The percent positivity among PCR or rapid antigen tests was 50.2%. Differences in SARS-CoV-2 prevalence among participants who had a COVID-19 booster versus those fully vaccinated and nonboosted participants were not statistically significant, except those diagnosed using at-home tests (adjusted prevalence ratio: 2.2, 95% CI 1.4%-3.4%; Table 2).
Table 1. Cohort characteristics by testing status and by test type (N=4328).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total, n (%)</th>
<th>Nontesters, n (%)</th>
<th>Testers (any), n (%)</th>
<th>POC PCR test only, n (%)</th>
<th>POC rapid antigen test only, n (%)</th>
<th>With provider (POC) and at-home testers, n (%)</th>
<th>At-home rapid test only, n (%)</th>
<th>( P ) value(^c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Testers (any)</td>
<td>4328</td>
<td>3487 (80.6)</td>
<td>841 (19.4)</td>
<td>167 (3.9)</td>
<td>89 (2.1)</td>
<td>216 (5.0)</td>
<td>369 (8.5)</td>
<td></td>
</tr>
<tr>
<td>POC PCR test</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>only</td>
<td>216 (5.0)</td>
<td>216 (5.0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>POC rapid</td>
<td>89 (2.1)</td>
<td>89 (2.1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>antigen test</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>only</td>
<td>216 (5.0)</td>
<td>216 (5.0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>4328</td>
<td>3487 (80.6)</td>
<td>841 (19.4)</td>
<td>167 (3.9)</td>
<td>89 (2.1)</td>
<td>216 (5.0)</td>
<td>369 (8.5)</td>
<td></td>
</tr>
<tr>
<td>Age range</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>18-29</td>
<td>826 (19.1)</td>
<td>636 (18.2)</td>
<td>190 (22.6)</td>
<td>56 (33.5)</td>
<td>15 (16.9)</td>
<td>51 (23.6)</td>
<td>68 (18.4)</td>
<td></td>
</tr>
<tr>
<td>30-39</td>
<td>1217 (28.1)</td>
<td>946 (27.1)</td>
<td>271 (32.2)</td>
<td>46 (27.5)</td>
<td>23 (25.8)</td>
<td>87 (40.3)</td>
<td>115 (31.2)</td>
<td></td>
</tr>
<tr>
<td>40-49</td>
<td>808 (18.7)</td>
<td>650 (18.6)</td>
<td>158 (18.8)</td>
<td>16 (9.6)</td>
<td>18 (20.2)</td>
<td>42 (19.4)</td>
<td>82 (22.2)</td>
<td></td>
</tr>
<tr>
<td>50-64</td>
<td>941 (21.7)</td>
<td>794 (22.8)</td>
<td>147 (17.5)</td>
<td>28 (16.8)</td>
<td>23 (25.8)</td>
<td>21 (9.7)</td>
<td>75 (20.3)</td>
<td></td>
</tr>
<tr>
<td>&gt;65</td>
<td>536 (12.4)</td>
<td>461 (13.2)</td>
<td>75 (8.9)</td>
<td>21 (12.6)</td>
<td>10 (11.2)</td>
<td>15 (6.9)</td>
<td>29 (7.9)</td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.04</td>
</tr>
<tr>
<td>Male</td>
<td>1913 (44.2)</td>
<td>1538 (44.1)</td>
<td>375 (44.6)</td>
<td>68 (40.7)</td>
<td>41 (46.1)</td>
<td>97 (44.9)</td>
<td>169 (45.8)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>2294 (53.0)</td>
<td>1862 (53.4)</td>
<td>432 (51.4)</td>
<td>90 (53.9)</td>
<td>46 (51.7)</td>
<td>112 (51.9)</td>
<td>184 (49.9)</td>
<td></td>
</tr>
<tr>
<td>Gender nonbinary</td>
<td>121 (2.8)</td>
<td>87 (2.5)</td>
<td>34 (4.0)</td>
<td>9 (5.4)</td>
<td>2 (2.3)</td>
<td>7 (3.2)</td>
<td>16 (4.3)</td>
<td></td>
</tr>
<tr>
<td>Race or ethnicity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.54</td>
</tr>
<tr>
<td>Hispanic</td>
<td>657 (15.2)</td>
<td>527 (15.1)</td>
<td>130 (15.5)</td>
<td>28 (16.8)</td>
<td>19 (21.4)</td>
<td>40 (18.5)</td>
<td>43 (11.7)</td>
<td></td>
</tr>
<tr>
<td>Black non-Hispanic</td>
<td>385 (8.9)</td>
<td>308 (8.8)</td>
<td>77 (9.2)</td>
<td>11 (6.6)</td>
<td>21 (23.6)</td>
<td>21 (9.7)</td>
<td>24 (6.5)</td>
<td></td>
</tr>
<tr>
<td>Asian American or Pacific Islander</td>
<td>302 (7.0)</td>
<td>233 (6.7)</td>
<td>69 (8.2)</td>
<td>18 (10.8)</td>
<td>5 (5.6)</td>
<td>20 (9.3)</td>
<td>26 (7.1)</td>
<td></td>
</tr>
<tr>
<td>White non-Hispanic</td>
<td>2824 (65.5)</td>
<td>2287 (65.6)</td>
<td>537 (63.9)</td>
<td>102 (61.1)</td>
<td>43 (48.3)</td>
<td>129 (59.7)</td>
<td>263 (71.3)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>160 (3.4)</td>
<td>132 (3.8)</td>
<td>28 (3.3)</td>
<td>8 (4.8)</td>
<td>1 (1.1)</td>
<td>6 (2.8)</td>
<td>13 (3.5)</td>
<td></td>
</tr>
<tr>
<td>Income (US $)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.009</td>
</tr>
<tr>
<td>&lt;35,000</td>
<td>1115 (25.8)</td>
<td>937 (26.9)</td>
<td>178 (21.2)</td>
<td>40 (24.0)</td>
<td>23 (25.8)</td>
<td>48 (22.2)</td>
<td>67 (18.2)</td>
<td></td>
</tr>
<tr>
<td>35,000-49,000</td>
<td>479 (11.1)</td>
<td>389 (11.2)</td>
<td>90 (10.7)</td>
<td>19 (11.4)</td>
<td>8 (9.0)</td>
<td>30 (13.9)</td>
<td>33 (8.9)</td>
<td></td>
</tr>
<tr>
<td>50,000-69,000</td>
<td>638 (14.7)</td>
<td>513 (14.7)</td>
<td>125 (14.9)</td>
<td>26 (15.6)</td>
<td>14 (15.7)</td>
<td>38 (17.6)</td>
<td>47 (12.7)</td>
<td></td>
</tr>
<tr>
<td>70,000-99,000</td>
<td>737 (17.0)</td>
<td>592 (17.0)</td>
<td>145 (17.2)</td>
<td>28 (16.8)</td>
<td>22 (24.7)</td>
<td>25 (11.6)</td>
<td>70 (19.0)</td>
<td></td>
</tr>
<tr>
<td>&gt;100,000</td>
<td>1236 (28.6)</td>
<td>961 (27.6)</td>
<td>275 (32.7)</td>
<td>45 (27.0)</td>
<td>21 (23.6)</td>
<td>67 (31.0)</td>
<td>142 (38.5)</td>
<td></td>
</tr>
<tr>
<td>Missing or unknown</td>
<td>123 (2.8)</td>
<td>95 (2.7)</td>
<td>28 (3.3)</td>
<td>9 (5.4)</td>
<td>1 (1.1)</td>
<td>8 (3.7)</td>
<td>10 (2.7)</td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.03</td>
</tr>
<tr>
<td>&lt;High school</td>
<td>59 (1.4)</td>
<td>51 (1.5)</td>
<td>8 (1.0)</td>
<td>3 (1.8)</td>
<td>1 (1.1)</td>
<td>2 (0.9)</td>
<td>2 (0.5)</td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>383 (8.9)</td>
<td>324 (9.3)</td>
<td>59 (7.0)</td>
<td>12 (7.2)</td>
<td>6 (6.7)</td>
<td>20 (9.3)</td>
<td>21 (5.7)</td>
<td></td>
</tr>
<tr>
<td>Some college</td>
<td>1089 (25.2)</td>
<td>892 (25.6)</td>
<td>197 (23.4)</td>
<td>38 (22.8)</td>
<td>31 (34.8)</td>
<td>52 (24.1)</td>
<td>76 (20.6)</td>
<td></td>
</tr>
<tr>
<td>College graduate</td>
<td>2797 (64.6)</td>
<td>2220 (63.7)</td>
<td>577 (68.6)</td>
<td>114 (68.3)</td>
<td>51 (57.3)</td>
<td>142 (65.7)</td>
<td>270 (73.2)</td>
<td></td>
</tr>
<tr>
<td>Employment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.001</td>
</tr>
<tr>
<td>Employed</td>
<td>1704 (39.4)</td>
<td>1343 (38.5)</td>
<td>361 (42.9)</td>
<td>65 (38.9)</td>
<td>35 (39.3)</td>
<td>91 (42.1)</td>
<td>170 (46.1)</td>
<td></td>
</tr>
<tr>
<td>Out of work</td>
<td>615 (14.2)</td>
<td>522 (15.0)</td>
<td>93 (11.1)</td>
<td>13 (7.8)</td>
<td>11 (12.4)</td>
<td>22 (10.2)</td>
<td>47 (12.7)</td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>250 (5.8)</td>
<td>187 (5.4)</td>
<td>63 (7.5)</td>
<td>25 (15.0)</td>
<td>4 (4.5)</td>
<td>19 (8.8)</td>
<td>15 (4.1)</td>
<td></td>
</tr>
<tr>
<td>Other or unknown</td>
<td>1759 (40.6)</td>
<td>1435 (41.2)</td>
<td>324 (38.5)</td>
<td>64 (38.3)</td>
<td>39 (43.8)</td>
<td>84 (38.9)</td>
<td>137 (31.7)</td>
<td></td>
</tr>
</tbody>
</table>
Table 2. Point prevalence estimates by vaccination status, February 2-22, 2022 (N=4328).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total, n (%)</th>
<th>Nontesters, n (%)</th>
<th>Testers (any), n (%)</th>
<th>POC&lt;sup&gt;a&lt;/sup&gt; PCR&lt;sup&gt;b&lt;/sup&gt; test only, n (%)</th>
<th>POC rapid antigen test only, n (%)</th>
<th>With provider (POC) and at-home testers, n (%)</th>
<th>At-home rapid test only, n (%)</th>
<th>P value&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Children in household</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1163 (26.9)</td>
<td>915 (26.2)</td>
<td>248 (29.5)</td>
<td>32 (19.2)</td>
<td>29 (32.6)</td>
<td>85 (39.4)</td>
<td>102 (27.6)</td>
<td>.57</td>
</tr>
<tr>
<td>No</td>
<td>3165 (73.1)</td>
<td>2572 (73.8)</td>
<td>593 (70.5)</td>
<td>135 (80.8)</td>
<td>60 (67.4)</td>
<td>131 (60.7)</td>
<td>267 (72.4)</td>
<td></td>
</tr>
<tr>
<td>Vaccination status</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Boosted</td>
<td>2810 (64.9)</td>
<td>2191 (62.8)</td>
<td>619 (73.6)</td>
<td>121 (72.5)</td>
<td>51 (57.3)</td>
<td>154 (71.3)</td>
<td>293 (79.4)</td>
<td></td>
</tr>
<tr>
<td>Fully vaccinated</td>
<td>1029 (23.8)</td>
<td>875 (25.1)</td>
<td>154 (18.3)</td>
<td>35 (21.0)</td>
<td>25 (28.1)</td>
<td>40 (18.5)</td>
<td>54 (14.6)</td>
<td></td>
</tr>
<tr>
<td>Partially vaccinated</td>
<td>81 (1.9)</td>
<td>63 (1.8)</td>
<td>18 (2.1)</td>
<td>1 (0.6)</td>
<td>4 (4.5)</td>
<td>6 (2.8)</td>
<td>7 (1.9)</td>
<td></td>
</tr>
<tr>
<td>Not vaccinated</td>
<td>408 (9.4)</td>
<td>358 (10.3)</td>
<td>50 (6.0)</td>
<td>10 (6.0)</td>
<td>9 (10.1)</td>
<td>16 (7.4)</td>
<td>15 (4.1)</td>
<td></td>
</tr>
<tr>
<td>Prior COVID-19 infection</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.01</td>
</tr>
<tr>
<td>Yes</td>
<td>696 (16.1)</td>
<td>545 (15.6)</td>
<td>151 (18.0)</td>
<td>26 (15.6)</td>
<td>23 (25.8)</td>
<td>56 (25.9)</td>
<td>46 (12.5)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>3632 (83.9)</td>
<td>2942 (84.4)</td>
<td>690 (82.1)</td>
<td>141 (84.4)</td>
<td>66 (74.2)</td>
<td>160 (47.2)</td>
<td>323 (87.5)</td>
<td></td>
</tr>
<tr>
<td>COVID-19-like symptoms</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>760 (17.6)</td>
<td>434 (12.5)</td>
<td>326 (38.8)</td>
<td>44 (26.4)</td>
<td>25 (28.1)</td>
<td>116 (53.7)</td>
<td>141 (38.2)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>3568 (82.4)</td>
<td>3053 (87.6)</td>
<td>515 (61.2)</td>
<td>123 (73.7)</td>
<td>64 (71.9)</td>
<td>100 (46.3)</td>
<td>228 (61.8)</td>
<td></td>
</tr>
<tr>
<td>High risk status&lt;sup&gt;e&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.003</td>
</tr>
<tr>
<td>Yes</td>
<td>2191 (50.6)</td>
<td>1804 (51.7)</td>
<td>387 (46.0)</td>
<td>74 (44.3)</td>
<td>53 (59.3)</td>
<td>101 (46.8)</td>
<td>159 (43.1)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>2137 (49.4)</td>
<td>1683 (48.3)</td>
<td>454 (54.0)</td>
<td>93 (55.7)</td>
<td>36 (40.5)</td>
<td>115 (53.2)</td>
<td>210 (56.9)</td>
<td></td>
</tr>
<tr>
<td>Close contact with confirmed case</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>630 (14.6)</td>
<td>336 (9.6)</td>
<td>294 (35.0)</td>
<td>51 (30.5)</td>
<td>28 (31.5)</td>
<td>102 (47.2)</td>
<td>113 (30.6)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>3698 (85.4)</td>
<td>3151 (90.4)</td>
<td>547 (65.0)</td>
<td>116 (69.5)</td>
<td>61 (68.5)</td>
<td>114 (52.8)</td>
<td>256 (69.4)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Prior COVID-19 infection and/or COVID-19–like symptoms; <sup>b</sup>PCR: polymerase chain reaction; <sup>c</sup>P value corresponds to cohort group differences between testers and nontesters; <sup>d</sup>Not applicable; <sup>e</sup>Essential worker, >60 years old, smoker, and reported comorbidities.

The table provides point prevalence estimates by vaccination status, February 2-22, 2022 (N=4328), including the percentage of cases identified with at-home rapid tests, PCR or rapid antigen tests, probable cases, and total prevalence. The table also includes the P value for cohort group differences between testers and nontesters.
Discussion

Principal Findings

Our findings showed a high prevalence of SARS-CoV-2 in our cohort during the decline of the Omicron BA.1 wave in the United States in February 2022. Our results are not directly comparable to US national estimates as CDC’s COVID-19 tracker only captures test positive results based on PCR tests and does not include point-of-care antigen tests as done at some local or state levels [9]. Our study suggests a substantial proportion of cases would be missed by standard case-based surveillance systems during the Omicron BA.1 wave, when at-home testing was common [17]. The number of cases detected by case-based surveillance was lower than the total number of cases in our cohort, while the percent positivity was higher than the total prevalence based on all definitions. The underestimated case burden and overestimated percent positivity illustrates the limitations of case-based surveillance, and the extent to which current metrics used to monitor SARS-CoV-2 infection may be incomplete. In addition, we found the characteristics among testers differed considerably from nontesters, underscoring the limitations around case-based surveillance data for understanding the epidemiology and any disparities around SARS-CoV-2 burden and community transmission.

The CDC issued recommendations that shifted away from positivity rates and toward the use of hospital admission and death rate. While hospital admission and death rates better capture disease severity, they lag community transmission by weeks and are of limited use in providing early warning for active community infection. By contrast, and while state and local health departments continue to use metrics such as incident cases and test positivity, population-based surveys may be deployed frequently to capture spread and susceptibility to inform more effective mitigation measures.

We found no statistically significant differences in SARS-CoV-2 prevalence by booster status among those who tested exclusively using at-home rapid tests. These findings may be driven by higher testing frequency as was observed among boosted adults compared to those nonboosted but fully vaccinated adults. In general, our findings align with evidence from studies that show that standard SARS-CoV-2 vaccines plus the additional booster dose offer limited additional protection against symptomatic and asymptomatic infection from the Omicron BA.1 variant; however, boosters have been shown to be effective at reducing severe outcomes such as COVID-19 hospitalizations and deaths, which we did not assess [18,19].

Limitations

Our method had key limitations. First, we measured infection and testing outcomes with self-report, which is prone to misclassification bias. In lieu of biomarker data, we classified an undiagnosed and untested case based on any self-reported COVID-19 symptoms and on contact with a confirmed or probable case, which might lead to an overestimation of true infection status. Furthermore, the latest booster status information on participants was collected before January 11, 2022, potentially missing booster information on those who received a booster between January 11 and the survey date. Additionally, our results for booster dose effectiveness did not adjust for the timing of the booster or consider previous infection history.

Our survey questionnaire consisted of fewer than 20 questions and required less than 10 minutes to complete. Our survey was not intended to be representative of the US population as it aimed to capture the extent of which surveillance data are incomplete and representative, and probability-based point prevalence surveys may be used in tandem with surveillance metrics to rapidly understand local spread and to measure the scope of active infections in the population [20-22] and other highly pertinent epidemiological information. At this stage of the pandemic, the application of low-cost and low-resource intensive tools such as routine population-based surveys may have a large impact on effectively informing the control and prevention of community spread of SARS-CoV-2.
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Abstract

Background: Past research has shown that various signals associated with human behavior (eg, social media engagement) can benefit computational forecasts of COVID-19. One behavior that has been shown to reduce the spread of infectious agents is compliance with nonpharmaceutical interventions (NPIs). However, the extent to which the public adheres to NPIs is difficult to measure and consequently difficult to incorporate into computational forecasts of infectious diseases. Soliciting judgments from many individuals (ie, crowdsourcing) can lead to surprisingly accurate estimates of both current and future targets of interest. Therefore, asking a crowd to estimate community-level compliance with NPIs may prove to be an accurate and predictive signal of an infectious disease such as COVID-19.

Objective: We aimed to show that crowdsourced perceptions of compliance with NPIs can be a fast and reliable signal that can predict the spread of an infectious agent. We showed this by measuring the correlation between crowdsourced perceptions of NPIs and US incident cases of COVID-19 1-4 weeks ahead, and evaluating whether incorporating crowdsourced perceptions improves the predictive performance of a computational forecast of incident cases.

Methods: For 36 weeks from September 2020 to April 2021, we asked 2 crowds 21 questions about their perceptions of community adherence to NPIs and public health guidelines, and collected 10,120 responses. Self-reported state residency was compared to estimates from the US census to determine the representativeness of the crowds. Crowdsourced NPI signals were mapped to 21 mean perceived adherence (MEPA) signals and analyzed descriptively to investigate features, such as how MEPA signals changed over time and whether MEPA time series could be clustered into groups based on response patterns. We investigated whether MEPA signals were associated with incident cases of COVID-19 1-4 weeks ahead at the US national level. Including questions related to social distancing, testing, and limiting large gatherings increased out-of-sample predictive performance for probabilistic forecasts of incident cases of COVID-19 1-3 weeks ahead when compared to a model that was trained on only past incident cases.

Results: The crowds were mostly geographically representative of the US population with slight overrepresentation in the Northeast. MEPA signals tended to converge toward moderate levels of compliance throughout the survey period, and an unsupervised analysis revealed signals clustered into 4 groups roughly based on the type of question being asked. Several MEPA signals linearly correlated with incident cases of COVID-19 1-4 weeks ahead at the US national level. Including questions related to social distancing, testing, and limiting large gatherings increased out-of-sample predictive performance for probabilistic forecasts of incident cases of COVID-19 1-3 weeks ahead when compared to a model that was trained on only past incident cases.

Conclusions: Crowdsourced perceptions of nonpharmaceutical adherence may be an important signal to improve forecasts of the trajectory of an infectious agent and increase public health situational awareness.
Introduction

Forecasting the transmission of infectious agents can support decisions made by public health officials and key decision makers [1,2]. Past forecasts of seasonal influenza, Ebola, dengue, chikungunya, and Zika have helped officials take short-term action to stymie the spread and burden of disease and draft policy decisions [3-8]. The COVID-19 pandemic has further highlighted the importance that forecasts play in support of public health situational awareness [9-11].

The majority of forecasts of an infectious disease are generated by computational models; however, past work has shown that human judgment is also capable of making accurate predictions of a diverse number of phenomena [12,13], including infectious agents [14-17].

Work in human judgment predictions can be categorized into direct and indirect predictions. Direct predictions are collected by asking humans to estimate the probability of a future event of interest. Researchers have used various methods to solicit direct predictions from a lay, expert, or mixed crowd by varying the format humans use to submit predictions and training different algorithms to combine individual forecasts [18-21]. Structured elicitation formalizes how a prediction should be collected to minimize potential biases or undue influences, and a researcher could use several different protocols to rigorously collect predictions [19,20,22].

Past work has found middling performance when asking those with subject matter expertise to make direct predictions [23,24]. As with experts, the performance of predictions made by lay people has been mixed, and the variability in predictive performance is likely due to cues in the environment that are related to the event of interest [25], as well as people’s reliance on heuristics to make fast decisions with little information [26-29]. Humans are subject to several cognitive biases that negatively impact our ability to make sound judgments [30,31]. That said, there are many examples where predictions based on mental heuristics outperformed computational models [32].

Work on aggregating direct human judgment predictions has focused on adjusting for correlated predictions between individuals, assessing the number of individual predictions to combine, and determining how to appropriately weight individuals based on past predictive performance [18,21]. Direct predictions take advantage of a human’s ability to build a prediction from available structured data and information typically unavailable to a computational model, such as subjective information, intuition, and expertise [33].

Indirect predictions of a future event are collected by (1) extracting human judgment data from a passive source such as social media [34-37], (2) actively asking a crowd about covariates that may be related to the target of interest, or (3) asking a crowd to take actions in a prediction market, which can be mapped to probabilistic predictions [38,39]. Indirect predictions offer an opportunity to train a statistical model on both measured objective data and subjective data.

Past work that incorporated social media data in a model often mapped behaviors to a set of random variables and included these random variables in a statistical model [34-37,40]. Most studies have framed these human and social media sources as passive signals that can be mined to contribute to more accurate forecasts. For example, a recent study leveraged mobility data gathered from Twitter to improve forecasts of incident COVID-19 cases at multiple geographic levels [41]. Digital interaction and engagement data beyond social media may be useful predictive signals as well, as a recent study found that Google search trends related to COVID-19 symptoms improved both nowcasting and forecasting of COVID-19 incident cases and deaths [42]. Compartmental models have also been proposed that take into account human behavior by estimating the contact network between individuals, and the reproductive and recovery rates, or by building a more complicated function between disease states that takes into account human behavior [43].

Prediction markets are another approach for aggregating human judgment, which ask a pool of participants to place bets on the potential of future events with an incentive for each participant to optimize their total earnings [38,39]. The goal of creating a prediction market is not to link behavior to outcomes of interest but to take advantage of an individual’s ability to extract alternative data sources that are not accessible to computational models and respond to the aggregate behaviors of a market. Models that include indirect predictions report improved performance compared to models that do not include indirect predictions; however, performance varies by the infectious agent and type of data collected. Human behavior and perceptions can also be used to predict social media engagement and community behavior that might benefit decision-making of policy makers and community leaders. For example, past work has looked at which types of messages from organizations shared on Twitter foster the strongest public engagement [44], as well as which sources for health-related information are likely to be sought out based on demographics and how these factors contribute to adherence to social distancing guidelines [45].

In this work, we study how crowdsourced questions related to nonpharmaceutical interventions (NPIs) in one’s community can contribute to an improved forecast of COVID-19 incident cases at the national level. We posed 21 questions related to NPIs to a representative sample from the United States over a period of 36 weeks. These crowdsourced data were used to estimate the association between perceptions of adherence to NPIs and incident cases at the US national level 1-4 weeks in advance. In addition, we fit a predictive model and showed that adding crowdsourced data on perceptions of adherence improves forecast accuracy for incident cases when compared to a control that does not include perceptive data.
To the current literature, we contribute a novel data stream of community-scale perceptive information [46] that shows (1) strong associations with incident cases 1–4 weeks ahead at the national level and (2) improved predictive accuracy of out-of-sample predictions 1–3 weeks ahead when included in a computational model.

Methods

Ethical Considerations

We obtained retroactive clearance from Lehigh University’s institutional review board (IRB) to publish the data (#1808500-1). The IRB determined obtaining informed consent was not necessary because the data were recorded in such a manner that the identity of human subjects cannot be readily ascertained directly or through identifiers linked to the subjects. Data that have been made publicly available are similarly deidentified [46]. Participants completed surveys either (1) on a volunteer basis or (2) in exchange for compensation. Compensated participants earned credits from the survey platform that could be redeemed for gift cards or donated to charity.

Survey Logistics

Participants and Recruitment

There were 10,852 responses to the survey over the course of 36 weeks starting August 30, 2020, and ending April 28, 2021 (281 responses per week on average with an SD of 119). Paid participants were initially recruited through the SurveyMonkey platform (4405/10,852, 40.5%) from September 23, 2020, through February 15, 2021. SurveyMonkey is a survey platform with access to more than 140 million participants globally. The platform requires a fee per service and comes with assurance of participants meeting specific criteria (called a targeted audience), such as country of origin, age, socioeconomic factors (income, marital status, and employment), etc. Participants in this study were required to reside in the United States and be at least 18 years old. Survey design, distribution, and data collection were managed via SurveyMonkey software.

From February 16, 2021, to April 28, 2021, participants were recruited from the Pollfish survey platform (3295/10,852, 30.4%). This change was made due to SurveyMonkey delivering a highly variable number of responses per week and, in some weeks, failing to deliver the number of responses ordered. Pollfish is another fee per response survey platform that allows the researcher to specify a targeted audience and guarantees a representative number of responses. The goals and services of SurveyMonkey and Pollfish are similar, though Pollfish software collects higher resolution spatial data about respondents. The Pollfish platform collected responses from participants who met the same criteria as those for SurveyMonkey.

Compensated respondents from SurveyMonkey and Pollfish accounted for approximately 70% (7700/10,852, 71.0%) of the responses, and the final approximately 30% (3152/10,852, 29.0%) of participants were recruited as volunteers and participated through the SurveyMonkey platform from August 30, 2020, to April 28, 2021. These volunteers were mostly recruited via word of mouth and social media.

We removed participant responses from the analysis if (1) more than half of the questions (ie, 11 of the 21 questions) were left blank or had a response of “Don’t know” (4.7% [511/10,852] of responses) or (2) a participant gave the same response to every question (2.3% [331/10,852] of responses). All blank and “Don’t know” responses were excluded from the analysis (9.7% [20,569/214,200] of total question responses [ie, $N_{\text{Participants}} \times 21$]).

Survey Timeline

A total of 36 weekly surveys were sent to participants beginning on September 6, 2020, and ending on April 30, 2021. Surveys were distributed to unique participants each Monday, Wednesday, and Friday, and surveys were closed on Sundays. Surveys were not sent to the same participant more than once in a week.

SurveyMonkey surveys were open to participants for compensation from the 4th week of the survey period (September 2020) to the 21st consecutive week of the survey (February 2021), and SurveyMonkey surveys were open to volunteers over the entire 36-week survey period. Pollfish surveys were open to participants from the 21st week of the survey period (February 2021) until the 36th consecutive week of data collection (the end of the survey period; April 2021).

In July and August 2020, surveys were sent to participants to (1) fill out the survey and (2) solicit feedback about whether the questions asked in the survey were worded clearly. Feedback from these first 2 pilot surveys was used to update and finalize surveys sent between September 2020 and April 2021.

Survey Content and Questions

Surveys between September 2020 and April 2021 asked participants to answer the same set of 21 “core” questions (see Textbox 1 for a list of core questions). Core questions asked participants about their perceptions of their community members’ adherence to NPIs, such as mask wearing, and their adherence to public health guidelines related to testing, quarantine, and large gatherings. Participants gave responses to survey questions on a Likert scale with the following options: “None/not adopted,” “Few/20%,” “Some/40%,” “Many/80%,” “All/100%,” and “Don’t know.”

In addition to the 21 core questions, several weeks included topical questions asking participants about their perceptions of behavior during specific events (eg, the size of holiday gatherings). Because these questions were not consistent throughout the duration of the study, we chose not to include them in the analyses. At the end of the survey, participants were also asked for optional thoughts and feedback about how COVID-19 is being addressed in their community and how the survey may be improved in the future (for summary reports of the data composed in real time, see a previous report [47]).

The order in which questions were presented was randomized across all 21 questions in the Pollfish surveys, and SurveyMonkey questions were randomized within 5 categories.
that asked participants about individual NPI behaviors, adherence to guidelines associated with community businesses, testing and quarantine, awareness, and restrictions or policies related to educational institutions (see Multimedia Appendix 1).

**Textbox 1.** List of the 21 “core” questions that were presented to participants in every survey from September 6, 2020, to April 30, 2021.

<table>
<thead>
<tr>
<th>Questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>What percent of people in your community do you notice are usually:</td>
</tr>
<tr>
<td>1. Wearing a mask in public</td>
</tr>
<tr>
<td>2. Maintaining social distance</td>
</tr>
<tr>
<td>3. Staying at home</td>
</tr>
<tr>
<td>How common is it in your community for:</td>
</tr>
<tr>
<td>4. Restaurants to have reduced seating</td>
</tr>
<tr>
<td>5. Businesses to be closed – work from home only</td>
</tr>
<tr>
<td>6. Hairdressers and barbers to be open with restrictions</td>
</tr>
<tr>
<td>7. Visitors to senior living facilities to be restricted</td>
</tr>
<tr>
<td>8. Commonly touched surfaces to be sanitized</td>
</tr>
<tr>
<td>9. Hospitals to have special protection in areas that treat COVID patients</td>
</tr>
<tr>
<td>In your community, how common is it for people to follow recommendations or requirements to:</td>
</tr>
<tr>
<td>10. Get tested for active virus</td>
</tr>
<tr>
<td>11. Get antibody testing to detect prior infection</td>
</tr>
<tr>
<td>12. Quarantine people who have been in close contact with people with positive tests</td>
</tr>
<tr>
<td>13. Quarantine people with positive tests</td>
</tr>
<tr>
<td>14. Quarantine travelers from higher infection places</td>
</tr>
<tr>
<td>15. Limit large gatherings of people</td>
</tr>
<tr>
<td>How many people in your community are aware of:</td>
</tr>
<tr>
<td>16. Local level of COVID infections</td>
</tr>
<tr>
<td>17. Statewide targets for reducing COVID spread</td>
</tr>
<tr>
<td>18. Local approach to limiting COVID spread</td>
</tr>
<tr>
<td>In your state, what percent of:</td>
</tr>
<tr>
<td>19. Colleges are closed or holding only remote classes</td>
</tr>
<tr>
<td>20. Schools (K-12) are closed or holding only remote classes</td>
</tr>
<tr>
<td>21. Violations of COVID restrictions result in fines or police enforcement</td>
</tr>
</tbody>
</table>

**Data Acquisition and Availability**

Survey data were acquired retrospectively from a team of actuaries (Daniel Ingram and David Ingram) who were interested in the study of human behavior, crowdsourcing, and how perceptions may be predictive of the spread of SARS-CoV-2. There were several limitations to survey collection: (1) participant identifiers were not collected longitudinally and so we cannot track individuals who contributed to the survey, and (2) the wording of survey instructions was slightly different across the SurveyMonkey and Pollfish platforms, which could bias responses.

Individual respondent data of all 21 questions for all 36 weeks are available in a previous report [46]. The data are in wide format where each row represents a single survey response, and columns are present for the date the survey was completed and the 21 answers to survey questions.

We obtained approval from Lehigh University’s IRB to publish these data on an open-source platform.

**Epidemiological Data**

Incident cases per epidemiological week (epidemic week) at the national level were collected from the Johns Hopkins University CSSE GitHub repository [48]. This repository stores cumulative cases per day from January 22, 2020, to the present for all 50 states and a set of 5 territories. To compute incident cases for day $D$, we subtracted cumulative cases at day $D$ from cumulative cases at day $D+1$. We computed incident cases for day $D$ at the national level by summing incident cases for all 50 states and all 5 territories. Daily incident cases at the national level were summed to arrive at incident cases per epidemic week, where an epidemic week began on Sunday and ended on Saturday.
Assessing Whether the Crowd was Representative of the US Population

We assessed graphically whether our sample was representative of the US population by plotting for all states (s) the pair (r_s, e_s), where r_s is the total number of observed participants for state s and e_s is the estimated expected number of responses from state s.

Our estimate e_s assumes that r_s was drawn from a random variable R_s ~ Bin(N,s), where N is the total number of participants across all surveys and θ_s is the probability of choosing at random a citizen registered in state s. We estimated θ_s as the census estimate for state s divided by the sum of census estimates for all states. The value e_s is the estimated expected number of responses from state s.

We included an estimated correlation coefficient between the observed and expected number of participants sampled across all states. For each state, we also compared the relative difference between the observed and expected proportions of participants (Multimedia Appendix 2).

Statistical Setup

We suppose a survey response to question q from participant i, at time t, x_{t,i,q} was generated from a random variable X_{t,i,q} which has support supp(X_{t,i,q}) = {0,1,2,3,4} corresponding to 5 different levels of adherence. The value 0 corresponds to no adherence or adherence not adopted in the community, and the value 4 corresponds to complete adherence (the response “All/100%” on the survey). Random variables at time t for question q between 2 participants are considered independent.

Mean perceived adherence (MEPA) is defined for a specific question q and at a specific time t as the average of x_{t,i,q} over participants, or

\[ \text{MEPA}_{q,t} = \frac{1}{n} \sum_{i=1}^{n} x_{t,i,q} \]

where N is the number of responses for question q at time t. MEPA_{q,t} is intended to measure an aggregated adherence to a specific type of NPI. Though individual responses are discrete, MEPA_{q,t} is a continuous value. If we define the random variable MEPA_{q,t} as the average of N independent random variables with finite variance, then we expect MEPA_{q,t} to have a bell-curved distribution that resembles the normal distribution restricted to the closed interval from 0 to 4.

Incident US national COVID-19 cases at epidemiological week t, (c_t), are assumed to be generated from a corresponding random variable C_t, and we make no additional assumptions about this time series.

Estimating the Correlation Between MEPA and Incident Cases

For each survey question, we estimated the correlation coefficient between MEPA at epidemiological week t and US national incident cases at epidemiological week t, t+1, t+2, t+3, and t+4. Line lists of the estimated correlation coefficient at each week-ahead time point and 95% CIs are available in Multimedia Appendix 3.

Clustering Questions

We fit a hierarchical clustering algorithm to all 21 MEPA time series for 2 through 10 clusters. Dissimilarity between 2 time series was computed using the Euclidean distance. The Silhouette coefficient was used to assess the quality of fitting 2 clusters, 3 clusters, and so on (up to 10 clusters) [49]. A dendrogram was plotted to visualize the clustering, and MEPA time series were grouped and plotted over the epidemiological week.

Forecast Models With and Without Crowdsourced Perceptions

\[ \text{SIR Plus Vector Autoregression Moving Average} \]

An SIR (susceptible, infected, and removed) model was fit to the number of US incident cases to produce an estimated number of incident cases I_t, and residuals (ε_{t} − I_t) were modeled with a vector autoregression moving average (VARMA) model that included one or more MEPA time series.

The SIR model estimates at time t the number of individuals existing in the susceptible (S_t), infected (I_t), and removed (R_t) compartment according to

\[ I_t = S_t \gamma + \sum_{j=0}^{p} \beta_j Y_{t-j} + \sum_{j=0}^{q} \gamma_j \epsilon_{t-j} + R_t \]

with initial values S_0, I_0, and R_0, and parameters β > 0 and γ > 0. We chose S_0 equal to the number of individuals in the United States, according to the most recent census. The initial value I_0 was set equal to the reported number of infections for the first epidemiological week in which survey data were collected (August 30, 2020, to September 05, 2020), and R_0 was set to 0. The initial value problem above was integrated by the Runge-Kutta-Fehlberg method, and parameters β and γ were estimated by minimizing the least squares solution between I_t and the reported number of incident cases (estimates of the SIR model at 4 different time points can be found in Multimedia Appendix 4).

Residuals were generated as ε_{t} = I_t − I_{t-1}, and we assumed that these residuals together with one of the MEPA time series can be modeled as a VARMA model. VARMA assumes the residuals, and the MEPA time series M_q follow:

\[ \theta(L)Y_t = \psi(L)U_t \]

where Y_t = [ m_q], U_t is a random vector following a white noise process or U_t ~ N(0, Σ), the operator \( \theta(L) = B_1 L + B_2 L^2 + \cdots \), and \( B_j \) is a matrix of coefficients, the operator \( \psi(L) = A_1 L + A_2 L^2 + \cdots \), and \( A_j \) is a matrix of coefficients, and the operator \( L \) is the lag operator or \( L Y_t = Y_{t-1} \). We assumed the covariance between any \( Y_t \) and \( Y_{t-j} \) is fixed and equal to Σ.

The optimal number of lags for θ and for ψ was estimated every week through each of the 36 weeks by computing the Akaike information criterion (AIC) for models fit with all combinations.
of 1 through 3 lags for θ and 1 through 3 lags for ψ. The combination that resulted in the lowest AIC was picked.

**SIR Plus Random Forest Plus VARMA**

To incorporate all MEPA time series into a model, we first fit an SIR model to the original time series and computed the residuals $e_{t}=y_{t}-\hat{Y}_{t}$. Next, we trained a random forest regression with 5000 trees, where the desired output is $\hat{Y}_{t}$, as a function of $e_{t-1}$, and all the MEPA time series values, smoothed using LOWESS, with a lag of 1. The residuals $\hat{δ}_{t}=e_{t-1}-f(e_{t-1},M_{1, t-1},M_{2, t-1}, \ldots, M_{21, t-1})$, where $M_{q,t}$ is the LOWESS smoothed MEPA time series value for question $q$ at time $t$, were computed and were assumed to follow an autoregressive integrated moving average (ARIMA) process, or $θ(L)\hat{δ}_{t}=ψ(L)u_{t}$. Lags were chosen at each week based on the AIC in the same manner as with the above SIR plus VARMA model.

**Control Model**

Our control model followed the same SIR “detrending” of the original incident case time series and then fit an ARIMA to the residuals. The ARIMA followed a similar approach as the VARMA model when modeling

$$Y_{t} \sim e_{t}$$
$$θ(L)Y_{t}=ψ(L)u_{t},$$

where $u_{t} \sim N(0, \sigma^{2})$. The only addition to this model is that we may “difference” $Y_{t}$ by successively subtracting the values of $Y$ at time $t-1$ from the values of $Y$ at time $t$ for all times. The difference computes $d_{1}=Y_{t}-Y_{t-1}$, fits the model above, generates forecasts of $d_{t+1}$, $d_{t+2}$, ..., and then recovers $Y_{t+1}$ by computing $Y_{t+1}=Y_{t}-d_{t+1}$.

The ARIMA process is a first attempt model in many time series applications. If models that include MEPA variables cannot improve upon the above SIR plus ARIMA model, then MEPA may not add any predictive value over using lagged values of incident cases alone.

The above VARMA and ARIMA models were fit using the statsmodels package in Python [50].

**Predictive Scoring**

Forecasts were scored using the weighted interval score (WIS) over $K$ central quantiles [51].

where the interval score ($IS_{αk}$) is

$$IS_{αk} = α(k) - F(1-α/2) - F(1-α/2)$$

and where $F$ is a predictive cumulative distribution function, $1(\alpha)$ is an indicator function, the value $\alpha$ represents the $(1-\alpha/2)$ quantile of $F$, $I$ represents the $\alpha/2$ quantile of $F$, $m$ represents the median or 0.50 quantile, and $c$ is the eventually reported truth [52]. Moreover, weight $w_{0}$ equals $1/2$ and $w_{k}=α_{k}/2$.

The WIS and interval score are negatively sensed, with larger values indicating worse predictive performance compared to smaller values. The best possible WIS is 0, and the worst possible WIS is positive infinity.

**Results**

**Overview**

Comparison of the response rates across the 2 survey platforms (ie, SurveyMonkey and Pollfish) revealed that sample sizes each week were consistently higher following the switch to Pollfish. The sample was mostly geographically representative of the US population with slight oversampling in the Northeast. MEPA values were more variable at the beginning of the survey period than at the end, suggesting either that responses became more consistent over time or that larger sample sizes throughout the survey period resulted in lower response variability. A clustering analysis revealed that survey questions could be clustered into 4 groups based on question type, suggesting that future surveys might be more efficient by targeting these question types using fewer questions. A correlation analysis revealed reasonably strong correlations between several MEPA time series and incident COVID-19 cases 1-4 weeks ahead. Several MEPA time series also increased the predictive accuracy of a forecasting model of incident COVID-19 cases 1-4 weeks ahead.

**Survey Platform Response Rates**

SurveyMonkey surveys received an average of 236.06 (SD 81.14) compensated responses per week and an average of 88.80 (SD 22.68) volunteer responses per week, revealing that response rates for paid surveys were higher but more variable across weeks than volunteer survey responses. Pollfish surveys received an average of 272.55 (SD 7.80) compensated responses per week, and volunteer responses were not collected on the Pollfish system. Overall, sample sizes each week were consistently higher following the switch to Pollfish (Figure 1A).
Figure 1. (A) The number of participant responses per epidemic week for the Pollfish platform (red) and for those who submitted responses on SurveyMonkey who were compensated (green) and who were volunteers (blue). (B) The proportion of participants who responded to each question in a given epidemic week. Volunteers made consistent contributions each week as did the Pollfish participants who were compensated, while the number of compensated participant contributions on the SurveyMonkey platform varied. Questions with a lower proportion of responses corresponded to those questions that asked about nonpharmaceutical intervention behaviors that were more difficult to observe, such as visitation rules at senior living facilities (question 7), whether members of the community received antibody testing (question 11), and quarantine of recent travelers (question 14).

Question Response Rates
The mean percentage of questions that a participant answered was 87.89% (SD 6.15%) (Figure 1B). Questions 1 through 5 and question 15 were answered on average 94.98% (SD 1.47%) of the time, while questions 7, 9, 11, 14, and 21 had the lowest probability of responses, with an average response rate of 78.63% (SD 2.09%).

Representative Sampling
States from which most responses were collected included California (956/10,120, 9.5%), New York (876/10,120, 8.7%), Pennsylvania (678/10,120, 6.7%), Texas (645/10,120, 6.4%), and Florida (456/10,120, 4.5%).

The correlation between the observed frequency of responses and expected frequency was 0.90 (95% CI 0.84-0.94; P < .001) and suggested that the response rates were proportional to the population at the state level. We compared for each state the proportion of observed responses to the proportion of individuals in that state according to the census (see Multimedia Appendix 2 for the observed proportion, expected proportion, and relative difference).

Seven states deviated from the expected response rates by more than 9 SDs. Four states were underrepresented (Mississippi, Puerto Rico, Florida, and Texas), and 3 states were overrepresented (Minnesota, Pennsylvania, and New York) (Figure 2). Pennsylvania was the most overrepresented state.

When both compensated and volunteer responses were included, the response frequency in Pennsylvania was 10 SDs above the expectation and when volunteer responses were removed the response frequency decreased to 3.5 SDs below the expectation.

To assess how switching survey platforms in the midst of data collection may have impacted the results, we analyzed whether the representativeness of the sample changed depending on the survey platform. We computed the average relative difference between expected and observed responses across all states, and compared this measure across survey platforms. This analysis revealed that the state residency of paid participants (ie, not volunteers) from SurveyMonkey was more representative of the US population (mean −0.599, SE 0.015) compared with the state residency of paid participants from Pollfish (mean −0.751, SE 0.019; t31=7.58; P < .001).
Figure 2. The number of observed responses to the surveys summed over the survey period (vertical axis) compared to the expected number of total responses according to the census (horizontal axis). The dashed line indicates if the observed and expected numbers of responses equal one another. Some states are oversampled and undersampled.

MEPA Over Time

MEPA increased the most from the start to the end of the survey for the following 3 questions: question 21 (Δmean$_{21}$ = mean$_{21,\text{week 36}}$ – mean$_{21,\text{week 1}}$ = 1.29) that asked participants about knowledge of their state policies and whether “violations of COVID restrictions result in fines or police enforcement;” question 11 (Δmean$_{11}$ = 1.24) that asked how frequently community members follow recommendations to seek “[... ] antibody testing to detect prior infection;” and question 14 (Δmean$_{14}$ = 0.57) that asked participants how frequently members of their community quarantine after traveling (Figure 3A).

MEPA decreased the most from the start to the end of the survey for the following 3 questions: question 7 (Δmean$_{7}$ = –1.07) that asked participants how frequently restrictions are placed on visiting senior living facilities; question 4 (Δmean$_{4}$ = –0.83) that asked how frequently restaurants have reduced seating capacity; and question 9 (Δmean$_{9}$ = –0.81) that asked about the frequency of special protection in hospitals when treating patients with COVID-19.

The SD between MEPA values at the beginning of the survey period (SD$_{\text{beginning}}$ = 0.89) was larger than the SD between MEPA values at the end of the survey period (SD$_{\text{end}}$ = 0.33) (Figure 3A). The mean MEPA value over all 21 questions remained similar over the course of the survey (mean$_{\text{beginning}}$ = 3.15, mean$_{\text{end}}$ = 3.14). This result could be due to either a convergence in perceptions over time or reduced variability due to increased sample sizes throughout the survey period.

The estimated correlation between MEPA values at time $t$ and $t-l$ was greater than 0.35 for lags of up to 4 weeks ($l$=4) for a majority of MEPA time series (Figure 3B) and suggested that many MEPA time series contain more structure than a random walk. Responses to the following 5 survey questions had a mean absolute autocorrelation greater than 0.2: question 3 ([... ] staying at home), question 4 ([... ] restaurants complying with Centers for Disease Control and Prevention [CDC] recommendations to have reduced seating), question 9 ([... ] special protection in hospital areas that treat COVID patients), question 10 ([... ] get tested for active virus), and question 11 ([... ] get antibody testing to detect prior infection). The mean absolute autocorrelation for these 5 questions across 34 lagged weeks was above 0.2. A more detailed view of autocorrelation for a lag of 1 week has been provided in Multimedia Appendix 5.
Figure 3. (A) Mean perception of adherence (MEPA) for 21 questions asked over the survey period. (B) Autocorrelation for all 21 MEPA time series for a lag of 1 to 34 weeks. Perceptions of adherence for questions that asked about state policies (question 21) and antibody testing practices (question 11) show an increase over the survey period, while perceptions of adherence for questions that asked about restrictions placed on senior living facilities (question 7) and restaurants (question 4) show a decrease. Mean absolute autocorrelations for 5 questions across 34 lagged weeks are above 0.2. The estimated correlation between MEPA values at time t and t−l is greater than 0.35 for lags of up to 4 weeks (l=4) for a majority of MEPA time series. MEPA time series appear to contain more structure than a random walk, suggesting that crowdsourced perceptions may be a useful signal for predicting incident cases.

Clustering Questions According to Similarities in Responses Over Time

MEPA time series were grouped into the following 4 clusters (Figure 4A and B): (1) cluster of questions with values between 2.5 and 3.5 (ie, low to medium adherence; Figure 4C), (2) cluster with values that decreased over time (Figure 4C), (3) cluster with values near 2.25 at the beginning of the survey and that increased over time (Figure 4C), and (4) cluster with values near 1.25 at the beginning of the survey and that increased over time, ending above 2.50 by the end of the survey (Figure 4C).

Cluster quality as measured by the silhouette coefficient was the highest when grouping MEPA time series into 4 clusters; however, the silhouette coefficient for 4 clusters was similar to the silhouette coefficient for 2 and 3 clusters (Figure 4A). In the cluster in Figure 4C, there may exist 2 clusters—one with increasing adherence over time and another with decreasing adherence over time.

MEPA time series within the same cluster asked participants about similar adherence behaviors. Questions corresponding to avoidance behaviors (questions 2, 12, and 15) were more similar to one another than the other questions, as were questions that asked about limitations to businesses (questions 4 and 6), awareness of the high infectivity rate of the virus at a local level (questions 2 and 13), and awareness at the state level (questions 16 and 17). These results suggested that participants might have considered groups of questions in similar ways (eg, those related to avoidance), which suggests that future surveys might benefit from targeting these factors more directly.

For autocorrelations between MEPA responses 1–4 weeks ahead across the different clusters, see Multimedia Appendix 6.
Figure 4. Hierarchical clustering of 21 mean perception of adherence (MEPA) time series using Euclidean distance as a measure of dissimilarity between 2 time series. (A) Silhouette coefficients for 2-10 clusters of MEPA time series. (B) Dendrogram that reports questions on the horizontal axis and dissimilarity between individual questions or clusters on the vertical axis. (C) MEPA time series clustered into 4 groups corresponding to the highest silhouette coefficient. Because MEPA time series can be separated into similar groups, a smaller survey may be able to capture the same patterns of the US public’s perceptions of adherence to nonpharmaceutical interventions.

Correlation Between Perceptions of Adherence and Reported Incident Cases

The estimated correlation (\(\rho\)) between the MEPA time series representing responses to the question “What percent of people in your community do you notice are usually maintaining social distance?” and incident cases 1 week ahead was \(-0.46\) (95% CI \(-0.69\) to \(-0.15\)). Moreover, the correlation (\(\rho\)) was \(-0.3\) (95% CI \(-0.67\) to \(-0.12\)) for incident cases 2 weeks ahead, \(-0.35\) (95% CI \(-0.61\) to \(-0.02\)) for those 3 weeks ahead, and \(-0.26\) (95% CI \(-0.55\) to \(-0.08\)) for those 4 weeks ahead (Figure 5). The MEPA time series for the question “In your state, what percent of colleges are closed or holding only remote classes?” had an estimated correlation (\(\rho\)) of 0.46 (95% CI 0.15 to 0.69) for cases 1 week ahead. Moreover, the correlations (\(\rho\)) were 0.36 (95% CI 0.04 to 0.62), 0.27 (95% CI \(-0.07\) to 0.55), and 0.15 (95% CI \(-0.19\) to 0.46) for reported incident cases 2 weeks, 3 weeks, and 4 weeks ahead, respectively, at the US national level (Figure 5, row 19). Correlation coefficients and 95% CIs for each question are available in Multimedia Appendix 3. Taken together, these results show that changes in the perceptions of NPI compliance (ie, MEPA time series) are associated with changes in COVID-19 incident cases.

Figure 5. Linear correlation between 21 mean perception of adherence (MEPA) time series associated with questions about the perception of adherence and incident cases 1-4 weeks ahead at the US national level. The correlation between question 2 that asked “What percent of people in your community do you notice are usually wearing a mask in public?” and incident cases 1-4 weeks ahead was \(-0.26\) or lower, and the correlation between question 19 that asked “In your state, what percent of colleges are closed or holding only remote classes?” and cases 1-3 weeks ahead was 0.27 or higher. Select crowdsourced perceptions of adherence to nonpharmaceutical interventions correlated with short-range and long-range reported incident cases at the national level.
Out-of-Sample Improvement in Forecasting With the Crowdsourced MEPA

Models that included both historical counts of US national incident cases and MEPA data changed the forecast trajectory and the width of prediction intervals compared to a model that only took into account the past time series of incident US national cases (Figure 6). The model that included historical counts and a random forecast regression incorporating all MEPA data proposed a similar trajectory to the ARIMA (control) model that included only case data, had wider prediction intervals before the peak of reported cases, and had a smaller prediction interval just after the peak of reported cases (Figure 6A and F).

The proportion of times a forecast that included a single MEPA time series generated a smaller (improved) WIS compared to a model that did not use MEPA, was above 50% for the majority of adherence questions for forecast horizons of 1-3 weeks ahead (Figure 7). MEPA most improved forecasts 2 weeks ahead. The MEPA time series corresponding to the questions “What percent of people usually stay home?” “How common do people follow recommendations to receive antibody testing?” and “How common do people in your community follow guidelines to limit large gatherings?” improved 76% (95% CI 58%-94%) of forecasts 2 weeks ahead. For 3 weeks ahead, the question “What percent of people usually stay home?” improved 76% (95% CI 58%-94%) of forecasts and the machine learning model that incorporated all adherence questions improved 76% (95% CI 58%-94%) of forecasts. Including MEPA data improved forecasts 4 weeks ahead minimally and for only a small set of questions.

Compared with the control model, including MEPA data improved forecast accuracy 1-4 weeks ahead (ie, reduced WIS) at and after the peak reported number of incident cases (Figure 8). Forecasts 1 week ahead showed consistent small gains in forecast accuracy over time (Figure 8A). Forecasts 2 and 3 weeks ahead showed large gains in forecast accuracy at and just after the peak number of incident cases (Figure 8B and C), and improvements in forecast accuracy 4 weeks ahead appeared near the peak number of cases (Figure 8D). Overall, these results revealed that certain perceptions of NPI compliance can be useful signals in a model predicting COVID-19 incident cases.

Figure 6. Forecasts of US national incident cases 1-4 week ahead at 6 time points throughout the survey period by first fitting an SIR (susceptible, infected, and removed) model and then modeling the residuals by (A) fitting an autoregressive model with 1 lag, (B-E) fitting a vector autoregression moving average that includes the residual time series and mean perception of adherence (MEPA) values for select questions, and (F) fitting a random forecast to residuals including MEPA values for all questions asked of participants plus an AR(1) model. AR(1): autoregression with lag of 1; ARIMA: autoregressive integrated moving average; RF: random forest.
Figure 7. The proportion and 95% CIs of weighted interval scores (WISs) that were improved (smaller) for an SIR (susceptible, infected, and removed) plus vector autoregression moving average (VARMA) model that included mean perceived adherence (MEPA) time series 1-21 compared to the control SIR model without using a MEPA time series for forecasts 1-4 weeks ahead. An additional model, to the right of model number 21, is an SIR model plus a random forecast that includes all 21 MEPA time series and an ARIMA to model residuals. The majority of MEPA time series improved forecasts of incident cases 1 and 2 weeks ahead. A smaller number of MEPA time series improved forecasts 3 weeks ahead, and forecasts 4 weeks ahead were improved only modestly.

Figure 8. The differences in weighted interval scores (WISs) for forecasts of US national incident cases (A) 1 week ahead, (B) 2 weeks ahead, (C) 3 weeks ahead, and (D) 4 weeks ahead between models that included 1 mean perceived adherence time series and the control model that used only past incident case data to produce a forecast. The differences in WISs correspond to the forecasted epidemic weeks, not when the forecast was generated. The reported number of incident cases at the US national level is provided in grey. A point represents the difference in the WIS at the specific epidemic week and is colored red when a model weakens predictive performance and blue when this forecast improves upon the control model. Including perceptions of human behavior surrounding nonpharmaceutical interventions improves predictions at and after peak incident cases.
Discussion

We found that crowdsourced perceptions of adherence to NPIs correlated with incident cases 1-4 weeks ahead at the US national level and that including perceptual data into a computational model improved forecast accuracy 1-3 weeks ahead. Because responses from a crowd can be collected quickly (ie, within hours of distributing an online survey), these responses can be included into a computational model that could provide real-time weekly forecasts of epidemiological targets to organizations such as the CDC.

Since forecasts based on public perceptions are rapid and informative, these forecasts would be highly effective at times following the issuing of new NPI guidelines from state or federal agencies to assess the effectiveness of these new guidelines. Our models could reveal the extent to which people perceive public compliance with these guidelines and how changes in compliance impact the trajectory of an infectious agent, thereby informing public health officials about which interventions are able to curtail risk-seeking behaviors. These forecasts may also be valuable for policy makers and community leaders as they decide, for example, whether college classes should be held in person or remotely.

This work supports the hypothesis that a crowd may be able to assign realistic probabilities to outcomes about community adherence to NPIs in line with recent work, which has shown that lay people can elicit accurate probabilistic predictions of diverse real-world phenomena such as box-office income of a new movie or the impact of an infectious agent [13,53]; however, much more work needs to be completed to assess to what degree including human judgment perceptions improves the predictive accuracy of an infectious disease model (Multimedia Appendix 7). Past literature about lay people’s ability to make accurate probabilistic predictions is mixed. Some past work suggests people may not be able to map environmental cues to accurate probabilities of outcomes [54], while other work has shown people’s statistical intuitions may overlap with the statistics of their environment [53].

Evidence from this study suggests that participants were able to gauge what activities they were able to observe and predict, and at what spatial level they could make predictions. For instance, participants were given the option to reply “Don’t know” or to leave questions blank. Participants responded more often to questions that were related to their environment, such as the proportion of people wearing masks, and responded less often to questions that were not related to their environment, such as restrictions on visitation to senior living centers. Survey questions during the initial pilot stage of the study asked participants to make predictions at the state level rather than community level, and many participants during this pilot stage protested that they could not make reasonable predictions at this level, suggesting that participants have some sense of how far a local community-level prediction could be extrapolated. Lastly, strong correlations between weekly responses to specific NPI questions indicated that the judgment of participants in this study was consistent (see Multimedia Appendix 5). Our results may support the idea that human judgment is predictive of incident cases because people can accurately perceive and make inferences about their surroundings.

However, relying on human judgment presents challenges that are absent when using computational models for prediction. Human judgment is susceptible to a wide array of biases often triggered by subtle changes in how a judgment prompt is presented [55]. Seemingly irrelevant information can have large impacts on judgment. For example, when asked to complete an irrelevant task, such as writing down the last 2 digits of their social security number before bidding on common items (such as a bottle of wine), people with higher social security numbers bid more money on wine than those with lower numbers [56]. Such findings underscore the importance of carefully crafting judgment questions to avoid activating judgment biases. Human judgment data must also be inspected for quality, as participants in this study often left one or more questions blank in a single survey and approximately 2% of participants gave the same response for every question, suggesting that they were not reading the survey items closely. Lastly, recruiting human participants demands time, effort, and money. Recruiting volunteers saves money but demands effort and implies an uncertain number of responses, which can be challenging when collecting data in response to a time-sensitive event such as an epidemic or pandemic. Participation rates in this study tended to increase throughout the data collection period, which created difficulties in assessing whether changes in MEPA over time were driven more by changes in perceived adherence or by changes in participation rates.

There are several limitations to address in future work. One limitation that we wish to overcome is that participants were not traced longitudinally, and so, we could not analyze how responses from individuals changed over time. Another limitation is that emails used to solicit volunteer participants
contained a link to a summary of the findings from previous months of data collection. While this may have added value to a participant’s experience in the study, it may have biased their subsequent responses by anchoring their judgments to those summary values [56]. Another limitation arose from switching survey platforms (from SurveyMonkey to Pollfish) in the midst of data collection. The need for this switch was driven by a sudden decrease in the ability of SurveyMonkey to provide the requested number of paid responses each week (see Figure 1A). This switch seemed to have an impact on the geographical representativeness of the sample, as Pollfish provided a less representative sample than SurveyMonkey. Because switching survey platforms was confounded with both number of responses and epidemic week, the impact that switching survey platforms may have had on responses is largely unclear. Additionally, variable sampling rates across states created difficulties in estimating predictions at the state level. Oversampling from states with lower populations would ensure that a predictive model has sufficient data for estimating reliable predictions. No other demographic information was consistently collected throughout the surveys, and so, we were not able to assess whether the sample was representative for other demographic dimensions. Finally, there is evidence to suggest that self-expression may vary by geographic location [57]. Future research should consider how location and surrounding demographics may impact perceptions by, for example, leading to an overestimation of the prevalence of mask wearing in more densely populated areas.

Future research should explore whether more accurate and calibrated predictions of incident cases from human judgments can be made by matching the spatial scale of the questions posed to the crowd with the epidemiological target of interest. Instead of predicting incident cases at the national level, much stronger connections may be observed between state- or community-level judgments and state- or community-level incident cases. For example, one could investigate whether the accuracy of forecasts depends on factors such as the geographical size of the state (e.g., Texas vs Delaware) or ethnic diversity (e.g., California vs West Virginia). Additionally, respondents could be asked to judge compliance specifically at the level of their county, and then, these judgments could be added to a model that produces county-level predictions. Strong predictions at this local level would be valuable for community leaders when deciding, for example, whether a town hall meeting should be in person or remote. A significant challenge to estimating these local predictions is collecting enough responses from a given community over time, which, as mentioned above, can be remedied by targeting and oversampling from areas of interest to make local predictions. Future research should also explore whether perceptions of NPI compliance can predict other epidemiological targets. While we focused on incident cases in this study, our current methods should scale to other prediction outcomes of interest, such as COVID-19 hospitalizations and deaths.

Crowdsourced perceptions of human behavior, such as nonpharmaceutical adherence, may be a fast and informative signal that can improve probabilistic forecasts of the trajectory of an infectious agent and may have important implications for policy around infectious diseases.
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