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Abstract

Background: Digital proximity-tracing apps have been deployed in multiple countries to assist with SARS-CoV-2 pandemic mitigation efforts. However, it is unclear how their performance and effectiveness were affected by changing pandemic contexts and new viral variants of concern.

Objective: The aim of this study is to bridge these knowledge gaps through a countrywide digital proximity-tracing app effectiveness assessment, as guided by the World Health Organization/European Center for Prevention and Disease Control (WHO/ECDC) indicator framework to evaluate the public health effectiveness of digital proximity-tracing solutions.

Methods: We performed a descriptive analysis of the digital proximity-tracing app SwissCovid in Switzerland for 3 different periods where different SARS-CoV-2 variants of concern (ie, Alpha, Delta, and Omicron, respectively) were most prevalent. In our study, we refer to the indicator framework for the evaluation of public health effectiveness of digital proximity-tracing apps of the WHO/ECDC. We applied this framework to compare the performance and effectiveness indicators of the SwissCovid app.

Results: Average daily registered SARS-CoV-2 case rates during our assessment period from January 25, 2021, to March 19, 2022, were 20 (Alpha), 54 (Delta), and 350 (Omicron) per 100,000 inhabitants. The percentages of overall entered authentication codes from positive tests into the SwissCovid app were 9.9% (20,273/204,741), 3.9% (14,372/365,846), and 4.6% (72,324/1,581,506) during the Alpha, Delta, and Omicron variant phases, respectively. Following receipt of an exposure notification from the SwissCovid app, 58% (37/64, Alpha), 44% (7/16, Delta), and 73% (27/37, Omicron) of app users sought testing or performed self-tests. Test positivity among these exposure-notified individuals was 19% (7/37) in the Alpha variant phase, 29% (2/7) in the Delta variant phase, and 41% (11/27) in the Omicron variant phase compared to 6.1% (228,103/3,755,205), 12% (413,685/3,443,364), and 41.7% (1,784,951/4,285,549) in the general population, respectively. In addition, 31% (20/64, Alpha), 19% (3/16, Delta), and 30% (11/37, Omicron) of exposure-notified app users reported receiving mandatory quarantine orders by manual contact tracing or through a recommendation by a health care professional.

Conclusions: In constantly evolving pandemic contexts, the effectiveness of digital proximity-tracing apps in contributing to mitigating pandemic spread should be reviewed regularly and adapted based on changing requirements. The WHO/ECDC framework allowed us to assess relevant domains of digital proximity tracing in a holistic and systematic approach. Although the Swisscovid app mostly worked, as reasonably expected, our analysis revealed room for optimizations and further performance...
improvements. Future implementation of digital proximity-tracing apps should place more emphasis on social, psychological, and organizational aspects to reduce bottlenecks and facilitate their use in pandemic contexts.

(JMIR Public Health Surveill 2022;8(11):e41004) doi:10.2196/41004
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Introduction
To contribute to mitigation efforts against the spread of SARS-CoV-2, digital proximity-tracing apps were developed and widely adopted in multiple countries. This gave rise to a novel research area within digital public health, which aims to assess the possible contribution of such apps toward disease control. Prominent examples of digital proximity-tracing apps in Europe include the United Kingdom’s National Health Service’s (NHS) COVID-19 app, the German Corona-Warn-App, and the SwissCovid app from Switzerland [1-3]. In Switzerland, smartphone ownership exceeding 90% [4] across all socioeconomic groups presented an opportunity for the SwissCovid app to be widely adopted and complement manual contact-tracing efforts. Conducted in the form of interviews, manual contact tracing is labor intensive and prone to errors due to its reliance on people’s abilities to recall proximity contacts [5]. The SwissCovid app promised to deliver exposure notifications at a faster rate, with broader reach and greater scalability [6,7]. However, it was essential that exposure notifications be sent quickly and without interruptions, ultimately providing a time advantage over manual contact tracing [8].

There is growing interest in further evaluating the effectiveness of digital proximity-tracing apps. However, effectiveness analyses face multiple challenges [7,9]. First, the outcome of interest, which is the prevention of SARS-CoV-2 transmission, is not observable. Second, the privacy-preserving architecture of digital proximity-tracing apps, particularly those that follow the Decentralized Privacy-Preserving Proximity Tracing (DP-3T) blueprint [10], provides only limited, nonidentifiable data for conducting effectiveness analyses. Lastly, additional relevant data generated, for example, through manual contact tracing, information hotlines, and testing centers, henceforth described as “points of contact for app users,” are often dispersed across different systems and not readily available due to privacy regulations [11].

Empirical evaluations of the effectiveness of digital proximity-tracing apps remain scarce [12]. Recent evaluations have mainly produced mixed results, ranging from substantial [13-15] to moderate [16,17] or disappointing [18] findings. There is also a large heterogeneity of analytical methods and data used for these analyses, which makes a direct comparison of their results difficult. To foster standardization, the World Health Organization (WHO) and the European Center for Disease Prevention and Control (ECDC) recently developed a framework outlining the most relevant data and monitoring indicators for digital contact-tracing apps (henceforth referred to as the “WHO/ECDC framework”) [19]. To the best of our knowledge, however, this framework has not yet been applied to a systematic, countrywide analysis, and its utility for effectiveness analyses remains to be explored.

The aim of this study is to bridge these knowledge gaps through a countrywide digital proximity-tracing app effectiveness assessment, as guided by the WHO/ECDC framework. Specifically, we performed a descriptive analysis of the digital proximity-tracing app in Switzerland for 3 different periods where different SARS-CoV-2 variants of concern (ie, Alpha, Delta, and Omicron, respectively) were most prevalent. We performed this analysis by applying the WHO/ECDC framework to individual and public-level data, which we complemented with additional indicators of mitigative actions taken by app users after receiving an exposure notification. Accordingly, our analysis applies the WHO/ECDC framework indicators in the greater pandemic context to inform future indicator-based app monitoring and effectiveness assessment efforts.

Methods
SwissCovid Digital Proximity-Tracing App
Switzerland was 1 of the first countries that launched a digital proximity-tracing app (SwissCovid) based on the DP-3T architecture on June 25, 2020 [20]. The DP-3T architecture works by sending low-energy Bluetooth beacons with a pseudonymized, regularly changing user identification number to other SwissCovid app users in its surroundings. Here, the Bluetooth signal strength serves as a proxy for the physical distance between 2 smartphones. Copies of a user’s own identification numbers, as well as those of recent proximity encounters with other apps, are then stored locally on the users’ smartphones.

The SwissCovid app worked through an exposure notification cascade system to identify and isolate possible SARS-CoV-2 cases of interest. The exposure notification cascade started when a user received a positive polymerase chain reaction (PCR) test result for SARS-CoV-2. This triggered the first step in the cascade (illustrated in Supplementary Figure 1 in Multimedia Appendix 1), in which the user was issued an authentication code. Users subsequently entered their authentication code in the app, leading to the release of their own pseudonymized identification numbers to a central server. The SwissCovid app regularly downloaded identification numbers and searched locally registered identification numbers from proximity encounters. An exposure notification was triggered by the app if contact exposure between 2 or more individuals met predefined proximity and time thresholds (proximity of ≤1.5 m to an infected person for ≥15 minutes). This message included further instructions for the exposed individuals, such as the
phone number for a SwissCovid infoline and a link to a risk self-assessment web form (from December 2020). Exposure-notified SwissCovid app users were advised to call the infoline number and to seek free-of-charge SARS-CoV-2 testing.

During its operational period, until its deactivation on April 1, 2022, the SwissCovid app reached approximately 1.9 million users, corresponding to 26.1% of all Swiss inhabitants aged 16 years and older [20]. In total, 205,000 positive test results triggered exposure notifications through the SwissCovid app, and 141,000 infoline calls or web forms were completed. Further details on how digital proximity-tracing apps work [11] as well as existing evidence of SwissCovid app effectiveness in pandemic mitigation for Switzerland have been presented in detail elsewhere [17].

**Data Collection**

Our study’s approach was guided by the WHO/ECDC framework. In brief, this framework provides a set of key indicators to guide the monitoring and evaluation of digital proximity-tracing apps, as well as to measure the performance and effectiveness of the corresponding exposure notification cascade in preventing onward transmission of SARS-CoV-2 (see Supplementary Table 1 in Multimedia Appendix 2).

We used data from public and nonpublic sources. Public monitoring data for the SwissCovid app [20] and the SARS-CoV-2 pandemic [21] were retrieved from the website of the Swiss Federal Office of Public Health. Data on the Oxford measurement of stringency of COVID-19 measures were retrieved from the respective website [22]. We also used data provided by the company that operated SwissCovid Infoline (Medgate Aktiengesellschaft) for aggregated daily counts of generated upload authentication codes, infoline calls, and self-assessment web entries. Additionally, we used longitudinal individual-level data, collected through surveys within the COVID-19 Social Monitor study, to provide additional indicators of interest regarding the mitigative actions taken by individuals upon receiving an exposure notification [23]. Further details on indicator definitions and data sources are presented in Multimedia Appendix 3.

**Statistical Analysis**

Longitudinal analyses of SARS-CoV-2–monitoring indicators, defined in Supplementary Table 1 in Multimedia Appendix 2, were conducted for the entire study period from January 25, 2021, to March 19, 2022. Daily count values were averaged over 7 days or over the entire study period. Comparisons of SwissCovid app effectiveness indicators were conducted for stratified periods based on the 3 predominant SARS-CoV-2 variants of concern [21] and were aligned with the COVID-19 Social Monitor survey data collection phases: (1) Alpha variant (January 25–June 17, 2021, survey waves 13-17), (2) Delta variant (August 30–December 16, 2021, survey waves 18-20), and (3) Omicron BA.1 variant (January 24–March 19, 2022, survey waves 21-22); see Supplementary Figure 2 in Multimedia Appendix 4.

Our analysis focused on 3 of the WHO/ECDC framework indicators: (a) adoption of the SwissCovid app and frequency of exposure notifications, (b) successfulness of digital proximity-tracing apps in detecting contacts at risk of infection, and (c) whether digital proximity-tracing apps are faster in notifying contacts than conventional contact tracing. Specifically, all assessments in our analyses are linked to SwissCovid app users in their individual uptake and engagement with the app. The indicators further assess the performance and effectiveness of the SwissCovid app in mitigating onward viral transmission based on user responses to exposure notifications (ie, in forms of mitigative actions or noncompliance). To further provide context to the development of the indicators assessed in this study, we retrieved Oxford stringency index values for Switzerland, which quantify the strictness of countrywide lockdown policies during the SARS-CoV-2 pandemic [22].

To evaluate possible gaps in compliance with recommended measures, we defined a theoretical upper ceiling estimate for app users testing positive for SARS-CoV-2 infection. This upper ceiling estimate was calculated as the number of individuals who tested positive multiplied by the percentage of app users in the general population. Additional indicators were calculated based on mitigative actions taken by SwissCovid app users and by using individual-level data from the COVID-19 Social Monitor: (1) having been tested for SARS-CoV-2, (2) having tested positive for SARS-CoV-2, (3) having been in isolation or in quarantine ordered by a physician or manual contact tracing, and (4) having received an exposure notification (see Supplementary Figure 3 and Supplementary Table 4 in Multimedia Appendix 5).

Analyses were performed in Stata version 16.1 (StataCorp LLC). All data were analyzed descriptively as counts and percentages. Selected indicators were visualized using 3 topical radar plots. Reporting was informed by the Strengthening the Reporting of Observational Studies in Epidemiology (STROBE) checklist (Multimedia Appendix 6) [24].

**Ethical Considerations**

For the COVID-19 Social Monitor study, the Cantonal Ethics Commission of Zurich concluded that our study did not fall within the scope of the Human Research Act (BASEC-Nr. Req-2020-00323). All other data did not require ethics approval.

**Results**

**Longitudinal Analysis of Monitoring Indicators From Official Public Health Sources**

Figure 1 depicts the evolution of measured indicators across the 3 pandemic waves of the SARS-CoV-2 variants of concern. The blue line represents the counts of positive SARS-CoV-2 tests in Switzerland. The trend here suggests several incidence peaks in January 2021, which were due to the Alpha variant, and January 2022, which marks the transition of predominance from the Delta to the Omicron variant. The average daily cases over the study period were 20 (Alpha), 54 (Delta), and 350 (Omicron) per 100,000 inhabitants. The gray line illustrates the Oxford measure of stringency of COVID-19 measures, which ranges from 0 (lowest stringency) to 100 (highest stringency). In our observation period, the stringency of measures was highest between January and April 2021. This coincided with...
the Alpha variant phase, where measures such as home office and prohibition of gatherings were mandated by the Swiss Federal Office of Public Health. The stringency measure was also high during the final Delta variant phase and the beginning of the Omicron variant phase. Almost all mitigation measures were removed in February 2022.

The red and green lines illustrate the number of entered authentication codes by SARS-CoV-2–positive SwissCovid app users and calls to the infoline or completion of a self-assessment form upon receipt of an exposure notification, respectively. In the assessed period, the counts of these user-driven actions closely followed the incidence curve. Furthermore, they occurred in an almost stable 1:1 ratio, with 1 infoline call or completed web form per shared positive test result for the majority of the study period. However, there was a shift in this ratio deviating toward fewer user actions taken by exposed contacts during the Omicron variant phase.

Figure 1. Longitudinal description of key indicators (7-day averages). The dashed vertical lines delineate different pandemic phases that were dominated by the Alpha, Delta, or Omicron SARS-CoV-2 variants of concern.

Indicator Comparisons Across Pandemic Phases

Indicators of Exposure Notification Cascade Performance

Indicators from the WHO/ECDC framework and selected complementary indicators from the COVID-19 Social Monitor data are illustrated in radar plots (Figures 2-4, data in Supplementary Tables 1 and 2 in Multimedia Appendix 2).

Figure 2 illustrates indicators that relate to the performance of the exposure notification cascade (ie, completeness and speed of events). Starting with the top indicator and moving clockwise, indicator 1 shows the average weekly SARS-CoV-2 incidence from daily values (rescaled as percentage from the peak incidence). The maximum of daily case numbers was reached during the Omicron variant phase and the lowest daily case numbers during the Alpha variant phase. Indicator 2 shows that around 1 in 4 (1,779,546/7,280,501, 24.4%) Swiss individuals aged 16 years and older were active SwissCovid app users during the Alpha variant phase. Indicator 2 shows that among 1 in 4 (1,779,546/7,280,501, 24.4%) Swiss individuals aged 16 years and older were active SwissCovid app users during the Alpha variant phase, while the percentage of SwissCovid app users decreased slightly during the Delta (1,624,946/7,280,501, 22.3%) and Omicron (1,568,104/7,280,501, 21.5%) variant phases.

Indicator 3 represents the number of authentication codes that were shared with the SwissCovid app as a fraction of the total number of individuals with a positive SARS-CoV-2 test. This percentage was 9.9% (20,273/204,741) during the Alpha variant phase and then declined to 3.9% (14,372/365,846) and 4.6% (72,324/1,581,506) during the Delta and Omicron variant phases, respectively. Indicator 4 reflects the ratio of authentication codes entered into the SwissCovid app over issued authentication codes. Here, we observed a nearly twice as large proportion of entered codes during the Alpha variant phase (20,273/31,658, 64%) compared with the Delta (14,372/44,455, 32.3%) and Omicron variant phases (72,324/269,700, 26.8%). Indicator 5 represents the timing of authentication code upload into the SwissCovid app from symptom onset or positive test date if the app user was asymptomatic at the time of testing. This indicator suggests that between 50% and 56% of all entered codes were uploaded within 48 hours after symptom onset, with lower percentages observed in the following 2 variant phases.

Lastly, indicator 6 represents the proportion of SwissCovid app users who completed the provided web form and called an infoline after receiving an exposure notification. Here, we observed that between 23% and 28% of exposure-notified app users contacted the infoline or completed the web form within 48 hours after the exposure date, which is provided in the exposure notification message.
Figure 2. Indicators reflecting the performance of the exposure notification cascade. The colored lines represent the Alpha (blue), Delta (red), and Omicron (green) variant phases. The plot ranges from 0 (center) to 1 and illustrates the proportions and ratios of the relevant indicators. Indicator definitions and data sources are provided in Supplementary Table 1 in Multimedia Appendix 2. Prop.: proportion.

Figure 3. Indicators reflecting the proportion of exposure notifications or individuals who tested positive. The colored lines represent the Alpha (blue), Delta (red), and Omicron (green) variant phases. The plot ranges from 0 (center) to 0.5 and illustrates the proportions and ratios of the relevant indicators. Indicator definitions and data sources are provided in Supplementary Table 1 in Multimedia Appendix 2. Prop.: proportion.
**Indicators Reflecting Test Positivity Following Exposure Notifications**

Test positivity following receipt of an exposure notification is considered a proxy to assess the precision of exposure detection in notifying affected individuals. Figure 3 summarizes the key indicators in this context, although in a more refined scale, which ranges from 0 (0%) to 0.5 (50%). Indicator 7 illustrates test positivity in the general population, which was close to 10% in the first 2 variant phases (228,103/3,755,205, 6.1%, and 413,685/3,443,364, 12%, respectively) and increased to around 41.7% (1,784,951/4,285,549) in the Omicron variant phase. Indicators 7 and 8 are equivalent to indicators 2 and 3 in Figure 2. Indicator 8 represents the percentage of active app users, and indicator 9 represents the percentage of app users among individuals who tested positive, based on generated upload authentication codes. Indicator 10 illustrates the percentage of app users who received an exposure notification among all individuals with a positive test. This value was approximately 11% (7/65) in the Alpha variant phase and around 5% in the later 2 variant phases (2/44 and 11/228, respectively). Indicator 11 represents the percentage of app users who received an exposure notification among all app users who tested positive (calculated for indicator 10). Here, they were 19% (7/36) in the Alpha variant phase, 13% (2/15) in the Delta variant phase, and 8.3% (11/132) in the Omicron variant phase. Finally, indicator 12 illustrates test positivity among app users who received an exposure notification. This value was 19% (7/37) in the Alpha variant phase, 29% (2/7) in the Delta variant phase, and 41% (11/27) in the Omicron variant phase compared to 6.1% (228,103/3,755,205), 12% (413,685/3,443,364), and 41.7% (1,784,951/4,285,549) in the general population, respectively.

**Indicators Reflecting User Actions Following Exposure Notifications**

The third set of indicators illustrates the extent of mitigative actions taken by SwissCovid app users following receipt of exposure notifications. Figure 4 summarizes the key indicators in this context in a scale that ranges from scores 0 to 1. Indicator 13 illustrates the proportion of authorization codes entered into the SwissCovid app from individuals who tested positive by the upper ceiling estimate, which were 40.5% (20,273/50,044) for the Alpha variant, 17.6% (14,372/81,654) for the Delta variant, and 21.2% (72,324/340,631) for the Omicron variant. Indicator 14 illustrates the ratio of users seeking contact through the infoline or completing the web form per shared positive test result. This value decreased over the course of the pandemic from 1.08 user contacts per code during the Alpha variant phase to 1.00 during the Delta variant phase and 0.50 during the Omicron variant phase.Indicator 15 illustrates the exposure risk assessment following contact with the infoline or via a web form, as well as a voluntary quarantine recommendation following receipt of exposure notifications. The proportion of quarantine recommendations per user contact was 7.4% (1622/21,976) during the Alpha variant phase and increased to 18.5% during the Delta and 19.1% during the Omicron variant phases (2652/14,313 and 6931/36,279, respectively).

Indicator 16 illustrates the standardized voluntary quarantine recommendations by the number of shared positive test results. Here, there were approximately 8 recommendations per 100
tests in the Alpha variant phase, 18 recommendations per 100 tests during the Delta variant phase, and 10 recommendations per 100 tests during the Omicron variant phase. Indicator 17 illustrates data from the COVID-19 Social Monitor and indicates that 58% (37/64), 44% (7/16), and 73% (27/37) app users sought testing or performed self-tests following an exposure notification during the Alpha, Delta, and Omicron variant phases, respectively. Lastly, indicator 18 reveals that 31% (20/64, Alpha), 19% (3/16, Delta), and 30% (11/37, Omicron) of individuals who received exposure notifications also reported to have received mandatory quarantine orders by manual contact tracing or through a recommendation by a health care professional.

Discussion

Principal Findings

Our study presented various digital proximity-tracing app performance indicators for Switzerland. These were guided by and built upon the WHO/ECDC framework for the assessment of digital proximity-tracing apps’ public health effectiveness in mitigating onward transmission of SARS-CoV-2. Our analysis extends the current knowledge in the field of digital proximity tracing by comparing various pandemic periods that were characterized by different SARS-CoV-2 variants of concern, as well as by changes in public perceptions of the pandemic and public health responses. Our study further contributes to effectiveness assessments on a methodological level by introducing further indicators of interest from panel survey data that assess mitigative strategies taken by individuals following receipt of exposure notifications. To the best of our knowledge, this is the first countrywide application of the WHO/ECDC performance assessment framework.

A first set of indicators explored the exposure notification cascade performance throughout the 3 variant phases. A substantially higher SARS-CoV-2 incidence was observed during the Omicron variant phase, while active SwissCovid app use steadily declined between the Alpha and the Omicron variant phases. Compared to the peak use of the SwissCovid app in early 2021 with nearly 2 million active app users, the numbers decreased by approximately 600,000 users in March 2022. Furthermore, the early months of 2022 were marked by not only the highest SARS-CoV-2 incidence in Switzerland but also the highest absolute numbers of shared positive test results throughout the whole pandemic. This led to capacity issues in Switzerland, since an insufficient number of SARS-CoV-2 tests were available to meet such high demands. Combined with the public perception of a lower disease severity of Omicron, these 2 factors have likely contributed to the lower percentage of shared test results in later pandemic phases. A further notable difference between the 3 variant phases was that a comparatively lower proportion of issued authentication codes were entered into the app with variants of concern that appeared later in the pandemic. This may have resulted from changes in authentication code–issuing practices throughout the pandemic phases (eg, by increasingly relying on automated delivery processes), as well as possibly by a decreased acceptance of the SwissCovid app [25].

The second set of indicators focused on general test positivity in Switzerland and the proportion of individuals who tested positive for SARS-CoV-2 upon receiving an exposure notification from the SwissCovid app. The indicators illustrated a close link between test positivity and the overall SARS-CoV-2 incidence in Switzerland throughout the different phases of the pandemic. Specifically, SARS-CoV-2 case numbers and test positivity were relatively low during the Alpha variant phase but increased during the Omicron variant phase. Our individual-level analyses suggested that test positivity after receiving an exposure notification was 2-3 times higher than in the general population in the Alpha and Delta variant phases and of similar magnitude (although at very high levels) during the Omicron variant phase. Even though this assessment is based on a relatively small sample size, the observed high test positivity is plausible in a wider context since the SwissCovid app operates on more conservative Bluetooth attenuation signal thresholds compared to the apps from other countries.

The third set of indicators suggests that the mitigative actions taken by app users following the receipt of an exposure notification from the SwissCovid app may have changed over the course of the pandemic. During the Omicron variant phase, fewer people contacted the infoline or completed web forms in comparison to the Alpha and Delta variant phases. This decrease in contact attempts also resulted in relatively fewer voluntary quarantine recommendations. In the Alpha and Omicron variant phases, the proportion of reports of entering into mandatory quarantine upon receiving an exposure notification was of similar magnitude. In contrast, a higher proportion of exposure-notified app users reported to have gotten tested throughout the earlier variant phases. This may have likely been due to shifts in public perceptions regarding the disease severity of SARS-CoV-2 over time. Furthermore, it could have been a response to changing public health strategies during the Omicron variant phase, such as removing mandatory quarantine for exposed contacts in Switzerland on February 17, 2022. As suggested by the high general test positivity of 40% during the Omicron variant phase, many symptomatic or exposed individuals also relied less on SARS-CoV-2 PCR testing but, rather, self-tested or just stayed at home. Since SARS-CoV-2–infected individuals who did not get tested at official testing centers did not receive upload authentication codes, they could consequently not share their test results with proximity contacts via the SwissCovid app.

The indicators also provide insights into the possible contribution of digital proximity-tracing apps, such as SwissCovid, in mitigating viral spread. For example, the ratio of shared positive test results over the upper ceiling estimate of positive tests among app users suggests that between 60% (Alpha variant phase) and 80% (Delta and Omicron variant phases) of estimated app users who tested positive did not or were unable to share their test results. The reasons for this may include that a lower number of issued authentication codes were entered into the SwissCovid app or that there were delays in issuing authentication codes. The latter can negatively affect the potential for digital proximity tracing if exposed contacts are informed faster through other means (eg, if the number of potential contacts is small or well known and can be reached
efficiently by manual contact tracing). Nevertheless, the SwissCovid app has been shown to have advantages in timeliness and efficacy in users taking mitigative actions over manual contact tracing in recent studies. For example, 1 study revealed that app users who received an exposure notification from the SwissCovid app entered quarantine, on average, 1 day earlier than contacts who did not receive an exposure notification [16]. A simulation conducted in another study similarly found that 5% of people in manual contact tracing–mandated quarantine entered isolation after receiving a voluntary quarantine recommendation from an exposure notification [8]. The usefulness of both strategies to enable effective contact tracing can be, however, diminished by incomplete user actions. This was not observed in our study, where we found that relatively few app users who received exposure notifications ignored the exposure warning. Most of these app users undertook at least 1 recommended mitigative step in response to the notification, such as calling the infoline or completing the web form, which is in line with other studies from Switzerland [26,27].

Furthermore, relevant actions for transmission prevention were also quite frequently reported, as almost 3 out of 4 exposure-notified SwissCovid app users reported getting tested or having entered quarantine during the Omicron variant phase. These estimates fall in line with other studies using the same [28] or different Swiss survey databases [29]. However, they could be prone to reporting biases, such as social desirability bias, characterized as the tendency of survey respondents to answer questions in a manner that will be viewed favorably by others. In addition, an apparent lack of response to exposure notifications may also be due to the timing of the notification or the exposed app users’ varying individual assessments of possible exposure settings and severity of transmission risks. For example, detailed reports from a Swiss study demonstrated that delayed notification, within-household exposures, or the application of preventive measures at time of exposure may be reasons for not responding to exposure notifications (Zurich Coronavirus Cohort [ZSAC]) [8].

Overall, our study contributes to the accumulating evidence of the possible contribution of digital proximity-tracing apps toward pandemic mitigation through quantitative evidence within an established public health indicator framework. However, our study also indicates various shortcomings of digital proximity-tracing apps that interfere with their ability to function at their full potential. In the case of the SwissCovid app, the flow of information along the exposure notification cascade was limited by various bottlenecks, such as delayed code delivery for test result sharing, complex user interfaces, or misaligned incentives for subsequent mitigative actions. This was observed with the SwissCovid app use visibly decreasing over time despite increasing prevalence with the more recent SARS-CoV-2 variants. The bottlenecks that may have contributed to decreased use of the SwissCovid app were recently illustrated by a study where case-contact pairs fulfilled all necessary conditions to enable exposure notifications (ie, use of the SwissCovid app, sharing of test results), but only 6 of 10 exposed contacts ended up receiving exposure notifications [26]. To enable future large-scale implementations of digital proximity-tracing apps, further testing of such apps under higher-capacity requirements, as well as co-design processes in app development, may be beneficial.

Limitations
Our study bears some limitations. The data and assessment methods used in this analysis cannot provide evidence for causality between digital proximity-tracing app use and transmission prevention. Due to a lack of clinical outcomes data, our findings are also not suited to extrapolate the population-level impact of digital proximity-tracing apps, such as avoided hospitalizations or deaths due to a lack of clinical outcome data. Moreover, despite drawing on an extensive database that includes almost 2700 individuals and 23,500 assessments, the number of recorded events of interest (ie, exposure notifications, positive SARS-CoV-2 tests, quarantine mandates) was still relatively low. This is a common issue of population-based surveys, where the probability of occurrence at any time point remains small and thus rather represents a general methodological challenge in such research. Finally, survey-driven studies may be prone to different reporting biases, including over- or underreporting of mitigative behaviors, such as noncompliance with rules and social norms. However, this was to a degree mitigated by the longitudinal nature of our data collection and repeated surveying of SwissCovid app use and outcomes, which allowed for various quality checks and did not reveal indications for systematic reporting biases.

Conclusion
Our study provides a comprehensive countrywide assessment of key indicators for the SwissCovid digital proximity-tracing app based on the WHO/ECDC framework and highlights the importance of considering the overall pandemic context in the assessment of the performance and effectiveness of such apps. For example, test positivity upon receipt of an exposure notification from the SwissCovid app was at least as high as (Omicron variant phase) or higher than (Alpha and Delta variant phases) general test positivity, with a high percentage of app users taking mitigative actions upon receiving an exposure notification. Furthermore, more than 200,000 individuals shared positive test results with the app over the course of the pandemic. Nevertheless, our indicator assessment also suggests room for improvement, including improving the speed and completeness of the exposure notification cascade or establishing stronger incentives for app use and test result sharing. Future implementations of digital proximity-tracing apps should place more emphasis on the social, psychological, and organizational aspects of the exposure notification cascade to improve their effectiveness in mitigating pandemic spread. In the context of constantly evolving requirements across different pandemic waves, the implementation of digital proximity-tracing apps should be regularly reviewed and revised.
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Abstract

Background: COVID-19 cases are soaring in Asia. Indonesia, Southeast Asia’s most populous country, is now ranked second in the number of cases and deaths in Asia, after India. The compliance toward mask wearing, social distancing, and hand washing needs to be monitored to assess public behavioral changes that can reduce transmission.

Objective: This study aimed to evaluate this compliance in Indonesia between October 2020 and May 2021 and demonstrate the use of the Bersatu Lawan COVID-19 (BLC) mobile app in monitoring this compliance.

Methods: Data were collected in real time by the BLC app from reports submitted by personnel of military services, police officers, and behavioral change ambassadors. Subsequently, the data were analyzed automatically by the system managed by the Indonesia National Task Force for the Acceleration of COVID-19 Mitigation.

Results: Between October 1, 2020, and May 2, 2021, the BLC app generated more than 165 million reports, with 469 million people monitored and 124,315,568 locations under observation in 514 districts/cities in 34 provinces in Indonesia. This paper grouped them into 4 colored zones, based on the degree of compliance, and analyzed variations among regions and locations.

Conclusions: Compliance rates vary among the 34 provinces and among the districts and cities of those provinces. However, compliance to mask wearing seems slightly higher than social distancing. This finding suggests that policy makers need to promote higher compliance in other measures, including social distancing and hand washing, whose efficacies have been proven to break the chain of transmission when combined with masks wearing.

(JMIR Public Health Surveill 2022;8(11):e40089) doi:10.2196/40089

KEYWORDS
COVID-19, public health informatics; behavioral change; digital health; public health policy; monitoring; Asia; mask; social distance; mobile app; app; transmission; policy; health compliance

Introduction

COVID-19, caused by the SARS-CoV-2 virus, remains a major global health threat. Since it was first identified in Wuhan, China, in December 2019, the virus has spread globally. As of May 2, 2021, the number of total confirmed cases stood at 151,812,556 cases, whereas the cumulative deaths reached 3,186,817. India ranks first in Asia (19,557,457 total cases and...
Public health measures, in particular nonpharmaceutical interventions (NPIs), have been used consistently to reduce the likelihood of infections and community transmission [2,3]. Such measures include case isolation, voluntary home quarantine, social distancing, stopping mass gatherings, curfews, travels ban, lockdowns, as well as personal NPIs such as mask wearing, hand washing, and other health precautions. Mask wearing has been proven to be effective in reducing the likelihood of infections [4], yet its efficacy in reducing the risk of transmission is still being evaluated [4]. However, the evidence thus far indicates that when masks wearing is combined with regular hand washing and social distancing, they generally have a positive impact toward reducing SARS-CoV-2 transmissions [4]. Community mask wearing can prevent infected persons and protect uninfected wearers, which reduced the risk of infection by 79% [5-7]. In accordance with policies for disciplinary enforcement, mandating face mask use in public have been associated with a significant decline in reducing infection rates in 15 US states when comparing before and after mask mandates [8]. Furthermore, the timing in implementing such NPIs in relation to the curve of the epidemic and the population’s adaptation through behavioral changes are main factors contributing to the success of NPIs [9,10].

Within this context of pandemic control, establishing the basic reproduction number of COVID-19 is critical in predicting herd immunity targets and having a relative measure of effectiveness for public health interventions [11]. However, another critical element beyond the reproduction number is the need for rapid and widespread behavioral change that remains adaptable to the changing conditions [12]. Behavioral change allowing the implementation of the NPIs mentioned above needs to be articulated clearly and internalized collectively [13], in conjunction with socioeconomic activities that aim to allow society to remain productive and safe as a whole [14].

During the current pandemic, there are some examples where existing capacities were activated and enhanced coordination mechanisms across multiple sectors, as well as toward establishing monitoring evaluation systems, thus introducing large-scale behavioral change by using health technology [15]. For instance, South Korea has invested from the outset of the pandemic in digital health solutions as a means of strengthening surveillance capacity, aided by the use of a national smartphone app for tracing and tracking infected people by GPS and combining this information with other public health measures [16-19]. Therefore, health technology applications have started to emerge as potential key solutions in the control of the COVID-19 pandemic, beyond the tracing aspect and often including advice or recommendations on personal preventive aspects, resulting to a behavioral change that could be also monitored in terms of its health protocol compliance [17,20-22].

Indonesia is administratively divided into 34 provinces and 514 cities and regencies, with independent local governments and parliamentary bodies. Often, health policies are decided at the federal level and implemented at the provincial level, as in the case of infectious disease surveillance for zoonotic diseases. The nationwide health care infrastructure includes 10,138 public health centers (Pusat Kesehatan Masyarakat; primary health care facilities) and 2902 hospitals (tertiary health care facilities) spread across these provinces, of which 132 hospitals are designated as national referral centers for the treatment of COVID-19 [23]. As such, the centralization of the COVID-19 response represented a departure from the routine implementation of health care response policies.

The government of Indonesia—the world’s fourth most populous nation—has taken NPIs to promote behavioral changes, collectively termed as “health protocol.” The health protocol consists of mask wearing (Menggunakan masker), hand washing (Mencuci tangan), and social distancing (Menjaga jarak). The government promoted it consistently under the popularized “3M” acronym (from the initial of each action in the Bahasa Indonesian language) and monitored public compliance thereof. This study aimed to evaluate compliance to the health protocol in public spaces between October 2020 and March 2021, thus including the entire second wave of the pandemic in Indonesia. Importantly, the data used here have been collected from the Indonesia National Task Force for the Acceleration of COVID-19 Mitigation by using the Bersatu Lawan COVID-19 (BLC) digital monitoring app. This represents the first time in which an app for digital health, introduced nationally, produced data able to be analyzed on a real-time basis and using an integrated approach. Importantly, the system uses observer-reported compliance, thus this app is able to minimize bias from self-reported data. Additionally, this paper will describe and discuss how such data allowed the Indonesian government agencies to monitor health protocol compliance among the Indonesian public and in turn inform policy making.

Methods

The BLC Integrated System

The BLC is an integrated information system built by the National Task Force for the Acceleration of COVID-19 Mitigation. The task force was formed by the President of the Republic of Indonesia to perform, control, monitor, create, and implement strategic policies to accelerate national COVID-19 responses [24]. In performing those duties, it needed, created, and used an enhanced data reporting system to bring together and produce an in-depth analysis of the available COVID-19 information. This system aims to describe case distribution and determine the zoning of the COVID-19 transmission level, including health protocol compliance monitoring. It is first system of this kind in the country that used a big data approach, with real-time, systematic, and interoperable processes for delivering evidence-based policies [25]. The BLC system integrates data from many sectors, for example, it contains health care data (laboratory, hospital, and surveillance data) from the Ministry of Health; public transportation data; educational data from the Ministry of Education and Culture; logistics data regarding the vaccination rollout, etc. These data are obtained through the connection of different databases at ministries and agencies and are made accessible through a single interface.
The Health Protocol Compliance Monitoring System Using BLC

The BLC health protocol compliance app was developed from May to July 2020. Initially, it was designed as a means of helping Indonesian frontline public order forces (such as police and military) to move from paper-based to digital reports in monitoring compliance to the newly implemented public health restrictions (September 2020). In comparison to paper-based reports, digital reports are easier to compile and analyze. Consequently, app use included monitoring the compliance during potentially high-risk national events, such public holidays and regional elections or election campaigns. The subsequent step of app use extension (October 2020) was the inclusion of volunteers from the general public, termed behavioral change ambassadors (Duta Perubahan Perilaku). Behavioral change ambassador are individuals who volunteered for this role and are from a wealth of backgrounds and age groups—for instance, including from students to university lecturers, Civil Service Police Unit (Satpol PP) personnel, as well as from many other sectors. They are required to have digital literacy so that app use is as complete and accurate as possible and can report the data daily during their activities, particularly in monitoring the wider public health protocol adherence.

As of May 2, 2021, the app had 437,093 registered users, of which 97,598 were military personnel, 253,984 were police services personnel, and 85,511 were members of the public/ambassadors. The app itself contains a training module, showing users how to generate an account for personnel in the field, how to report data, and how to understand the dashboard’s statistic results. As the monitoring can be an entry from all personnel submitting reports, as well as from many other sectors, they are required to have digital literacy so that app use is as complete and accurate as possible and can report the data daily during their activities, particularly in monitoring the wider public health protocol adherence.

The monitoring system was reported in real time using the BLC behavioral change app at public places, which tend to be crowded locations, such as markets, recreational areas, shopping malls, restaurants, places of worship, offices, train stations, bus terminals, airports, sport centers, schools, etc. Those locations were chosen based on the tendency or potential for crowds to become a place for clusters of COVID-19 transmission. Several studies have found the potential for transmission both indoors and outdoors, such as in transit places, restaurants, fitness centers, places of worship, schools, supermarkets, etc [26,27]. The reports sent include a photo of the monitoring results and an input data questionnaire by all personnel in the field. When the report data have been received, the integrated BLC system will analyze them into statistical data to determine location mapping to improve health protocol compliance. Furthermore, the information based on report data will be visualized and monitored through the BLC integrated dashboard accessible to all levels (central government, provinces, cities, districts, and subdistricts; Figure 1).

The reporting personnel from the military (Tentara Nasional Indonesia) and police force (Kepolisian Negara Republik Indonesia) are given incentives by their respective agencies, whereas the behavioral change ambassadors are community volunteers who do not receive incentives. All of them will continuously report any potential crowds and compliance levels in the local community wherever they are. In addition, there is no limit to the number of reports a person can submit per day. The emphasis is on generating objective reporting that shows compliance conditions in the field and inputting data correctly.

To ensure validation and have quality control measures, first, all personnel were provided with training on how to complete the report, and second, the report can be populated only using specific parameters and within a specific range for each variable. The report also contains mandatory fields for the collected variable; otherwise, it cannot be submitted within the system. In this way, we allow for a standardized, common, and minimum data set of information to be collected across all locations, hence allowing the real-time creation of the dashboards.

Furthermore, the quality control is conducted by having a regular randomized check by an operator at upper levels of the system (for example, reports at district levels are monitored at the provincial level). This routine monitoring process considers the number of reports collected per area, the reporting locations, the number of personnel submitting reports, as well as the quality of reports submitted. The latter is checked manually, that is, counting how many individuals in a given photo are wearing masks. If the report contains erroneous information, the person who submitted the report will be given a warning message. If a second report by the same person fails the quality control, then further reports by this person might be disqualified.

Additionally, if the personnel do not submit a complete report in the app, a warning will appear to urge the user to complete the data input. If duplications are found, the system will automatically delete data from the same villages or subdistricts (kelurahan).
Data Collection

Data input is started by selecting the task feature in the app. There are 2 levels of compliance that are monitored, namely individual compliance and institutional compliance. Individual compliance consists of compliance with mask wearing and social distancing as well as avoiding crowds. Institutional compliance consists of monitoring hand washing facility availability, socialization of the application of health protocols, body temperature checks (using a thermo-gun or thermal body), the presence of health protocol supervisory officers, and regular disinfection activities. All personnel may frequently input data to report health protocol compliance and monitor crowd activities around them based on reporting the location using GPS (Figure 2). Some personnel can submit live report by taking photos in the field, whereas others can submit several delayed reports by the end of each day through saved pictures from their photo gallery. The National COVID Task Force actually recommends that the personnel send live reports. However, not all personnel are equipped with stable internet connection and reliable cellular phone all day long; thus, delayed reporting should still be allowed for their convenience.

Figure 1. Overview of health protocol compliance monitoring at public places. BLC: Bersatu Lawan COVID-19. Higher-resolution version of this figure is available in Multimedia Appendix 1.
Data Analysis

The BLC system will automatically analyze the data collected to generate results and visualize the information on simplified output graphs, collectively presented on a dashboard. The data can be queried using a set of predetermined variables, based on big data analytics infrastructure. For instance, the proportion of masked individuals are calculated by dividing the number of people wearing masks by the sum of people present within a given locality (as provided by the photographic evidence). Likewise, the proportion of social distancing compliance is obtained by dividing the number of people keeping social distance by the number of people present at a given locality (the number of people who keeping social distance is calculated by using the photographic evidence).

The result also is analyzed for regional compliance zoning, both in individual and institutional compliance. These are based on the personnel’s observed report on individual and institutional compliance. The map is then zoned for compliance to mask wearing and social distancing, and the data are updated in real time to show how many cities/districts have compliance levels of <60% (red), 61%-75% (orange), 76%-90% (yellow), and 91%-100% (green).

Additionally, the BLC systems also presents “institutional compliance,” which refers to places or locations where crowds are likely to converge, namely markets, recreational areas, shopping malls, restaurants, places of worship, offices, train stations, bus terminals, airports, sport centers, schools, etc. Their compliance is then divided into 4 categories: “noncompliant” institutions (0%-35% compliance rate), “less compliant” institutions (35.01%-65% compliance rate), “compliant” institutions (65.01%-85% compliance rate), and “very compliant” institutions (85.01%-100% compliance rate).

Taxonomy of the Health Protocol Compliance Monitoring System

According to the typology of digital public health tools from Gasser et al [28], the typology is based on 4 main categorial variables—that is, key actors, data types, data source, and model of consent. In this system, based on the typology, our key actors are government and citizens. The data types for this system are categorized as nonsensitive, whereas the data source come from IP, GPS, and citizens. The consent is categorized as opt-in. These typologies can also identify 4 main functional categories of digital public health technologies for pandemic management, such as proximity and contact tracing, symptom monitoring, quarantine control, and flow modeling. The system for monitoring compliance presented here is the closest aligned (although not entirely overlapping) with the quarantine compliance functional category [28].

Furthermore, based on the Behavior Change Techniques taxonomy from Michie et al [29], this app was categorized in the group “Feedback and monitoring,” particularly within subgroup 2.1 “Monitoring of behavior by others without feedback.” Observing people in crowd locations for mask wearing and social distancing is part of data collection, with the person’s knowledge being part of the behavior change strategy to reduce the risk of COVID-19 transmission [29].

In terms of ethics, especially protecting privacy, the health protocol compliance monitoring system does not collect...
individual-level data. The data are collected in an aggregated format. The only individual data embedded in the system are the personnel identities of the app operators, which they have to provide so that they can complete the information input. However, this information is limited only within their own respective institutions (eg, armed or police forces) and not open to the public. In terms of preserving autonomy, the use of the compliance monitoring app is not compulsory but based on the voluntary commitment of the data providers. The app does not contain data that could be used for discrimination (eg, race, ethnic group, gender, etc); however, some areas of the country could be identified as better or worse performing at the population compliance level. This is unlikely to generate discrimination as defined by Gasser et al [28], although it might result in additional temporary restrictive measures. Finally, there are active, ongoing discussions as to a potential expiration for the collected data. However, no decision has been reached yet.

In addition, we also considered the reactivity of the subject/community during system design and development, although it was not considered an issue. The BLC app monitoring system was developed to answer the data needs related to the compliance of the Indonesian people. Indonesian frontline public order forces (such as military and police) were chosen as observers because they have the main function/duties in enforcing discipline and have already been trained in dealing with the public at large while respecting legal and ethical norms. The National police department of Indonesia (Kepolisian Negara Republik Indonesia) has the authority to issue warnings, fines, and social sanctions. This is in accordance with the instructions of the president and the commanders of the National Military and the National Police Chief [30].

Ethics Consideration

We declare that the data collected for this paper do not require ethical approval, because they are made available to the public by the National Task Force for the Acceleration of COVID-19 Mitigation on their website [31].

Results

Real-time Health Protocol Compliance Monitoring Report

The total number of reports gathered through BLC between October 1, 2020, and May 2, 2021, was more than 165 million, with 469 million people’s behaviors monitored, observed in 124,315,568 locations in 514 districts/cities across 34 provinces in Indonesia (ie, near complete national coverage, as also explained below). Additionally, within the same period, over 508,000 institutions were observed in more than 41,235,847 locations in 504 districts/cities.

This system always received more than 680,000 reports per 24 hours as of May 2, 2021, the end of this observation period. This system also received over 2500 reports per minute and reached a peak capacity of 1894 reports per second on April 14, 2021.

The overall national figures received through BLC showed 85.89% (322,736,010/375,711,304) of the observed individuals wearing masks and 14.11% (52,975,294/375,711,304) not wearing masks. Similarly, 84.13% (315,973,207/375,711,304) of people kept social distancing and 15.8% (59,738,097/375,711,304) did not, as a cumulative estimate. Figure 3 shows locations ranked according to mask-wearing and social distancing compliance.

Figure 4 demonstrates how the same information can become more granular, incorporating the relative proportion of compliant/less-compliant categories to the cumulative total. The line in the middle of graphs within Figure 4 shows the range; the longer the line in the box plot, the greater the variation in the data.

Figure 4 presents this information according to the provinces in Indonesia. It is estimated that 11 provinces have average compliance rates more than 85% (Bali, Daerah Istimewa Yogyakarta, Daerah Khusus Ibu Kota Jakarta, East Java, Riau Island, Central Kalimantan, East Kalimantan, North Kalimantan, West Sulawesi, North Sulawesi, and West Papua), and this rate is lower for all other provinces.

Figures 5 maps this provincial variation. Out of a total of 348 districts/cities visualized, Figure 5 shows the estimated mask-wearing compliance rate with 51 (14.66%) districts/cities in the red zone, 52 (14.94%) in the orange zone, 111 (31.9%) in the yellow zone, and 134 (38.51%) in the green zone. For social distancing compliance, Figure 5 shows that 48 (13.79%) districts/cities were in the red zone, 51 (14.66%) were in the orange zone; 126 (36.21%) were in the yellow zone; and 123 (35.34%) were in the green zone.

In terms of a wider view—and one that can be linked to NPI announcements—Figure 6 shows a weekly average of the cumulative compliance rates for the 2 categories mentioned above. Overall, estimated compliance fell in November and December (before the peak of the second wave of the pandemic), whereas it increased from January to May 2021 (during and after the second wave).

Figure 7 shows institutional compliance across Indonesian districts and cities: 126 (46.67%) districts had a high rate of noncompliant institutions, 15 (5.56%) had a smaller rate of noncompliant institutions, 7 (2.59%) had compliant institutions, and 122 (45.19%) had very compliant institutions. Figure 8 shows the association of health protocol compliance in relation to the weekly number of COVID-19 cases during the second wave in 2020 (this is the first wave where the mobile app was implemented). The graph shows that there was a lower level of compliance before the advent of the second wave and that compliance rose significantly as the wave progressed and as further public health measures were introduced and monitored.
Figure 3. The average of the compliance of (A) wearing marks and (B) social distancing at crowded locations cumulatively (reports submitted from October 1, 2020, to May 2, 2021). Locations are divided by function and identified as areas of the highest risk for COVID-19 transmission.
Figure 4. The number of the lowest, highest, and average compliance rates for (A) wearing masks and (B) social distancing from all districts/cities in 34 provinces, calculated in the last 7 days as of May 2, 2021. (There were no reports for the last 7 days in North Maluku Province). DI: Daerah Istimewa; DKI: Daerah Khusus Ibukota; Kep.: Kepulauan; NTB: Nusa Tenggara Barat; NTT: Nusa Tenggara Timur.
**Figure 5.** The zoning map of (A) wearing masks and (B) social distancing compliance, calculated in the last 7 days as of May 2, 2021.

**Figure 6.** The compliance zoning development by the number of districts/cities in a weekly period from October 4, 2020 to May 2, 2021: (A) mask wearing and (B) social distancing.
Discussion

Principal Findings

Despite variation between provinces and among districts and cities, which are illustrated using 4 colored zones, the overall majority of districts/cities demonstrate medium to high compliance for both mask wearing and social distancing. Compliance to mask wearing is higher than to social distancing, as would be expected for being an easier element to be controlled at an individual level. These results demonstrate good correspondence to the survey results from the Indonesian National Bureau of Statistics, conducted in September 2020, which showed 91.98% of respondents always wearing masks when leaving their homes, as opposed to 73.53% of respondents who stated that they always keep social distancing when leaving their homes [32]. Furthermore, the Indonesian National Bureau of Statistics results showed that more than half of the respondents self-stating their own noncompliance thought there were no penalties from the authorities for such noncompliance; more than a third did not comply as they could not see or hear a COVID-19 case in their immediate familial environment; and nearly all noncompliant individuals perceived the protocols as disturbing for them in performing their jobs [32].

This seemingly higher compliance with mask wearing compared to social distancing is an interesting finding despite the complication and hesitancy of mask wearing observed across the globe [33] and the limited evidence available during the time of the reported observations to claim its efficacy in breaking the chain of transmission [4,19]. Seeing the relatively high reported compliance that countries, such as Indonesia, not used to wearing masks routinely are able to do so is a positive sign for the penetration of the public health messages. However, compliance is variable between different types of activities, and as such, the messaging might have to be nuanced to promote other measures, such as hand washing, that are the most effective at a population level when combined with masks wearing [7,34].
The results have shown the variation of compliance rate between provinces and among the districts and cities in provinces. However, Bali and Daerah Istimewa Yogyakarta provinces have average compliance rates of more than 85% in mask wearing and social distancing. This finding might be due to the high number of field personnel from the police and military who are deployed in these provinces to ensure health protocol compliance [35,36]. These provinces are among the most popular tourist destinations in Indonesia [37], with a higher likelihood of crowd gathering and thus attracting a higher level of policing.

For future references, the insights on health protocol compliance monitoring across all 34 provinces are updated regularly on the National Task Force for the Acceleration of COVID-19 Mitigation website [31], with the latest one posted on September 25, 2022 [38].

Strengths and Limitations

Therefore, the number of reports generated by this BLC behavioral change app might be restricted by the numbers and locations of reporters. Nevertheless, this study has revealed the insights from a digital reporting system that can benefit policy makers in monitoring behavioral changes when the reporting is done comprehensively and using big data analytics. One of the factors supporting this monitoring’s success is its real-time data collection at a micro-scale, based on cloud technology. This enables data interconnection among districts, cities, and provinces, which can be analyzed altogether by the Indonesia National Task Force for the Acceleration of COVID-19 Mitigation. In a large and decentralized country such as Indonesia, data interconnection is key to obtaining national analysis and informing effective evidence-based policies.

Police and military forces have made major contributions to supplying these real-time data. Although military forces involvement in a health crisis remains a contested idea [39], this case can be an additional example of the essential roles of the police and military in COVID-19 response within Indonesia’s large territory [40].

However, this study also has certain limitations. First, the app is provided only for users who have Android smartphones. Second, human errors are still found in the reports, such as irrelevant pictures being uploaded to the system. Third, the reporters are limited to personnel and ambassadors in several public spaces. In the future, this app might expand the reporters to the wider public to generate reports from more categories of public spaces.

Conclusion

To conclude, this paper has demonstrated the importance of promoting NPIs to prevent COVID-19 transmission and case surge. These interventions require public behavioral changes to wear masks, keep social distancing, and wash hands frequently. This paper discovers that the need to monitor these behavioral changes can be done through a mobile app. Therefore, this paper discusses the example of the BLC behavioral change app as used in Indonesia, the most populous country in Southeast Asia, whose COVID-19 cases are ranked second in Asia, after India, to date.

This paper discusses the multisectoral coordination behind the development and report submissions to this app, which includes police officers, military personnel, and community ambassadors. It further discovers how the big data analytics have been used to analyze these reports on a weekly basis to provide updates to policy makers and inform government COVID-19 response policies through the Indonesia National Task Force for the Acceleration of COVID-19 Mitigation.

Based on the data gathered through the app during the period from October 1, 2020, to May 2, 2021, it is apparent that compliance rate varies among the 34 provinces and among the districts and cities of those provinces. However, it is interesting to find that compliance to mask wearing seems to be slightly higher than social distancing. Although this can be a positive finding on behavioral change promotion, policy makers need to promote higher compliance in other measures, including social distancing and hand washing, whose efficacies have been proven to break the chain of transmission when combined with mask wearing. Nevertheless, this app has provided data that can inform public behavior patterns, which can inform policy makers to take the necessary actions to prevent a surge in COVID-19 cases.
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Abstract

Background: Hepatitis delta virus (HDV) is a satellite RNA virus that relies on hepatitis B virus (HBV) for transmission. HIV/HBV/HDV coinfection or triple infection is common and has a worse prognosis than monoinfection.

Objective: We aimed to reveal the epidemiological characteristics of HIV/HBV/HDV triple infection in the global population.

Methods: A systematic literature search in PubMed, Embase, and the Cochrane Library was performed for studies of the prevalence of HIV/HBV/HDV triple infection published from January 1, 1990, to May 31, 2021. The Der Simonian-Laird random effects model was used to calculate the pooled prevalence.

Results: We included 14 studies with 11,852 participants. The pooled triple infection rate in the global population was 7.4% (877/11,852; 95% CI 0.73%-29.59%). The results of the subgroup analysis showed that the prevalence of triple infection was significantly higher in the Asian population (214/986, 21.4%; 95% CI 7.1%-35.8%), in men (212/5579, 3.8%; 95% CI 2.5%-5.2%), and in men who have sex with men (216/2734, 7.9%; 95% CI 4.3%-11.4%). In addition, compared with people living with HIV, the HIV/HBV/HDV triple infection rate was higher in people with hepatitis B.

Conclusions: This meta-analysis suggests that the prevalence of HIV/HBV/HDV triple infection in the global population is underestimated, and we should focus more effort on the prevention and control of HIV/HBV/HDV triple infection.

Trial Registration: PROSPERO CRD42021273949; https://www.crd.york.ac.uk/prospero/display_record.php?RecordID=273949

doi:10.2196/37016
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Introduction

Hepatitis D virus (HDV) is a peculiar, small, defective virus that requires the assistance of hepatitis B virus (HBV) surface antigen (HBsAg) for replication and pathogenesis [1]. Accordingly, HDV infection can occur via either coinfection with HBV or superinfection in patients with chronic hepatitis B. The main transmission routes of HDV are parenteral and sexual contact. In addition, mother-to-child transmission can occur [2]. Despite being a defective virus, HDV infection is
widely perceived as the most severe and aggressive form of human viral hepatitis. Approximately 10% to 15% of patients with hepatitis D progress to cirrhosis within 1 year to 2 years, and 70% to 80% of patients progress to cirrhosis within 5 years to 10 years [3]. Moreover, HDV infection is more prone to hepatic decompensation and is associated with a higher risk of hepatocellular carcinoma [4]. However, HDV infection has been considered a relatively rare disease over the past decades as a result of the universal promotion of HBV vaccination and the clinical neglect of HDV detection. According to recent meta-analyses, the approximate HDV infection rate is 4.5% to 14.57% in the HBsAg-positive population, affecting up to nearly 72 million individuals worldwide [5,6].

Given the shared transmission routes with HIV, HIV/HBV/HDV triple infection is relatively common [7]. HIV/HBV/HDV triple infection is not only widespread but also associated with worse outcomes than monoinfection. First, it can have a negative impact on disease progression for people living with HIV. Combination with hepatitis virus infection may promote immune activation, causing dysfunction of CD4+ and CD8+ T lymphocytes and natural killer cells, resulting in poor immune recovery after antiretroviral therapy, thus affecting AIDS disease progression [8,9]. Additionally, HIV combined with HBV or HDV infection significantly reduces the clearance rate of these 2 types of hepatitis virus and prolongs the course of hepatitis [10]. Meanwhile, liver fibrosis is significantly accelerated after coinfection, and patients are also at higher risk of mortality due to liver cirrhosis, hepatic decompensation, hepatocellular carcinoma, and other liver diseases [11,12]. Significantly higher rates of poorer prognosis also occur. Thus, the disease burden of HIV/HBV/HDV triple infection appears more serious than initially expected.

There have been several meta-analyses exploring the global HIV/HBV coinfection rate; however, the prevalence of HIV/HBV/HDV triple infection remains largely unknown. Chu et al [13] examined the prevalence of multiple hepatitis viruses and HIV infection among drug users in Taiwan and found that HIV/HBV/HDV infection rates were as high as 16.7% among HIV-positive drug users. Shen et al [14] pooled the HIV/HBV/HDV triple infection rate in the global population from 2002 to 2018 and estimated a triple infection rate of only 1.03% in people living with HIV. In addition, Nicolini et al [15], in 2015, tested triple infection in blood samples from the Italian general population and found a triple infection rate of 3.5%. In general, the results of current studies on HIV/HBV/HDV triple infection rates fluctuate widely, and some studies may underestimate triple infection rates to some extent due to the small number of included samples or limitations of the included population characteristics [14]. This systematic review and meta-analysis aimed to determine a high reliability estimate of the prevalence of HIV/HBV/HDV triple infection in people with HBV infection or living with HIV globally.

**Methods**

This meta-analysis was conducted based on the Preferred Reporting Items for Systematic Reviews and Meta-Analysis (PRISMA) guidelines, and it was registered in PROSPERO (CRD42021273949).

**Search Strategy**

A systematic literature search in PubMed, Embase, and the Cochrane Library was performed for studies on the prevalence of HBV, HIV/AIDS, and HDV triple infection published from January 1, 1990, to May 31, 2021.

**Selection Criteria**

**Inclusion Criteria**

Studies were selected based on the following inclusion criteria: (1) study participants were HIV or HBV monoinfected or HBV and HIV coinfected; (2) the diagnosis of infection with HIV or HBV met the international uniform standards; (3) studies related to the prevalence of triple infection were cross-sectional studies, and those related to incidence and risk factors associated with triple infection were case control studies or cohort studies; (4) in the original study, coinfection with HBV was defined as HBsAg-positive, coinfection with HDV was defined as anti-HDV positive, and coinfection with HIV was confirmed by Western blot.

**Exclusion Criteria**

Studies were excluded if they (1) were case reports or review articles, (2) had a research sample size of less than 50 participants, (3) were duplicate studies, or (4) had incomplete or unclear study information. The study screening was carried out independently by 2 reviewers, who both read the full text and screened the studies that met the inclusion and exclusion criteria. Disagreements between reviewers about inclusion were resolved by consulting third-party experts.

**Data Extraction**

Two researchers independently extracted and coded data using an Excel spreadsheet. The data obtained included basic information of the included studies, including the first author, year of publication, study period, research type, study location, age or sex distribution, total number of participants, number of participants with HIV/HBV/HDV triple infection, and crude prevalence rate.

**Quality Assessment**

The Newcastle-Ottawa Scale (NOS; 11 items in total, out of 11 points) [16] was used to evaluate the quality of the included cohort studies, and the Agency for Healthcare Research and Quality (AHRQ) questionnaire (9 items in total, out of 10 points) [17] was used to evaluate the quality of the included cross-sectional studies. We used 3 grades: A, B, and C. Grade A corresponds to 7-10 points on the NOS scale and 8-11 “Yes” responses on the AHRQ questionnaire. Grade B corresponds to 3-6 points on the NOS scale and 4-7 “Yes” responses on the AHRQ questionnaire. Grade C corresponds to 0-2 points on the NOS scale and 0-3 “Yes” responses on the AHRQ questionnaire.

**Statistical Analysis**

We used Stata software for the meta-analysis. Heterogeneity was assessed statistically using the $I^2$ measurement. The threshold for the heterogeneity test result was 0.05, and that of
the level of goodness-of-fit test was 0.10. If heterogeneity was high \( (P < 0.10 \text{ or } I^2 > 50\%) \), the random effects model was used to calculate pooled prevalence estimates with 95% CIs. Subgroup analysis was conducted according to the basic disease, research continent, research country, and HIV transmission route to explore the source of heterogeneity. The Egger linear regression method combined with the observation funnel plot was used to evaluate the publication bias. We evaluated the stability of the model through a sensitivity analysis.

**Results**

**Literature Search**

The detailed flow of the literature search is shown in Figure 1. The literature search yielded 359 studies from 3 databases (Embase: 203; PubMed: 132; Cochrane Library: 24). After removing 90 duplicates, the remaining literature was screened for titles and abstracts. Of the 61 studies that underwent full-text assessment, we excluded 48 studies because they investigated treatments, were duplicate studies, had a small sample size (<50), or had unclear study information. Finally, 14 articles with a total of 11,852 participants were included [10,11,15,18-28]. Of the included studies, 9 were prospective cohort studies, and 5 were cross-sectional studies (Table 1).

**Figure 1.** Literature identification process.

Records identified through database searching (n=359): PubMed=132; Embase=203; Cochrane Library=24

Records screened after duplicates removed (n=269)

Records excluded on the basis of title/abstract (n=208)

Full-text articles assessed for eligibility (n=61)

Full-text articles excluded (n=47): (1) Investigated a treatment (2) Duplicate study (3) Sample size <50 (4) Unclear study information

Studies included in the quantitative synthesis(n=14)
Table 1. Main characteristics of the included studies assessing the prevalence of triple infection.

<table>
<thead>
<tr>
<th>Study number</th>
<th>First author</th>
<th>Type of study</th>
<th>Sample size, n</th>
<th>Male participants, n</th>
<th>Study population</th>
<th>Sample size, n</th>
<th>Prevalence, %</th>
<th>Year</th>
<th>Continent</th>
<th>Country</th>
<th>Quality evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Soriano [18]</td>
<td>Cohort</td>
<td>5342</td>
<td>NR</td>
<td>HIV</td>
<td>61</td>
<td>1.14</td>
<td>2011</td>
<td>Europe</td>
<td>NR</td>
<td>B&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>4</td>
<td>Coffie [21]</td>
<td>Cross-sectional</td>
<td>791</td>
<td>319</td>
<td>HIV</td>
<td>10</td>
<td>1.26</td>
<td>2017</td>
<td>Africa</td>
<td>NR</td>
<td>A</td>
</tr>
<tr>
<td>5</td>
<td>Iégorah [22]</td>
<td>Cohort</td>
<td>1102</td>
<td>450</td>
<td>HIV</td>
<td>8</td>
<td>0.73</td>
<td>2017</td>
<td>Africa</td>
<td>Nigeria</td>
<td>A</td>
</tr>
<tr>
<td>7</td>
<td>Sara-vanan [23]</td>
<td>Cohort</td>
<td>450</td>
<td>270</td>
<td>HBV</td>
<td>4</td>
<td>0.89</td>
<td>2015</td>
<td>Europe</td>
<td>Italy</td>
<td>A</td>
</tr>
<tr>
<td>8</td>
<td>Butler [24]</td>
<td>Cohort</td>
<td>1928</td>
<td>806</td>
<td>HBV</td>
<td>390</td>
<td>20.23</td>
<td>2018</td>
<td>Africa</td>
<td>Cameroon</td>
<td>A</td>
</tr>
<tr>
<td>9</td>
<td>Chang [25]</td>
<td>Cross-sectional</td>
<td>507</td>
<td>NR</td>
<td>HBV</td>
<td>150</td>
<td>29.59</td>
<td>2011</td>
<td>Asia</td>
<td>China (Taiwan)</td>
<td>B</td>
</tr>
<tr>
<td>10</td>
<td>Oprea [26]</td>
<td>Cohort</td>
<td>205</td>
<td>NR</td>
<td>HIV+HBV</td>
<td>21</td>
<td>10.24</td>
<td>2009</td>
<td>Europe</td>
<td>Romania</td>
<td>B</td>
</tr>
<tr>
<td>11</td>
<td>Béguelin [10]</td>
<td>Cohort</td>
<td>771</td>
<td>NR</td>
<td>HIV+HBV</td>
<td>117</td>
<td>15.18</td>
<td>2016</td>
<td>Europe</td>
<td>Switzerland</td>
<td>A</td>
</tr>
<tr>
<td>12</td>
<td>Sheng [11]</td>
<td>Cohort</td>
<td>104</td>
<td>100</td>
<td>HIV+HBV</td>
<td>26</td>
<td>25.00</td>
<td>2006</td>
<td>Asia</td>
<td>China (Taiwan)</td>
<td>A</td>
</tr>
<tr>
<td>13</td>
<td>Lee [27]</td>
<td>Cohort</td>
<td>375</td>
<td>363</td>
<td>HIV+HBV</td>
<td>38</td>
<td>10.13</td>
<td>2014</td>
<td>Asia</td>
<td>China (Taiwan)</td>
<td>B</td>
</tr>
<tr>
<td>14</td>
<td>Boyd [28]</td>
<td>Cohort</td>
<td>308</td>
<td>259</td>
<td>HIV+HBV</td>
<td>12</td>
<td>3.90</td>
<td>2009</td>
<td>Europe</td>
<td>France</td>
<td>A</td>
</tr>
</tbody>
</table>

<sup>a</sup>HBV: hepatitis B virus.<br><sup>b</sup>HDV: hepatitis D virus.<br><sup>c</sup>NR: not reported.<br><sup>d</sup>Grade B corresponds to 3-6 points on the Newcastle-Ottawa Scale (NOS) scale and 4-7 “Yes” responses on the Agency for Healthcare Research and Quality (AHRQ) questionnaire.<br><sup>e</sup>Grade A corresponds to 7-10 points on the NOS scale and 8-11 “Yes” responses on the AHRQ questionnaire.

Study Characteristics
The detailed characteristics of the 14 included studies are listed in Table 1. Among the 14 studies, 3 were conducted in Taiwan (China); 2 were conducted in France; 2 were conducted in Italy; 1 each was conducted in Guinea-Bissau, Nigeria, Cameroon, and Switzerland; and there were 2 multinational studies, 1 in Europe and 1 in Africa. The sample size ranged from 104 to 5342 participants, with a total sample size across the included studies of 11,852 participants. The prevalence of HIV/HBV/HDV triple infection was evaluated in 4 studies with patients with chronic hepatitis B, 5 studies with people living with HIV, and 5 studies with patients with HIV and HBV coinfection. Quality evaluations were either A or B. The demographic characteristics of the included studies are listed in Table 2. Participants ranged in age from 12 years to 61 years.
Table 2. Demographic characteristics of the included studies assessing the prevalence of triple infection.

<table>
<thead>
<tr>
<th>Study number</th>
<th>First author</th>
<th>Sample size, n</th>
<th>Sample size, n</th>
<th>Study population</th>
<th>HBV&lt;sup&gt;a&lt;/sup&gt;/HDV&lt;sup&gt;b&lt;/sup&gt;/HIV triple infection</th>
<th>Prevalence, %</th>
<th>Age, mean (range)</th>
<th>Male participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Soriano [18]</td>
<td>5342 HIV</td>
<td>61</td>
<td>1.14</td>
<td>34 (NR)</td>
<td>44 (72.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Hønge [19]</td>
<td>576 HIV</td>
<td>18</td>
<td>3.13</td>
<td>NR</td>
<td>NR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Dény [20]</td>
<td>206 HIV</td>
<td>19</td>
<td>9.22</td>
<td>NR</td>
<td>NR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Coffie [21]</td>
<td>791 HIV</td>
<td>10</td>
<td>1.26</td>
<td>NR</td>
<td>NR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Ifeorah [22]</td>
<td>1102 HIV</td>
<td>8</td>
<td>0.73</td>
<td>NR (31-40)</td>
<td>5 (62.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Coffie [21]</td>
<td>454 HBV</td>
<td>16</td>
<td>3.52</td>
<td>34.25 (6.16)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>14 (87.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Saravanan [23]</td>
<td>450 HBV</td>
<td>4</td>
<td>0.89</td>
<td>NR (21-40)</td>
<td>4 (100)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Butler [24]</td>
<td>1928 HBV</td>
<td>390</td>
<td>20.23</td>
<td>NR</td>
<td>NR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Chang [25]</td>
<td>507 HBV</td>
<td>150</td>
<td>29.59</td>
<td>NR</td>
<td>NR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Oprea [26]</td>
<td>205 HIV+HBV</td>
<td>21</td>
<td>10.24</td>
<td>16 (12-20)</td>
<td>NR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Sheng [11]</td>
<td>104 HIV+HBV</td>
<td>26</td>
<td>25.00</td>
<td>35 (25-61)</td>
<td>25 (96.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>Lee [27]</td>
<td>375 HIV+HBV</td>
<td>38</td>
<td>10.13</td>
<td>38 (NR)</td>
<td>36 (94.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>Boyd [28]</td>
<td>308 HIV+HBV</td>
<td>12</td>
<td>3.90</td>
<td>35.2 (NR)</td>
<td>8 (66.7)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>HBV: hepatitis B virus.  
<sup>b</sup>HDV: hepatitis D virus.  
<sup>c</sup>NR: not reported.  
<sup>d</sup>Median (SD).

Meta-analyses of the Data

The heterogeneity between studies in the meta-analysis of HIV/HBV/HDV triple infection rate was significant ($I^2=98.995\%, P<0.01$), and a random effects model was selected to combine the results of the included studies, which showed that the triple infection rate in the global population was 7.4% (877/11,852; 95% CI 0.73%-29.59%; Figure 2). Funnel plots and the Egger test were performed to detect publication bias. The funnel plot was basically symmetrical, and the Egger test results showed no significant statistical evidence of publication bias ($t=1.13, P=0.28$; Figure 3). In view of the significant heterogeneity of HIV/HBV/HDV triple infection rates in different regions, countries, sexes, ages, sample sizes, basic diseases, and different transmission routes, subgroup analyses were conducted for these factors (Table 3). There was high heterogeneity among the results for all population groups.
Figure 2. Forest plot showing the prevalence of hepatitis B virus (HBV), hepatitis D virus (HDV), and HIV triple infection in the included studies. ES: effect size.

Figure 3. Funnel plot with 95% pseudo confidence limits for all included studies. ES: effect size.
### Table 3. Prevalence of HIV, hepatitis B virus (HBV), and hepatitis D virus (HDV) triple infection in different subgroups.

<table>
<thead>
<tr>
<th>Subgroup</th>
<th>Studies, n</th>
<th>Triple infection, n</th>
<th>Prevalence, % (95% CI)</th>
<th>I², %</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global</td>
<td>14</td>
<td>877</td>
<td>7.4 (3.2-13.1)</td>
<td>99.0</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>World region</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe</td>
<td>7</td>
<td>237</td>
<td>5.7 (3.2-8.2)</td>
<td>95.9</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Africa</td>
<td>4</td>
<td>426</td>
<td>6.3 (0.7-11.8)</td>
<td>99.3</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Asia</td>
<td>3</td>
<td>214</td>
<td>21.4 (7.1-35.8)</td>
<td>96.7</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Country or area</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>France</td>
<td>2</td>
<td>31</td>
<td>6.3 (1.1-11.5)</td>
<td>81.4</td>
<td>.02</td>
</tr>
<tr>
<td>Italy</td>
<td>2</td>
<td>20</td>
<td>2.1 (0.5-4.7)</td>
<td>86.4</td>
<td>.007</td>
</tr>
<tr>
<td>Cameroon</td>
<td>1</td>
<td>390</td>
<td>20.2 (18.4-22.0)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Romania</td>
<td>1</td>
<td>21</td>
<td>10.2 (6.1-14.4)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Switzerland</td>
<td>1</td>
<td>117</td>
<td>14.3 (11.8-16.9)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>China (Taiwan)</td>
<td>3</td>
<td>214</td>
<td>21.4 (7.1-35.8)</td>
<td>96.7</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Guinea-Bissau</td>
<td>1</td>
<td>18</td>
<td>3.1 (1.7-4.5)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Nigeria</td>
<td>1</td>
<td>8</td>
<td>0.7 (0.2-1.2)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>8</td>
<td>212</td>
<td>3.8 (2.5-5.2)</td>
<td>95.3</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Female</td>
<td>7</td>
<td>57</td>
<td>0.7 (0.2-1.2)</td>
<td>78.0</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;30</td>
<td>1</td>
<td>21</td>
<td>5.6 (3.6-7.3)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>≥30</td>
<td>8</td>
<td>269</td>
<td>5.1 (3.3-6.8)</td>
<td>96.2</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Sample size</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50-500</td>
<td>7</td>
<td>136</td>
<td>7.7 (4.2-11.1)</td>
<td>93.5</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>500-1000</td>
<td>4</td>
<td>282</td>
<td>11.8 (4.0-19.7)</td>
<td>98.9</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&gt;1000</td>
<td>3</td>
<td>459</td>
<td>7.2 (2.4-11.9)</td>
<td>99.5</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Study population</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIV</td>
<td>5</td>
<td>116</td>
<td>1.7 (0.9-2.5)</td>
<td>84.8</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>HBV</td>
<td>4</td>
<td>560</td>
<td>13.4 (2.5-24.4)</td>
<td>99.4</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>HIV+HBV</td>
<td>5</td>
<td>201</td>
<td>11.9 (6.5-17.2)</td>
<td>92.5</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Possible mode of HIV transmission</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Injection drug use</td>
<td>6</td>
<td>274</td>
<td>7.4 (2.9-11.9)</td>
<td>97.9</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Men who have sex with men</td>
<td>6</td>
<td>216</td>
<td>7.9 (4.3-11.4)</td>
<td>98.1</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Heterosexual transmission</td>
<td>6</td>
<td>201</td>
<td>6.5 (3.4-9.6)</td>
<td>98</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Other</td>
<td>6</td>
<td>248</td>
<td>10.3 (6.0-14.7)</td>
<td>98.4</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

*aNot available.

We analyzed 14 studies by regional subgroup and found that Asia had the highest pooled prevalence of triple infection at 21.4% (214/986; 95% CI 7.1%-35.8%, I²=96.7%), and Europe had the lowest prevalence at 5.7% (237/4158; 95% CI 3.2%-8.2%, I²=95.9%; Table 3, Multimedia Appendix 1). In addition, a subgroup analysis of the prevalence of triple infection according to country was performed, and a total of 12 studies were included, showing that the prevalence in Taiwan (China) was 21.4% (214/986; 95% CI 7.1%-35.8%, I²=96.7%), the highest prevalence among the 8 countries included. Nigeria had the lowest prevalence at 0.7% (8/1143; 95% CI 0.2%-1.2%). The prevalence rates in the other 6 countries are shown in Table 3 and Multimedia Appendix 2.

We also performed a subgroup analysis by sex and found that men had a higher prevalence than women (228/8862, 3.8%; 95% CI 2.5%-5.2% vs 57/8412, 0.7%; 95% CI 0.3%-1.2%; Table 3, Multimedia Appendix 3). The triple infection rate was 5.6% (21/375; 95% CI 3.6%-7.3%) in those aged <30 years and...
Moreover, population-specific subgroup analyses were performed depending on the characteristics of the populations included in the study, and the results showed that the prevalence of triple infection varied greatly among the different populations. The prevalences of HIV/HBV/HDV triple infection were 13.4% (560/4079; 95% CI 2.5%-24.4%) in patients with chronic hepatitis B, 1.7% (116/6224; 95% CI 0.9%-2.5%) in people living with HIV, and 11.9% (201/1549; 95% CI 6.5%-17.2%) in people with HBV/HIV coinfection (Table 3, Multimedia Appendix 6). Meanwhile, since there are multiple transmission routes for HIV, such as transmission via men who have sex with men, heterosexual transmission, and transmission via injection drug use (IDU), a subgroup analysis of the transmission routes was performed. The pooled prevalence of triple infection was 7.9% (216/2734; 95% CI 4.3%-11.4%) in men who have sex with men, 6.5% (201/3092; 95% CI 3.4%-9.6%) in those with heterosexual transmission, and 7.4% (274/3703; 95% CI 2.9%-11.9%) in those with IDU (Table 3, Multimedia Appendix 7).

“Other” modes of transmission include perinatal, risk not identified, and blood transfusion. In addition, given that people with IDU may be more prone to triple infections, we collapsed the data on drug-using people included in the literature and calculated a prevalence of triple infection of 20.6% among people with IDU, which is significantly higher than the prevalence in the total population (Multimedia Appendix 8).

**Discussion**

Since the first discovery of the HDV in 1977 [29], it is estimated that 15 million to 20 million people have been infected worldwide [30,31]. Given that HDV is a defective virus dependent on the envelope proteins of HBV for assembly and release of infectious virus particles, HDV infection occurs either with or secondary to HBV infection. People infected with HDV can also have other viral infections, and chronic HDV infection is considered to be the most severe form of viral hepatitis infection in humans [32]. HIV was first reported in 1981, and the number of people living with HIV and deaths due to illness have remained high for a long time [33]. The virus is widely prevalent worldwide. As of 2018, there were more than 37.9 million people living with HIV in the world, and a total of 35 million people have died from AIDS-related diseases [34]. HIV infection causes progressive immunodeficiency, making people living with HIV highly susceptible to coinfection with other diseases. HBV and HDV are common viruses for coinfection in people living with HIV, as all 3 share the same route of infection [14,35]. Studies have shown that HIV coinfection with HBV and HDV is widespread in various regions of the world, but the coinfection rate varies among countries and regions [36]. HIV coinfection with HBV or HDV can cause more serious damage to the body than a single infection, and the harm of triple infection is even more serious. Therefore, it is of great public health significance to actively prevent such coinfections [37,38].

The results of this meta-analysis showed that the prevalence of HIV/HBV/HDV triple infection was 7.4%. The results of the subgroup analysis showed significant regional differences in global triple infection rates. The prevalence of triple infection is significantly higher in Asia, especially in Taiwan and China, than in other countries or regions. These results may be caused by several reasons. First, the included studies included people with IDU; IDU is a high-risk factor that may promote triple infections [39]. In addition, the higher prevalence rate might be due to the small sample size of the included studies, which may not accurately reflect the real situation of triple infection in this population. We found that the characteristics of the study population greatly influenced the prevalence; for example, the prevalence of triple infection in the Cameroon region was higher because the study population was HBsAg-positive and in a general hospital, which itself confers high risk for infection. Among the different sexes, the results of this meta-analysis showed a higher rate of triple infection in men than in women, which is consistent with several other studies [40,41]. This review suggested that men with HIV or HBV infection may have a higher prevalence of triple infection, and more attention should be given to the prognosis of their triple infection.

There were significant differences in the rate of triple infection for people living with HIV from different population sources, which was similar to rates for HIV/HBV coinfection [42]; however, for triple infection, men who have sex with men and people living with HIV are particularly worthy of attention. The rate of triple coinfection in this population reached 7.9%, exceeding the rate of triple infection in other populations. Nevertheless, the literature related to these special populations suffers from the same shortcomings as aforementioned, with small numbers, regional limitations, small sample sizes, and mostly poor quality, which urgently needs to be supplemented with similar studies to help understand the current situation.

Furthermore, through the analysis of the results, we found a very interesting phenomenon. The rate of HIV/HBV/HDV triple infection was higher in people with HBV monoinfection than in people with HIV monoinfection or people with HBV/HIV coinfection. However, the credibility and reason for these findings are still unclear, and a large number of clinical studies is needed to better confirm the results.

There were several limitations in this systematic review. Although strict inclusion and exclusion criteria were established and the quality of the included literature was evaluated using the NOS or AHRQ statement entries during the search and screening processes, there was still some subjectivity in the evaluation of the literature due to the lack of accepted quality evaluation criteria, which may lead to some selection bias in the included literature. The results of the sensitivity analysis in this systematic review showed that there was a certain selection bias. In addition, the wide inclusion criteria in this study produced significant heterogeneity that could not be explained. We used a random effects model with subgroup analyses whenever possible to reduce the effect of heterogeneity. Furthermore, the population included in this meta-analysis included people with HBV infection or HIV, lacking a comparable general population; some of these patients were...
drug users, which would increase the overall prevalence to some extent; and the evidence base had some shortcomings.

In summary, the prevalence of HIV/HBV/HDV triple infection in the global population is underestimated. Therefore, during the management and antiviral treatment of patients with HBV/HIV single infection or coinfection, they should be screened for HIV/HBV/HDV triple infection in a timely manner. In addition, the prevention and treatment of coinfection should be combined with antiviral treatment to provide comprehensive prevention and treatment of triple infection and improve the quality of survival for this population. Additionally, the rates of triple infection in the two special groups of men who have sex with men and people with IDU are also worthy of attention. However, because there are few relevant studies, it is impossible to accurately evaluate the current status of rates of triple infection in the global populations of men who have sex with men and people with IDU [43,44]. More research is urgently needed to provide evidence, identify high-risk populations, and guide the formulation and improvement of prevention and control strategies for HIV/HBV/HDV infection.
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Abstract

Background: With the increasing effectiveness of antiretroviral therapy and shifting demographics, the problem of older people with HIV or AIDS is increasingly grim in China, and neglecting infection among them may cause more serious social problems, exacerbate the difficulty of controlling HIV or AIDS transmission, and increase the risk of death.

Objective: We investigated the variations in the trends of Chinese mortality by age, period, and cohort, from 1990 to 2019, to reveal the relationship between age, period, cohort, and HIV burden, as well as providing guidance for resource allocation to prevent HIV-related deaths in vulnerable target populations.

Methods: We extracted the HIV or AIDS mortality data from the Global Burden of Disease. The joinpoint regression model was applied to detect changes in HIV or AIDS trends. The age-period-cohort model was used to explore the age, period, and cohort effects.

Results: The trends in age-standardized mortality rates in HIV or AIDS were increased in both genders, from 0.50 to 4.54/105 individuals for males, and from 0.19 to 1.43/105 individuals for females. Joinpoint regression model showed the average annual percentage change of age-standardized mortality rates was 7.0 for male and 6.4 for female individuals, showing an increasing trend. The age effect of male HIV or AIDS mortality showed a net increase of 0.59 (–0.21 to 0.38) from the ages 50-79 years. There is a gradual upward trend in the change in risk of death from HIV or AIDS for the period effect among the older population, lowest at ages 50-54 years (–0.80 for male and –0.78 for female individuals) and highest at ages 75-79 years (0.86 for male and 0.69 for female individuals). The variation of cohort effects was complex, but both genders had a nearly consistent tendency; people born in 1920-1929 had the lowest cohort effect, and those born in 1950-1954 had the highest values.

Conclusions: Our study showed a marked rise in HIV mortality for both genders in China from 1990 to 2019. Aging is an important issue in current HIV prevention and control. There is an urgent need to promote HIV testing and health education. Our findings will help predict future HIV or AIDS mortality changes and identify age-specific priority populations for intervention.

(JMIR Public Health Surveill 2022;8(11):e35785) doi:10.2196/35785
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**Introduction**

HIV and AIDS have been prevalent in China for more than 30 years since the first case of HIV was reported in 1985 [1]. Due to the substantial number of deaths attributed to the virus, HIV or AIDS has become the most severe notifiable infectious disease accounting for the most deaths, over 18,819, in 2020 in China [2]. With the increasing effectiveness of antiretroviral therapy (ART), people with HIV are living longer [3], and HIV or AIDS has transformed from a near-uniformly fatal infection to a chronic condition [4]. As a result, some estimates indicate that nearly 50% of persons with HIV in the United States are aged 50 years and older [5]. The situation of AIDS among older people in Europe is far from satisfactory, with estimates from some European countries predicting a “silver tsunami” within the HIV community, mirroring that of the general population, with those aged 50 years or older accounting for nearly 70% of people with HIV by 2030 [6-8]. Overlooking the risk of HIV or AIDS infection among older people is a mistake. The public perception that older people were not susceptible to HIV or AIDS infection, coupled with the lack of proper sexual education [9], exacerbates HIV among the older people. This problem is increasingly grim in China.

Furthermore, previous studies mainly focused on the age distribution of morbidity or mortality, with few studies considering both time and cohort effects [10,11]. However, period effects are also crucial in influencing the onset of disease. Period effects can also be understood as the role of social and epidemiological conditions in influencing some events, including policies, medical technology, screening tools, and even disease classification criteria. Tarone et al [12] found that the rise in the incidence of breast cancer in North America in the 1980s was due to the mass use of diagnostic mammography techniques, which increased diagnostic accuracy and thus the incidence of breast cancer. Ma et al [13] and Zhang et al [11] noted that the “Four Free and One Care” policy enacted in mainland China, which expanded HIV or AIDS screening and increased attention to HIV or AIDS, led to an increase in the incidence of HIV or AIDS and a decrease in the death rate.

Moreover, the cohort effect is because people in the same birth cohort will experience the same events at the same age. Birth cohorts that experience different events at different stages of their life course have different levels of exposure to economic, behavioral, policy, and environmental risks. Nevertheless, trends in Chinese HIV or AIDS deaths by age, among older people, remain unclear, as does the relative risk due to time and cohort effects [14]. The age-period-cohort (APC) model analyzes the age, period, and cohort effect for a comprehensive analysis to clarify the answers to these questions. This study examined elderly HIV or AIDS mortality trends by age, period, and cohort. A statistical analysis of the HIV or AIDS mortality of 50-79 years old in China from 1990 to 2019 was performed. Those effects were estimated by the APC model combined with the Intrinsic Estimator (IE) algorithm [15].

Studying HIV or AIDS mortality trends in older Chinese may reveal new information about the risk factors associated with HIV or AIDS. The finding reveals the relationship between age-period-cohort, on the one hand, and HIV or AIDS burden, on the other. It also provides guidance for resource allocation to prevent HIV-related deaths in vulnerable target populations.

**Methods**

China’s HIV or AIDS mortality data were extracted from the Institute for Health Metrics and Evaluation. To examine temporal trends in HIV (coded in the International Classification of Diseases, 10th Revision) mortality over the past 30 years, we used data from the Institute for Health Metrics and Evaluation, an independent global health research center at the University of Washington in the United States. Many scientists from dozens of countries around the world wrote the Global Burden of Diseases (GBD) Injuries and Risk Factor Study (GBD 2019 [16]), which used the Bayesian disease modeling meta-regression to collect data comprehensively and accurately [17]. To standardize the mortality of different observation ages, we collected the population data of each age group from the Statistical Yearbook of Population and Employment of China from 1990 to 2019. Elderly HIV or AIDS was defined according to the United Nations program on HIV or AIDS (UNAIDS) “AIDS and aging” standards [18,19].

For the requirements of the APC model, we divided the age range of 50-79 years into 6 age groups at intervals of 5 years. Individuals younger than 50 years and older than 80 years were ruled out (>80 years old already exceeds life expectancy per capita in China, and the inclusion of a population with a complex cause of death and high mortality from reduced resistance may affect the accuracy of the model). Since the purpose of our study was aimed at older patients with HIV or AIDS, after excluding Chinese patients with HIV or AIDS who are younger than 50 years and older than 79 years, the data used in our study were from the age groups of 50-54 years old to 75-79 years old. The time range of data was from 1990-2019 (with 5 years per period) for computing the age-standardized mortality rates (ASMR) and period mortality rates.

The APC models represent a classic epidemiological approach for extracting historical morbidity and mortality risk changes from cross-sectional data, termed the cohort effect [20]. As there is a linear relationship between the age, period, and cohort, it is difficult to estimate the unique setting for every age, period, and cohort effect, referred to as the unidentification problem [21,22]. Many statistical analysis algorithms were designed to solve the unidentification problem [23-26]. Fu [15,27] applied the estimable functions and the singular value decomposition of matrices to approach the estimator of the APC model, which is the most effective for the unidentification problem, named the IE.

Finally, we described the magnitude of the rates as a function of age (a), period (p), and birth cohort (c) using a log-linear model, with Poisson distribution and with the log of the person-years at risk defined as an offset of the IE method. \( D_{ap} \) indicates the number of incidences in the “a” age group in the “p” period; \( P_{ap} \) denotes the total number of persons in the age group “a” in period “p.”
In this paper, the joinpoint regression models were performed by the Joinpoint Regression Program (version 4.3.1.0), and the age-period-cohort model analyses and graphs were conducted using APC fit in R, version 3.6.0 (R foundation for Statistical Computing). Fitting deviance, $R^2$, and adjust $R^2$ were used to evaluate the model; the closer the value to 1, the better the test performance.

**Results**

Mortality of HIV or AIDS in Older Chinese People

In Figure 1, ASMR for HIV or AIDS by gender from 1990 to 2019 was shown. HIV or AIDS ASMRs showed increasing trends from 0.50 to $4.51 \times 10^5$ individuals for male and $0.19 \times 10^5$ to $1.45 \times 10^5$ for female populations, slightly decreasing after 2018. ASMR increased 8.91-fold for male and 7.31-fold for female populations over the past 30 years. Our results also indicated that the gap between the mortality rates for older male and female individuals was enormous, with a maximum of 3.36 times that of female individuals in 2013.

**Figure 1.** Trends in the HIV age-standardized mortality rates per 100,000 population by gender from 1990 to 2019 using the Statistical Yearbook of Population and Employment of China from 1990 to 2019 for the age-standardized population.

HIV or AIDS Mortality Trend Variation in the Age, Period, and Cohort

The HIV or AIDS mortality trend variation among 50-79 years age groups of different genders in China between 1990 and 2019 is shown in Figure 2. Regardless of the period, almost all groups had insignificant changes, especially females. Only males between 2010-2014 and 2015-2019 groups showed increased HIV or AIDS mortality with age.

The variations in the HIV or AIDS mortality rates of different age groups during the decades from 1990-2019 are shown in Figure 3. There was a significant increase in HIV or AIDS mortality regardless of age or gender. The 75-79 years age groups showed the highest mortality rate ($5.66 \times 10^5$) in males, and all groups of older males with AIDS had higher mortality rates than female groups. The male ASMR ($5.66 \times 10^5$) was over 5 times more than that of the female groups ($1.08 \times 10^5$) at ages 75-79 years from 2015-2019.

The effect of birth cohort on ASMR of HIV or AIDS among Chinese of different age groups is shown in Figure 4. The earlier the birth cohort, the higher the HIV or AIDS mortality rate. Across all cohorts, HIV mortality fluctuated more with the birth cohort, especially for males.
Figure 2. HIV mortality rates of different age groups (50-54 years old to 75-79 years old) in each period (1990-1994, 1995-1999, 2000-2004, 2005-2009, 2010-2014, and 2015-2019) are shown (male populations represented by blue lines and female populations by red).

Figure 3. Age-adjusted mortality rates of HIV-infected persons per 100,000 person-years among men and women by age groups, 1990-2019 (adjusted to the data of the 6th population census of China in 2010 as the standard population).

Trends in the Joinpoint Regression Analysis Result

Table 1 shows the joinpoint regression analysis results of the changing trend of the death rate of patients with HIV or AIDS in China, whose age was older than 50 years in different genders, by age group during the observation period. The trends, size, and statistical significance of the mortality of HIV or AIDS in different age groups during different observation periods are described.

Over the monitoring period, trends in mortality in different age groups can be broadly divided by gender into 2 categories. Older male HIV or AIDS mortality increased over time in all age groups, with slight differences in the rate of increase between periods and mortality rates stabilizing after 2016 in most groups.

All age groups saw the most significant increase from 2012 to 2016, with the 70-74 years age group exhibiting the highest APC of 30.3%, whereas the trend for older female individuals increased, then decreased, and increased again.

The first period of growth was roughly 1990-2004 with an APC of around 10%, whereas the 70-79 years age group grew by more than 15%. From 2004 to 2013, the HIV or AIDS mortality rate for older female groups decreased with an APC of around –4%. The second segment grew more significantly than the first. Similar to male groups, all APC was greater than 18% over the period 2013-2016, particularly among the 65-74 years age group, where the average annual percentage change was significant, more than 35%.
According to the analysis of cohort effects, the mortality rates of male and female individuals living with HIV or AIDS have almost identical trends with complex and fluctuating variations similar to waves. The 1920-1924 period had the lowest cohort effect (male: –0.80; female: –0.78) and highest at ages 75-79 years (male: 0.86; female: 0.69). If the 1990 male period group is used as a reference, the period effect of HIV or AIDS mortality in 2015 increased by 5.23. This shows that the risk of HIV or AIDS deaths among older Chinese males increased by 522.61% over 30 years. Meanwhile, using the 1990 female population as the reference group, the period risk of HIV or AIDS deaths among older Chinese female individuals increased by 441.83% over 30 years.

According to period effects, there is a significant upward trend in the risk of death from HIV or AIDS among older people of both genders. Female groups had a slight decline after 2005 and then an increase. The risk of death is lowest at ages 50-54 years (male: –0.80; female: –0.78) and highest at ages 75-79 years (male: 0.86; female: 0.69). If the 1990 male period group is used as a reference, the period effect of HIV or AIDS mortality in 2015 increased by 5.23. This shows that the risk of HIV or AIDS deaths among older Chinese males increased by 522.61% over 30 years. Meanwhile, using the 1990 female population as the reference group, the period risk of HIV or AIDS deaths among older Chinese female individuals increased by 441.83% over 30 years.

### Table 1. The trend in HIV mortality age-standardized mortality rates for the age>50 years in all genders during 1990-2019.

<table>
<thead>
<tr>
<th>Cohort and age range</th>
<th>Joinpoint regression analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Trend 1</td>
</tr>
<tr>
<td></td>
<td>APC&lt;sup&gt;b&lt;/sup&gt; year</td>
</tr>
<tr>
<td>Male</td>
<td></td>
</tr>
<tr>
<td>60-64 years</td>
<td>1990~2013</td>
</tr>
<tr>
<td>Female</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>AAPC: average annual percentage change.
<sup>b</sup>APC: annual percentage change.
<sup>c</sup>Indicates that the APC and AAPC are significantly different from zero at the alpha=.05 level.
<sup>d</sup>Not applicable.

### APC Model Analysis Results of HIV or AIDS Mortality

In this study, by fitting the age-period-cohort model, the IE algorithm was used for quantitative analysis of China’s 1990-2019 elderly HIV or AIDS deaths among different age groups and periods. The result of the analysis of HIV or AIDS mortality is shown in Table 2 and Figure 5.

The age effect of male HIV or AIDS mortality showed a net increase of 0.59 (~0.21 to 0.38), from the age of 50-79 years; using the lowest value (55-59 years age group) of the male age effect as a reference, the highest value (75-79 years age group) is 1.81 times higher. The female population’s effect was more complex than that of males, with the maximum occurring in the 65-69 years age group, and the minimum in the 70-74 years age group with less fluctuation.

According to period effects, there is a significant upward trend in the risk of death from HIV or AIDS among older people of both genders. Female groups had a slight decline after 2005 and then an increase. The risk of death is lowest at ages 50-54 years (male: –0.80; female: –0.78) and highest at ages 75-79 years (male: 0.86; female: 0.69). If the 1990 male period group is used as a reference, the period effect of HIV or AIDS mortality in 2015 increased by 5.23. This shows that the risk of HIV or AIDS deaths among older Chinese males increased by 522.61% over 30 years. Meanwhile, using the 1990 female population as the reference group, the period risk of HIV or AIDS deaths among older Chinese female individuals increased by 441.83% over 30 years.

According to the analysis of cohort effects, the mortality rates of male and female individuals living with HIV or AIDS have almost identical trends with complex and fluctuating variations similar to waves. The 1920-1924 period had the lowest cohort effect (male: –0.29; female: –0.38) on mortality risk from HIV or AIDS. Using the male population’s lowest cohort effect (male: –0.80; female: –0.78) and highest at ages 75-79 years (male: 0.86; female: 0.69). If the 1990 male period group is used as a reference, the period effect of HIV or AIDS mortality in 2015 increased by 5.23. This shows that the risk of HIV or AIDS deaths among older Chinese males increased by 522.61% over 30 years. Meanwhile, using the 1990 female population as the reference group, the period risk of HIV or AIDS deaths among older Chinese female individuals increased by 441.83% over 30 years.

According to period effects, there is a significant upward trend in the risk of death from HIV or AIDS among older people of both genders. Female groups had a slight decline after 2005 and then an increase. The risk of death is lowest at ages 50-54 years (male: –0.80; female: –0.78) and highest at ages 75-79 years (male: 0.86; female: 0.69). If the 1990 male period group is used as a reference, the period effect of HIV or AIDS mortality in 2015 increased by 5.23. This shows that the risk of HIV or AIDS deaths among older Chinese males increased by 522.61% over 30 years. Meanwhile, using the 1990 female population as the reference group, the period risk of HIV or AIDS deaths among older Chinese female individuals increased by 441.83% over 30 years.

According to the analysis of cohort effects, the mortality rates of male and female individuals living with HIV or AIDS have almost identical trends with complex and fluctuating variations similar to waves. The 1920-1924 period had the lowest cohort effect (male: –0.29; female: –0.38) on mortality risk from HIV or AIDS. Using the male population’s lowest cohort effect (1920-1924) as a reference, the highest cohort effect risk (1950-1954) of death was 1.35. The female cohort effect has 2 peaks, occurring in cohorts 1950-1954 and 1965-1969. However, the cohort effects were not statistically different ($P>0.05$; Table 2).
Table 2. The age-period-cohort model analysis results of HIV mortality.

<table>
<thead>
<tr>
<th>Cohort and age range</th>
<th>Coefficient</th>
<th>SE</th>
<th>P value</th>
<th>Period</th>
<th>Coefficient</th>
<th>SE</th>
<th>P value</th>
<th>Cohort</th>
<th>Coefficient</th>
<th>SE</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Male</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50-54 years</td>
<td>-0.0798</td>
<td>0.0226</td>
<td>.003</td>
<td>1990-1994</td>
<td>-0.7965</td>
<td>0.0203</td>
<td>&lt;.001</td>
<td>1915-1919</td>
<td>-0.1228</td>
<td>0.0466</td>
<td>.02</td>
</tr>
<tr>
<td>55-59 years</td>
<td>-0.2136</td>
<td>0.0211</td>
<td>&lt;.001</td>
<td>1995-1999</td>
<td>-0.3831</td>
<td>0.0218</td>
<td>&lt;.001</td>
<td>1920-1924</td>
<td>-0.2915</td>
<td>0.0366</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>60-64 years</td>
<td>-0.1692</td>
<td>0.0218</td>
<td>&lt;.001</td>
<td>2000-2004</td>
<td>-0.1217</td>
<td>0.022</td>
<td>&lt;.001</td>
<td>1925-1929</td>
<td>-0.0307</td>
<td>0.0328</td>
<td>.36</td>
</tr>
<tr>
<td>65-69 years</td>
<td>-0.0264</td>
<td>0.0219</td>
<td>.25</td>
<td>2005-2009</td>
<td>0.1332</td>
<td>0.0217</td>
<td>&lt;.001</td>
<td>1930-1934</td>
<td>0.0644</td>
<td>0.0302</td>
<td>.049</td>
</tr>
<tr>
<td>70-74 years</td>
<td>0.1067</td>
<td>0.0215</td>
<td>&lt;.001</td>
<td>2010-2014</td>
<td>0.3109</td>
<td>0.0208</td>
<td>&lt;.001</td>
<td>1935-1939</td>
<td>-0.0146</td>
<td>0.0275</td>
<td>.60</td>
</tr>
<tr>
<td>75-79 years</td>
<td>0.3824</td>
<td>0.0213</td>
<td>&lt;.001</td>
<td>2015-2019</td>
<td>0.8572</td>
<td>0.0235</td>
<td>&lt;.001</td>
<td>1940-1944</td>
<td>-0.076</td>
<td>0.0238</td>
<td>.006</td>
</tr>
<tr>
<td>___</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>___</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>___</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Female</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50-54 years</td>
<td>0.1007</td>
<td>0.0316</td>
<td>.006</td>
<td>1990-1994</td>
<td>-0.776</td>
<td>0.0284</td>
<td>&lt;.001</td>
<td>1915-1919</td>
<td>-0.17</td>
<td>0.0651</td>
<td>.02</td>
</tr>
<tr>
<td>55-59 years</td>
<td>-0.0206</td>
<td>0.0295</td>
<td>.496</td>
<td>1995-1999</td>
<td>-0.2952</td>
<td>0.0304</td>
<td>&lt;.001</td>
<td>1920-1924</td>
<td>-0.3801</td>
<td>0.0512</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>60-64 years</td>
<td>0.0561</td>
<td>0.0304</td>
<td>.08</td>
<td>2000-2004</td>
<td>0.0971</td>
<td>0.0308</td>
<td>.006</td>
<td>1925-1929</td>
<td>-0.0048</td>
<td>0.0458</td>
<td>.92</td>
</tr>
<tr>
<td>65-69 years</td>
<td>0.0799</td>
<td>0.0306</td>
<td>.019</td>
<td>2005-2009</td>
<td>0.1991</td>
<td>0.0303</td>
<td>&lt;.001</td>
<td>1930-1934</td>
<td>0.0929</td>
<td>0.0422</td>
<td>.04</td>
</tr>
<tr>
<td>70-74 years</td>
<td>-0.1227</td>
<td>0.0300</td>
<td>&lt;.001</td>
<td>2010-2014</td>
<td>0.0857</td>
<td>0.0291</td>
<td>.1</td>
<td>1935-1939</td>
<td>0.0125</td>
<td>0.0384</td>
<td>.75</td>
</tr>
<tr>
<td>75-79 years</td>
<td>-0.0934</td>
<td>0.0297</td>
<td>.006</td>
<td>2015-2019</td>
<td>0.6893</td>
<td>0.0328</td>
<td>&lt;.001</td>
<td>1940-1944</td>
<td>-0.0124</td>
<td>0.0333</td>
<td>.72</td>
</tr>
<tr>
<td>___</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>___</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>___</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

---

\(R^2=0.9981\); adjusted \(R^2=0.9957\).

\(b\)Indicates that age, period, and cohort effects are significantly different from zero at the alpha=.05 level.

\(c\)Not applicable.

\(d\)\(R^2=0.9941\); adjusted \(R^2=0.9867\).
Discussion

Principal Findings

Due to the increased effectiveness of ART, life expectancy has increased for people with HIV. Although disparities in life expectancy among people with HIV continue to persist, there is an increasing prevalence of people with HIV at 50 years of age and older [28]. However, this study showed that elderly HIV or AIDS mortality rates in China increased from 1990 to 2019, with ASMR ranging from $0.50/10^5$ to $4.54/10^5$ for male and $0.19/10^5$ to $1.43/10^5$ for female individuals. In addition to the aging population, a proportion of HIV infections occurs in older persons [4,29,30], exacerbating the severity of the HIV epidemic in the older people. Our results indicated that elderly HIV mortality in China increased rapidly, especially in male individuals (average annual percentage change=7.0). Furthermore, the ASMR showed that the mortality rate was more pronounced for male individuals as they get older, especially at 75-79 years old, but for female individuals, it peaked at 65-69 years old. It may be because with the increasing efficiency of antiretroviral therapy, the age of survival of patients who have AIDS can reach 77.3 years, which is the average life expectancy of the Chinese population [31] regardless of whether they die of diseases or natural causes.

The mortality rate of older male individuals was 2-4 times that of the older female individuals [32], both in crude rates and in ASMR, which indicated a significant gender difference in the mortality of the older people with AIDS. Possible reasons for this are that the physiological functions of people older than 50...
years of age have not declined, and the physical condition and sexual needs of older male individuals are still at a high level; the standard of living of mainland Chinese residents has improved in the early 21st century [9], whereas in older female individuals, incidences are mainly due to spousal transmission [33]. However, owing to the lack of sex education, these people did not have the most basic reproductive health education and had a low perception of risk, leading to the frequent occurrence of high-risk sexual behaviors [8]. Unprotected commercial sex is the main route of HIV transmission among older males [33]. Therefore, long-term, in-depth, comprehensive HIV or AIDS health education for older male individuals is essential for critical groups.

The joinpoint regression analysis showed that the mortality rates for older male individuals have continued to increase over time (at different rates per period), while for female individuals, there was a downward trend compared with male individuals from 2003 to 2013. However, HIV or AIDS mortality rates also increased more slowly during this period compared with other periods. In 2004, the Chinese government announced its “Four Frees and One Care” policy [1], which may reduce HIV- or AIDS-related mortality or a reduction in the rate of increase. The policy has increased ART facilities from 671 in 2004 to 3733 in 2013, facilitating access to standardized ART for the HIV or AIDS population. It also strengthens the cooperation between medical institutions and the Centers for Disease Control and Prevention, continuously adjusts the types of antiviral drugs and treatment standards according to the actual ART needs of each region, and operates and establishes a system for the procurement, supply, and funding of relevant drugs.

To present more realistic results, the APC model was used to divide the influencing factors into age, period, and cohort. Age is one of the most important demographic factors affecting HIV mortality, and many surveys have shown that ages older than 40 years are strongly associated with mortality from AIDS-related diseases [34,35]. The age effect in the change of HIV or AIDS mortality among Chinese older male individuals reflects a quantitative relationship that the higher the age, the larger the effect coefficient, with the most significant age effect coefficient of 0.38 for the 75-79 years group, indicating that the high-risk group for death among Chinese older men with HIV is still people in the higher age group. In contrast to male individuals, the risk of death among older female individuals with HIV is generally decreasing. However, there is a slight increase between 55 and 69 years. Therefore, prevention and control for female populations should focus on the 50-69 years age group.

According to the analysis of the period effect on HIV mortality, there was a net increase of 1.653 from 1990-1994 to 2015-2019. Such rapid growth may suggest that the period effect is an essential factor influencing HIV- or AIDS-related deaths in older people. The continuous improvement of the quality of life and the neglect of the sexual needs of older people by their families will lead to unsafe sexual behaviors [6,36]. At the same time, due to the lack of sexual knowledge, older males often have the mentality of not being afraid or not caring. More unprotected commercial behaviors [37,38] increase HIV mortality risk during these periods. Hence, in this era of increasing material abundance, the trend will continue to affect older people living with HIV. Therefore, at a time of continuous economic and social progress, openness to sexuality, and significance of aging [39,40], we should use multidisciplinary approaches to curb the growing severity of HIV- or AIDS-related problems.

The cohort effect is a comprehensive indicator, and it is impacted by age and period effects. Only by fundamentally solving the above problems can we effectively reduce the mortality rate of HIV in older people. Community organizations should be focused on carrying out more sex education, especially among older male populations, enriching the cultural life of older people and promoting healthy and safe sexual attitudes [41]. More attention must be paid to HIV or AIDS education in low-income and rural areas, raising awareness about its health risks and impact on families and society in an acceptable manner [42-44]. In particular, maintaining a single sexual partner and the correct use of condoms must be the focus of education. Moreover, continuously carrying out voluntary counseling and testing, actively mobilizing the older population for HIV testing for early detection of elderly HIV, and providing timely care and effective treatment [45] are required.

Limitations
This study also has some limitations. First, this paper only provides a descriptive analysis of the GBD 2019 database without etiological and attribution analyses. Second, we could not discuss China’s provinces and the differences between regions due to data inadequacy. Third, the results of GBD 2019 are mainly estimates obtained from calculations by combining a system dynamics model with a statistical model, which may differ from the actual observed data and cannot avoid distortion of the results. Finally, our study has ecological fallacies and unique limitations associated with the APC model (including identifiability issues and the uncertainty principle). Therefore, future large-scale cohort studies are needed to confirm the relevant hypotheses in this study.

Conclusion
In conclusion, our study shows a marked increase in HIV mortality for both sexes in China from 1990 to 2019. These trends may be due to changes in socioeconomic growth and lifestyle in the population. The aging trend of the population is impacted by age and period effects. Only by fundamentally solving the above problems can we effectively reduce the mortality rate of HIV in older people. It is essential to carry out early HIV screening and health education for people aged 50 years and older, as is urging infected individuals to receive ART as soon as possible to prevent HIV infection and reduce mortality rate. These findings may help predict future changes in HIV mortality and identify priority populations.
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Abstract

Background: The distribution of population-level real-time reverse transcription-polymerase chain reaction (RT-PCR) cycle threshold (Ct) values as a proxy of viral load may be a useful indicator for predicting COVID-19 dynamics.

Objective: The aim of this study was to determine the relationship between the daily trend of average Ct values and COVID-19 dynamics, calculated as the daily number of hospitalized patients with COVID-19, daily number of new positive tests, daily number of COVID-19 deaths, and number of hospitalized patients with COVID-19 by age. We further sought to determine the lag between these data series.

Methods: The samples included in this study were collected from March 21, 2021, to December 1, 2021. Daily Ct values of all patients who were referred to the Molecular Diagnostic Laboratory of Iran University of Medical Sciences in Tehran, Iran, for RT-PCR tests were recorded. The daily number of positive tests and the number of hospitalized patients by age group were extracted from the COVID-19 patient information registration system in Tehran province, Iran. An autoregressive integrated moving average (ARIMA) model was constructed for the time series of variables. Cross-correlation analysis was then performed to determine the best lag and correlations between the average daily Ct value and other COVID-19 dynamics–related variables. Finally, the best-selected lag of Ct identified through cross-correlation was incorporated as a covariate into the autoregressive integrated moving average with exogenous variables (ARIMAX) model to calculate the coefficients.

Results: Daily average Ct values showed a significant negative correlation (23-day time delay) with the daily number of newly hospitalized patients ($P=.02$), 30-day time delay with the daily number of new positive tests ($P=.02$), and daily number of COVID-19 deaths ($P=.02$). The daily average Ct value with a 30-day delay could impact the daily number of positive tests for COVID-19 ($\beta=-16.87, P<.001$) and the daily number of deaths from COVID-19 ($\beta=-1.52, P=.03$). There was a significant association between Ct lag (23 days) and the number of COVID-19 hospitalizations ($\beta=-24.12, P=.005$). Cross-correlation analysis showed significant time delays in the average Ct values and daily hospitalized patients between 18-59 years (23-day time delay, $P=.02$) and in patients over 60 years old (23-day time delay, $P<.001$). No statistically significant relation was detected in the number of daily hospitalized patients under 5 years old (9-day time delay, $P=.27$) and aged 5-17 years (13-day time delay, $P=.39$).
Conclusions: It is important for surveillance of COVID-19 to find a good indicator that can predict epidemic surges in the community. Our results suggest that the average daily Ct value with a 30-day delay can predict increases in the number of positive confirmed COVID-19 cases, which may be a useful indicator for the health system.

(JMIR Public Health Surveill 2022;8(11):e36424) doi: 10.2196/36424
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Introduction

Coronaviruses are zoonotic pathogens that can be transmitted to humans after acquiring particular mutations [1]. SARS-CoV-2, which causes COVID-19, is mainly transmitted via airborne respiratory droplets. Although ocular secretions and oral-fecal transmission have also been indicated, these transmission methods remain uncertain [2,3].

A real-time reverse transcription-polymerase chain reaction (RT-PCR) test is used for detecting SARS-CoV-2 in respiratory samples as routine surveillance worldwide. The RT-PCR test has high sensitivity and specificity for diagnosing COVID-19 and offers faster turnaround times than the viral culture method; thus, this test has become the main method for diagnosing COVID-19. RT-PCR presents both qualitative and quantitative results with respect to the viral load [4]. The RT-PCR cycle threshold (Ct) value is identified as the number of amplification cycles needed to detect the target gene in samples [5]. The Ct value is a semiquantitative result of RT-PCR that reflects the amount of viral nucleic acids in a sample, and can thus be used as a proxy for viral load and may help decision-making in epidemic control. The Ct value has a reverse relationship with viral load so that each 3.3 increase in Ct value causes a 10-fold decrease in viral load [6]; the highest viral burden is on the first day of disease symptoms onset [7]. The positive result of COVID-19 RT-PCR tests has a lower Ct value than the recommended cutoff. In the United States, the Food and Drug Administration considers a Ct value <37 as the cutoff for a positive result of COVID-19 [8]. In more than 70% of samples with a Ct value <25, SARS-CoV-2 may be cultured, whereas only 3% of samples with a Ct value >35 can be cultured [9]. Several studies have reported that the Ct value also has an association with disease severity and mortality, and that the Ct values in patients who have more severe symptoms are low [5,10-12]. In addition, hospitalized patients who died from COVID-19 had lower Ct values [13]. A systematic review showed a significant correlation between Ct value and disease severity in hospitalized patients but not in nonhospitalized COVID-19 patients [5]. There is controversy among studies on the use of Ct values at an individual level for the prognosis of the disease or treatment planning. The Ct value may vary due to the collection method among laboratories [14] or the target gene selected for RT-PCR [15]. Moreover, the RT-PCR test can detect any viral material and does not distinguish between live viruses and viral debris, which may persist for a long time beyond the point of infectiousness [12].

To the best of our knowledge, few studies have examined the use of population-level Ct values as a measure of COVID-19 dynamics in communities. As Ct values have a significant relationship with disease severity and infectivity, a higher average Ct value in daily testing samples from a population may predict epidemic growth in a community. Hay et al [16] analyzed simulation and surveillance data and found that decreases in the proportion of Ct values in a population may cause a local increase in transmission or a new number of patients [16]. In addition, the median Ct value may be an effective measure for forecasting a pandemic surge.

To resolve these issues, the aims of this study were to determine the relationships between the daily trend of average Ct value and COVID-19 dynamics, including the daily number of hospitalized patients with COVID-19, daily number of new positive tests, daily number of COVID-19 deaths, and number of hospitalized patients with COVID-19 by age. We further aimed to determine the lag between these series.

Methods

Samples and RT-PCR

The samples included in this study were collected from March 21, 2021, to December 1, 2021. Inclusion criteria were samples obtained from individuals suspected of having COVID-19 and were referred to a laboratory in Tehran, Iran, to confirm the diagnosis. Daily results of Ct values of all patients referred to the laboratory for RT-PCR tests were recorded. The daily number of positive cases and the number of hospitalized people by age group for 9 months were extracted from the COVID-19 patient information registration system in Tehran province, Iran.

This study included samples of the upper respiratory tract (both nasopharyngeal and anterior nares swab samples) taken using a sterile Dacron thin swab with a plastic or aluminum handle as the main test specimen. The samples were collected by a physician, nurse, laboratory expert, and other staff with sufficient training and experience. All biological samples were sent to the Molecular Diagnostic Laboratory of Iran University of Medical Sciences in Tehran, Iran. All samples were analyzed using the Pishhtazteb One-step RT-PCR COVID-19 Kit (dual-target gene diagnosis), and RNA extraction was performed using a Zhybio nucleic acid extraction kit (magnetic bead method). To confirm the diagnosis, the target genes were the SARS-CoV-2 nucleocapsid gene and RdRp gene [17]. For each sample, the Ct value was recorded. The samples that produced a positive result in the RT-PCR test and had a Ct value ≤37 were recorded to determine the daily average Ct values.
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Statistical Analysis

Overview

The daily median Ct value among all patients referred to the laboratory and the daily number of hospitalized patients with COVID-19 by age group were plotted over time. The autoregressive integrated moving average (ARIMA) and autoregressive integrated moving average with exogenous variables (ARIMAX) models were used to determine significant associations between the daily average Ct value and the daily number of COVID-19 hospitalizations by age, daily number of COVID-19 deaths, and daily number of positive tests in Tehran province, Iran.

ARIMA Model

Time-series analyses are appropriate when dealing with a set of data that has a time trend [18]. The Box-Jenkins time-series approach, especially the ARIMA model, is one of the best methods in time-series analysis of autocorrelated data [19], such as the daily average Ct value. In autoregressive models, the outcome (Yt) is a linear function of the previous values and a random component. Nonseasonal ARIMA model parameters are (p, d, q) overall, where p is the order of autoregression (AR), d is the degree of trend difference, and q is the order of moving average (MA). To perform time-series analysis, it is first necessary to check the stability of the mean and variance. For this purpose, the augmented Dickey-Fuller (ADF) test is used [20] for checking the stability of the mean and the Box-Cox test is used to check the stability of the variance. Logarithm transformation and differetiation were used to establish stability in the variance and mean, respectively. The first-time differences can be expressed as:

\[ Y'_t = Y_t - Y_{t-1} \]  

Where Yt represents nonstationary time-series data and Y′t is the time series after the first-time differences. If the time series has a seasonal trend, seasonal differences are used to stabilize the series. The AR parameter p represents the linear correlation of the current value of the time series Yt with the previous values Yt–2, Yt–3, …, and current residuals et [21]. The MA parameter q shows the linear correlation of the current value of the time series Yt with the current and previous residuals of the time series et, e_{t-1}, … [22]. The general formula of AR (p) and MA (q) models are represented in equations (2) and (3), respectively:

\[ Y_t = C + \beta_1 Y_{t-1} + \beta_2 Y_{t-2} + \ldots + \beta_p Y_{t-p} + \epsilon_t \]  

\[ Y_t = C + \alpha_1 \epsilon_{t-1} + \alpha_2 \epsilon_{t-2} + \ldots + \alpha_q \epsilon_{t-q} \]  

where C is a constant; \( \beta_1, \beta_2, \ldots, \beta_p \) are AR model terms; and \( \alpha_1, \alpha_2, \ldots, \alpha_q \) are MA model terms. The number of AR and MA parameters was determined by the autocorrelation function and partial autocorrelation function.

The general form of the ARIMA model can be written as:

\[ Y_t = C + \beta_1 Y_{t-1} + \beta_2 Y_{t-2} + \ldots + \beta_p Y_{t-p} + \alpha_1 \epsilon_{t-1} + \alpha_2 \epsilon_{t-2} + \ldots + \alpha_q \epsilon_{t-q} + \epsilon_t \]  

Four main steps for the development of the ARIMA model include checking mean and variance stability (see Table S1 in Multimedia Appendix 1), and identifying p and q terms (see Figure S1 in Multimedia Appendix 1).

Model Parameter Estimation

The maximum-likelihood approach was used for the model parameters. To determine the best ARIMA model, among the models that passed the residual test (normality and stability in the variance), the model with the lowest Bayesian information criterion (BIC) and Akaike information criterion (AIC) was selected as the final model. The BIC and AIC formulae are represented as follows:

\[ \text{BIC} = -2 \ln(L) + k \ln(n) \]  

\[ \text{AIC} = 2k - 2 \ln(L) \]

Where m is the number of observations, k is the total number of parameters in the model, and \( \ln(L) \) is the likelihood function. The ARIMA model was developed to the time series of the daily average Ct value, daily number of hospitalized patients with COVID-19, new number of daily positive tests, daily number of COVID-19 deaths, and number of hospitalized patients with COVID-19. The detailed method for derivation of the ARIMA model is described in Multimedia Appendix 1.

Cross-correlation Function

To evaluate the time delay between the daily average Ct value and the daily number of hospitalized patients with COVID-19, daily number of new positive tests, daily number of COVID-19 deaths, and number of hospitalized patients with COVID-19 by age, the cross-correlation function was used. The independent (daily average Ct value) and dependent variables (daily number of hospitalized patients with COVID-19, new number of daily positive tests, daily number of COVID-19 deaths, and number of hospitalized patients with COVID-19 by age) were preprocessed by the previously fit ARIMA models. The cross-correlation coefficient is mathematically represented as follows:

\[ r_{\alpha\beta}(k) = \frac{C_{\alpha\beta}(k)}{S_{\alpha}S_{\beta}} \]

where \( C_{\alpha\beta}(k) \) is the value of the covariance between the preprocessed input time series and preprocessed output time series at the lag k, \( S_{\alpha} \) is the value of the standard deviation of the preprocesing input time series, and \( S_{\beta} \) is the value of the standard deviation of the preprocessing output time series [23]. Three indicators, Schwarz Bayesian information criterion (SBIC), Hannan-Quinn information criterion (HQIC), and AIC, were used to select the best lag.

\[ \text{SBIC} = \log(n)k - 2\log(L(\theta^0)) \]  

\[ \text{HQIC} = -2\ln(L(\theta^0)) + 2k\log(\log(n)) \]

In equations (8) and (9), n is the sample size, k is the number of estimated parameters, \( \theta \) is the set of all parameter values, and \( L(\theta^0) \) is the likelihood of the model.

ARIMAX Model

The ARIMAX model is an expansion of the ARIMA model by adding an explanatory independent variable. The ARIMAX model is the combination of multiple regression analysis and time-series analysis; therefore, it can determine the impact factor
of the relationship between different lags of Ct values and other study variables. The ARIMAX model formula is as follows:

\[
Y_t = \beta x(t) + \alpha_1 Y_{t-1} + \alpha_2 Y_{t-2} + \ldots + \alpha_p Y_{t-p} + \epsilon_t - \phi_1 \epsilon_{t-1} - \phi_2 \epsilon_{t-2} - \ldots - \phi_q \epsilon_{t-q} + \epsilon_t \tag{10}
\]

where \( x(t) \) is an independent variable at time \( t \) and \( \beta \) is its associated coefficient. \( Y_{t-1}, \ldots, Y_{t-p} \) is the previous value of a dependent variable, and \( \epsilon_t, \ldots, \epsilon_{t-q} \) is the residual of the time series. To determine the association and coefficient of the association between the lags of the \( x_{t+m} \) time series and series \( Y_t \), the ARIMAX model was used. The cross-correlation function was used to find the linear correlation between \( x_{t+m} \) and \( Y_t \) for different lags, which can help to find the best lags of the independent variable that might be used to predict the dependent variable [24]. The lags of Ct values that were selected through the correlation function were incorporated as covariates into the ARIMAX model with other dependent variables such as the daily number of hospitalized patients with COVID-19, number of new daily positive cases, daily number of COVID-19 deaths, and number of hospitalized patients with COVID-19 by age. The maximum-likelihood method was used for estimation of the parameters. The Ljung-Box Q test was applied to evaluate white noise for the residual series. Data were analyzed by Stata software version 14. Figure 1 shows the steps of building the best ARIMAX model.

Figure 1. Steps of building the best ARIMAX model. ACF: autocorrelation function; AIC: Akaike information criterion; ARIMA: autoregressive integrated moving average; ARIMAX: autoregressive integrated moving average with exogenous variables; BIC: Bayesian information criterion; PACF: partial autocorrelation function.
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Results
Evaluation Outcomes
Table 1 shows descriptive statistics of the study variables that were included in the analysis. The minimum value of Ct was related to April 11, 2021, and the maximum frequency of hospitalized patients was related to August 23, 2021. Over 9 months, 80,882 positive COVID-19 tests were referred to the Molecular Diagnostic Laboratory of Iran University of Medical Sciences in Tehran, Iran.

Figure 2 shows the time trend of Ct values, along with the trends of the number of hospitalized patients, number of positive tests, number of COVID-19 deaths, number of hospitalized patients under 5 years old, number of hospitalized patients aged 5-17 years old, number of hospitalized patients aged 18-59 years old, and number of hospitalized patients over 60 years old over the 9 months. Similar to the a priori hypothesis, the daily average Ct value was negatively correlated with the daily number of hospitalized patients, daily count of positive COVID-19 tests (with a time delay), daily number of COVID-19 deaths, and daily number of hospitalized patients by age group. As shown in Figure 2, there was a time delay of approximately 28-32 days between the average daily Ct value and the daily number of hospitalized patients with COVID-19, daily count of positive COVID-19 tests, and daily number of COVID-19 deaths.
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Table 1. Descriptive statistics of the study variables.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Maximum</th>
<th>Minimum</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dependent variable: cycle threshold value</td>
<td>24.87</td>
<td>15.83</td>
<td>19.89 (1.33)</td>
</tr>
<tr>
<td><strong>Independent variables</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of hospitalized patients</td>
<td>763</td>
<td>47</td>
<td>310.65 (260.259)</td>
</tr>
<tr>
<td>Number of positive tests</td>
<td>925</td>
<td>42</td>
<td>396.48 (211.05)</td>
</tr>
<tr>
<td>Number of COVID-19 deaths</td>
<td>72</td>
<td>0</td>
<td>15.98 (24.57)</td>
</tr>
<tr>
<td>Number of hospitalized patients under 5 years old</td>
<td>58</td>
<td>0</td>
<td>16.514 (10.23)</td>
</tr>
<tr>
<td>Number of hospitalized patients aged 5-17 years</td>
<td>41</td>
<td>1</td>
<td>12.35 (6.78)</td>
</tr>
<tr>
<td>Number of hospitalized patients aged 18-59 years</td>
<td>444</td>
<td>12</td>
<td>155.94 (91.61)</td>
</tr>
<tr>
<td>Number of hospitalized patients over 60 years old</td>
<td>330</td>
<td>3</td>
<td>123.58 (63.37)</td>
</tr>
</tbody>
</table>
Figure 2. Trends of cycle threshold (Ct) values and other study variables over 9 months.

ARIMA Model for Study Variables

Table 2 shows the best ARIMA models for the study variables. The ARIMA (1,0,1) model was the best model for the daily average Ct value in comparison with other models, having the lowest BIC value, daily number of the hospitalized patients, and daily count of positive COVID-19 tests. The ARIMA (1,0,2) model was the best model for the daily number of COVID-19 deaths. All models had the lowest number of significant estimated parameters, and the residual analysis showed a good fit (normality and stability in the variance) for the selected ARIMA models using the AIC. There was no seasonal pattern in the study variables. The ADF test was used for evaluating stability in the mean and the Box-Cox test was used to test the time-series stability in the variance. The time series of the daily number of hospitalized patients by age did not show stability for the variance, and therefore log transformation was applied to this variable.
Table 2. The best selected autoregressive integrated moving average (ARIMA) models using the Bayesian information criterion (BIC) and Akaike information criterion (AIC).

<table>
<thead>
<tr>
<th>Variable</th>
<th>ARIMA</th>
<th>Log likelihood</th>
<th>AIC</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cycle threshold value</td>
<td>(1,0,1)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>–355.99</td>
<td>702.38</td>
<td>716.42</td>
</tr>
<tr>
<td>Number of hospitalized patients</td>
<td>(1,0,1)</td>
<td>–1553.31</td>
<td>–1231.24</td>
<td>–1220.61</td>
</tr>
<tr>
<td>Number of positive COVID-19 tests</td>
<td>(1,0,1)</td>
<td>–1198.16</td>
<td>2494.99</td>
<td>2827.07</td>
</tr>
<tr>
<td>Number of COVID-19 deaths</td>
<td>(1,0,2)</td>
<td>–933.16</td>
<td>1876.33</td>
<td>1893.88</td>
</tr>
<tr>
<td>Number of hospitalized patients under 5 years old</td>
<td>(1,0,1)</td>
<td>–905.64</td>
<td>481.26</td>
<td>494.797</td>
</tr>
<tr>
<td>Number of hospitalized patients aged 5-17 years</td>
<td>(1,0,1)</td>
<td>–819.80</td>
<td>393.80</td>
<td>407.322</td>
</tr>
<tr>
<td>Number of hospitalized patients aged 18-59 years</td>
<td>(1,0,1)</td>
<td>–1401.00</td>
<td>374.58</td>
<td>384.72</td>
</tr>
<tr>
<td>Number of hospitalized patients over 60 years old</td>
<td>(1,0,1)</td>
<td>–919.60</td>
<td>397.41</td>
<td>407.55</td>
</tr>
</tbody>
</table>

<sup>a</sup>The numbers in parentheses represent the parameters (p, d, q) of the model, where p is the order of autoregression, d is the degree of trend difference, and q is the order of moving average.

Cross-correlation Analysis

Figure 3 shows the cross-correlations between the study variables and Ct value. In this figure, negative lags would not be considered because the negative lag indicates that the study variables could affect the average Ct value in a certain period at a later point in time; therefore, the positive lag was used to show the effect of the Ct value on the study variables in the future. A cross-correlation function was performed between the preprocessed input and output series. Table 3 shows the best lag difference between the Ct value and the study variables. Indicators such as AIC, SBIC, and HQIC were used to examine the selected lag. There was no statistically significant (all P>.05) lag (time delays) between the average Ct value and the daily number of hospitalized patients under 5 years old and the number of hospitalized patients aged 5-17 years. However, a significant 23-day lag was found between the average Ct value and number of hospitalized patients. The daily count of positive COVID-19 tests as well as the daily number of COVID-19 deaths had a significant 30-day lag with the average Ct value.

Figure 3. Cross-correlations (y-axes) between cycle threshold (Ct) values and other study variables.
Table 3. High-correlation lags between the cycle threshold value and other study variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Lag</th>
<th>$r$</th>
<th>$P$ value</th>
<th>AIC$^a$</th>
<th>HQIC$^b$</th>
<th>SBIC$^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of hospitalized patients</td>
<td>23</td>
<td>−0.25</td>
<td>.02</td>
<td>15.34</td>
<td>15.95</td>
<td>16.85</td>
</tr>
<tr>
<td>Number of positive tests</td>
<td>30</td>
<td>−0.34</td>
<td>.02</td>
<td>15.83</td>
<td>16.83</td>
<td>8.24</td>
</tr>
<tr>
<td>Number of COVID-19 deaths</td>
<td>30</td>
<td>−0.26</td>
<td>.02</td>
<td>10.90</td>
<td>11.69</td>
<td>12.86</td>
</tr>
<tr>
<td>Number of hospitalized patients under 5 years old</td>
<td>9</td>
<td>−0.22</td>
<td>.76</td>
<td>10.38</td>
<td>10.73</td>
<td>11.25</td>
</tr>
<tr>
<td>Number of hospitalized patients aged 5-17 years</td>
<td>13</td>
<td>−0.23</td>
<td>.29</td>
<td>9.54</td>
<td>9.89</td>
<td>10.41</td>
</tr>
<tr>
<td>Number of hospitalized patients aged 18-59 years</td>
<td>23</td>
<td>−0.27</td>
<td>.04</td>
<td>14.24</td>
<td>14.85</td>
<td>15.75</td>
</tr>
<tr>
<td>Number of hospitalized patients over 60 years old</td>
<td>23</td>
<td>−0.30</td>
<td>.07</td>
<td>13.54</td>
<td>14.15</td>
<td>15.05</td>
</tr>
</tbody>
</table>

$^a$AIC: Akaike information criterion.
$^b$HQIC: Hannan-Quinn information criterion.
$^c$SBIC: Schwarz Bayesian criterion.

Impact of the Ct Value on Study Variables (ARIMAX Model)

After obtaining the best lag between the daily Ct value and other variables using cross-correlation analysis (Table 3), ARIMAX was used to calculate the impact coefficients of the selected lags. Table 4 shows that a Ct value with a 30-day delay could affect the daily number of positive COVID-19 tests and the daily number of deaths from COVID-19. Specifically, a decrease in Ct value may cause an increase of approximately 16.87 times in the average number of new positive tests for COVID-19 after 30 days. In addition, the daily number of deaths from COVID-19 will increase by approximately 1.52 times after 30 days with a decrease in the Ct value. There was a significant coefficient between Ct lag (23 days) and the number of COVID-19 hospitalizations. There was also a significant association of the Ct value with a 23-day delay and the number of COVID-19 hospitalizations for patients aged 18-59 years and patients aged more than 60 years.
Table 4. Estimated coefficients obtained using autoregressive integrated moving average with exogenous variables models.

<table>
<thead>
<tr>
<th>Variables and parameters</th>
<th>Coefficient (β)</th>
<th>95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of hospitalized patients; best model: (1,0,1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ct a (23)b</td>
<td>-24.12</td>
<td>-41.08 to -7.16</td>
<td>.005</td>
</tr>
<tr>
<td>AR c (1)</td>
<td>.99</td>
<td>.95 to 1.02</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>MA d (1)</td>
<td>-.87</td>
<td>-.96 to -.78</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Number of COVID-19 deaths; best model: (1,0,2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ct (30)</td>
<td>-1.52</td>
<td>-2.86 to -.18</td>
<td>.03</td>
</tr>
<tr>
<td>AR (1)</td>
<td>.96</td>
<td>.89 to 1.03</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>MA (1)</td>
<td>-1.07</td>
<td>-1.22 to - .92</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>MA (2)</td>
<td>.21</td>
<td>.09 to .34</td>
<td>.001</td>
</tr>
<tr>
<td>Number of positive tests; best model: (1,0,1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ct (30)</td>
<td>-16.87</td>
<td>-28.93 to -4.82</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>AR (1)</td>
<td>.96</td>
<td>.84 to 1.07</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>MA (1)</td>
<td>-.89</td>
<td>-1.06 to - .71</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Number of hospitalized patients under 5 years old; best model: (1,0,1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ct (9)</td>
<td>-.60</td>
<td>-1.68 to .47</td>
<td>.27</td>
</tr>
<tr>
<td>AR (1)</td>
<td>.96</td>
<td>.84 to 1.07</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>MA (1)</td>
<td>-.89</td>
<td>-1.06 to - .71</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Number of hospitalized patients aged 5-17 years (1,0,1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ct (13)</td>
<td>-.40</td>
<td>-1.30 to .50</td>
<td>.39</td>
</tr>
<tr>
<td>AR (1)</td>
<td>.97</td>
<td>.92 to 1.03</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>MA (1)</td>
<td>-.89</td>
<td>-.99 to -.79</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Number of hospitalized patients aged 18-59 years; best model: (1,0,1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ct (23)</td>
<td>-11.87</td>
<td>-21.81 to -1.94</td>
<td>.02</td>
</tr>
<tr>
<td>AR (1)</td>
<td>.99</td>
<td>.95 to 1.02</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>MA (1)</td>
<td>-.85</td>
<td>-.94 to -.76</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Number of hospitalized patients over 60 years old; best model: (1,0,1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ct (23)</td>
<td>-11.44</td>
<td>-17.82 to -5.07</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>AR (1)</td>
<td>.99</td>
<td>.96 to 1.02</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>MA (1)</td>
<td>-.90</td>
<td>-.98 to -.81</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aCt: cycle threshold.

bThe numbers in parentheses indicate the lag in days.

cAR: autoregressive.

dMA: moving average.

Discussion

Principal Findings

The Ct value is a good proxy for viral load, which can offer the possibility of isolating people who have a higher viral load (lower Ct value) and those who have been in contact with these people for the past 5 days to reduce the transmission rate [11]. Therefore, the Ct value can be a good indicator for predicting the state of the disease process in the future. This study investigated the relationship between the population distribution of Ct values obtained from SARS-CoV-2–positive RT-PCR tests and COVID-19 dynamics. The results showed that the daily average Ct value has a significant negative relationship with three study variables of COVID-19 dynamics: daily number of hospitalized patients, daily count of positive COVID-19 tests, and daily COVID-19 deaths. The Ct value can predict the peak of the epidemic curve of the number of new positive COVID-19 patients with an interval of 30 days earlier.

Comparison With Prior Work

This result is consistent with the results of a study by Walker et al [21] showing that a declining population-level Ct value preceded increases in SARS-CoV-2 positivity tests. Another
study showed a negative association between individual Ct values and severity of symptoms of COVID-19 [25]. A few studies have focused on the effect of the population-level Ct value as an indicator for predicting pandemic surges. Consistent with this study, Tso et al [26] showed that daily median Ct values have a negative correlation with the daily count of positive tests, daily transmission rates, and daily number of COVID-19 hospitalizations in the greater El Paso area; they also showed a significant 33-day time delay between daily median Ct values and the daily number of COVID-19 hospitalizations. In this study, we found a significant 23-day time delay between the daily average Ct value and the number of hospitalized COVID-19 patients aged 18-59 years and aged more than 60 years. The former age group represents the major workforce, and are thus more likely to be exposed and become infected with the SARS-CoV-2 virus. Buchan et al [27] showed that the average Ct values were statistically similar among age groups, but patients in the age group of 80-89 years had slightly lower Ct values. According to an epidemiology study in Iran, the majority of hospitalized COVID-19 patients were in the age group of 50-60 years [28]. The relationship between the daily average Ct value and the number of COVID-19 patients aged under 5 years was not significant in this study.

Hay et al [16] estimated the epidemic trajectory in Massachusetts, United States, using a mathematical model for population-level Ct values, and also found that an increasing epidemic wave will be accompanied by a high frequency of recently infected patients with high viral loads (lower Ct values), whereas a declining epidemic wave occurs when the number of patients with older infections is high. Therefore, Ct values obtained from the disease care system during the epidemic of SARS-CoV-2 can determine the course of the epidemic process at short intervals [16]. In this study, the ARIMAX model was used to find the effect of Ct value delay time on the number of positive COVID-19 tests, and a 30-day delay was found between the average population-level Ct value and the number of positive COVID-19 cases.

Limitations

Differences in how measurements of Ct value or assurance about the quality of the data sets that are used to measure population-level Ct values in different geographical areas may affect the power of the Ct value for predicting local COVID-19 epidemic waves. Previous studies have indicated that changes in the population-level Ct values of surveillance samples may lead to a disease outbreak [16,29]. There is a hypothesis that if only patients with clinical symptoms who had positive tests were used to calculate the daily average Ct value, the association between the daily Ct value and COVID-19 cases would be more readily detected; thus, a decrease in Ct values may be more closely associated with the increasing number of COVID-19 patients. To investigate this hypothesis, only the Ct value of patients with symptoms was used to calculate the daily average Ct value in this study.

Conclusions

The daily average population-level Ct value has a relationship with the number of positive SARS-CoV-2 tests and time delay. Thirty days after reducing the daily average Ct value, the number of new COVID-19 cases is expected to increase. It is important to find a good indicator that can predict epidemic surges in the community for improved COVID-19 surveillance. Faster prediction of a new wave of disease will help health policymakers to initiate appropriate public health policies such as lockdowns for decreasing an anticipated pandemic surge, and will provide health systems an opportunity to meet the needs of medicine and facilities to support additional patients.
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Abstract

Background: The National HIV Behavioral Surveillance (NHBS) is a comprehensive system for biobehavioral surveillance conducted since 2003 in 3 populations disproportionately affected by HIV: gay, bisexual, and other men who have sex with men (MSM); people who inject drugs; and heterosexually active persons at increased risk for HIV infection (HET). This ongoing and systematic collection and analysis of data is needed to identify baseline prevalence of behavioral risk factors and prevention service use, as well as to measure progress toward meeting HIV prevention goals among key populations disproportionately affected by HIV.

Objective: This manuscript provides an overview of NHBS from 2003 to 2019.

Methods: NHBS is conducted in rotating, annual cycles; these 3 annual cycles are considered a round. Venue-based, time-space sampling is used for the MSM population. Respondent-driven sampling is used for people who inject drugs and HET populations. A standardized, anonymous questionnaire collects information on HIV-related behavioral risk factors, HIV testing, and use of prevention services. In each cycle, approximately 500 eligible persons from each participating area are interviewed and offered anonymous HIV testing.

Results: From 2003 to 2019, 168,600 persons were interviewed and 143,570 agreed to HIV testing across 17 to 25 cities in the United States. In the fifth round (2017 to 2019), over 10,000 (10,760-12,284) persons were interviewed each of the 3 population cycles in 23 cities. Of those, most (92%-99%) agreed to HIV testing. Several cities also conducted sexually transmitted infection or hepatitis C testing.

Conclusions: NHBS is critical for monitoring the impact of the Ending the HIV Epidemic in the United States initiative. Data collected from NHBS are key to describe trends in key populations and tailor new prevention activities to ensure high prevention impact. NHBS data provide valuable information for monitoring and evaluating national HIV prevention goals and guiding national and local HIV prevention efforts. Furthermore, NHBS data can be used by public health officials and researchers to identify HIV prevention needs, allocate prevention resources, and develop and improve prevention programs directed to the populations of interest and their communities.
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Introduction

More than 40 years into the public health response to HIV, tremendous progress to prevent HIV transmission and save lives has been made globally and in the United States. Today, the tools to eliminate HIV exist, yet effective health interventions are not reaching populations that have been marginalized and are experiencing disproportionate impact of HIV [1,2]. Key members of the population and their partners, including gay, bisexual, and other men who have sex with men (MSM) and people who inject drugs, remain disproportionately affected by HIV [3]. Furthermore, social deprivation and poverty continue to be associated with high rates of HIV [4,5]. Biobehavioral surveillance of populations disproportionately affected by HIV has been critical to monitoring HIV prevention efforts and identifying areas of need, and it will continue to inform HIV prevention efforts, including those of Ending the HIV Epidemic in the United States by 2030 [6].

In 2003, the US Centers for Disease Control and Prevention (CDC), in collaboration with state and local partners and other surveillance and methodology experts, developed the National HIV Behavioral Surveillance (NHBS) as a comprehensive system for conducting biobehavioral surveillance among populations disproportionately affected by HIV [7]. To assure successful implementation, NHBS is focused on building relationships with community members, the intended populations, and prevention providers who work with these populations. NHBS has been funded through a series of cooperative agreements with collaborating state and local health departments. Health departments eligible to participate in NHBS are among those whose jurisdictions include a metropolitan statistical area (MSA) or a metropolitan division with high prevalence of HIV. Funded health departments conduct project activities within specified MSAs or metropolitan divisions. The key objectives of NHBS are to describe and monitor HIV behavioral risk factors, HIV testing, use of prevention services, and prevalence and trends in HIV infection in 3 populations disproportionately affected by HIV: MSM, people who inject drugs, and heterosexually active persons at increased risk for HIV infection (HET).

Male-to-male sexual contact is the most commonly reported route of HIV transmission in the United States, accounting for more than two-thirds of new diagnoses of HIV infection [3]. People who inject drugs are at high risk for HIV through sharing needles, syringes, or other drug injection equipment and through sexual contact. In the United States, about 1 in 10 HIV infections diagnosed are attributed to unsafe injection drug use or male-to-male sexual contact among people who inject drugs [8]. Among people who inject drugs, three-quarters of those who received a diagnosis of HIV infection live in urban areas [9]. About a quarter of new HIV diagnoses in the United States are associated with heterosexual sex [3]. Low-income HET in urban areas have highest HIV burden [10,11]. Stigma and discrimination related to male-male sex and drug use and overall health disparities linked with social and economic disadvantages make the populations surveyed in NHBS susceptible to multiple physical and health problems and can affect whether they seek HIV testing, treatment, and other health services [12-16]. Active community recruitment in NHBS ensures that impactful data are collected to inform prevention efforts for these populations and monitor progress. This manuscript provides an overview of NHBS from 2003-2019 focusing on the MSM, people who inject drugs, and HET populations.

Methods

Participants

HIV behavioral surveillance has been conducted in rotating, annual cycles since 2003 in populations disproportionately affected by HIV: MSM cycle [17], people who inject drugs cycle [18], and HET cycle [11]. For the HET cycle, NHBS considers poverty a qualifying risk factor for HIV infection. Specifically, participants are considered to have met the HET definition if they have income at or below 150% of the federal poverty level, adjusted for geographic cost of living differences. Participants in the HET cycle are asked about their combined monthly or yearly household income (in US $) from all sources for the calendar year before interview. Poverty is determined by using the US Department of Health and Human Services poverty guidelines. Because the poverty guidelines are not defined for the territory of Puerto Rico, the guidelines for the contiguous states and Washington, DC, are used for this jurisdiction. These 3 annual cycles are considered a round. In addition to the core cycles, a limited number of project areas had the option of conducting surveys in other key populations affected by HIV. In 2015, NHBS sampled young MSM aged 13 to 18 years in 3 project areas (NHBS-YMSM) [19]. In 2019-2020, NHBS received funding from the Secretary’s Minority AIDS Initiative Fund to conduct a pilot program to collect data among transgender women (NHBS-Trans) in 7 project areas [20]. All participants provide their informed consent to take part in the interview, HIV testing, specimen storage (eg, dry blood spots), and if applicable, other testing (eg, hepatitis, sexually transmitted infection [STI]). Participants must consent to the survey to be eligible for the other components; however, if participants do not consent to the survey but still wish to receive HIV testing or other testing, project staff in each NHBS project area will provide referrals and information for the person to access these resources.

Ethics Approval

Activities for NHBS are approved by the CDC; NHBS is reviewed annually and determined to be a routine disease surveillance activity and thus exempt from ongoing CDC institutional review board (IRB) review (45 CFR § 46.102(l)(2)). Copy of this determination is provided in the NHBS protocol [21]. This project determination also covers secondary analyses of collected data and evaluation of NHBS, which is conducted on an ad hoc basis. These evaluations may include surveillance
evaluations, program evaluations, and evaluation activities such as inclusion of different populations (eg, transgender persons, sex partners of MSM, people who inject drugs, or HET) or different cities (eg, Southern MSAs, which are not eligible for NHBS but have a high prevalence of HIV among heterosexuals). NHBS is also reviewed by applicable local IRBs in each participating project area.

NHBS is covered under the Assurance of Confidentiality for HIV data. NHBS data are anonymous. Participants are not required to provide their names or other personal identifiers as a condition for participation. To prevent inadvertent linkage, consent forms that must be signed (due to local IRB requirement) are not labeled with a survey ID number and are maintained separately from other documents. Blood specimens, lab slips, coupons, and questionnaires are linked by survey ID numbers only. As a component of CDC HIV surveillance, NHBS data are protected by the Assurance of Confidentiality (Section 308[d] of the Public Health Service Act, 42 US Code § 242 m[d]). This assurance prohibits the disclosure of any information by the CDC that could be used to identify individuals directly or indirectly. Data collection, management, and analysis for this project are conducted in compliance with the CDC’s Data Security and Confidentiality Guidelines for HIV, Viral Hepatitis, Sexually Transmitted Disease, and Tuberculosis Programs: Standards to Facilitate Sharing and Use of Surveillance Data for Public Health Action [22].

It is the responsibility of the CDC NHBS Publications Workgroup to facilitate the analysis and dissemination of NHBS data. NHBS data sets that contain aggregated data for all participating MSAs for a given cycle are maintained by the CDC. The NHBS Publications Workgroup has developed guidance to establish the methods for proposing and evaluating NHBS data analyses so that investigators can fairly participate in the process of publishing findings. All analyses of these multisite data sets must occur on the CDC premises in Atlanta, GA, or on the premises of a currently funded NHBS health department where they are housed.

**Study Design**

NHBS cycles are repeated cross-sectional surveys of persons disproportionately affected by HIV. The survey methods used to recruit participants are venue-based sampling (VBS) and respondent-driven sampling (RDS). VBS and RDS have been found effective for recruiting populations that are hidden. Hidden populations are those for which no sampling frame exists or whose members engage in stigmatized or illegal activities, making them reticent to divulge information that may compromise their privacy. VBS recruits attendees of MSM-focused venues (eg, clubs, organizations, street locations) within the project area to obtain the desired sample and is used in the MSM cycles [23]. RDS is a chain recruitment method that begins with a set of seeds who recruit members of their social networks to participate in project activities, who in turn recruit other members of their social networks. RDS is used in the people who inject drugs, HET, and Trans cycles [24]. YMSM used 3 sampling methods: VBS, RDS, and Facebook sampling, which used targeted banner ads to identify and recruit YMSM [19].

**Procedures and Data Collection**

NHBS activities are described in annual HIV surveillance reports and model protocols [21,25-27]. Trained interviewers use a standardized, anonymous questionnaire to collect information on HIV-related behavioral risk factors, HIV testing, and the use of HIV prevention services [28]. In each cycle, approximately 500 eligible persons from each participating project area are interviewed and offered optional, anonymous HIV testing. For each cycle, general NHBS eligibility criteria include age of 18 years or older, residence in participating MSA, no previous participation during the current survey cycle, ability to complete the survey in either English or Spanish, and ability to provide informed consent. In the past 5 rounds, for the MSM cycles, additional eligibility criteria included male sex at birth, male gender identity, and ever had oral or anal sex with a man. For the people who inject drugs cycles, additional eligibility criteria included injected drugs in the past 12 months and physical signs of recent injection or knowledge of injection. For the HET cycles, additional eligibility criteria included identify as male or female, had one or more opposite sex partner in the past 12 months, and aged 18 and 60 years.

There are 3 phases for NHBS implementation repeating annually. Every cycle starts with about 5 months (January to May) of formative assessment that includes interviews with people with lived experience and others closely knowledgeable about the populations [29,30]. Formative assessment helps project areas refine and develop their methods and operations for recruitment and data collection. Project areas often use formative assessments to answer key implementation questions, such as the appropriate incentive for participation, a safe, conveniently located field site location for data collection in RDS cycles, or identification of venues in the MSM cycle. The formative assessment also helps build community support for the survey. Formative assessment methods include a review of existing data, reports, and publications; qualitative interviews with key community partners, including service providers and community key informants; and ethnographic observations. From June to November, project areas collect biobehavioral data using different strategies to implement recruitment and data collection [31]. For MSM cycles, each project area conducts recruitment events at or near venues frequented by MSM. For people who inject drugs and HET cycles, project areas conduct recruitment and data collection at established field sites (eg, rented storefront, mobile van parked in an established location). In December, project areas begin closing out their projects.

**Questionnaire**

The NHBS interview uses a standardized, anonymous questionnaire that takes 30 to 40 minutes to complete on average [28]. Eligible individuals who consent complete an interviewer-administered, standardized, in-person anonymous questionnaire using portable computers, such as laptops or tablets. NHBS uses a single instrument for each cycle in a round. With few exceptions (eg, cycle-specific eligibility criteria), the NHBS questionnaire uses the same standardized items for all 3 cycles to assess demographics and key indicators in the following domains: sexual behaviors, alcohol use, injection and noninjection drug use, HIV testing experiences, history of
sexually transmitted diseases and hepatitis, social determinants or social conditions, and prevention activities, including pre-exposure prophylaxis. In accordance with the Paperwork Reduction Act, the Office of Management and Budget has approved the NHBS questionnaire [32]. For each round, the NHBS questionnaire is updated as needed based on feedback from interviewers, partners, and input from subject matter experts and experts in survey design. Project areas have an option to ask locally relevant questions for up to 10 additional minutes after the NHBS interview.

**HIV Testing**

All participants are offered HIV testing regardless of their self-reported HIV status. Testing methods include conducting a rapid test to screen for infection. If this rapid test is positive, a follow up lab-based test or a different type of rapid test to confirm infection is used. Participants are given the option of receiving their rapid test result after completing the questionnaire. Appropriate risk-reduction counseling is provided to all participants who elect testing for HIV. Counselors tailor prevention messages to specific risks identified during the behavioral surveillance interview. Counselors provide referrals for treatment and other health and social services identified during the counseling session. All laboratory tests conducted in the United States used to diagnose infection are regulated by Clinical Laboratory Improvement Amendments (CLIA). Project areas select tests from a list of CLIA-waived HIV rapid tests, which are diagnostic tests approved for use in field settings by nonlaboratory staff.

**Additional Biological Testing**

CDC’s Division of HIV Prevention has established collaborations with other divisions and agencies to fund additional biological testing as part of NHBS in select project areas [33]. These include collaboration with the CDC’s Division of STD Prevention on sexually transmitted infection (STI) testing [34] for (1) gonorrhea (Neisseria gonorrhoeae) and chlamydia (Chlamydia trachomatis) at the pharynx and rectum offered to MSM in 5 project areas in 2017 [35], (2) gonorrhea and chlamydia testing at the pharynx and vagina offered to young heterosexual active females aged 18 to 30 years in 5 project areas in 2019, and (3) pharyngeal, rectal, and urogenital gonorrhea and chlamydia testing offered to transgender women in 5 project areas in 2019-2020. All specimens were self-collected via swabs or urine in nonclinical settings. Additionally, in 2018, Division of HIV Prevention collaborated with the National Institutes of Health’s National Institute on Drug Abuse [36] and CDC’s Division of Viral Hepatitis [37] to provide hepatitis C virus (HCV) testing to people who inject drugs in 10 NHBS project areas [38]. Blood-based rapid HCV testing in the field and laboratory HCV RNA testing was offered to all people who inject drugs participants in the 10 project areas, results were provided to participants within 2 weeks of testing, and participant were referred to applicable care and treatment. In addition to the HIV testing offered as part of NHBS, project areas could conduct other testing with local funds if local regulations permit anonymous testing. Results of all biological testing conducted as part of NHBS are paired with the interview.

**Incentives**

Participants are offered incentives in exchange for their participation, both for the interview and for HIV testing. If additional testing are offered, such as STI and HCV, participants are also offered incentives. Participants may receive incentive payments in person (eg, cash, gift card). Participant compensation for incomplete surveys may be offered in accordance with local policies. Incentives are given to those interviewed and tested for HIV (approximately $25 for each). In cycles using RDS, additional rewards (approximately $10) are paid to those who successfully recruit others. Additional incentives are generally provided for any additional testing (eg, HBV, HCV, STI). Local project areas determine the exact amount and type of incentives deemed appropriate for the local populations being interviewed and tested.

**Results**

From 2003 to 2019, 5 rounds of NHBS were conducted (Figure 1). The number of completed interviews, HIV testing, STI testing, and HCV testing for each cycle between 2003 to 2019 are presented in Table 1. Overall, from 2003 to 2019, 168,600 persons were interviewed and 143,570 agreed to HIV testing. The fifth round was conducted from 2017 to 2019 in 23 MSAs (Table 2) [39], which represented 59% of all persons living with diagnosed HIV in urban areas with a population of at least 500,000 at the start of the funding cycle (year’s end 2016). In each cycle of the last round over 10,000 persons were interviewed (range 10,760-12,284), and of those interviewed, 33,433 HIV testing were completed (92%-99%). Several NHBS project areas conducted STI or HCV testing.

Additional rounds of NHBS are ongoing. The sixth round of NHBS was planned to start in 2020; however, due to the COVID-19 pandemic, NHBS data collection in 2020 was disrupted. Thus, the MSM cycle was repeated in 2021. The people who inject drugs cycle is conducted in 2022. Round 7 is scheduled to resume with routine cycle implementation in 2023. Since 2003, NHBS data have been used in over 400 peer-reviewed manuscripts authored by CDC, local project areas, and collaborators [40]. Local and aggregate level NHBS data have also been disseminated through surveillance reports and infographics [41] and scientific, community, and internal presentations.
Figure 1. National HIV Behavioral Surveillance core and additional populations, 2003-2019. MSM: gay, bisexual, and other men who have sex with men; PWID: persons who inject drugs; HET: heterosexually active persons at increased risk for HIV infection; YMSM: young men who have sex with men; Trans: transgender women.
Table 1. Project areas, records, HIV testing, sexually transmitted infection testing, and hepatitis C virus testing by population/cycle, National HIV Behavioral Surveillance, 2003-2019.

<table>
<thead>
<tr>
<th>Year</th>
<th>Population/cycle</th>
<th>Number of project areas</th>
<th>Total number of records&lt;sup&gt;a&lt;/sup&gt;</th>
<th>HIV testing&lt;sup&gt;b&lt;/sup&gt;, n (%)</th>
<th>STI&lt;sup&gt;c&lt;/sup&gt; testing, n (%)</th>
<th>HCV&lt;sup&gt;d&lt;/sup&gt; testing, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2003-05</td>
<td>MSM&lt;sup&gt;e&lt;/sup&gt;</td>
<td>15</td>
<td>10,030</td>
<td>2150 in 5 cities (36.7)</td>
<td>f</td>
<td>—</td>
</tr>
<tr>
<td>2005</td>
<td>PWID&lt;sup&gt;f&lt;/sup&gt;</td>
<td>22</td>
<td>11,613</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>2006-07</td>
<td>HET&lt;sup&gt;h,i&lt;/sup&gt;</td>
<td>24</td>
<td>18,278</td>
<td>17,553 (96.0)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>2008</td>
<td>MSM</td>
<td>21</td>
<td>9874</td>
<td>8654 (87.6)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>2009</td>
<td>PWID</td>
<td>20</td>
<td>10,256</td>
<td>10,144 (98.9)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>2010</td>
<td>HET</td>
<td>21</td>
<td>10,933</td>
<td>10,851 (99.2)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>2011</td>
<td>MSM</td>
<td>20</td>
<td>9819</td>
<td>8922 (90.9)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>2012</td>
<td>PWID</td>
<td>20</td>
<td>10,171</td>
<td>10,056 (98.9)</td>
<td>—</td>
<td>1461 in 4 cities (81.0)</td>
</tr>
<tr>
<td>2013</td>
<td>HET</td>
<td>20</td>
<td>10,535</td>
<td>10,479 (99.5)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>2014</td>
<td>MSM</td>
<td>20</td>
<td>10,369</td>
<td>9384 (90.5)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>2015</td>
<td>PWID</td>
<td>20</td>
<td>10,487</td>
<td>10,402 (99.2)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>2015</td>
<td>YMSM&lt;sup&gt;j&lt;/sup&gt;</td>
<td>3</td>
<td>569</td>
<td>508 (89.3)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>2016</td>
<td>HET</td>
<td>17</td>
<td>9541</td>
<td>9445 (99.0)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>2017</td>
<td>MSM</td>
<td>23</td>
<td>10,760</td>
<td>9888 (91.9)</td>
<td>2075&lt;sup&gt;k&lt;/sup&gt; in 5 cities (83.1)</td>
<td>—</td>
</tr>
<tr>
<td>2018</td>
<td>PWID</td>
<td>23</td>
<td>11,444</td>
<td>11,355 (99.2)</td>
<td>—</td>
<td>5190 in 10 cities (99.5)</td>
</tr>
<tr>
<td>2019</td>
<td>HET</td>
<td>23</td>
<td>12,284</td>
<td>12,190 (99.2)</td>
<td>450&lt;sup&gt;k&lt;/sup&gt; in 5 cities among women aged 18-30 (93.1)</td>
<td>—</td>
</tr>
<tr>
<td>2019-20</td>
<td>Trans&lt;sup&gt;l&lt;/sup&gt;</td>
<td>7</td>
<td>1637</td>
<td>1589 (97.1)</td>
<td>824&lt;sup&gt;k&lt;/sup&gt; in 5 cities (90.4)</td>
<td>—</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>—</td>
<td>168,600</td>
<td>143,570</td>
<td>3355</td>
<td>6651</td>
</tr>
</tbody>
</table>

<sup>a</sup>Total number of records in each cycle's analysis is harmonized across the years within a cycle and includes the number of records that were eligible, consented to the survey, completed the interview, and provided valid answers.

<sup>b</sup>Valid rapid or enzyme immunoassay test for HIV antibodies.

<sup>c</sup>STI: sexually transmitted infection.

<sup>d</sup>HCV: hepatitis C virus.

<sup>e</sup>MSM: gay, bisexual, and other men who have sex with men.

<sup>f</sup>Not collected.

<sup>g</sup>PWID: persons who inject drugs.

<sup>h</sup>HET: homosexually active persons at increased risk for HIV infection.

<sup>i</sup>The first HET cycle was a pilot of the optimal operational definition of HET at increased risk for HIV as well as the optimal sampling strategy (venue-based sampling vs respondent driven sampling) to reach them. The first HET cycle was also the first population and cycle that HIV testing was offered in all project areas.

<sup>j</sup>YMSM: young men who have sex with men.

<sup>k</sup>At least one valid test for gonorrhea or chlamydia from pharyngeal swabs (all cycles), rectal swab (MSM and Trans cycles only), vaginal swab (HET cycle only), or urine specimen (Trans cycle only).

<sup>l</sup>Trans: transgender women.
Table 2. Participating project area (funded health department), by round and cycle, National HIV Behavioral Surveillance, 2003-2019.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Atlanta (Georgia Dept of Human Resources)</td>
<td>HET²</td>
<td>PWID¹</td>
<td>HET¹</td>
<td>PWID²</td>
<td>HET²</td>
</tr>
<tr>
<td>Baltimore (Maryland Dept of Health and Mental Hygiene)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Boston (Massachusetts Dept of Public Health)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Chicago (Chicago Dept of Public Health)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Dallas (Texas Dept of Health)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Denver (Colorado Dept of Public Health)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Detroit (Michigan Dept of Community Health)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Fort Lauderdale (Florida Dept of Health)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Houston (Houston Dept of Health and Human Services)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Indianapolis (Indiana State Dept of Health)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Las Vegas (Nevada Dept of Health)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Los Angeles (Los Angeles County Health Dept)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Memphis (Tennessee Dept of Health)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Miami (Florida Dept of Health)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Nassau (New York State Dept of Health)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>New Haven (Connecticut Dept of Public Health)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>New Orleans (Louisiana Dept of Human Services)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>New York City (NYC Dept of Health and Mental Hygiene)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
</tbody>
</table>
## Discussion

### Principal Findings

NHBS data have been used to provide behavioral and community context for trends seen in HIV diagnoses reported to the CDC’s National HIV Surveillance System [42]. NHBS data have also described populations with high burden of HIV and thus have provided indications for intervention to prevent HIV transmission. Given the high levels of stigma, discrimination, and health inequity experienced by populations included in NHBS, this system provides data to address systemic and structural factors of HIV disparities. Through systematic, ongoing surveillance in groups disproportionately affected by HIV, NHBS has provided important information for planning and assessing efforts to prevent HIV in key populations.

NHBS populations often experience myriad comorbidities beyond HIV. To better serve these populations and assure successful implementation, NHBS seeks and maintains extensive collaborations. These collaborations include building relationships with community members, the intended populations, and prevention providers that work with these populations throughout the life cycle of the surveillance system. CDC and collaborators meet annually following data collection to debrief on methodological lessons learned in the preceding year and incorporate these into future iterations of NHBS. Collaborations to conduct additional biological testing that expands its public health mission beyond HIV have provided testing and referral to care for chlamydia, gonorrhea, and hepatitis C virus. These data have enhanced our knowledge of STIs and hepatitis C among NHBS populations, especially persons who may not access medical care [35]. Further, data gathered during these activities have addressed gaps in information about the prevalence of acute and chronic HCV infection among people who inject drugs in the United States [38].

Although HIV behavioral surveillance data cannot be used to evaluate the efficacy of specific interventions, these are important for monitoring whether HIV prevention efforts are reaching populations disproportionately affected by HIV within a community and whether these efforts meet local and national prevention goals. At the individual level, NHBS participants...
have benefited directly from HIV prevention counseling, knowledge of their HIV status, and referrals for additional HIV prevention information and linkage to care. Participants who have preliminary HIV-positive or confirmed HIV-positive test results were counseled and referred for treatment and case management services.

Limitations

NHBS is not nationally representative and might not be generalizable to all US urban areas, nonurban areas, or all MSM, people who inject drugs, or HET populations. However, the hidden and hard-to-reach nature of these populations prevents collection of nationally representative samples. NHBS data represent the gold standard of national level data used to inform HIV prevention among these population in the United States. There are several sources of bias in RDS: (1) groups that are more insular (ie, more likely to recruit only within their own group) are more likely to be overrepresented (if recruitment chains become trapped inside the group) or underrepresented (if recruitment chains cannot access the group) in the sample than less insular groups; (2) groups with larger networks may be overrepresented in the sample because more recruitment paths lead to their members; and (3) some groups may be less willing or able to participate in the survey and would be underrepresented in the sample. There are several ways to assess this bias and compensate for it. Some of the potential sources of bias were controlled by NHBS project area staff; for instance, staff are encouraged to ensure that their initial peer recruits, or seeds, are diverse by race/ethnicity, gender, age, geographic location, and other important factors that would have the effect of increasing the insularity of recruitment and of homophily (ie, groups that recruit only within their own group). Project areas also implement lessons learned during formative assessment to mitigate potential participation bias. For example, information from formative assessment is used to optimize location and setup of field sites to ensure all population members have safe, convenient access to participants [43,44]. If necessary, multiple field sites are used.

Other sources of bias are considered during data analysis using information obtained during the survey. To calculate the population estimates and sample variances derived from RDS, participants’ network size and information on who recruited whom (made possible through the coupon tracking system) are factored in to arrive at population estimates that reflect the underlying population. If these sources of bias cannot be satisfactorily controlled and measured, or if there are unknown barriers to peer recruitment, some assumptions on which RDS is based may not be met and the resulting estimates may not reflect the true population parameters of the NHBS population. Formative assessment and monitoring the sample throughout data collection is critical to minimize the effect of these sources of bias.

Findings from venue-based sampling methods can only be generalized to venue-attending MSM [17,45]. Some persons who are otherwise eligible (eg, by age, sexual behavior, and residence) may not attend the venues eligible for NHBS operations during the data collection cycle or not attend venues at all. To minimize the effect of this bias, formative assessment is conducted throughout the data collection period to update venue and daytime periods. If new venues or daytime periods are identified or become accessible, they should be added to the sampling frames. Similarly, if a venue becomes inaccessible (eg, lost owner approval for NHBS operations) or ineligible (eg, venue closure), it should be removed from the venue frame. Despite these limitations, venue-based sampling has obtained large and diverse samples in other studies, including earlier cycles of NHBS.

Biases in enrollment and agreement to HIV testing may result in over- or underestimation of HIV prevalence or incidence. If those who agree to be tested differ from those who decline in terms of age, race/ethnicity, or sex, findings may be less generalizable.

Conclusion

NHBS contributes to the nation’s program of HIV surveillance by being the only multisite system that provides estimates on key HIV prevention measures among populations disproportionately affected by HIV, including HIV-negative individuals. NHBS data provide valuable information for monitoring and evaluating national HIV prevention goals and for guiding national and local HIV prevention efforts. Furthermore, NHBS data can be used by public health officials and researchers to identify HIV prevention needs, allocate prevention resources, and develop and improve prevention programs directed to the populations of interest and their communities.
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Abstract

Background: Global transmission from imported cases to domestic cluster infections is often the origin of local community-acquired outbreaks when facing emerging SARS-CoV-2 variants.

Objective: We aimed to develop new surveillance metrics for alerting emerging community-acquired outbreaks arising from new strains by monitoring the risk of small domestic cluster infections originating from few imported cases of emerging variants.

Methods: We used Taiwanese COVID-19 weekly data on imported cases, domestic cluster infections, and community-acquired outbreaks. The study period included the D614G strain in February 2020, the Alpha and Delta variants of concern (VOCs) in 2021, and the Omicron BA.1 and BA.2 VOCs in April 2022. The number of cases arising from domestic cluster infection caused by imported cases (Dci/Imc) per week was used as the SARS-CoV-2 strain-dependent surveillance metric for alerting local community-acquired outbreaks. Its upper 95% credible interval was used as the alert threshold for guiding the rapid preparedness of containment measures, including nonpharmaceutical interventions (NPIs), testing, and vaccination. The 2 metrics were estimated by using the Bayesian Monte Carlo Markov Chain method underpinning the directed acyclic graphic diagram constructed by the extra-Poisson (random-effect) regression model. The proposed model was also used to assess the most likely week lag of imported cases prior to the current week of domestic cluster infections.

Results: A 1-week lag of imported cases prior to the current week of domestic cluster infections was considered optimal. Both metrics of Dci/Imc and the alert threshold varied with SARS-CoV-2 variants and available containment measures. The estimates were 9.54% and 12.59%, respectively, for D614G and increased to 14.14% and 25.10%, respectively, for the Alpha VOC when only NPIs and testing were available. The corresponding figures were 10.01% and 13.32% for the Delta VOC, but reduced to 4.29% and 5.19% for the Omicron VOC when NPIs, testing, and vaccination were available. The rapid preparedness of containment measures guided by the estimated metrics accounted for the lack of community-acquired outbreaks during the D614G period, the early Alpha VOC period, the Delta VOC period, and the Omicron VOC period between BA.1 and BA.2. In contrast,
Introduction

During the COVID-19 pandemic lasting for over 2.5 years, countries around the world have experienced cyclical COVID-19 changes alternating between lifting and operating nonpharmaceutical interventions (NPIs) and between the protective and waning effects of vaccines when facing the incessant epidemics of the COVID-19 pandemic [1-4]. The cyclical resurgence of COVID-19 at the country, continental, and global levels is mainly caused by emerging SARS-CoV-2 variants, particularly variants of concern (VOCs). In response to the resurgence of community-acquired outbreaks, containment measures have become important, including the timely adjustment of NPIs (strengthened border control strategies and restricted social activities) combined with testing and the launch of mass primary and booster vaccinations [5-7].

It should be noted that the typical pattern of transmission from an imported case to domestic cluster infection is often the root of local community-acquired outbreaks caused by emerging SARS-CoV-2 variants from any region or country across the globe [2,7-9]. Such an importation-cluster transmission mode has been clearly demonstrated by the resurgence of global epidemic waves following the emergence of dominant strains of Alpha, Beta, Gamma, Delta, and Omicron VOCs. To avert local community-acquired outbreaks of emerging SARS-CoV-2 variants, rapid preparedness of containment measures and effective contact tracing are mandatory when domestic cluster infections are identified after the introduction of emerging imported cases. In addition, the risk of domestic cluster infection on the introduction of imported cases varies with each emerging SARS-CoV-2 strain owing to the evolutionary characteristics of invading VOCs, including an increase in transmissibility and a higher likelihood of escaping immune response after vaccination [4,7-12].

It is therefore important to have new surveillance metrics for monitoring the odds of having domestic cluster infection transmitted from few imported cases and setting up the alert threshold for forestalling community-acquired outbreaks, as traditional surveillance metrics, like effective reproductive number ($R_0$), are tailored for assessing the spread and control of community-acquired outbreaks at the population level, which may only involve a single country and a specific SARS-CoV-2 strain in a short period rather than the country of the imported case across the world and the full spectrum of SARS-CoV-2 strains with a long period [13-16]. Such a traditional epidemic surveillance model (eg, the SEIR [Susceptible-Exposed-Infected-Recovery] model) is not only limited to model the relationship of sparse cases of domestic cluster infection and small samples of imported cases from each original country, but also inflexible to make allowance for the heterogeneity of the imported-domestic transmission mode across countries and SARS-CoV-2 strains across time, as well as the variation across local regions in question. To consider these issues of heterogeneity, it is therefore necessary to develop new surveillance models and their corresponding metrics with a new statistical approach, such as a sampling method of machine learning, particularly the Bayesian Markov Chain Monte Carlo (MCMC) method, in conjunction with a sparse event history regression model, such as the extra-Poisson (random-effect) regression model with relevant parameters and random variables parameterized under the directed acyclic graphic (DAG) diagram.

Developing these new surveillance metrics for quantifying the effect size of the transmission from importation to domestic cluster infection would not only be helpful for alerting emerging community-acquired outbreaks, but also aid health professionals having rapid preparedness of SARS-CoV-2 strain–dependent containment measures, including effective and efficient contact tracing. Using a series of chronological epidemic data on COVID-19 divided into 2 phases (non-VOC phase [wild type and D614G] and VOC phase) in Taiwan, this study aimed to develop new surveillance metrics across the periods of various SARS-CoV-2 strains for alerting emerging community-acquired outbreaks by monitoring the risk of small domestic cluster infections originating from the transmission of few imported cases of emerging variants in order to forestall community-acquired outbreaks when facing emerging SARS-CoV-2 variants. The Bayesian MCMC sampling method was therefore used to estimate and predict the new surveillance metrics underpinning the DAG diagram of the Poisson or negative binomial random-effect regression model.

Methods

Data Sources

Publicly available information on COVID-19, including the daily number of cases, recovered patients, and deaths from January 1, 2020, to April 2, 2022, in Taiwan, was extracted from the report of the Central Epidemic Command Centre and the Taiwan National Infectious Disease Statistics System maintained by the Taiwan Centre for Disease Control [17].
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During the period between January 11 and June 20, 2020, tabular data with epidemiologic information on COVID-19 mentioned above by county and origin of cases (domestic versus imported) were obtained. After October 2020, only aggregated numbers of imported and domestic COVID-19 cases without detailed information at the county and city levels were provided. The population sizes of 23 counties and cities in Taiwan were extracted from the official website of the Department of Household Registration [18].

Containment Measures for the Non-VOC Phase in Taiwan

The containment measures for the non-VOC phase in Taiwan centered on 2 strategies, namely border control with quarantine and isolation, and NPIs without various strategies. Multimedia Appendix 1 shows the timelines of the evolution of border control measures for this non-VOC phase. The number of imported and domestic cases of COVID-19 by the date of onset on a weekly basis is presented in Figure 1.

Figure 1. COVID-19 epidemics in Taiwan for periods without outbreaks by the origin of cases (imported vs domestic).

The COVID-19 cases in Taiwan in 2020 mainly included imported cases (Figure 1). The risk of an outbreak following the transmission of COVID-19 to the community from these imported cases was largely reduced by the very strict border control strategies with quarantine and isolation in conjunction with NPIs, such as wearing masks and social distancing [19]. Multimedia Appendix 2 provides details on the criteria and guidelines for the implementation of 4 COVID-19 alert levels to target outbreaks in Taiwan.

Containment Measures for the VOC Phase in Taiwan

The Alpha VOC became the predominant strain of the global pandemic by the end of 2020. Several cluster infections occurred in hospitals and households since January 2021, but were still under control until mid-May 2021, when a large-scale outbreak of the Alpha VOC occurred. On the top of border control measures with quarantine and isolation implemented since the non-VOC phase in Taiwan, the focus of containment measures for averting community-acquired outbreaks turned to community-based active surveillance with rapid test stations for the hotspots of outbreaks and enhanced NPIs, including strict regulation for wearing masks, restriction of public gathering, setting up of check points for high-risk areas such as public transportation sites and markets, and restriction of nonessential services such as restaurants and pubs. Multimedia Appendix 1 summarizes the timeline of the implementation of a series of containment measures for the VOC phase starting from the enhancement of NPIs from level 1 to level 2 alert until high restriction border control for travelers. The level 3 alert was rapidly extended to a nationwide level 3 alert on May 19, 2021 [20,21]. During the Delta VOC period (from August to December 2021) and Omicron VOC period (December 2021 onward), transmission in the community has been threatened by imported cases. In addition to containment measures, high coverage of vaccination has been an effective prevention strategy during these 2 periods. In response to the rapid spread of the Omicron VOC, inbound passengers have to follow updated regulations with more frequent reverse transcription-polymerase chain reaction (RT-PCR) testing plus rapid testing, and a possible mandatory 14-day quarantine based on the vaccination status. Additionally, inbound passengers have to provide negative COVID-19 RT-PCR test reports within...
2 days and have to take a government-funded rapid RT-PCR test on arrival starting January 11, 2022. Owing to waning of the effects of vaccines, booster shots have been allowed for all adults who have received 2 vaccine doses for 12 weeks (84 days), since January 7, 2022.

Statistical Analysis

New Surveillance Metrics for Quantifying Imported-Domestic Transmission

We used an extra-Poisson regression model with a Bayesian DAG approach [22] to calculate the expected weekly domestic cluster infections associated with imported cases of COVID-19, as shown in the right panel of Multimedia Appendix 3. For the jth county or city with the \( Y_j \) domestic case at week t, the extra-Poisson regression model can be specified by

\[
Y_j \sim \text{Poisson}(\mu_j),
\]

\[
\log(\mu_j) = \text{offset} + \alpha_j + \beta X_{j,t-1} \]

\[
\alpha_j \sim \text{Normal}(\alpha_0, \sigma_{\alpha}^2) \quad (1)
\]

where offset is the population of log scale, and the heterogeneity of imported-domestic transmission across counties and cities in Taiwan is captured by a normal distributed random intercept parameter, \( \alpha_j \). While the common intercept parameter, \( \alpha_0 \), represents the common risk of transmission in Taiwan, the heterogeneity is captured by the variance parameter, \( \sigma_{\alpha}^2 \). With this framework, the number of cases arising from domestic cluster infection caused by imported cases per week before \( (X_{j,t-1}) \) can be assessed by using the regression coefficient \( \beta \), which becomes the first surveillance metric and is denoted as Dci/Imc per week for estimating the effect size of domestic cluster infection. The larger the value of this metric estimated, the larger the domestic cluster infection. The extra variation across cities and counties regarding the transmission of COVID-19 associated with imported cases was captured by a random effect \( (\alpha_j) \) incorporated into the Poisson regression model, which is also called the random-effect Poisson regression model. The predicted distribution of the number of expected domestic cases in the next week \( (\mu_{pred}[t+1]; \text{Multimedia Appendix 3}) \) can be generated by using the number of imported cases in the current week \( (X[t]; \text{Multimedia Appendix 3}) \) in conjunction with the posterior distribution of the force of transmission \( (\beta) \), standing for the metric of Dci/Imc per week, and the common intercept \( (\alpha_0) \) taking into account the county-level heterogeneity of COVID-19 transmission \( (\sigma_{\alpha}^2) \).

The Poisson model has been widely applied to sparse counts of domestic infection, which occur independently if there is a lack of larger cluster infections, with a high potential of developing into a large-scale community-acquired outbreak. If the observed value of our model is beyond the upper limit of the 95% credible interval (CrI), it means that sparse and independent assumptions based on the Poisson distribution are violated and implies a high potential of yielding a large-scale community-acquired outbreak. Accordingly, the second surveillance metric is to build up the alert threshold of emerging community-acquired outbreaks and to provide guidance for the rapid preparedness of containment measures (including effective and efficient contact tracing) for forestalling community-acquired outbreaks.

As mentioned above, data were divided into the non-VOC phase and VOC phase. The former period used for estimating the parameters of the following extra-Poisson regression model was based on imported and domestic cases between January 11 and June 20, 2020, covering the wild-type and D614G period in Taiwan. Because imported cases require an incubation time to generate secondary cases, we tested the lag time of imported cases by 0 weeks (concurrent, \( X_{j,t} \)), 1 week (\( X_{j,t-1} \)), and 2 weeks (\( X_{j,t-2} \)), and further selected the optimal lag time interval with the smallest deviance information criterion (DIC).

Regarding the impact of imported cases on the occurrence of domestic cases for the early Alpha (October 11, 2020, to May 12, 2021), Delta (August 8 to December 9, 2021), and Omicron (December 12, 2021, to April 2, 2022) VOC periods without outbreaks in Taiwan, a Bayesian negative binomial regression model was applied to take into account the heterogeneity across counties and cities associated with the imported-domestic transmission of COVID-19 owing to the lack of detailed information on the cases in counties and cities. Multimedia Appendix 4 shows the DAG model for assessing the force of imported-domestic transmission by using a Bayesian negative binomial regression model. Following the approach applied for the wild-type and D614G period, the 1-week lag model was adopted. For week \( t \), the number of cases \( Y_t \) resulting from imported cases 1 week prior, \( X_{t-1} \), can be modeled by using the negative binomial regression model as follows:

\[
Y_t \sim \text{Negative Binomial}(\mu_t, k),
\]

\[
\log(\mu_t) = \beta X_{t-1} \quad (2)
\]

where the heterogeneity is captured by the dispersion parameter \( k \). Similar to the extra-Poisson regression model as above, the risk of imported-domestic transmission can thus be assessed by using the regression coefficient \( \beta \) for estimating the effect size of Dci/Imc. Following the extra-Poisson approach, the predicted distribution of the number of expected domestic cases in the next week \( (\mu_{pred}[t+1]; \text{Multimedia Appendix 4}) \) for the Bayesian negative binomial model can be generated from the current number of imported cases \( (X[t]; \text{Multimedia Appendix 4}) \) by using the posterior distribution of imported-domestic transmission \( (\beta) \) and the dispersion parameter \( (1/k) \).

Estimation With the Bayesian MCMC Method

The Bayesian MCMC method was used to generate the samples derived from the posterior distributions of parameters for estimating 2 surveillance metrics. With the Markov chain underpinning, a stationary distribution for parameters can be reached in the long run under regular conditions. Independent samples can thus be generated from such a stationary posterior distribution on the basis of which inferences can be made [23]. The DAG models depicted in Multimedia Appendix 3 and Multimedia Appendix 4 were applied to facilitate the decomposition of joint distribution into full conditional density distribution by using the relationship between parent and child nodes [24]. Taking the extra-Poisson regression model as an example, the joint distribution,
\[ P(Y, \mu, \alpha, \alpha_0, \sigma^2, \beta) \] is proportional to the product of the kernel distribution written by

\[ L(Y, \mu, \alpha, \alpha_0, \sigma^2, \beta) = P(Y | \mu)P(\mu | \alpha, \beta)P(\alpha | \alpha_0, \sigma^2)P(\beta)P(\alpha_0)P(\sigma^2_\alpha) \]

In our application, noninformative priors were used to derive the samples from the stationary posterior distribution of parameters, including the risk of imported-domestic transmission (\( \beta \)), the common intercept (\( \alpha_0 \)), and the county-specific random effect (\( \sigma_\alpha \)).

A block-wise Metropolic-Hasting sampler was applied to generate samples from the stationary posterior distribution. The sampling algorithm is detailed as follows:

1. Start with an initial value (\( \beta^{(0)}, \alpha^{(0)}, \alpha_0^{(0)}, \sigma^2_{\alpha}^{(0)} \)) selected from the support of each parameter.

2. Draw the candidate value for the first parameter, say \( \beta^{(1)} \), from a normal proposal distribution, \( q(\beta) \).

3. Compute the acceptance probability

4. Draw \( u \) from uniform (0,1) and update \( \beta^{(0)} \) with \( \beta^{(1)} \) if \( u < r(\beta^{(1)}, \beta^{(0)} | \alpha^{(0)}, \alpha_0^{(0)}, \sigma^2_{\alpha}^{(0)}); \) otherwise, repeat steps 2 and 3.

5. Draw the candidate value for the next parameter, \( \alpha^{(1)} \), to update the parameter sample with (\( \alpha^{(0)} | \alpha^{(0)}, \sigma^2_{\alpha}^{(0)}, \beta^{(1)} \)) by using steps 2 to 4.

6. Repeat steps 2 to 5 for the rest of the parameters, (\( \alpha_0, \sigma^2_\alpha \)), to derive (\( \beta^{(1)}, \alpha^{(1)}, \alpha_0^{(1)}, \sigma^2_{\alpha}^{(1)} \)) to complete an iteration of the update for parameter samples.

Thinning intervals of 10 and 100,000 iterations were used to generate the 10,000 posterior samples after 250,000 burn-in iterations by using the Bayesian MCMC methods mentioned above.

We estimated the effect size of Dci/Imc per week for each period corresponding to the type of SARS-CoV-2 variant. We built up the alert threshold by using the upper limit of the 95% CrI of the predicted number of domestic cases (\( \mu_{\text{pred}[t+1]} \); Multimedia Appendix 3 and Multimedia Appendix 4) generated by the parameters after updating the data on the non-VOC phase in Taiwan for alerting the possibility of yielding a large-scale community-acquired outbreak through imported-domestic transmission in the subsequent epochs. The possibility of a community-acquired outbreak was deemed low if observed domestic cases were not more than the alert threshold, namely the upper limit of the 95% CrI. Otherwise, an outbreak was likely to occur, and therefore, the rapid preparedness of containment measures, including effective and efficient contact tracing, would be flagged to forestall the ensuing community-acquired outbreak.

To validate the proposed surveillance model for the transmission from imported to domestic cases during the non-VOC period in Taiwan, the publicly available COVID-19 data provided by the Ministry of Health in New Zealand were used [25]. The chronological order of the incidence of COVID-19 for the hotspots was compared to validate the epidemic surveillance model for an outbreak.

All statistical analyses were performed using SAS 9.4 software (SAS Institute Inc).

**Results**

**Evaluation of the Optimal Time Lag Model**

After the application of the Bayesian MCMC method for the identification of the optimal time (in weeks) lag of imported cases prior to cases arising from domestic cluster infection, the 1-week lag of imported cases yielded a DIC of 255.8, which was smaller than the DICs of the model with concurrent week imported cases (260.3) and the model with a 2-week lag of imported cases (279.5).

**Surveillance Metrics for the Imported-Domestic Transmission Mode**

The weekly observed number (red dot) and expected number (green circle) of domestic cases are shown in Figure 2 (wild-type and D614G period, January to September 2020), Figure 3 (Alpha VOC period, October 2020 to May 2021), and Figure 4 (Delta VOC period, mid-August to mid-December 2021; and Omicron VOC period, mid-December 2021 to early-April 2022). Table 1 shows the details of the estimated results of the parameters encoded in the Bayesian extra-Poisson regression model with a 1-week lag of imported cases regarding the 3 periods without outbreaks in Taiwan, namely the wild-type and D614G period, early Alpha VOC period, and Delta VOC period.

The upper bound of the 95% CrI of expected cases (dotted line, Figures 2-4) has been plotted to provide the alert threshold of domestic cluster infection in the community caused by transmission from imported cases 1 week before. This 1-week prior alert on the risk of elevated Dci/Imc per week guided the vigilance on NPIs for averting further community-acquired outbreaks.
Figure 2. Number of observed (dotted point) and expected (green circle) domestic cases with the upper limit of the 95% credible interval (CrI) (dotted line) by week in the wild-type/D614G period.

Figure 3. Number of observed (dotted point) and expected (green circle) domestic cases with the upper limit of the 95% credible interval (CrI) (dotted line) by week in the Alpha variant of concern period.
Figure 4. Number of observed (dotted point) and expected (green circle) domestic cases with the upper limit of the 95% credible interval (CrI) (dotted line) by week in the Delta (August 8, 2021, to December 9, 2021) and Omicron (December 12, 2021, to April 2, 2022) variant of concern periods.

Table 1. Estimated results for the risk of imported-domestic transmission of COVID-19 for 3 periods in Taiwan.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimate</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wild-type/D614G period (January to September 2020)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Common intercept</td>
<td>−3.5457</td>
<td>−5.1978 to −2.4413</td>
</tr>
<tr>
<td>Risk of imported-domestic transmission</td>
<td>0.0954</td>
<td>0.0644 to 0.1259</td>
</tr>
<tr>
<td>Standard error of random intercept, Alpha VOC</td>
<td>1.8116</td>
<td>0.9861 to 3.7359</td>
</tr>
<tr>
<td>Alpha VOC(^a) period (October 2020 to May 2021)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>−1.9448</td>
<td>−4.1238 to 0.0712</td>
</tr>
<tr>
<td>Risk of imported-domestic transmission</td>
<td>0.1414</td>
<td>0.0541 to 0.2510</td>
</tr>
<tr>
<td>Dispersion parameter</td>
<td>1.7438</td>
<td>0.2734 to 3.8218</td>
</tr>
<tr>
<td>Delta VOC period (August to December 2021)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Risk of imported-domestic transmission</td>
<td>0.1005</td>
<td>0.0685 to 0.1332</td>
</tr>
<tr>
<td>Dispersion parameter</td>
<td>1.5454</td>
<td>0.3954 to 3.3562</td>
</tr>
<tr>
<td>Omicron VOC period</td>
<td></td>
<td></td>
</tr>
<tr>
<td>December 2021 to January 2022</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Risk of imported-domestic transmission</td>
<td>0.0459</td>
<td>0.0366 to 0.0575</td>
</tr>
<tr>
<td>Dispersion parameter</td>
<td>1.0054</td>
<td>0.4192 to 2.2245</td>
</tr>
<tr>
<td>February to April 2022</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Risk of imported-domestic transmission</td>
<td>0.0429</td>
<td>0.0352 to 0.0519</td>
</tr>
<tr>
<td>Dispersion parameter</td>
<td>1.5969</td>
<td>0.8484 to 2.8928</td>
</tr>
</tbody>
</table>

\(^a\)VOC: variant of concern.
Wild-Type and D614G Period

During the wild-type/D614G period, the estimated $Dci/Imc$ per week was 9.54% (95% CrI 6.44%-12.59%; Table 1). Figure 2 shows that there were 5 weeks (January 26 to February 1, February 2 to February 8, February 16 to February 22, February 23 to February 29, and March 15 to March 21, 2020) in which the observed numbers of domestic cases exceeded the alert thresholds. This period yielded 81% of clustered cases (22 of 27 community-acquired cases) in 5 clusters in Taiwan, including 3 household clusters (with 5, 3, and 6 COVID-19 cases, respectively), 1 medical institute cluster (with 9 COVID-19 cases), and 1 academic institute cluster (with 4 COVID-19 cases). Guidance of the alert thresholds from this early period of the wild-type COVID-19 strain provided a strong rationale for being on alert for the ensuing cluster infections from the preceding 1 week when imported cases were introduced. This accounted for why none of these 5 cluster events led to any large-scale community-acquired outbreaks in Taiwan. There was rapid preparedness of containment measures with strict NPIs together with effective and efficient contact tracing of all possible susceptible individuals.

Figure 2 shows that this surveillance metric was very useful, particularly when there was a substantial surge in imported cases resulting from the large-scale COVID-19 pandemic worldwide. This could be seen in our cases between March and April 2020, as shown in Figure 1. Again, the surveillance metric was used for alerting about possible cluster infections to forestall further community-acquired outbreaks. Alerted by the threshold (20 domestic cases per week), the observed domestic cases were kept lower than the alert threshold to avoid large-scale outbreaks in April. Since then, there had not been any domestic case until December 2020.

Alpha VOC Period

There had been no outbreak during the early Alpha VOC phase of the COVID-19 pandemic from October to December 2020. The second surge of imported cases occurred from January 2021 onwards (Figure 1). Again, there was 1 week (January 17 to January 23, 2021) in which the observed number of domestic cases was beyond the alert threshold, resulting from hospital-based cluster infections and 3 subsequent household clusters (11 family members) (Figure 3). The source of this cluster infection was later identified as an imported case infected with the Alpha VOC. After being alerted by the proposed surveillance metric and following timely contact tracing and containment measures, including quarantine and isolation for all staff members in the hospital and their close contacts for 14 days, there was no further outbreak until early May 2021, when the number of observed domestic cases reached beyond 20, which was higher than the expected surveillance curve (5 cases) and the corresponding upper bound of the 95% CrI (14 cases). The estimated results on the basis of the empirical data during this Alpha VOC period showed that the $Dci/Imc$ increased to 14.14% (95% CrI 5.41%-25.10%; Table 1). The peak of domestic cases far beyond the threshold value in early May 2021 not only presaged the ensuing outbreaks, but also revealed the loose NPIs at that time without an available vaccine in Taiwan. If effective contact tracing and timely containment measures had been deployed in advance on the basis of the increased risk and the alert threshold in the week between May 2 and May 8, the ensuing community-acquired outbreak involving the Alpha VOC could have been prevented (bottom panel of Figure 1). This outbreak lasted for 2.5 months and subsided in July 2021. The corresponding periods of the estimated results for the effectiveness of NPIs and testing implemented in Taiwan during the Alpha VOC phase are shown in Figure 5A.
Delta and Omicron VOC Period

After controlling the outbreak in the Alpha VOC period, there was monitoring of domestic cluster infections for the Delta VOC since August 8, 2021, and the Omicron VOC from December 10, 2021. After mid-August, there had been a cluster infection during the Delta VOC phase of the COVID-19 pandemic. The estimated results (Table 1, Delta VOC period) showed that the Dci/Imc remained at 10.01% (95% CrI 6.85%-13.32%), although the Delta VOC had higher transmissibility and escaped vaccine-induced immunity. The left panel of Figure 4 shows that for 2 weeks (August 22 to August 28, 2021, and September 19 to September 25, 2021) when a surge in the number of domestic cases as a result of Dci/Imc was expected (green circle), the observed number of domestic cases was far below the threshold of outbreak. This can be attributed to the implementation of enhanced containment measures, including the strengthening of border control strategies with multiple tests on arrival and during quarantine, the collective quarantine strategy, and the elevated alerts of NPIs to levels 2 and 3 since the outbreak in May 2021 in Taiwan. Since then, the weekly observed cases were below the alert threshold owing to NPIs with a level 2 alert and the rapid administration of vaccines.

The right panel of Figure 4 shows the observed and predicted numbers of cases along with the alert threshold during the Omicron VOC period. Given the increasing coverage rate of vaccination, the risk of domestic cluster infection per imported case for the Omicron BA.1 VOC reduced to 4.59% (95% CrI 3.66%-5.75%), but an upsurge in domestic cases was still observed because the Omicron BA.1 VOC was considered to have a high transmission probability. In the week from January 9 to January 15, 2022, the observed number exceeded the alert threshold, indicating a high potential for a community-acquired outbreak. There was indeed a small-scale community-acquired outbreak of the Omicron BA.1 VOC. After a series of containment measures, including rapid RT-PCR tests for inbound passengers on arrival coupled with stringent quarantine and isolation, rapid booster vaccination, and enhanced NPIs with a level 2 alert in the community, the community-acquired outbreak subsided by the end of February 2022 (Figure 5).

There was a return to the imported-domestic transmission model, with the surveillance metric of Dci/Imc estimated at 4.29% (95% CrI 3.52%-5.19%) from February until March 20, 2022. After that, a similar circumstance beyond the alert threshold was noted for the invasion of the imported Omicron BA.2 VOC, and a community-acquired outbreak started from March 20 to 26, 2022, resulting in a large-scale community-acquired outbreak from early April until July 2022.
External Validation of the Surveillance Metrics for Domestic Cluster Infections Using Imported Cases in New Zealand

To validate the proposed model and extend its application to different periods of SARS-CoV-2 variants, the proposed extra-Poisson regression model was applied to data on the New Zealand COVID-19 outbreak in 2020. Multimedia Appendix 5 shows the estimated results obtained. Notably, in New Zealand, the risk of Dci/Imc per week increased to 9.38% (95% CrI 8.88%-9.86%), which was close to the estimated results based on Taiwan data (9.54%, 95% CrI 6.44%-12.59%) in the same period. Details regarding the spatial temporal distribution of COVID-19 outbreaks by types of cases in New Zealand are provided in Multimedia Appendix 6. Multimedia Appendix 7 shows the predicted number of domestic cases by using the parameters trained from the empirical data of New Zealand (Multimedia Appendix 5). Similar to the application in Taiwan, the risk of an outbreak associated with imported cases could be assessed by comparing the observed cases (red dot in Multimedia Appendix 7) with the alert threshold (dotted line in Multimedia Appendix 7). The detailed interpretation of the results of this external validation is elaborated in Multimedia Appendix 8.

Discussion

Many cyclical community-acquired outbreaks in each country or region during the COVID-19 pandemic have been noted from 2020 to 2022, and these epidemics have occurred in parallel with the evolution of various emerging SARS-CoV-2 variants, including the wild-type/D614G strain during the non-VOC phase and the Alpha, Beta, Gamma, Delta, and Omicron strains during the VOC phase. More importantly, when facing emerging variants, there were corresponding chains of containment measures with the following 3 serial steps: (1) border control of imported cases together with quarantine and isolation; (2) contact tracing and epidemic investigation of domestic cluster infection together with testing for detecting the foci of infection earlier (small households to large institutions); and (3) control of large-scale community-acquired infection with population-based approaches, mainly involving NPIs and mass vaccination. Although most countries focus on steps 1 and 2 for averting community-acquired outbreaks in the beginning, they end up having no choice but to adopt step 3 involving population-based approaches. Accordingly, most epidemic surveillance models still follow traditional surveillance metrics like the effective basic reproductive number (R0) for containing community-acquired outbreaks. However, it is still important to develop a new surveillance model with new surveillance metrics commensurate with steps 1 and 2 for forestalling community-acquired outbreaks when facing emerging SARS-CoV-2 variants like the updated Omicron subvariants BA.4/BA.5. Most importantly, such a new surveillance model with useful metrics can be robustly applied across countries and time, covering various emerging SARS-CoV-2 variants detected from imported cases.

Using Taiwan empirical data, the proposed new surveillance model for monitoring cluster infections in the wake of imported cases was assessed in 5 periods (wild-type, D614G, Alpha VOC, Delta VOC, and Omicron VOC). The first metric of Dci/Imc per week was used to estimate the effect size of the risk of infection through imported-domestic transmission. The second metric involving the upper bound of the 95% CrI for predicted domestic cases of cluster infections derived from imported cases 1 week before provided the alert threshold for guiding the preparedness of containment measures for preventing community-acquired outbreaks in each country or region. Such an alert threshold would be affected by the characteristics of each emerging SARS-CoV-2 variant, as well as the underlying coverage rate of vaccination and the extent of NPIs. By using empirical data on imported and domestic COVID-19 cases in Taiwan, the effect size of Dci/Imc and the alert threshold were estimated as 9.54% and 12.59% for the wild-type/D614G strain, 14.14% and 25.10% for the Alpha VOC, 10.05% and 13.32% for the Delta VOC, 4.59% and 5.75% for the Omicron BA.1 VOC, and 4.29% and 5.19% for the Omicron BA.2 VOC, respectively, in 2 periods. It should be noted that the interpretation of the absolute effect size of Dci/Imc across various emerging SARS-CoV-2 variants should be taken with great caution.

When a similar logic is applied to the alert threshold, the threshold value for weekly domestic cases during 3 SARS-CoV-2 variant periods would not go beyond 20 cases under the low coverage rate of vaccination and good performance of NPIs before the Omicron VOC period. After the Omicron VOC period, the alert threshold for weekly domestic cases would be 180 cases under the high vaccination rate and minimal NPIs. Empirical evidence on whether and how community-acquired outbreaks can be averted through different periods of SARS-CoV-2 variants with the proposed new surveillance model has been demonstrated by Taiwan data. Outbreaks were averted during the wild-type and D614G periods. In contrast, large-scale outbreaks could not be averted during the Alpha VOC period when the expected number of domestic cases was far beyond the alert threshold for an outbreak between May 9 and May 12, 2021, because of the increased transmissibility of the Alpha VOC that was supported by the increased risk of imported-domestic transmission in comparison with the wild-type/D614G variant (14.14% vs 9.54%). However, a low level of NPIs might also have contributed to such an outbreak around mid-May 2021 (30%; Figure 5). In the Delta VOC period after excluding the outbreak related to the Alpha VOC in Taiwan, the level of the NPI alert and the strict border control strategies implemented since the outbreak period reduced the risk of imported-domestic transmission to 10.05% (Table 1) and averted a community-acquired outbreak of the Delta VOC.

Given the high coverage of full vaccination, lower estimates of Dci/Imc for the Omicron VOC were seen, ranging from 4.3% to 4.6%. As the protective effect of the Oxford/AstraZeneca vaccine in particular started to wane in the community, the observed number of domestic cases was beyond the threshold of outbreak during the early Omicron BA.1 VOC period. Guided by the alert threshold, several containment strategies, including more restricted border control and rapid RT-PCR testing on arrival for travelers, and rapid booster shots for eligible adults,
were implemented to avert a large-scale outbreak. However, another large-scale community-acquired outbreak could not be averted in late March 2022 owing to the observed cases going beyond the alert threshold partially due to waning of the protective effect of the mRNA-1273 vaccine (Moderna) or BNT162b2 vaccine (Pfizer–BioNTEch).

Although our metrics of the risk for domestic cluster infection and the alert threshold are pivotal in imported cases 1 week before applying the surveillance model for monitoring imported cases 1 week prior to the formation of cluster infections of domestic COVID-19 cases, they are very useful for alerting the surrounding community in proximity to imported cases beyond the threshold of the upper bound of the 95% CrI to enhance NPIs and active rapid testing with effective contact tracing and epidemic investigation for the observed cases. This accounted for the lack of community-acquired outbreaks before mid-May 2021 in Taiwan. Such good control over the COVID-19 epidemic has been reported in previous studies by evaluating NPIs at the individual and population levels [5,19,26], and using the traditional surveillance model for assessing the duration from R<sub>i</sub> larger than 1 to R<sub>s</sub> smaller than 1 and the case load following the machining learning model [27].

Several previous studies have proposed an early warning model in relation to contact tracing and epidemic investigation before community-acquired outbreaks. However, our study differs from 2 recent previous studies [15,16] that developed an early warning model of COVID-19 outbreaks, in 2 main aspects. First, both studies covered a short period that reflected 1 or 2 SARS-CoV-2 strains and used data based on a single country. They were therefore unable to test the robustness of their models for a series of SARS-CoV-2 variants and samples across countries. Guan et al used human mobility data in Israel over the period from February 1, 2020, to January 7, 2021. Specifically, they trained their model over the period from April 6 to October 24, 2020, and evaluated the model’s predictive ability over 2 very short periods (November 1-30, 2020, and December 1-31, 2021) [15]. Kogan et al employed data in the United States that had been obtained from multiple digital traces over 2 short periods (March 1-May 31, 2020, and June 1-September 30, 2020) [16]. In contrast, the proposed new surveillance model made use of the full chronological empirical data in Taiwan from January 1, 2020, to April 2, 2022, covering various emerging SARS-CoV-2 variants. Our model is robust across a long period involving various variants and across countries covering different geographical and cultural conditions when using imported cases. Second, the data derived from digital traces, for example, Google Trends, used in the studies by Guan et al and Kogan et al may be affected by media activities. Furthermore, it is not easy to obtain accurate real-time data in countries with unavailable technological infrastructure, strong information censoring, and a lack of transparency. Instead of focusing on digital traces, we made use of imported cases that may be less likely to be affected by confounding factors. The use of imported data in our proposed surveillance model can be applied to countries with different political and social conditions and at different technological development stages. Moreover, our study is highly relevant to health regulators and public health policy makers, particularly in countries that have opened their borders and eased/removed NPI measures.

In addition to the illustration of the Taiwan experience, the external validation involving New Zealand further adds credibility to the application of this surveillance model in a scenario without an outbreak. This model can also be applied to those countries with controllable community-acquired outbreaks, such as Israel [28] and Qatar [29], after the mass vaccination program since early 2021, to monitor the impact of imported cases on the risk of domestic cluster infection. This is especially important for outbreaks resulting from vaccine breakthrough in countries or regions with high vaccine coverage, such as Singapore [30] and Israel [31], or the rapid waning of booster effectiveness worldwide, possibly affecting the community-level spread of SARS-CoV-2 VOCs [32].

One of the major limitations of the current model pertains to the generalization of the proposed new surveillance model. There are 2 major circumstances that require the refinement of the current proposed epidemic surveillance model. The proposed model has not incorporated health care capacity for accommodating the threshold of tolerable COVID-19 cases responsible for each episode of the outbreak. In consideration of resuming prepandemic activity, making allowance for this factor is of paramount importance for the implementation of NPIs and testing given the vaccine coverage rate. Different countries and regions may require different outbreak thresholds based on this global surveillance model. With increasing cases of vaccine breakthrough; the rapid emergence of VOCs with a wide spectrum of immunogenicity, high transmissibility, and resistance to antibodies associated with natural infection or vaccination; and the waning of immunity in the population, there is a high likelihood for the continued spread of SARS-CoV-2 in the population [33]. Given the possibility of a long-term association between SARS-CoV-2 and the human population, the goal of epidemic surveillance may shift from the elimination of this pathogen to a balance among health care capacity, socioeconomic activity, and population immunity. If this occurs, the proposed surveillance model should take this factor into account and should be used as a guide to inform the containment measures required to mitigate large-scale outbreaks according to health care capacity. Moreover, as the border control policy on quarantine and isolation of imported cases gets altered with the advent of high-performance rapid testing and the gradual expansion of vaccine coverage worldwide, the surveillance model for monitoring imported-domestic transmission to avert outbreaks may vary from country to country, depending on the extent of NPIs, administration of tests, coverage rate of vaccines, and administration of vaccine boosters. Such a heterogeneity should be taken into account to refine the surveillance model on imported-domestic transmission when it is applied to avert a large-scale outbreak. More importantly, our new surveillance model and metrics are not meant to replace conventional surveillance and corresponding metrics like R<sub>i</sub> for assessing how to eliminate the spread of large-scale community-acquired outbreaks. When a community-acquired outbreak occurs, the conventional surveillance SEIR model is needed to assess the effectiveness of containment measures, as shown in Figure 5. Based on the

https://publichealth.jmir.org/2022/11/e40866
SEIR model, the $R_t$ decreased from 4.0 to 0.7 from May 18, 2021, to July 31, 2021. The effectiveness of NPIs and testing, which reflects the strategies implemented 2 weeks ago, was over 60% after May 26, 2021, and increased to over 90% after June 14, 2021. A similar finding was noted for a community-acquired outbreak of Omicron BA.2. Again, $R_t$ reduced from 7.7 (value of $R_t$ in early January) to less than 1 (around the end of January; Figure 5B). Our proposed new surveillance model has a supplementary role as a global vigilance method for forestalling large-scale local community-acquired outbreaks of emerging SARS-CoV-2 VOCs in each country and region worldwide.

In conclusion, a global new surveillance model and metrics have been proposed for monitoring imported cases of SARS-CoV-2 variants from the non-VOC phase to the VOC phase, using the Taiwan scenario. The new surveillance model and metrics are very useful for forestalling a new large-scale community-acquired outbreak through monitoring of the imported-domestic transmission mode associated with emerging infectious diseases in the future.
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Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>CrI</td>
<td>credible interval</td>
</tr>
<tr>
<td>DAG</td>
<td>directed acyclic graphic</td>
</tr>
<tr>
<td>Dci/Imc</td>
<td>number of cases arising from domestic cluster infection caused by imported cases</td>
</tr>
<tr>
<td>DIC</td>
<td>deviance information criterion</td>
</tr>
<tr>
<td>MCMC</td>
<td>Markov Chain Monte Carlo</td>
</tr>
<tr>
<td>NPI</td>
<td>nonpharmaceutical intervention</td>
</tr>
<tr>
<td>Rt</td>
<td>effective reproductive number</td>
</tr>
<tr>
<td>RT-PCR</td>
<td>reverse transcription-polymerase chain reaction</td>
</tr>
<tr>
<td>SEIR</td>
<td>Susceptible-Exposed-Infected-Recovery</td>
</tr>
<tr>
<td>VOC</td>
<td>variant of concern</td>
</tr>
</tbody>
</table>
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Abstract

Background: The COVID-19 pandemic is an unprecedented public health crisis, and vaccines are the most effective means of preventing severe consequences of this disease. Hesitancy regarding vaccines persists among adults in the United States, despite overwhelming scientific evidence of safety and efficacy.

Objective: The purpose of this study was to use the Health Belief Model (HBM) and reasoned action approach (RAA) to examine COVID-19 vaccine hesitancy by comparing those who had already received 1 vaccine to those who had received none.

Methods: This study examined demographic and theory-based factors associated with vaccine uptake and intention among 1643 adults in the United States who completed an online survey during February and March 2021. Survey items included demographic variables (eg, age, sex, political ideology), attitudes, and health belief variables (eg, perceived self-efficacy, perceived susceptibility). Hierarchical logistic regression analyses were used for vaccine uptake/intent. The first model included demographic variables (eg, age, sex, political ideology, attitudes, and health belief variables (eg, perceived self-efficacy, perceived susceptibility). Hierarchical logistic regression analyses were used for vaccine uptake/intent. The first model included demographic variables. The second model added theory-based factors to examine the association of health beliefs and vaccine uptake above and beyond the associations explained by demographic characteristics alone.

Results: The majority of participants were male (n=974, 59.3%), White (n=1347, 82.0%), and non-Hispanic (n=1518, 92.4%) and reported they had already received a COVID-19 vaccine or definitely would when it was available to them (n=1306, 79.5%). Demographic variables significantly associated with vaccine uptake/intent included age (adjusted odds ratio [AOR] 1.05, 95% CI 1.04-1.06), other race (AOR 0.47, 95% CI 0.27-0.83 vs White), and political ideology (AOR 15.77, 95% CI 7.03-35.35 very liberal vs very conservative). The theory-based factors most strongly associated with uptake/intention were attitudes (AOR 3.72, 95% CI 2.42-5.73), self-efficacy (AOR 1.75, 95% CI 1.34-2.29), and concerns about side effects (AOR 0.59, 95% CI 0.46-0.76). Although race and political ideology were significant in the model of demographic variables, they were not significant when controlling for attitudes and beliefs.

Conclusions: Vaccination represents one of the best tools to combat the COVID-19 pandemic, as well as other possible pandemics in the future. This study showed that older age, attitudes, injunctive norms, descriptive norms, and self-efficacy are positively associated with vaccine uptake and intent, whereas perceived side effects and lack of trust in the vaccine are associated with lower uptake and intent. Race and political ideology were not significant predictors when attitudes and beliefs were considered.
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Before vaccine hesitancy can be addressed, researchers and clinicians must understand the basis of vaccine hesitancy and which populations may show higher hesitancy to the vaccination so that interventions can be adequately targeted.

(JMIR Public Health Surveill 2022;8(11):e37203) doi:10.2196/37203
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Introduction

The COVID-19 pandemic, caused by the novel SARS-CoV-2 virus [1], represents an unprecedented public health crisis. On March 11, 2020, the World Health Organization officially declared COVID-19 a pandemic [1]. In less than 2 years, over 67 million cases and 850,000 deaths from COVID-19 occurred in the United States alone [2]. In December 2020, the US Food and Drug Administration (FDA) granted emergency use authorization for the first vaccine to protect against COVID-19. By April 2021, the FDA has issued emergency use authorization for vaccines by 3 different companies: Pfizer-BioNTech, Moderna, and Johnson & Johnson [3]. As of August 23, 2021, the FDA had granted full approval to the Pfizer-BioNTech vaccine [4]. In addition to data provided by the manufacturers to the FDA, multiple independent research studies demonstrate the vaccines are safe, effective, and widely available for individuals 5 years and older in the United States [5-7].

Hesitancy regarding COVID-19 vaccines persists among adults in the United States [8-12], despite overwhelming scientific evidence of their safety and efficacy. Vaccine hesitancy refers to delay in acceptance or refusal of vaccination, despite the availability of the vaccine and vaccine services [13]. This belief results in lower uptake of prophylactic vaccines and unnecessary morbidity and mortality from vaccine-preventable diseases [11,14,15]. Before vaccine hesitancy can be addressed through population-level intervention, researchers must better understand the basis of vaccine hesitancy and which populations may show higher hesitancy to the COVID-19 vaccine so that interventions can be adequately targeted.

Some of the strongest predictors of vaccine hesitancy and vaccine uptake are attitudes and beliefs derived from the Health Belief Model (HBM) and the reasoned action approach (RAA). Specifically, the HBM proposes that people will take action to prevent a disease if they believe that (1) they are susceptible, (2) the consequences are serious, (3) they can reduce susceptibility or severity through some action, (4) the benefits of taking action outweigh the barriers, and (5) they can engage in a specific behavior (self-efficacy) [16-19]. Previous research guided by this model shows vaccine intent and uptake across a specific behavior and the theory of reasoned action [24]. The RAA extends the theory of planned behavior by differentiating between the attitude, subjective norms, and perceived behavioral control constructs that were integral in the original model [24]. RAA constructs, including experiential attitude, instrumental attitude, and injunctive norm, are significantly associated with the intent to engage in health behaviors [25]. Specifically, research shows that RAA constructs, in particular attitudes toward vaccination and perceived norms, are significantly associated with vaccine intent [26,27].

Therefore, the purpose of this study was to use the HBM and the RAA to examine COVID-19 vaccine hesitancy by exploring vaccine uptake and intent among a national convenience sample of adults in the United States. Specifically, we examined those who already received at least 1 dose of the COVID-19 vaccine or reported a strong intent to be vaccinated compared to those who did not report a strong likelihood of getting vaccinated, as well as demographic, attitudinal, and health belief variables associated with vaccination. Examining factors associated with vaccine uptake and intent provides valuable insight to inform future interventions to combat vaccine hesitancy, not only during the ongoing COVID-19 pandemic, but also during possible future pandemics.

Methods

Participants and Recruitment

We used recruitment methods developed during a pilot study by our team and previously published elsewhere [28]. Briefly, we partnered with Microsoft News to recruit participants to complete a 1-time online survey between February 25 and March 22, 2021. The survey questionnaire was developed for this study. The Microsoft News team created a banner advertisement, shown in Figure 1, which appeared across the top of a news page that a user was viewing. Microsoft News consumers with US browser settings were shown the survey twice in total if they did not click on it and never again after they clicked the link, regardless of whether they completed the survey. The link to the survey was additionally placed in an informational section of the Bing COVID-19 Tracker. Interested participants clicked on the banner and were directed to a survey developed using Qualtrics, a cloud-based survey tool licensed by Indiana University. Eligibility criteria included age 18 years or older, residing in the United States, and able to read English. The survey consisted of 35 individual questions and took approximately 5-10 minutes to complete, and participants were not provided with an incentive.
Ethical Considerations
The study was given exempt status by the Indiana University Institutional Review Board. Because this was exempt research and no identifiable data were collected, this study received a waiver and did not collect written informed consent.

Measures
The primary outcome for this study was vaccine uptake or intent (among the unvaccinated). Vaccine uptake was measured with the question “Have you received at least one dose of any COVID-19 vaccine?” Response options included “Yes, I have received one dose of a vaccine,” “Yes, I have received two doses of a vaccine,” or “No, I have not received a dose of any vaccine.” The people who had not received any doses of a COVID-19 vaccine were asked their vaccine intent with the question “If the vaccines were available where you live and offered to you at no cost, which of the following statements best describes your intention to get either of the vaccines?” Responses were scored on a 4-point Likert scale from “I would definitely get one of the vaccines” to “I would definitely not get either of these vaccines.” Responses to these 2 questions were dichotomized such that the sample was divided into those who had already received at least 1 dose or indicated they definitely would get the vaccine (vaccinated/intenders) and those who had not received the vaccine and indicated they did not intend to get vaccinated (unvaccinated/nonintenders).

Covariates fell into 2 categories: demographic characteristics and theory-based attitudes and beliefs. Demographic characteristics included age, gender (female, male, nonbinary, no response), race (White, Asian, Black/African American, or other), ethnicity (yes/no Latinx ethnicity), and political ideology (on a 5-point scale from very conservative to very liberal).

Theory-based attitudes and belief variables were measured on a 5-point Likert scale from strongly agree to strongly disagree. Attitudes about getting the vaccine were assessed with the statement “Getting vaccinated is a good thing to do.” To assess injunctive norms, we used the statement “Most people important to me think I should get vaccinated.” The descriptive norms construct was measured with the statement “Most people like me will get vaccinated.” To assess self-efficacy, participants responded to the statement “I am confident that I can get vaccinated.” To assess perceived susceptibility to COVID-19, participants responded to the statement “I am worried about the likelihood of getting COVID-19 in the near future.” We examined 3 separate barriers to vaccination: side effects (“The side effects of getting vaccinated interfere with my usual activities”), fear of needles (“I am scared of needles”), and trust in the vaccine (“I do not trust the vaccine”). All 3 items used the same 5-point Likert scale from strongly agree to strongly disagree and were analyzed as separate items.

Data Analysis
First, we described the study sample using n (%) or means and SDs. We then compared the vaccinated/intenders group (already received at least 1 vaccine dose or reported they definitely will get vaccinated) and the unvaccinated/nonintenders group using chi-square or t tests, as appropriate. We then conducted a hierarchical logistic regression analysis. We first added the demographic covariates age, gender, race, ethnicity, and political ideology. We next added the theory-based factors to test their unique contributions independent from demographic influences. Analyses were conducted using IBM SPSS Statistics version 28.

Results

Participant Details
A total of 1643 people participated in the survey between February 25 and March 22, 2021, and reported their vaccine status. The sample was 59.3% (n=974) male, 82.0% (n=1347) White, and 92.4% (n=1518) non-Hispanic, and the mean age was 59.4 (SD 14.6, range 18-105) years. There was representation in the sample from all 50 states as well as Washington, DC, and Puerto Rico. For political ideology, 5.5% (n=90) of the participants reported being very conservative, 16.3% (n=268) were conservative, 37.3% (n=613) were moderate, 19.2% (n=316) were liberal, 9.4% (n=154) were very liberal, and 12.3% (n=202) did not respond. Overall, the majority (n=920, 56.0%) were unvaccinated, with 345 (21.0%) receiving 1 dose of any vaccine and 378 (23.0%) receiving 2 doses. Of the unvaccinated, 583 (63.4%) reported they definitely will get the vaccine, 104 (11.3%) reported they probably will get the vaccine, 65 (7.1%) reported they probably will not get the vaccine, and 168 (18.3%) reported they definitely will not get the vaccine. Therefore, for the purposes of this analysis, the majority (n=1306, 79.5%) reported already being vaccinated or said they definitely will get vaccinated when it is available to them. The mean age for the vaccine-hesitant group was slightly less compared to the vaccinated group (53.4 vs 60.9 years, P<.001). Vaccine uptake/intent differed by political ideology, with 37.4% (n=126) of the vaccine-hesitant group reporting being either very conservative or conservative. In contrast, only 17.7% (n=232) of the vaccinated/intenders group reported being very conservative (n=50, 21.6%) or conservative (n=182, 78.4%; P<.001). For a sample description and bivariate comparisons of the 2 groups, see Table 1.
Table 1. Sample characteristics by vaccine hesitancy.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total (N=1643)</th>
<th>Vaccinated/intenders (n=1306, 79.5%)</th>
<th>Unvaccinated/nonintenders (n=337, 20.5%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD); (t (df) = 7.81) ((1642), P &lt; .001)</td>
<td>59.4 (14.6)</td>
<td>60.9 (13.7)</td>
<td>53.4 (16.2)</td>
</tr>
<tr>
<td>Gender, n (%); (\chi^2 = 40.57, P &lt; .001)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>618 (37.6)</td>
<td>486 (37.2)</td>
<td>132 (39.2)</td>
</tr>
<tr>
<td>Male</td>
<td>974 (59.3)</td>
<td>797 (61.0)</td>
<td>177 (52.5)</td>
</tr>
<tr>
<td>Nonbinary</td>
<td>25 (1.5)</td>
<td>11 (0.8)</td>
<td>14 (4.2)</td>
</tr>
<tr>
<td>No response</td>
<td>26 (1.6)</td>
<td>12 (0.9)</td>
<td>14 (4.2)</td>
</tr>
<tr>
<td>Race, n (%); (\chi^2 = 41.21, P &lt; .001)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>55 (3.3)</td>
<td>42 (3.2)</td>
<td>13 (3.9)</td>
</tr>
<tr>
<td>Black/African American</td>
<td>102 (6.2)</td>
<td>73 (5.6)</td>
<td>29 (8.6)</td>
</tr>
<tr>
<td>White</td>
<td>1347 (82.0)</td>
<td>1107 (84.8)</td>
<td>240 (71.2)</td>
</tr>
<tr>
<td>Other</td>
<td>139 (8.5)</td>
<td>84 (6.4)</td>
<td>55 (16.3)</td>
</tr>
<tr>
<td>Ethnicity, n (%); (\chi^2 = 3.71, P = .05)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Latinx</td>
<td>125 (7.6)</td>
<td>91 (7.0)</td>
<td>34 (10.1)</td>
</tr>
<tr>
<td>Not Latinx</td>
<td>1518 (92.4)</td>
<td>1215 (93.0)</td>
<td>303 (89.9)</td>
</tr>
<tr>
<td>Political ideology, n (%); (\chi^2 = 103.31, P &lt; .001)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very conservative</td>
<td>90 (5.5)</td>
<td>50 (3.8)</td>
<td>40 (11.9)</td>
</tr>
<tr>
<td>Conservative</td>
<td>268 (16.3)</td>
<td>182 (13.9)</td>
<td>86 (25.5)</td>
</tr>
<tr>
<td>Moderate</td>
<td>613 (37.3)</td>
<td>517 (39.6)</td>
<td>96 (28.5)</td>
</tr>
<tr>
<td>Liberal</td>
<td>316 (19.2)</td>
<td>290 (22.2)</td>
<td>26 (7.7)</td>
</tr>
<tr>
<td>Very liberal</td>
<td>154 (9.4)</td>
<td>136 (10.4)</td>
<td>18 (5.3)</td>
</tr>
<tr>
<td>No response</td>
<td>202 (12.3)</td>
<td>131 (10.0)</td>
<td>71 (21.1)</td>
</tr>
</tbody>
</table>

For the logistic regression analysis that tested factors associated with vaccine uptake and intent, we included those who reported their gender as male or female, reported their political ideology, and answered all theory-based vaccine items, resulting in a full case analysis (n=1370, 83%). We present results from the adjusted logistic regression models in Table 2. In the model with demographic covariates, only age, race, and political ideology were significantly associated with vaccine uptake/intent (all \(P < .01\)). Specifically, as age increased, the odds of being in the vaccinated/intenders group increased (adjusted odds ratio [AOR] 1.05, 95% CI 1.04-1.06). The “other” race category had lower odds of being in the vaccinated/intenders group than White participants (AOR 0.47, 95% CI 0.27-0.83). The odds of being in the vaccinated/intenders group increased across the political spectrum from a very conservative to a very liberal political ideology, such that those who reported being very liberal had more than 15 times the odds of being in the vaccinated/intenders group compared to those who reported being very conservative (AOR 15.77, 95% CI 7.03-35.35).

However, when theory-based attitudes and belief variables were added to the model, the only demographic variable that remained significant was age. Race and political ideology were no longer significant when controlling for attitudes and beliefs. The attitudes and beliefs variables associated with an increased odds of being in the vaccinated/intenders group included attitudes (AOR 3.72, 95% CI 2.42-5.73), injunctive norms (AOR 1.60, 95% CI 1.18-2.17), descriptive norms (AOR 1.59, 95% CI 1.14-2.22), self-efficacy (AOR 1.75, 95% CI 1.34-2.29), and perceived susceptibility to COVID-19 (AOR 1.30, 95% CI 1.04-1.64). Attitudes and beliefs associated with a decreased odds of being in the vaccinated/intenders group included a concern about side effects (AOR 0.59, 95% CI 0.46-0.76) and lack of trust in the vaccine (AOR 0.73, 95% CI 0.56-0.95). The only attitudes and beliefs variable that was not significantly associated with vaccine uptake/intent was a fear of needles.
Table 2. Results of logistic regression complete case analysis (N=1370).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Model 1: demographic covariates only, AOR (95% CI)</th>
<th>Model 2: demographic covariates plus theory-based factors, AOR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>1.05(^b) (1.04-1.06)</td>
<td>1.03(^c) (1.01-1.05)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female (reference)</td>
<td>N/A(^d)</td>
<td>N/A</td>
</tr>
<tr>
<td>Male</td>
<td>1.05 (0.77-1.45)</td>
<td>0.91 (0.52-1.59)</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White (reference)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Asian</td>
<td>0.90 (0.37-2.22)</td>
<td>1.06 (0.23-4.88)</td>
</tr>
<tr>
<td>Black/African American</td>
<td>0.77 (0.41-1.46)</td>
<td>1.15 (0.40-3.30)</td>
</tr>
<tr>
<td>Other</td>
<td>0.47(^c) (0.27-0.83)</td>
<td>1.08 (0.40-2.94)</td>
</tr>
<tr>
<td><strong>Latinx ethnicity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No (reference)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>1.20 (0.64-2.26)</td>
<td>1.32 (0.45-3.89)</td>
</tr>
<tr>
<td><strong>Political ideology</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very conservative (reference)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Conservative</td>
<td>1.75(^c) (1.03-2.96)</td>
<td>0.66 (0.22-1.95)</td>
</tr>
<tr>
<td>Moderate</td>
<td>5.19(^b) (3.11-8.67)</td>
<td>0.85 (0.30-2.43)</td>
</tr>
<tr>
<td>Liberal</td>
<td>13.80(^b) (7.20-26.43)</td>
<td>1.07 (0.33-3.54)</td>
</tr>
<tr>
<td>Very liberal</td>
<td>15.77(^b) (7.03-35.35)</td>
<td>0.93 (0.22-3.92)</td>
</tr>
<tr>
<td><strong>Attitudes</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Injunctive norms</td>
<td>N/A</td>
<td>3.72(^b) (2.42-5.73)</td>
</tr>
<tr>
<td>Descriptive norms</td>
<td>N/A</td>
<td>1.60(^c) (1.18-2.17)</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>N/A</td>
<td>1.59(^c) (1.14-2.22)</td>
</tr>
<tr>
<td>Susceptibility to COVID-19</td>
<td>N/A</td>
<td>1.75(^b) (1.34-2.29)</td>
</tr>
<tr>
<td>Side-effects barrier</td>
<td>N/A</td>
<td>1.36(^c) (1.04-1.64)</td>
</tr>
<tr>
<td>Fear-of-needles barrier</td>
<td>N/A</td>
<td>0.59(^b) (0.46-0.76)</td>
</tr>
<tr>
<td>Do-not-trust-vaccine barrier</td>
<td>N/A</td>
<td>1.12 (0.91-1.36)</td>
</tr>
</tbody>
</table>

\(^a\) AOR: adjusted odds ratio.  
\(^b\) \(P<.001\).  
\(^c\) \(P<.01\).  
\(^d\) N/A: not applicable.  
\(^e\) \(P<.05\).

**Discussion**

**Principal Findings**

This study examined hesitancy in COVID-19 vaccine uptake and intent using a national sample from the United States. Overall, vaccine uptake and intent were high in this sample, with almost 80% of the participants indicating they either received a COVID-19 vaccine already or intended to receive one when it was available to them. However, approximately 1 in 5 participants indicated they had not received the vaccine and did not report they definitely would receive it, when available, indicating vaccine hesitancy. With highly contagious viral variants quickly spreading across the nation, public health officials perceive a new phase of the ongoing COVID-19 pandemic being dubbed a “pandemic of the unvaccinated” [29]. There is an urgent need to understand the beliefs and attitudes associated with vaccine hesitancy so that interventions to improve the vaccination rate worldwide can be developed and implemented.
Comparison With Prior Work

Our study found 3 demographic variables associated with vaccine uptake and intent in the model that included demographic characteristics only: age, race, and political affiliation. However, only age remained significant when accounting for the theory-based factors. Specifically, older age was associated with increased odds of being vaccinated or intending to be vaccinated. This is not surprising, given the vaccine rollout in the United States occurred largely by age group and is consistent with early research prior to vaccine availability that noted increasing age was associated with increasing vaccine intent [12]. All adults in the United States were eligible for vaccination by April 19, 2021 [30]. It is possible some of the adults who responded were not eligible for vaccination yet, because these data were collected in February and March. However, because we included people who reported they definitely would get the vaccine when it was available in with the vaccinated sample, this should not have affected our results. The association between age and vaccine uptake and intent may be due to the fact that older adults, if infected, are more likely to have severe disease [31]. However, this association persisted even when controlling for perceived susceptibility to COVID-19, indicating the association may not be explained by either availability or perceived susceptibility. Our study did not examine issues of access or logistics, particularly transportation barriers, time off work, and childcare, which likely affect younger adults more than older adults. Access and logistical barriers are important issues to examine in future research.

Political affiliation was also associated with vaccine uptake and intent, with the odds of uptake increasing across the sample, with very conservatives reporting the lowest uptake/intent and very liberals reporting the highest uptake/intent. However, this association was no longer significant when accounting for attitudes and beliefs. Another recent research study found increased vaccine hesitancy among moderates and conservatives (compared to liberals) when accounting for respondent characteristics and behaviors [32]. However, this research did not include beliefs in the model, which our data indicate may be an important predictor to analyze. An additional study examined COVID-19 vaccine intent while controlling for political affiliation and media exposure [33]. This study did find a difference in intent between Republicans and Democrats, with Democrats indicating a higher intent to be vaccinated. Although they controlled for preferred media for virus-related news (including social media Fox News, and CNN/MSNBC), and belief in conspiracy theories, they did not control for other attitudinal or belief variables, including injunctive and descriptive norms. It is essential to understand that this lack of association once we control for attitudes and beliefs does not imply political affiliation’s lack of causal effect on vaccine hesitancy. Other political science research has found that instead of people’s moral foundations predicting their political affiliations, it is in fact people’s political affiliations that predict their moral foundations [34]. That is, people tend to switch their moral values, depending on how they fit with their political beliefs, as opposed to switching their political beliefs, depending on how they fit their moral values. Based on these findings, it is important for future research to examine the interplay between political affiliation, attitudes, and beliefs to better understand which is actually the driver of the association with vaccine hesitancy. Having a better understanding of the association between political affiliation, attitudes, beliefs, and vaccine hesitancy will enable researchers to develop community-based interventions that address these challenges.

Like political affiliation, race was significantly associated with uptake/intent in the model that included demographic characteristics only. Specifically, people who reported they were a race other than White, Asian, or Black/African American were approximately half as likely to be vaccinated or intend to be vaccinated compared to the White participants. However, this association was no longer significant when theoretical covariates were entered into the model. As was discussed earlier in regard to age, our study did not examine issues of access or logistics, particularly transportation barriers, time off work, and childcare, which may affect non-White respondents more than White respondents. Although research does indicate there is mistrust among non-White patients, there are also issues with health equity and access to care that seem to be driving the disparity [35]. A recent publication noted that the racial disparity in COVID-19 mortality is due more to structural racism than to race itself [36]. It is also important to note that although the association we found in our study was significant for the “other” race category, it was not significant for Black/African American participants or those who reported Latinx ethnicity. Future research should examine these associations to better understand the interplay between race, attitudes, beliefs, and vaccine hesitancy so that culturally appropriate community-based interventions can be developed.

The primary aim of this study was to identify the beliefs underlying the US adults’ decision to get vaccinated against COVID-19. Of note, when we added the theory-based constructs to the regression model for vaccine uptake and intention, age remained the only statistically significant demographic variable. This points to the important contributions of the theoretical constructs in explaining the variation in the decision to get vaccinated, beyond the influence of several demographic factors. The theoretical construct most strongly associated with vaccine uptake and intention in this sample was attitude. This finding suggests that attitude could be an important focal point for interventions aimed at increasing COVID-19 vaccine uptake. Attitudes can be addressed through communication and education campaigns that present the advantages of getting vaccinated and address any potential negative consequences. One method some hospital systems have used is publishing infographics that demonstrate that the hospitalized patients are overwhelmingly unvaccinated [37]. Furthermore, a multilevel intervention that included a component addressing patient and provider attitudes toward human papillomavirus vaccination saw increased uptake of the vaccine in the intervention group compared to the control group [38]. However, the authors stated the increase was lower than expected. Future research should examine effective ways to improve attitudes and increase uptake of vaccines.

Self-efficacy was also significantly associated with vaccine uptake and intention in this sample. This suggests that public
health interventions should address adults’ confidence that they can get vaccinated. There are 2 approaches to improving self-efficacy or capacity. One approach aims to address people’s beliefs directly. Communication and educational campaigns can potentially help people see and come to believe that they have the capacity to get vaccinated. Modeling is 1 effective way to improve self-efficacy [39]. According to past research, modeling interventions should resemble the target group, start with small steps, look to succeed but not immediately, and be reinforced for the behavior of getting vaccinated [40]. Thus, these campaigns could include examples of how people successfully overcame their hesitancy to get the vaccine. The second approach is to address the actual environment by removing barriers to getting vaccinated or adding facilitators at local, organizational, and governmental levels. This could include removing the request for health insurance information and providing paid time off from work to get the vaccine and recover from any short-term side effects.

Both types of normative beliefs (injunctive and descriptive) were significantly associated with vaccine uptake and intention, albeit less strongly so than attitude and self-efficacy. Injunctive norms represent people’s perceptions about what people who are important to them think they should do, and descriptive norms represent people’s beliefs about how people like them are behaving. This suggests that, in this sample of US adults, the influence of important people in their lives and people like them might be key determinants of their intention to get vaccinated. Therefore, health communication messages tailored for US adults should emphasize that people important to them want them to get vaccinated and people like them are getting vaccinated.

Two of the barriers examined were associated with decreased odds of being in the vaccinated/intenders group. Specifically agreeing that the vaccine would cause side effects that would interfere with their usual activities and reporting they do not trust the vaccine were both associated with decreased odds of being vaccinated/intending to get vaccinated. This is consistent with other recent surveys examining people who have not yet been vaccinated and found that almost 1 in 5 of them reported not being vaccinated due to concerns over adverse effects or the vaccines’ newness [41]. Many of these concerns among the population stem from misinformation encountered on social media. Indeed, 1 recent research study found that COVID-19 vaccine intent is significantly associated with not relying on social media for virus information [33]. Misinformation can shape people’s decision-making and perceptions, particularly if left unchallenged [41]. Specifically, 1 study found that negative television news coverage of a medication can increase reporting of adverse events for that medication [42]. Furthermore, research shows that viewing a website critical of the potential side effects of any medication or vaccine. Research in the HIV literature found that a failure to acknowledge potential negative effects of receiving an HIV test results in a “boomerang effect,” where people who already perceive obstacles to testing are less likely to get tested if the negative effects aren’t acknowledged [44]. However, to foster trust in these vaccines and combat the misinformation that people encounter regarding safety and efficacy, it is important to challenge their misperceptions and provide scientifically accurate information that is understandable to the layperson and delivered by a person they trust. This information should include that the vaccine side effects are mild, the risks of the vaccine are much lower than the risks of COVID-19 infection, and the vaccines are effective in preventing severe COVID-19. A key partner in this conversation is the person’s health care provider, and providers should communicate to their patients that they strongly recommend vaccination. Research shows the intent to be vaccinated increases if the person’s health care provider recommends they receive the vaccine [12].

**Limitations**

Although this study had numerous strengths, including using a national sample and examining relevant and understudied attitudes and beliefs, the results should be interpreted in the light of some limitations. First, these data are cross-sectional and causal associations cannot be determined. Second, the data were collected in February and March 2021. It is possible attitudes, intent, and uptake may have shifted in the intervening months. This period was slightly before all US adults could be vaccinated against COVID-19 and was also prior to widespread infection with the more contagious delta and subsequent omicron variants. Ongoing research on these topics is warranted. Third, although we did recruit nationally for this study, compared to the overall US population, our sample was a lower proportion of females (37.6% vs 50.8% nationwide) and Hispanic (7.6% vs 18.5% nationwide) and was older (mean age 59.4 years vs median age 37.7 years nationwide) [45]. Although we controlled for demographic variables in the regression analyses, our findings may not be generalizable to the broader US population. In addition, our recruitment strategy using Microsoft News limited our sample to only those who use Microsoft products and have this feature turned on, further limiting generalizability.

**Conclusion**

Vaccination represents one of the best tools to combat the ongoing COVID-19 pandemic [46]. Hesitancy regarding vaccines persists among adults in the United States, despite overwhelming scientific evidence of safety and efficacy. These beliefs result in lower uptake of vaccines and unnecessary morbidity and mortality from vaccine-preventable diseases. This research provides novel insight into the association between attitudes and beliefs with vaccine hesitancy. Specifically, older age, attitudes, injunctive norms, descriptive norms, and self-efficacy are positively associated with vaccine uptake and intent, whereas perceived side effects and lack of trust in the vaccine are associated with lower uptake and intent. Before vaccine hesitancy can be addressed, researchers need to understand the basis of vaccine hesitancy and intent as well as which populations may show higher hesitancy to the COVID-19 vaccine so that interventions can be adequately targeted.
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Abstract

Background: Contact tracing is an important public health tool for curbing the spread of infectious diseases. Effective and efficient contact tracing involves the rapid identification of individuals with infection and their exposed contacts and ensuring their isolation or quarantine, respectively. Manual contact tracing via telephone call and digital proximity app technology have been key strategies in mitigating the spread of COVID-19. However, many people are not reached for COVID-19 contact tracing due to missing telephone numbers or nonresponse to telephone calls. The New York City COVID-19 Trace program augmented the efforts of telephone-based contact tracers with information gatherers (IGs) to search and obtain telephone numbers or residential addresses, and community engagement specialists (CESs) made home visits to individuals that were not contacted via telephone calls.

Objective: The aim of this study was to assess the contribution of information gathering and home visits to the yields of COVID-19 contact tracing in New York City.

Methods: IGs looked for phone numbers or addresses when records were missing phone numbers to locate case-patients or contacts. CESs made home visits to case-patients and contacts with no phone numbers or those who were not reached by telephone-based tracers. Contact tracing management software was used to triage and queue assignments for the telephone-based tracers, IGs, and CESs. We measured the outcomes of contact tracing–related tasks performed by the IGs and CESs from July 2020 to June 2021.

Results: Of 659,484 cases and 861,566 contact records in the Trace system, 28% (185,485) of cases and 35% (303,550) of contacts were referred to IGs. IGs obtained new phone numbers for 33% (61,804) of case-patients and 11% (31,951) of contacts; 50% (31,019) of the case-patients and 46% (14,604) of the contacts with new phone numbers completed interviews; 25% (167,815) of case-patients and 8% (72,437) of contacts were referred to CESs. CESs attempted 80% (132,781) of case and 69% (49,846) of contact investigations, of which 47% (62,733) and 50% (25,015) respectively, completed interviews. An additional 12,192 contacts were identified following IG investigations and 13,507 following CES interventions.

Conclusions: Gathering new or missing locating information and making home visits increased the number of case-patients and contacts interviewed for contact tracing and resulted in additional contacts. When possible, contact tracing programs should add information gathering and home visiting strategies to increase COVID-19 contact tracing coverage and yields as well as promote equity in the delivery of this public health intervention.
Introduction

Worldwide, the emergence of COVID-19 as a public health crisis prompted a range of measures to curb the spread of SARS-CoV-2, the virus that causes COVID-19. The mitigation measures included nonpharmaceutical interventions, such as handwashing, stay-at-home order, self-masking, social distancing, and limits on the type and number of people at social gatherings [1-4]. In addition, public health jurisdictions applied contact tracing strategies to identify and notify exposed contacts of people with COVID-19 to stem ongoing disease transmission [5-10].

Contact tracing is a resource-intensive, multistep process [7]. The core feature of an efficient and effective contact tracing program is timely case identification and investigation to elicit exposed contacts and ensure self-isolating of case-patients as well as the notification and quarantining of their contacts [11,12]. Studies have found that early identification of cases through testing and contact tracing and quarantining of the exposed contacts can result in about 80% reduction in the transmission SARS-CoV-2, including transmissions by presymptomatic or asymptomatic individuals with COVID-19 [13-15].

Nonetheless, the high burden of COVID-19 cases presented overwhelming challenges to contact tracing programs in reaching every case-patient or contact and conducting timely manual contact tracing via telephone calls [16-19]. Therefore, many public health jurisdictions added digital contact tracing, which involves the use of smartphones to optimize the breadth of tracing and minimize delays in contact notifications [8-10]. Digital proximity contact tracing aims to rapidly identify people who may have been in contact with individuals subsequently diagnosed with COVID-19 for a certain amount of time, using electronic techniques including Bluetooth, Global Positioning System, or Wi-Fi.

Manual telephone calls and digital contact tracing rely on the ownership and use of smartphones, electronic tracking systems, and accurate telephone numbers. People with COVID-19 or their contacts may lack access to telephone or mobile technology or the skill and ability to operate them [20-22]. Furthermore, people with COVID-19 may be reluctant to respond to telephone calls from public health officials or to name their contacts, fearing stigma or quarantine, or they may be unwilling to opt into digital tracking due to privacy concerns [23-25]. A cornerstone of comprehensive contact tracing for infectious diseases is a community-based effort, including door-to-door visits to reach people who are unable or unwilling to engage via phone calls or digital platforms [26,27]. Face-to-face interactions between contact tracers with individuals with COVID-19 or their contacts may offer the opportunity to establish rapport and build trust needed to obtain personal information from reluctant individuals.

In June 2020, New York City (NYC) established the NYC COVID-19 Test & Trace Corps to develop and implement interventions to suppress COVID-19 transmission in NYC [28]. Beginning in June 2020, the contact tracing component of the Test & Trace Corps—Trace—attempted to reach people with COVID-19 and their contacts through telephone-based contact tracers. Between June and July 2020, Trace implemented 2 additional workflows with specialized staff to complement the efforts of the telephone-based tracers. These were efforts to (1) look for locating information of case-patients and contacts using Information Gatherers (IGs) when records lacked working telephone numbers; and (2) conduct home-based contact tracing using Community Engagement Specialists (CESs) when phone numbers were lacking or after unsuccessful telephone-based efforts. In this paper, we assess the contributions of the IGs and CESs to the NYC COVID-19 contact tracing efforts from July 2020-June 2021.

Methods

Study Population and Data Sources

All COVID-19 positive and negative results of tests performed by NYC laboratories and point-of-care testing sites were reported to the NYC Department of Health and Mental Hygiene’s (DOHMH’s) COVID-19 surveillance system. Daily, the DOHMH exported case records of confirmed or probable COVID-19 cases to the Trace case management system (Figure 1). To minimize the records with missing locating information, the DOHMH matched case records against available electronic medical record data systems of NYC medical institutions prior to data transfer to Trace. Data for our analysis were comprised of records forwarded to the Trace program from July 2020-June 2021. These records included the name and contact information of the ordering provider, demographic information of the case-patients (ie, name, phone number, address, and date of birth), date of specimen collection, and test type. We also analyzed records of the contacts named by case-patients. For each contact, contact tracers attempted to obtain name, phone number, address, date of birth, and the date of last exposure.
Definitions

Case-patients were comprised of persons with probable or confirmed COVID-19 results or contacts with COVID-19 symptoms (or ‘symptomatic contacts’), even if the contacts had no reported COVID-19 test results [29]. Contacts were persons who came within 6 feet of people with COVID-19 during their infectious period for a cumulative total of ≥10 minutes over a 24-hour period [30]. The infectious period began 2 days before the onset of symptoms for case-patients or, if asymptomatic, 2 days before the specimen collection date of their COVID-19 positive test. We referred to case-patients or contacts as clients [31].

Contact Tracing Workflow

Contact tracing encompassed case and contact investigations. Case investigation included the interview by a telephone-based tracer or CES to elicit contacts from case-patients, give isolation instructions, and make referrals for supportive services (eg, housing, groceries, and pet care). Contact investigation involved attempts to reach and interview the named contacts, inform them of their potential exposure to SARS-CoV-2, give recommendations for quarantine (ie, isolate, if symptomatic), and make referrals for supportive services.

Contact tracing workflow and the coordination of activities among telephone-based tracers, IGs, and CESs were managed within a software configured for Trace data management. Upon data transfer from the DOHMH, an automated algorithm assigned client records with telephone numbers to telephone-based tracers or to IGs if phone numbers were lacking (Figure 1). Furthermore, records were assigned to telephone-based tracers, IGs, or CESs based on the outcomes of the previous attempts. For example, if the telephone-based tracers could not reach clients at available phone numbers after 3 attempts within 4 hours of assignment, the records for those clients were then assigned to IGs to attempt to find new numbers. If IGs obtained new numbers, those records were reassigned to telephone-based tracers. If IGs obtained residential addresses only or clients did not respond to repeated outreach attempts by telephone-based tracers, those records were assigned to the CESs. Telephone-based tracers, IGs, and CESs recorded all interim and final outcomes they obtained in the Trace case management system in real time.

Overview of IG Activities

For cases, IGs (n=74 at peak) called the reporting laboratories or ordering medical providers to obtain any available locating information (eg, telephone number and address) in their medical records. In addition, IGs manually searched CLEAR, a subscription service that collects public record information, including phone numbers and addresses, for locating information. For contacts, IGs did not contact the persons with COVID-19 who had named the contacts; rather, IGs used CLEAR to look for phone numbers or addresses. During the searches, IGs used clients’ first and last names, and full date of birth (ie, month, date, and 4-digit year) to confirm that

Figure 1. New York City Test & Trace Corps COVID-19 case investigation and contact tracing workflow.
information was being obtained for the referenced client. IGs did not perform provider or record searches if clients’ records were missing complete date of birth. During periods of high workloads relative to the number of IGs, IGs first prioritized information gathering for case-patients over contacts and same-day referrals over referrals from previous days.

IGs entered new phone numbers in the appropriate data fields in the Trace case management system, and the system queued the case or contact records for the telephone-based tracers. If only addresses were found, IGs updated the address field, and the records were then queued for the CESs. If neither phone numbers nor addresses were obtained, IGs made notes in the text field of the Trace case management system (July-November 2020) or assigned a final disposition of “unable to locate” new information (December 2020-June 2021).

Overview of CES Activities

CESs’ COVID-19 prevention activities have been previously described [32]. In brief, CESs (n=540 at peak) performed in-person contact tracing and other COVID-19 prevention activities, such as the dissemination of COVID-19 information and sanitary supplies (eg, masks and hand sanitizers) at NYC schools, business establishments, and community settings. From July 2020-June 2021, the number of CESs assigned to perform contact tracing fluctuated daily (range: 192-492), depending on the need for them to engage in these other prioritized community-based COVID-19 prevention activities.

CESs’ contact tracing activities entailed making telephone calls and home visits to clients who did not have phone numbers or did not respond to telephone-based tracers. First, CES supervisors (n=50 at peak) manually assessed the records assigned to the CESs in the Trace case management system and made individual CES assignments, prioritizing case investigations over contact investigations. Supervisors also grouped clients by zip code, address, and telephone number to improve efficiency; for example, clients residing at the same address or with the same phone numbers were assigned to the same CES. At the beginning of their workday, CESs logged into the Trace case management system on their iPads and sequentially planned their outreach to clients. CESs first attempted phone calls to clients for whom telephone numbers were available, then made home visits to the addresses of clients who either did not respond to those phone calls or who had no telephone numbers on their record.

CESs received training on universal infection control practices and the proper use of personal protective equipment (eg, mask and face shield) and were instructed to conduct interviews outside clients’ front doors, standing at least 6 feet from the clients [32]. If clients were reached but could not complete phone calls or were located during a home visit but lacked privacy or space for physical distancing, CESs arranged for follow-up phone calls, encouraged clients to call Trace telephone-based tracers, or made another visit at a convenient time, within 24 hours. If clients’ addresses were confirmed but they were not found during home visits, CESs left letters asking them to call the Trace call line and if needed, arranged follow-up visits within 24 hours.

If CESs reached clients via phone calls or home visits, potential outcomes were as follows: (1) “completed interview,” (2) “declined to complete interview,” or (3) “unable to complete interview” (eg, assigned for call-back, unable to respond, currently outside NYC, or residing in congregate facility). If CESs did not reach clients via phone calls or home visits, the outcome was recorded as “unable to locate” (eg, wrong or nonexistent address, address not confirmed, or not home). The “unable to locate” disposition option was not available for CES use from July-November 2020.

Data Analysis

We generated descriptive frequencies and proportions of the records referred to IGs and CESs from July 2020-June 2021 and summarized IG and CES workload and outcomes. Our analyses included only the records of clients who were referred to IGs or CESs for initial case and contact investigations. We deduplicated the records with multiple interviews and retained the first assignment and last outcome. We presented the proportions of select sociodemographic characteristics of clients by whether their records were ever referred to the IGs or CESs. Furthermore, we assessed the timeliness of the IG and CES activities by examining the median number of days and IQRs from the dates of referral (of cases) or identification (of contacts) to IGs or CESs to the date of initial attempt or final outcome (ie, interview or final disposition) and the date from initial attempt to final outcome. Data analysis was performed using R (version 3.5.2; R Foundation for Statistical Computing).

Ethics Approval

Contact tracing data collection is part of routine public health surveillance and intervention and was determined to be nonresearch. Contact tracing, as a public health activity, was determined not to be research, in accordance with the federal human subject’s protection regulations at 45 Code of Federal Regulations 46.101c and 46.102d [33] and Centers for Disease Control and Prevention’s Guidelines for Defining Public Health Surveillance and Intervention and was determined to be nonresearch. Contact tracing, as a public health activity, was determined not to be research, in accordance with the federal human subject’s protection regulations at 45 Code of Federal Regulations 46.101c and 46.102d [33] and Centers for Disease Control and Prevention’s Guidelines for Defining Public Health Research and Public Health Non-Research (protection of human subjects, US Federal Code Title 45 Part 46) [34]. Participants voluntarily participated in the activities. Informed consent from participants was not required for contact tracing interview.

Results

Characteristics of Clients Referred to IGs or CESs

Case and contact demographics stratified by referral status to IGs and CESs are described in Table 1. Overall, 266,156 of 659,484 (40%) cases and 331,483 of 861,566 (38%) contacts were ever referred to the IGs and CESs over the period of July 2020-June 2021. Most of the referred case records (155,356/266,156, 59%) were from just 2 of the 5 NYC boroughs (ie, Brooklyn and Queens).
Table 1. Select characteristics of cases and contacts ever referred or not referred to information gatherers or community engagement specialists for case or contact investigation interview from July 2020-June 2021.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Cases (n=659,484)</th>
<th>Contacts (n=861,566)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Referred</td>
<td>Not referred</td>
</tr>
<tr>
<td>Total, n (%)</td>
<td>266,156 (40.36)</td>
<td>393,328 (59.64)</td>
</tr>
<tr>
<td><strong>Borough, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bronx</td>
<td>45,793 (17.21)</td>
<td>69,025 (17.55)</td>
</tr>
<tr>
<td>Brooklyn</td>
<td>81,809 (30.74)</td>
<td>111,167 (28.26)</td>
</tr>
<tr>
<td>Manhattan</td>
<td>35,969 (13.51)</td>
<td>59,088 (15.02)</td>
</tr>
<tr>
<td>Queens</td>
<td>73,547 (27.63)</td>
<td>111,091 (28.24)</td>
</tr>
<tr>
<td>Staten Island</td>
<td>22,546 (8.47)</td>
<td>30,896 (7.86)</td>
</tr>
<tr>
<td>Unknown</td>
<td>6492 (2.44)</td>
<td>12,061 (3.07)</td>
</tr>
<tr>
<td><strong>Race or ethnicity, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black (not Hispanic or Latino)</td>
<td>14,788 (5.56)</td>
<td>40,688 (10.34)</td>
</tr>
<tr>
<td>White (not Hispanic or Latino)</td>
<td>23,823 (8.95)</td>
<td>61,369 (16)</td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>35,254 (13.25)</td>
<td>92,371 (23.48)</td>
</tr>
<tr>
<td>Asian (not Hispanic or Latino)</td>
<td>11,847 (4.45)</td>
<td>28,285 (7.19)</td>
</tr>
<tr>
<td>Multiracial (not Hispanic or Latino)</td>
<td>775 (0.29)</td>
<td>2638 (0.67)</td>
</tr>
<tr>
<td>Native Hawaiian or Pacific Islander, Native American or Alaskan Native (not Hispanic or Latino)</td>
<td>262 (0.10)</td>
<td>675 (0.17)</td>
</tr>
<tr>
<td>Did not identify with any race or ethnicity provided</td>
<td>2252 (0.85)</td>
<td>4926 (1.25)</td>
</tr>
<tr>
<td>Unknown</td>
<td>177,155 (66.56)</td>
<td>162,376 (41.28)</td>
</tr>
<tr>
<td><strong>Age (years), median (IQR), range</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-12</td>
<td>24,621 (9.25)</td>
<td>35,504 (9.03)</td>
</tr>
<tr>
<td>13-24</td>
<td>43,866 (16.48)</td>
<td>61,191 (15.55)</td>
</tr>
<tr>
<td>25-44</td>
<td>90,463 (33.99)</td>
<td>153,299 (38.98)</td>
</tr>
<tr>
<td>45-64</td>
<td>69,565 (26.14)</td>
<td>104,014 (26.45)</td>
</tr>
<tr>
<td>≥65</td>
<td>37,180 (13.97)</td>
<td>39,255 (9.98)</td>
</tr>
<tr>
<td>Unknown</td>
<td>461 (0.17)</td>
<td>65 (0.02)</td>
</tr>
<tr>
<td><strong>Gender identity, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>126,417 (47.50)</td>
<td>171,135 (43.51)</td>
</tr>
<tr>
<td>Female</td>
<td>131,747 (49.50)</td>
<td>203,973 (51.86)</td>
</tr>
<tr>
<td>Transgender, nonbinary, or queer</td>
<td>245 (0.09)</td>
<td>727 (0.18)</td>
</tr>
<tr>
<td>Unknown</td>
<td>7747 (2.91)</td>
<td>17,493 (4.45)</td>
</tr>
<tr>
<td><strong>Preferred language, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>English</td>
<td>143,505 (53.92)</td>
<td>312,867 (79.54)</td>
</tr>
<tr>
<td>Spanish</td>
<td>25,670 (9.64)</td>
<td>52,958 (13.46)</td>
</tr>
<tr>
<td>Other</td>
<td>12,545 (4.71)</td>
<td>18,082 (4.60)</td>
</tr>
<tr>
<td>Unknown</td>
<td>84,436 (31.72)</td>
<td>9421 (2.40)</td>
</tr>
<tr>
<td><strong>Disability, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Difficulty concentrating, remembering, or deciding</td>
<td>1260 (0.47)</td>
<td>4278 (1.09)</td>
</tr>
<tr>
<td>Difficulty doing errands</td>
<td>372 (0.14)</td>
<td>951 (0.24)</td>
</tr>
<tr>
<td>Difficulty dressing or bathing</td>
<td>112 (0.04)</td>
<td>266 (0.07)</td>
</tr>
<tr>
<td>Difficulty hearing</td>
<td>922 (0.35)</td>
<td>1269 (0.32)</td>
</tr>
</tbody>
</table>
Workload and Outcomes of Referrals to IGs and CESs

Figure 2 depicts the numbers and proportions of clients’ records referred to IGs and CESs from July 2020-June 2021 and the outcomes of those investigations.

Of the 659,484 Trace case records during this period, 185,485 (28%) were referred to IGs, and new phone numbers were obtained for 61,804 (33%) of the referred case-patient records. Subsequently, 31,019 (50%) of the case-patients with new phone numbers completed interviews, of whom 12,192 (39%) named contacts. During the same period, 303,550/861,566 (35%) contacts were referred to IGs. IGs obtained new phone numbers for 31,951 (11%) of the referred contact, of whom 14,604 (46%) completed interviews.

Figure 2. Workload and outcomes of referrals to information gatherers (IGs) and community engagement specialists (CESs), July 1, 2020-June 30, 2021. Subsequent outcomes and proportions of subsequent steps were calculated based on the previous steps (eg, obtained new numbers were the proportions of records referred to IGs). The number of persons referred to IGs or CESs were not mutually exclusive. Some records may have been referred to both IGs and CESs work groups during the analysis period.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Cases (n=659,484)</th>
<th>Contacts (n=861,566)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Referred</td>
<td>Not referred</td>
</tr>
<tr>
<td>Difficulty seeing</td>
<td>2336 (0.88)</td>
<td>5008 (1.27)</td>
</tr>
<tr>
<td>Difficulty walking or climbing stairs</td>
<td>1885 (0.71)</td>
<td>5577 (1.42)</td>
</tr>
<tr>
<td>Multiple disabilities</td>
<td>3916 (1.47)</td>
<td>9031 (2.30)</td>
</tr>
<tr>
<td>No disability</td>
<td>80,968 (30.42)</td>
<td>199,514 (50.72)</td>
</tr>
<tr>
<td>Unknown</td>
<td>174,385 (66.52)</td>
<td>167,434 (42.57)</td>
</tr>
</tbody>
</table>
From July 2020-June 2021, 167,815/685,717 (24%) of Trace case records were referred to CESs. CESs attempted case investigation on 132,781 (79%) of the referrals; interviews were completed for 62,733 (47%) of the attempted referrals; and 13,507 (22%) of case-patients interviewed named contacts. Of the 861,566 contact records, 72,437 (8%) were referred to CESs. CESs investigated 49,846 (69%) of the referred contacts, and 25,015 (50%) of the contacts completed interviews.

Among the 132,781 case investigations attempted by CESs, 44,448 (34%) of case-patients sought were never located through phone calls or home visits, 9,310 (7%) and 16,290 (12%) were located but were unable or declined to complete interviews, respectively (Figure 3). Among the 49,846 contact investigations attempted, CESs did not locate 11,243 (23%); 5,104 (10%) and 8,484 (17%) of persons located were unable or declined to complete interviews, respectively.

Figure 3. Outcomes of referrals attempted to locate by community engagement specialists for case and contact investigation, July 2020-June 2021. Number of cases: completed case investigation (62,733); declined to complete investigation (16,290); unable to complete investigation (9,310); unable to locate (44,448). Number of contacts: completed case investigation (25,015); declined to complete investigation (8,484); unable to complete investigation (5,104); unable to locate (11,243).

Timeliness of IG and CES activities
Among cases referred to IGs, the median interval was 2.4 (IQR 0.32-4.78) days from referral to the first attempt, 3.41 (IQR 0.7-5.22) days from referral to final outcome (eg, new phone number or declined to complete interviews), and 0 (IQR 0-0.83) days from first attempt to final outcome (Figure 4). Among contacts, the median interval was 1.72 (IQR 0.06-7.87) days from referral to IGs to first attempt, 2.96 (IQR 0.43-8.68) days from referral to final outcome, and 0 (IQR 0-0) days from first attempt to final outcome.

Figure 4. Timeliness measure of case and contact investigations referred and attempted by information gatherers (IGs) and community engagement specialists (CESs), July 2020-June 2021. Median days are from the dates of referral or initial attempts for case or contact investigations to outcomes (eg, found new number or interviewed clients). Error bars indicate IQRs of timeliness measures.
Among cases referred to CESs, the median interval was 0.74 (IQR 0.24-1.07) days from referral to first attempt to locate clients, 0.93 (IQR 0.33-1.83) days from referrals to final outcome, and 0 (IQR 0-0) days from first attempt to final outcome. Regarding contacts referred to CESs, the median intervals from referral to first attempt and to final outcome were 0.74 (IQR 0.28-1.11) days and 0.91 (IQR 0.46-1.96) days, respectively, and 0 (IQR 0-0) days from first attempts to final outcome.

Discussion

We assessed the value added by information gathering and home visit workforces to manual telephone-based contact tracing. From July 2020-June 2021, despite the NYC DOHMH’s efforts to enrich the COVID-19 reports to the surveillance system with locating information from available electronic medical record sources, about 266,156/659,484 (40%) of case records and 331,483/861,566 (38%) contact records transferred to the Trace case management system lacked working telephone numbers or required home visit attempts to initiate contact tracing. This finding shows that missing locating information in reports from diagnostic providers and laboratories to public health disease surveillance systems delays or limits the already complex and multisteped manual contact tracing and supports the integration of digital proximity app-based contact tracing technique. Digital contact tracing using automated electronic information to identify individuals with new COVID-19 diagnosis and notify their exposed contacts has the potential to mitigate the lack of locating information on surveillance reports and shorten the time required for manual telephone contact notifications [8-10].

During the 1-year period of this study, the new phone numbers obtained by the IGs yielded interviews with an additional 31,019 case-patients and 14,604 contacts. The investigations attempted by the CESs added 62,733 completed interviews with case-patients and 25,015 with contacts. Furthermore, 12,192/31,019 (39%) and 13,507/63,733 (22%) of interviews with case-patients following the IG and CES interventions resulted in the identification of 12,192 and 13,507 contacts, respectively. Importantly, the median days for the completion of case and contact investigations was within 1 day of the IGs and CESs’ initial attempts to find new phone numbers or locate clients. Our results support the findings of a study of multiple case and contact investigations was within 1 day. Therefore, the addition of the IG and CES workflows while increasing the breadth and yield of contact tracing outcomes did not markedly delay case investigations and contact notifications. For our program, this efficiency was enabled by the integrated Trace case management system, which allowed for real-time data sharing and automated algorithms for assignments and reassignments of investigations among the telephone-based tracers, IGs, and CESs.

Although the median times from referrals to CESs to their initial attempts or final outcomes were all within 1 day, we observed longer time intervals for the IGs (2-3 days) from referral to initial attempts or final outcomes. The reason for these delays were twofold. First CESs were required to complete all investigation within 24 hours. Second, from July-November 2020, the CESs and IGs lacked the ability to assign a final disposition code of “unable to locate” to clients, and these records remained on the IG queue for further investigation. Until the final disposition code was introduced, the IGs and CESs were instructed to sort and attempt assignments based on the most current date of referral.

Face-to-face interactions between contact tracers or health care practitioners with clients can help establish rapport and build trust, thus facilitating the sharing of confidential information [42-44]. Although CESs reached the vast majority of the case-patients (88,333/132,781, 66%) and contacts (38,603/49,846, 77%) sought, fairly sizable proportions of each (25,600/132,781, 19%) and 13,588/49,846, 27%, respectively) either declined to be interviewed or postponed but never completed interviews. To address these refusals, our CESs’
standard operation procedures included the routine provision of brief COVID-19 prevention education materials and information on how to receive free services (eg, testing, vaccine when it became available, and social services) and instructions on safe isolation and quarantine.

About one-third of case-patients and one-fourth of contacts sought by CESs were never reached at their available telephone numbers or addresses. Prior reports on the outcomes of home-based contact tracing for COVID-19 are lacking. The rate of nonresponse among our study population highlights the importance of augmenting manual telephone contact tracing with digital contact tracing [8-10]; promoting mass testing and vaccination [45-47]; and widespread dissemination of COVID-19 prevention education through mass media campaigns, social network sites, and community settings [32,44,48-51]. In fact, during the study period, more than half of our CES workforce were regularly mobilized to participate in the dissemination of these COVID-19 prevention information and resources in community settings [32].

Our study is subject to several limitations. First, IGs and CESs could not attempt all the referrals due to the mounting caseload and with no increase in staffing. In particular, the number of CESs available for contact tracing was the lowest during the periods of COVID-19 resurgences in NYC when many CESs were reassigned to conduct community outreach to distribute COVID-19 sanitary supplies and COVID-19 information flyers to promote community COVID-19 testing sites. Second, despite the provision of an official contact tracing letter, some laboratory staff and medical providers did not give the IGs clients’ locating information, often citing the Health Insurance Portability and Accountability Act. This deficiency in public health case reporting requirement of full patient contact information and during IG follow-up impeded the completeness and timeliness of contact tracing. Third, there may have been some overlap between the number of interviews or additional contacts identified among the IG and CES outcomes. Some clients with new telephone numbers may have been forwarded to CESs for home visits. Fourth, missing data on clients’ sociodemographic characteristics prevented us from assessing the potential differences between the clients who were reached by telephone-based tracers and those referred to the IGs or CESs. Manual telephone contact tracing even when augmented with information gathering and home visits faces limitations, including being labor and time-intensive and insufficient staffing. Although digital contact tracing has the potential to rapidly notify exposed contacts and provide risk reduction information and resources, it relies on mass ownership and adoption of the digital platforms and minimal concerns of individuals for their privacy. These limitations underscore the importance of generalized COVID-19 prevention measures, such as universal self-masking, sanitary supplies, vaccination, and antiviral treatment for severe illness.

Our program’s approaches demonstrate that the efforts of manual telephone-based tracers can be complemented by information gathering and in-person contact tracing to achieve increases in the number of people reached for case investigation and contact identification, and therefore, in contact notification. Missing or incomplete telephone numbers and locating information on surveillance reports initially sent to the NYC DOHMH from diagnostic providers and laboratories show the need for improvements in data collections at the time of diagnosis or the completeness of data reported by providers to health departments. In settings with limited resources for information gathering and home visits, targeted applications of these strategies could focus on geographic areas or demographics with the highest incidence of COVID-19 or low contact tracing participation rates.
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Abstract

Background: Peripheral arterial disease (PAD) causes blood vessel narrowing that decreases blood flow to the lower extremities, with symptoms such as leg pain, discomfort, and intermittent claudication. PAD increases risks for amputation, poor health-related quality of life, and mortality. It is estimated that more than 200 million people worldwide have PAD, although the paucity of PAD research in the East detracts from knowledge on global PAD epidemiology. There are few national data–based analyses or health care utilization investigations. Thus, a national data analysis of PAD incidence and prevalence would provide baseline data to enable health promotion strategies for patients with PAD.

Objective: This study aims to identify South Korean trends in the incidence and prevalence of PAD and PAD treatment, in-hospital deaths, and health care utilization.

Methods: This was a retrospective analysis of South Korean national claims data from 2009 to 2018. The incidence of PAD was determined by setting the years 2010 and 2011 as a washout period to exclude previously diagnosed patients with PAD. The study included adults aged ≥20 and <90 years who received a primary diagnosis of PAD between 2011 and 2018; patients were stratified according to age, sex, and insurance status for the incidence and prevalence analyses. Descriptive statistics were used to assess incidence, prevalence, endovascular revascularization (EVR) events, amputations, in-hospital deaths, and the health care utilization characteristics of patients with PAD.

Results: Based on data from 2011 to 2018, there were an average of 124,682 and 993,048 incident and prevalent PAD cases, respectively, in 2018. PAD incidence (per 1000 persons) ranged from 2.68 to 3.09 during the study period. From 2012 to 2018, the incidence rate in both sexes showed an increasing trend. PAD incidence continued to increase with age. PAD prevalence (per 1000 persons) increased steadily, from 3.93 in 2011 to 23.55 in 2018. The number of EVR events varied between 933 and 1422 during the study period, and both major and minor amputations showed a decreasing trend. Health care utilization characteristics showed that women visited clinics more frequently than men, whereas men used tertiary and general hospitals more often than women.

Conclusions: The number of incident and prevalent PAD cases generally showed an increasing trend. Visits to tertiary and general hospitals were higher among men than women. These results indicate the need for attention not only to Western and male
patients, but also to Eastern and female patients with PAD. The results are generalizable, as they are based on national claims data from the entire South Korean population, and they can promote preventive care and management strategies for patients with PAD in clinical and public health settings.
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**Introduction**

Peripheral arterial disease (PAD) is a major vascular condition that decreases blood flow to the affected limbs; it is mostly caused by atherosclerosis, a progressive disease characterized by the intra-arterial accumulation of lipids and fibrous elements [1,2]. The PAD symptoms of claudication and critical limb ischemia (CLI) occur following the reduction of blood flow to affected limbs, with resultant resting pain and cramps [3-5]. Worldwide, more than 236 million people are affected by PAD, and the PAD burden could increase with population aging [6,7]. As PAD prevalence consistently and globally increases with age, especially in older age groups [6,7]. In the United States, treatment of CLI symptoms in older patients (aged >65 years) with PAD incurs an estimated cost of US $1.2 billion yearly [8,9].

Vessel patency in the affected limb is essential for adequate blood flow, as vessel obstruction increases risk for amputation, mortality, and poor health-related quality of life [10-12]. Endovascular revascularization (EVR) by percutaneous transluminal angiography (PTA) is the preferred method to open affected vessels, thereby improving the clinical manifestations of claudication and CLI [13] and reducing major amputations of the affected limbs [14]. However, the prognosis of the surgical procedure is associated with procedural characteristics, such as method and target region, and patient characteristics, such as age, smoking, and comorbidities [15]. A systematic review revealed that major amputation events after surgical intervention were significantly related to comorbidities, such as cardiovascular disease, chronic kidney disease, diabetes, chronic occlusive pulmonary disease, dementia, and frailty [16].

Some patients with PAD have atypical presentation, without intermittent claudication or clear limb symptoms [4,9], and may attempt to alleviate limb symptoms by reducing physical activity, which may eventually cause a worse prognosis [4,17]. Thus, patients with asymptomatic PAD may not be properly diagnosed and may not receive adequate treatment [18,19]. Furthermore, chronic diseases such as PAD affect psychological well-being by inducing depression, anxiety, and low quality of life [20,21]. Pain and difficulty in walking distances and climbing stairs in patients with PAD are significantly related to quality of life [22] and well-being [23].

Understanding trends in the incidence, prevalence, and clinical manifestations of PAD and related procedures, treatments, and health outcomes are crucial for public health interventions. Thus, identifying the incidence and prevalence of PAD using recent national data may provide baseline data to facilitate the development of health promotion strategies and interventions for patients with PAD and public health promotion. However, most previous studies have examined the incidence and prevalence in Western countries [1,24], and PAD has been studied only as part of atherosclerotic disease [25].

Currently, studies on PAD in Eastern countries are scarce, which limits understanding of the global features of PAD. Moreover, few studies have investigated national data on health care utilization characteristics. This study used nationwide data obtained from the Health Insurance Review and Assessment (HIRA) Service of South Korea from 2011 to 2018 to investigate (1) trends in the incidence, prevalence, and treatment of PAD (eg, EVR events) and PAD-related amputations and in-hospital deaths and (2) health care utilization characteristics of patients with PAD.

**Methods**

**Ethical Considerations**

This study was reviewed by the Yonsei University health system institutional review board (Y-2019-0105) and was conducted using secondary data analysis with a descriptive study design. This study used South Korea–specific research data obtained by HIRA (M20190923977).

**Data Source**

We acquired data from the HIRA database for patients with PAD from January 1, 2009, to December 31, 2018. The National Health Insurance system in Korea is a single-payer system that covers 98% of the total population. More than 99% of medical institutions are mandatorily included in the system, and the HIRA collects claims data to reimburse health care providers [26]; these data cover all South Korean citizens and can be used as anonymized information on diagnoses, procedures, prescription records, demographic information, and direct medical costs [26,27].

**Study Population**

Patients with PAD were defined as those with the following Korean Standard Classification of Diseases, 7th revision (KCD-7) codes: I70.2, I73.9, I73.9, I74.3, I74.4, I74.5, I74.8, and I74.9; these are primary PAD diagnoses (Multimedia Appendix 1). The KCD-7 codes were developed in Korea based on the International Classification of Diseases, Tenth Revision (ICD-10) codes, and the KCD-7 codes for PAD are identical to the ICD-10 codes. We selected the codes by referring to published studies that analyzed PAD-related data with similar codes [24,25,28]. Adolescents (ie, those aged 19 years or younger) were excluded. Adult patients (aged ≥20 and <90 years old) were included in this study.

**Study Population**

Patients with PAD were defined as those with the following Korean Standard Classification of Diseases, 7th revision (KCD-7) codes: I70.2, I73.9, I73.9, I74.3, I74.4, I74.5, I74.8, and I74.9; these are primary PAD diagnoses (Multimedia Appendix 1). The KCD-7 codes were developed in Korea based on the International Classification of Diseases, Tenth Revision (ICD-10) codes, and the KCD-7 codes for PAD are identical to the ICD-10 codes. We selected the codes by referring to published studies that analyzed PAD-related data with similar codes [24,25,28]. Adolescents (ie, those aged 19 years or younger) were excluded. Adult patients (aged ≥20 and <90 years old) were included in this study.

**Study Population**

Patients with PAD were defined as those with the following Korean Standard Classification of Diseases, 7th revision (KCD-7) codes: I70.2, I73.9, I73.9, I74.3, I74.4, I74.5, I74.8, and I74.9; these are primary PAD diagnoses (Multimedia Appendix 1). The KCD-7 codes were developed in Korea based on the International Classification of Diseases, Tenth Revision (ICD-10) codes, and the KCD-7 codes for PAD are identical to the ICD-10 codes. We selected the codes by referring to published studies that analyzed PAD-related data with similar codes [24,25,28]. Adolescents (ie, those aged 19 years or younger) were excluded. Adult patients (aged ≥20 and <90 years old) were included in this study.
years) who were diagnosed with PAD by a physician between January 1, 2009, and December 31, 2018, as outpatients or inpatients at health facilities ranging from clinics to tertiary hospitals were enrolled.

**Trends in Incidence and Prevalence**
For PAD incidence, data from 2009 to 2018 were used. Data from patients treated for PAD from January 1, 2009, to December 31, 2010, were excluded to identify newly diagnosed patients. In general, the incidence of chronic diseases, such as diabetes and PAD, is calculated after excluding data from a 2-year washout period [14], and the same method was used in this study. The index date was defined as the date between 2011 and 2018 on which a patient was first diagnosed with PAD, and these dates were analyzed to determine PAD incidence. PAD prevalence was ascertained from data from 2011 to 2018 to identify patients treated for PAD every year. The index date was determined as the date on which a patient was first diagnosed for every year from 2011 to 2018 (Figure 1).

The annual number of incident and prevalent PAD cases and PAD incidence and cumulative prevalence were assessed. PAD incidence and prevalence are reported as the number of patients with PAD per 1000 individuals.

**Figure 1.** Selection of patients with peripheral arterial disease using Health Insurance Review and Assessment data. PAD: peripheral arterial disease.

**Trends in Treatment and Deaths**
To identify the annual number of EVR events, open surgical procedures, amputations, and in-hospital deaths, the numbers of cases from January 1, 2011, to December 31, 2018, were assessed based on the prevalence database used in this study. The codes for EVR events, surgical procedures, and amputations were selected based on a previous study [25] (Multimedia Appendix 2). EVR events included PTA, stent grafts, and atherectomies, whereas amputations included major and minor amputations. In-hospital death was assessed based on the results of medical treatment for patients diagnosed with PAD from January 1, 2011, to December 31, 2018.

**Health Care Use Characteristics**
To identify health care use characteristics, we assessed all claims from January 1, 2011, to December 31, 2018, and grouped them to identify the number of visits to tertiary hospitals, general hospitals, small hospitals, long-term care facilities, and clinics. Tertiary hospitals are defined as large hospitals with more than 20 medical departments, with each department having relevant specialists. General hospitals are defined as having 100 or more beds, and hospitals are defined as small hospitals with 30 or more beds. Long-term care facilities provide medical and nursing care for inpatients and outpatients. Clinics provide treatment and care to outpatients.

**Statistical Analysis**
The number of incident PAD cases was the number of patients who were newly diagnosed with PAD. The annual PAD incidence was calculated as the number of newly diagnosed patients with PAD in a year divided by the size of the population at risk. The "population at risk" for this calculation was defined by excluding preexisting patients with PAD from the midyear population [29,30]. As we had already excluded patients from 2010 from the analysis, the incidence could not be calculated for 2011, and this study therefore only analyzed incidence from 2012 to 2018.

The number of prevalent cases was the number of patients who were previously or newly diagnosed with PAD and underwent treatment, whereas PAD prevalence was the total accumulated number of patients with PAD every year. In this study, census data were used for the total population of South Korea.

Incident cases, incidence, prevalent cases, prevalence, EVR events, open surgical procedures, amputations, in-hospital deaths, and health care utilization characteristics were analyzed with descriptive statistics. The frequency of PAD incident cases was stratified according to age, sex, and insurance status. Incidence was adjusted by age and sex using a standardization method that calculates a weight based on the study population for
the year 2011 [31]. The incidence trends were analyzed according to sex and age.

Changes in the frequency of EVR events, open surgical procedures, and amputations per year were assessed to determine treatment trends. For the analysis of health care utilization, all claims were grouped by sex to identify the number of visits to tertiary hospitals, general hospitals, small hospitals, long-term care facilities, and clinics.

SAS (version 9.3; SAS Institute, Inc) and R (2020 version, R Foundation for Statistical Computing) were used for statistical analysis.

Results

Demographics

A total of 997,459 new patients with PAD from 2011 to 2018 were identified. In 2011 and 2018, the numbers of new patients with PAD were 117,876 and 142,211, respectively. The total number of new female patients was 603,788 (60.5%), which was greater than the number of new male patients (n=393,671, 39.5%). Among patients who were newly diagnosed with PAD during the study period, those in their 50s were the most common by age at 242,425 (24.3%). In 2018, the number of prevalent PAD cases was 993,048. From 2011 to 2018, the number of prevalent PAD cases consistently increased (Table 1).

Table 1. Incident and prevalent cases of peripheral arterial disease from 2011 to 2018 in South Korea. Data represent the number of patients with peripheral arterial disease. Percentages are based on incident cases of peripheral arterial disease.

<table>
<thead>
<tr>
<th>Year</th>
<th>Incident cases, n</th>
<th>Prevalent cases, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>2011</td>
<td>117,876</td>
<td>993,048</td>
</tr>
<tr>
<td>2012</td>
<td>102,153</td>
<td>934,630</td>
</tr>
<tr>
<td>2013</td>
<td>111,345</td>
<td>875,163</td>
</tr>
<tr>
<td>2014</td>
<td>116,025</td>
<td>816,621</td>
</tr>
<tr>
<td>2015</td>
<td>125,674</td>
<td>758,161</td>
</tr>
<tr>
<td>2016</td>
<td>139,191</td>
<td>700,621</td>
</tr>
<tr>
<td>2017</td>
<td>142,984</td>
<td>643,161</td>
</tr>
<tr>
<td>2018</td>
<td>142,211</td>
<td>586,621</td>
</tr>
<tr>
<td>Total</td>
<td>997,459</td>
<td>854,630</td>
</tr>
</tbody>
</table>

Average: 124,682

Incident cases by sex, n (%)

<table>
<thead>
<tr>
<th>Year</th>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>2011</td>
<td>46,399</td>
<td>71,477</td>
</tr>
<tr>
<td>2012</td>
<td>41,601</td>
<td>60,552</td>
</tr>
<tr>
<td>2013</td>
<td>44,484</td>
<td>66,861</td>
</tr>
<tr>
<td>2014</td>
<td>45,503</td>
<td>70,522</td>
</tr>
<tr>
<td>2015</td>
<td>49,185</td>
<td>76,489</td>
</tr>
<tr>
<td>2016</td>
<td>53,495</td>
<td>85,696</td>
</tr>
<tr>
<td>2017</td>
<td>55,981</td>
<td>87,003</td>
</tr>
<tr>
<td>2018</td>
<td>57,023</td>
<td>85,188</td>
</tr>
<tr>
<td>Total</td>
<td>393,671</td>
<td>603,788</td>
</tr>
</tbody>
</table>

Average: 49,209

Incident cases by age group (years), n (%)

<table>
<thead>
<tr>
<th>Year</th>
<th>20s</th>
<th>30s</th>
<th>40s</th>
<th>50s</th>
<th>60s</th>
<th>70s</th>
<th>80s</th>
</tr>
</thead>
<tbody>
<tr>
<td>2011</td>
<td>3527</td>
<td>7451</td>
<td>17,343</td>
<td>29,491</td>
<td>27,907</td>
<td>24,647</td>
<td>7510</td>
</tr>
<tr>
<td>2012</td>
<td>2967</td>
<td>6125</td>
<td>14,295</td>
<td>25,948</td>
<td>23,776</td>
<td>22,185</td>
<td>6763</td>
</tr>
<tr>
<td>2013</td>
<td>3090</td>
<td>6375</td>
<td>14,982</td>
<td>27,616</td>
<td>25,765</td>
<td>25,617</td>
<td>7463</td>
</tr>
<tr>
<td>2014</td>
<td>3044</td>
<td>6172</td>
<td>15,087</td>
<td>28,696</td>
<td>26,873</td>
<td>26,834</td>
<td>7946</td>
</tr>
<tr>
<td>2015</td>
<td>3415</td>
<td>6464</td>
<td>15,896</td>
<td>30,470</td>
<td>29,617</td>
<td>29,117</td>
<td>9273</td>
</tr>
<tr>
<td>2016</td>
<td>3863</td>
<td>7215</td>
<td>17,069</td>
<td>33,346</td>
<td>31,977</td>
<td>27,935</td>
<td>9723</td>
</tr>
<tr>
<td>2017</td>
<td>3853</td>
<td>7249</td>
<td>17,101</td>
<td>33,748</td>
<td>31,759</td>
<td>31,344</td>
<td>9273</td>
</tr>
<tr>
<td>2018</td>
<td>4086</td>
<td>7100</td>
<td>16,177</td>
<td>33,110</td>
<td>35,952</td>
<td>31,010</td>
<td>80,727</td>
</tr>
<tr>
<td>Total</td>
<td>27,845</td>
<td>54,151</td>
<td>127,950</td>
<td>242,425</td>
<td>240,881</td>
<td>223,480</td>
<td>80,727</td>
</tr>
</tbody>
</table>

Average: 3481

Incident cases by insurance status, n (%)

<table>
<thead>
<tr>
<th>Year</th>
<th>Health insurance</th>
<th>Medical aid</th>
<th>Veteran</th>
</tr>
</thead>
<tbody>
<tr>
<td>2011</td>
<td>108,481 (92.0)</td>
<td>9250 (7.8)</td>
<td>145 (0.1)</td>
</tr>
<tr>
<td>2012</td>
<td>94,597 (92.6)</td>
<td>7458 (7.3)</td>
<td>98 (0.1)</td>
</tr>
<tr>
<td>2013</td>
<td>103,333 (92.8)</td>
<td>7911 (7.1)</td>
<td>101 (0.1)</td>
</tr>
<tr>
<td>2014</td>
<td>107,898 (93.0)</td>
<td>8032 (6.9)</td>
<td>95 (0.1)</td>
</tr>
<tr>
<td>2015</td>
<td>116,467 (92.7)</td>
<td>9133 (7.3)</td>
<td>74 (0.1)</td>
</tr>
<tr>
<td>2016</td>
<td>128,866 (92.6)</td>
<td>10,248 (7.4)</td>
<td>77 (0.1)</td>
</tr>
<tr>
<td>2017</td>
<td>132,635 (92.8)</td>
<td>10,219 (7.1)</td>
<td>130 (0.1)</td>
</tr>
<tr>
<td>2018</td>
<td>132,165 (92.9)</td>
<td>9984 (7.0)</td>
<td>62 (0.0)</td>
</tr>
<tr>
<td>Total</td>
<td>924,442 (92.7)</td>
<td>72,235 (7.2)</td>
<td>782 (0.1)</td>
</tr>
</tbody>
</table>

Average: 115,555

Overall Trends in Incidence and Prevalence

In 2012, the total PAD incidence per 1000 patients was 2.92, and the absolute change was 0.07 between 2012 and 2018. The trend did not noticeably increase or decrease (Table 2).

The total incidence trend per year showed an increase from 2012 to 2018 (Figure 2).

The incidence in men increased from 2.12 per 1000 individuals in 2012 to 2.73 per 1000 individuals in 2018, for an absolute
increase of 0.61. In women, the incidences in 2012 and 2018 were 3.04 and 4.03 per 1000 individuals, respectively, for an absolute increase of 0.99. From 2012 to 2018, the incidence trend was consistently higher in women than men (Figure 3A).

PAD incidence continued to increase with age from 20 to 70 years, and the average incidence among those in their 80s or older was higher than among those in their 70s. Among individuals in their 80s, PAD incidence in 2012 and 2018 was 7.84 and 8.94, respectively, for an absolute increase of 1.10, which was the highest among all age groups. In 2012 and 2018, the prevalence was 6.46 and 23.55, respectively, representing a consistently increasing trend. As shown in Figure 3B, the slope showed an increasing trend without a plateau.

**Table 2.** Incidence and prevalence per 1000 individuals. Peripheral arterial disease incidence and prevalence are based on the number of incident cases and the overall South Korean population. Incidence was adjusted by age and sex.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Incidence</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>2.92</td>
<td>2.68</td>
<td>2.71</td>
<td>2.86</td>
<td>3.09</td>
<td>3.09</td>
<td>3.00</td>
<td>+0.07</td>
<td>2.91</td>
</tr>
<tr>
<td><strong>Incidence by sex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>N/A</td>
<td>2.12</td>
<td>2.21</td>
<td>2.26</td>
<td>2.42</td>
<td>2.60</td>
<td>2.70</td>
<td>2.73</td>
<td>+0.61</td>
<td>2.43</td>
</tr>
<tr>
<td>Female</td>
<td>N/A</td>
<td>3.04</td>
<td>3.28</td>
<td>3.46</td>
<td>3.72</td>
<td>4.12</td>
<td>4.15</td>
<td>4.03</td>
<td>+0.99</td>
<td>3.69</td>
</tr>
<tr>
<td><strong>Incidence by age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20s</td>
<td>N/A</td>
<td>0.53</td>
<td>0.46</td>
<td>0.47</td>
<td>0.51</td>
<td>0.57</td>
<td>0.57</td>
<td>0.60</td>
<td>+0.07</td>
<td>0.53</td>
</tr>
<tr>
<td>30s</td>
<td>N/A</td>
<td>0.91</td>
<td>0.80</td>
<td>0.79</td>
<td>0.84</td>
<td>0.96</td>
<td>0.98</td>
<td>0.98</td>
<td>+0.07</td>
<td>0.89</td>
</tr>
<tr>
<td>40s</td>
<td>N/A</td>
<td>1.97</td>
<td>1.68</td>
<td>1.69</td>
<td>1.80</td>
<td>1.94</td>
<td>1.97</td>
<td>1.91</td>
<td>−0.06</td>
<td>1.85</td>
</tr>
<tr>
<td>50s</td>
<td>N/A</td>
<td>3.80</td>
<td>3.45</td>
<td>3.50</td>
<td>3.67</td>
<td>3.97</td>
<td>3.99</td>
<td>3.86</td>
<td>+0.06</td>
<td>3.75</td>
</tr>
<tr>
<td>60s</td>
<td>N/A</td>
<td>6.49</td>
<td>5.79</td>
<td>5.74</td>
<td>5.87</td>
<td>6.43</td>
<td>6.39</td>
<td>6.18</td>
<td>−0.31</td>
<td>6.13</td>
</tr>
<tr>
<td>70s</td>
<td>N/A</td>
<td>8.37</td>
<td>8.40</td>
<td>8.60</td>
<td>9.24</td>
<td>9.76</td>
<td>9.55</td>
<td>9.16</td>
<td>+0.79</td>
<td>9.01</td>
</tr>
<tr>
<td>80s</td>
<td>N/A</td>
<td>7.84</td>
<td>7.75</td>
<td>8.31</td>
<td>8.80</td>
<td>9.13</td>
<td>9.31</td>
<td>8.94</td>
<td>+1.10</td>
<td>8.58</td>
</tr>
</tbody>
</table>

<sup>a</sup>AC: absolute change.
<br><sup>b</sup>N/A: not applicable.
<br><sup>c</sup>Average prevalence is the average from 2011 to 2018.

**Figure 2.** Trends in incidence and prevalence. Incidence was adjusted by age and sex.
Figure 3. Trends in incidence by sex and age groups.

(A) Trend in incidence by sex

(B) Trend in incidence by age groups

**Trends in Treatment and Death**

From 2011 to 2018, the number of EVR events showed fluctuations (Figure 4).

In 2011, 933 EVR events were observed, increasing to 1206 cases in 2018, an absolute increase of 273 cases. In the same period, amputations decreased from 143 to 89, an absolute decrease of 54 cases. Major amputations decreased from 61 in 2011 to 35 in 2018, and minor amputations decreased from 82 in 2011 to 54 in 2018.

In-hospital deaths decreased from 95 in 2011 to 46 in 2018, an absolute decrease of 49. The number of in-hospital deaths was greater within 7 days than between 30 and 90 days. In 2011, 53 and 89 in-hospital deaths occurred within 7 and 30 days, respectively. In-hospital deaths within 30 days included deaths within 0 days, and in 2011, there were 36 deaths between 7 and 30 days. In 2018, 33 and 44 in-hospital deaths were observed within 7 days and 30 days, respectively (Table 3).
Figure 4. Trends in the annual numbers of endovascular revascularization events, open surgical procedures, amputations, and all-cause in-hospital deaths.

Table 3. Annual number of endovascular revascularization events, open surgical procedures, amputations, and all-cause in-hospital deaths.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>EVR(^b) events</td>
<td>933</td>
<td>1278</td>
<td>1396</td>
<td>1208</td>
<td>1422</td>
<td>1148</td>
<td>1162</td>
<td>1206</td>
<td>9753</td>
<td>+273</td>
<td>1219</td>
</tr>
<tr>
<td>Open surgical procedures</td>
<td>418</td>
<td>443</td>
<td>400</td>
<td>373</td>
<td>281</td>
<td>261</td>
<td>221</td>
<td>204</td>
<td>2601</td>
<td>–214</td>
<td>325</td>
</tr>
<tr>
<td>Amputations</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>143</td>
<td>153</td>
<td>141</td>
<td>141</td>
<td>130</td>
<td>81</td>
<td>67</td>
<td>89</td>
<td>945</td>
<td>–54</td>
<td>118</td>
</tr>
<tr>
<td>Major amputations</td>
<td>61</td>
<td>68</td>
<td>59</td>
<td>56</td>
<td>47</td>
<td>28</td>
<td>27</td>
<td>35</td>
<td>381</td>
<td>–26</td>
<td>48</td>
</tr>
<tr>
<td>Minor amputations</td>
<td>82</td>
<td>85</td>
<td>82</td>
<td>85</td>
<td>83</td>
<td>53</td>
<td>40</td>
<td>54</td>
<td>564</td>
<td>–28</td>
<td>71</td>
</tr>
<tr>
<td>In-hospital deaths</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>95</td>
<td>72</td>
<td>70</td>
<td>61</td>
<td>86</td>
<td>42</td>
<td>45</td>
<td>46</td>
<td>517</td>
<td>–49</td>
<td>65</td>
</tr>
<tr>
<td>Within 7 days</td>
<td>53</td>
<td>37</td>
<td>37</td>
<td>47</td>
<td>48</td>
<td>24</td>
<td>33</td>
<td>33</td>
<td>312</td>
<td>–20</td>
<td>39</td>
</tr>
<tr>
<td>Within 30 days</td>
<td>89</td>
<td>64</td>
<td>64</td>
<td>58</td>
<td>82</td>
<td>41</td>
<td>42</td>
<td>44</td>
<td>484</td>
<td>–45</td>
<td>61</td>
</tr>
<tr>
<td>Within 90 days</td>
<td>95</td>
<td>72</td>
<td>70</td>
<td>61</td>
<td>86</td>
<td>42</td>
<td>45</td>
<td>46</td>
<td>517</td>
<td>–49</td>
<td>57</td>
</tr>
</tbody>
</table>

\(^a\)AC: absolute change.
\(^b\)EVR: endovascular revascularization.
Health Care Utilization by Sex

Total claims from 2011 to 2018 were 4,222,726. Male patients used tertiary hospitals more than than female patients (n=177,274, 9.8% vs n=76,636, 3.2%, respectively). Female patients used clinics more than male patients (n=2,027,490, 83.8% vs n=1,222,519, 67.8%, respectively) (Table 4).

Table 4. Types of health care utilization based on claims by sex (N=4,222,726). Tertiary hospitals are large, with at least 20 medical departments and specialists for each department. General hospitals have at least 100 beds and hospitals at least 30. Long-term care facilities treat inpatients and outpatients. Clinics treat outpatients.

<table>
<thead>
<tr>
<th>Type of Health Care Utilization</th>
<th>Men</th>
<th>Women</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total (n=1,802,405), n (%)</td>
<td>177,274 (9.8)</td>
<td>76,636 (3.2)</td>
</tr>
<tr>
<td>Inpatients (n=30,402), n (%)</td>
<td>14,173 (46.6)</td>
<td>196,391 (8.1)</td>
</tr>
<tr>
<td>Outpatients (n=1,772,003), n (%)</td>
<td>163,101 (9.2)</td>
<td>4118 (36.8)</td>
</tr>
<tr>
<td>Inpatients (n=11,198), n (%)</td>
<td>12,778 (42)</td>
<td>1292 (4.4)</td>
</tr>
<tr>
<td>Outpatients (n=2,420,321), n (%)</td>
<td>294,914 (16.6)</td>
<td>1621 (14.5)</td>
</tr>
<tr>
<td>Inpatients (n=2,409,123), n (%)</td>
<td>83,445 (4.71)</td>
<td>104,671 (4.3)</td>
</tr>
<tr>
<td>Outpatients (n=1222,519, n (%))</td>
<td>8259 (0.47)</td>
<td>12,286 (0.5)</td>
</tr>
</tbody>
</table>

Discussion

This study identified the incidence and prevalence of PAD and PAD treatment trends, in-hospital deaths, and health care utilization in South Korea over the past 8 years through a retrospective analysis of national claims data.

The average PAD incidence was 2.91 per 1000 individuals from 2012 to 2018. Previously, a United States–based study used MarketScan data, which includes commercial, Medicare, and Medicaid health insurance data, to identify patients with a PAD or CLI diagnosis and found that the mean annual incidence of PAD was 2.34 [32]. A study conducted in the United Kingdom used a database of 11 million patients from 2000 to 2014 to search for symptomatic patients with PAD with at least 1 medical record in at least 2 years and found that the overall PAD incidence was 1.73 to 3.85 per 1000 individuals [33]. Our findings show that PAD incidence in South Korea was higher than in the United States and similar to the United Kingdom. Considering the characteristics of the participants, this study included claims with 1 PAD diagnosis in 8 years. However, if our analysis had used the same criteria as the study conducted in the United Kingdom, the PAD incidence in South Korea would have been lower.

The sex-stratified incidence and prevalence trends of PAD differed from those in previous studies and were higher in women than in men. The proportion of female patients with PAD ranged from 59.3% (60,552/102,153) to 61.6% (85,696/139,191), whereas for male patients, it ranged from 38.4% (53,495/139,191) to 40.7% (41,601/102,153). In a previous study, PAD incidence was 23.05 per 10,000 person-years in males, which was higher than the reported 12.37 per 10,000 person-years in females [33]. PAD has traditionally been reported to be a male-dominant disease [34]. However, PAD has recently been reported to affect women as much as men in the general population [34]. A systematic review reported that women had a slightly higher prevalence than men by the age of 75 years in high-income countries, measured by an arterial ankle brachial index (ABI) of 0.90 or less [6]. Classifying health care utilization by sex in this study revealed differences in claims between women and men. In terms of health care use, the number of tertiary hospital claims was high for men, whereas the number of clinic claims was high for women. In a Korean study, men accounted for a higher proportion than women of patients who received procedures at tertiary hospitals [35].

In our study, the PAD incidence trend among individuals in their 20s to 70s increased with age, which is similar to the findings of studies based in the United Kingdom [33] and United States [32]. Aging increases PAD-associated risk factors, such as hypertension, hyperlipidemia, and diabetes, and thereby increases the prevalence of PAD [2,36]. In terms of absolute change, patients with PAD in their 80s had the highest increase, at 1.10. Aging has increased the proportion of people in their 80s in the general population, and accordingly, the proportion of patients with PAD has also increased.

In our study, the prevalence of PAD was 3.93 and 23.55 per 1000 individuals in 2011 and 2018, respectively, indicating a steadily increasing trend, without decline. The prevalence of PAD has been reported to consistently increase [1,37]. In a study based on health insurance claims data in Germany, the number of prevalent cases of PAD consistently increased [24], which is similar to the findings of this study. In a meta-analysis, the prevalence of PAD was 5.56% in adults older than 25 years worldwide [6]. The results of this study are consistent with those of previous studies. Considering patients who do not visit hospitals due to having an asymptomatic condition, the incidence and prevalence of PAD may have been underestimated.

In this study, the number of EVR events fluctuated during the study period and increased from 933 in 2011 to 1206 in 2018. Similarly, an increasing trend in EVR events was reported for the US population from 1996 to 2011 among patients with PAD and diabetes [38]. PTA is recommended as the first-line revascularization intervention for PAD and is known to be effective, safe, and widely applicable, with few complications.
Therefore, it is necessary to carefully interpret our results on the incidence and prevalence of PAD; future studies that investigate this topic should adjust for confounders, such as risk factors, geographical heterogeneities, and medical disparities. Furthermore, we suggest that health outcomes, not only medical procedures and surgeries but also psychological well-being (eg, depression and anxiety) and quality of life, should be considered in association with PAD.

Our findings provide evidence for strategies for health promotion and intervention for patients with PAD and may help with strategies to manage risk factors, such as ceasing smoking, following a low-fat diet, and managing weight. The American Heart Association guidelines recommended walking as an exercise for controlling risk factors [15,42]. PAD causes pain when walking, which makes it difficult to carry out daily activities and can influence psychological health, such as by inducing depression and anxiety in patients with PAD. Therefore, the management of psychological health deserves attention in PAD care for aging populations.

In this study, increasing trends in incident cases and the prevalence of PAD in South Korea were observed between 2011 and 2018. PAD incidence was higher in women than men in this study. A strength of this study is that, methodologically, the epidemiological trends of the entire South Korean population and all patients with PAD in South Korea were ascertained through public data analysis. Furthermore, the health care utilization of patients with PAD was determined based on national data, which enables the generalization of results for the provision of information to undertake both prevention and treatment in the clinical setting and for further research.
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Abstract

Background: Multimorbidity has become a new challenge for medical systems and public health policy. Understanding the patterns of and associations among multimorbid conditions should be given priority. It may assist with the early detection of multimorbidity and thus improve quality of life in older adults.

Objective: This study aims to comprehensively analyze and compare associations among multimorbid conditions by age and sex in a large number of middle-aged and older Chinese adults.

Methods: Data from the home pages of inpatient medical records in the Shenzhen National Health Information Platform were evaluated. From January 1, 2017, to December 31, 2018, inpatients aged 50 years and older who had been diagnosed with at least one of 40 conditions were included in this study. Their demographic characteristics (age and sex) and inpatient diagnoses were extracted. Association rule mining, Chi-square tests, and decision tree analyses were combined to identify associations between multiple chronic conditions.

Results: In total, 306,264 hospitalized cases with available information on related chronic conditions were included in this study. The prevalence of multimorbidity in the overall population was 76.46%. The combined results of the 3 analyses showed that, in patients aged 50 years to 64 years, lipoprotein metabolism disorder tended to be comorbid with multiple chronic conditions. Gout and lipoprotein metabolism disorder had the strongest association. Among patients aged 65 years or older, there were strong associations between cerebrovascular disease, heart disease, lipoprotein metabolism disorder, and peripheral vascular disease. The strongest associations were observed between senile cataract and glaucoma in men and women. In particular, the association between osteoporosis and malignant tumor was only observed in middle-aged and older men, while the association between anemia and chronic kidney disease was only observed in older women.

Conclusions: Multimorbidity was prevalent among middle-aged and older Chinese individuals. The results of this comprehensive analysis of 4 age-sex subgroups suggested that associations between particular conditions within the sex and age groups occurred more frequently than expected by random chance. This provides evidence for further research on disease clusters and for health
care providers to develop different strategies based on age and sex to improve the early identification and treatment of multimorbidity.

(JMIR Public Health Surveill 2022;8(11):e38182)  doi:10.2196/38182
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Introduction

Background

China is the world’s most populous country and has the largest aging population. The population aged 65 years and older has markedly increased in recent years, and there were approximately 190 million people aged 65 years and older in China in 2020 [1]. With such a large aging population, chronic conditions are a major contributor to health burden, inequalities in health outcomes, and economic burden in China [2]. Multimorbidity (defined as 2 or more coexisting chronic conditions) has become a new challenge for medical systems and public health policy [3-5]. Multimorbidity is often associated with functional limitations, reduced quality of life, higher mortality, higher rates of adverse drug events, and frequent use of health services [6,7]. Despite the growing number of studies suggesting that multimorbidity is normal for older adults, the majority of health care systems and public health policies is focused on the treatment of individual diseases rather than a complex network of diseases [3]. The incidence of multimorbidity is latent, and the progression is slow [8]. If early detection and diagnosis are not efficient and timely, this not only will delay treatment and prognosis and affect the development of the disease but also may lead to premature death [9]. Therefore, understanding the patterns and associations among multimorbid conditions should be given priority, which may assist the early diagnosis of multimorbidity and thus improve quality of life of older adults [10].

An increasing number of studies have reported on the frequent combinations of diseases and described the patterns of multimorbidity. These studies used various methods, such as generating all possible combinations of chronic diseases, estimating observed-to-expected ratios or relative risk among the most common combination of 2 or 3 chronic conditions [11], cluster analysis [12,13], latent class analysis [14,15], factor analyses [16,17], and network analysis [4,18]. These methods are similar and investigate combinations of conditions but do not elucidate associations and the prioritization of associations between individual conditions. Furthermore, these disease combinations are mainly based on a single algorithm and lack further methods to verify their stability.

Association rule mining (ARM) is now being used to explore associations between frequent diseases [6]. ARM, a data mining technique used extensively in health care, attempts to identify and predict rules by extracting simple structures from a set of items in a database [19]. However, extrapolation of the association results based on existing samples and the priority of the associated condition of the target conditions are not taken into account in traditional ARM. With the addition of the Chi-square test and decision tree analysis, these disadvantages can be avoided. The Chi-square test is a statistical method based on the difference in rate distribution, which can be used to test the statistical significance of the associations between the antecedent conditions and the consequent conditions in the association results, in order to extrapolate the sample results to the population situation. Decision tree analysis, a powerful statistical tool, has been successfully applied to recursively split independent variables into groups to predict an outcome [20,21]. In previous studies, it was also utilized to explore associated factors with survival in breast cancer patients [22], examine the interaction of shared variables to predict survival in patients with newly diagnosed malignant pleural mesothelioma [23], and investigate the prognostic importance of each factor for overall survival [24]. Unlike common methods, decision tree analysis can be used to classify factors to determine their importance to the target variables and decide which factor has the strongest association with the dependent variable at each point in the tree structure [25]. The combination of the 3 methods can obviously strengthen the evidence of the association between conditions, which enables accurate clinical decision support in practice. For more details on comparisons with currently used methods, please refer to Multimedia Appendix 1.

In addition, most studies on multimorbidity in China were conducted in community-dwelling populations, and self-reported questionnaires were used to define chronic diseases, which may have been affected by recall and reporting bias [11,26]. Hospital medical records describe the occurrence, development, diagnosis, and treatment of patients, and more objective clinical diagnoses are used to define multimorbidity. Obtaining the medical records of hospitalized patients to study multimorbidity could avoid recall or reporting bias. Furthermore, although multimorbidity is strongly associated with sociodemographic factors, few studies have focused on multimorbidity associations by age and sex.

Objectives

To better understand the multimorbidity patterns in middle-aged and older people, this study used the novel method of combining ARM with a traditional statistical significance test and decision tree analysis to examine and compare associations among multimorbid conditions by age and sex in a large number of middle-aged and older Chinese adults using the home pages of inpatient medical records in Shenzhen, China. It was hoped that the results would provide possible potential trajectories between multimorbid conditions and improve population-specific approaches to early detection and management of multimorbidity.
Methods

Data Source
This study used data from the home pages of inpatient medical records in the Shenzhen National Health Information Platform, a data center that collects medical information on cases from all medical institutions in Shenzhen. The home pages of inpatient medical records, including information on hospitalized patients’ demographic characteristics (age and sex), inpatient diagnoses, International Classification of Diseases version 10 (ICD-10) codes, and personal identifiers, were removed. All clinical visits by patients were linked to their unique encrypted identification number.

Measurement of Multimorbidity and Study Population
In this study, the following 40 chronic conditions were selected based on the most frequently mentioned diseases in multimorbidity by previous studies that were considered to significantly impact long-term treatment and quality of life among middle-aged and older Chinese individuals [7,27]: hypertension (HT), diabetes mellitus (DM), lipoprotein metabolism disorder (LMD), chronic gastritis, chronic obstructive pulmonary disease, cerebrovascular disease (CBD), chronic kidney disease (CKD), spleen disease, peripheral vascular disease (PVD), varicose veins, schizophrenia, malignant tumor (MT), dementia, Alzheimer disease, bronchiectasis, glaucoma, senile cataract (SC), asthma, chronic nasopharyngitis, chronic viral hepatitis, thyroid disorders, hearing loss, dermatitis and eczema, anemia, migraine, chronic liver disease (CLD), depression, epilepsy, anxiety, Parkinson disease, sleep disorder, heart disease (HD), chronic gastric ulcer, gout, osteoporosis, transient cerebral ischemia, arthropathy, spondylitis, and dizziness/vertigo. Conditions were identified if they had been documented using inpatient ICD-10 codes in an individual’s medical records. Multimedia Appendix 2 lists all chronic conditions included and their corresponding ICD-10 codes. For this study, multimorbidity was defined as having 2 or more concurrent chronic conditions.

In this study, patient inclusion criteria included (1) diagnoses with at least one of the aforementioned 40 conditions in all inpatient records from January 1, 2017, to December 31, 2018, and (2) aged 50 years or older on earlier records. Middle-aged patients with multimorbidity represent a large group, and the prevalence of multimorbidity ranges from 45% to 72% among middle-aged and older people older than 50 years [28]. Exclusion criteria were that none of the conditions were diagnosed in any inpatient records during the study period. A total of 306,264 patients were included.

Statistical Analyses

Descriptive Statistics
First, descriptive statistics were used in the study population, including number, proportion (%), median, and IQR of age for sex (female and male). The top 10 prevalent chronic conditions with the largest composition ratio, including the average number (mean ±SD) of coexisting conditions, were evaluated. Furthermore, age was categorized into 2 subgroups (50-64 years and ≥65 years) and cross-combined with sex into 4 age-sex subgroups. The number and proportion were used to describe the distribution of patients with or without multimorbidity, and the Chi-square test was performed to compare differences in the characteristics of patients with and without multimorbidity.

Association Rule Mining Based on Subgroups
To identify the associations between conditions by age and sex, 4 age-sex–based subgroup analyses were then performed. ARM was applied to determine common multimorbidity patterns that met a minimum requirement of measurement indicators. Association rules were relationships between sets of conditions from “antecedent” to “consequent” [29]. We used 3 common measurement indicators: (1) support (how frequently the condition combinations appear in the data set), (2) confidence (how frequently the consequent conditions occur, conditional on the antecedent conditions), and (3) lift (the ratio of the observed support to that expected if antecedent and consequent were independent) [30]. Lift was considered the main measure of significance in ARM. A lift of “1” means that the probabilities of occurrence of the antecedent and consequent are independent of each other. Hence, a higher lift indicates a higher chance of co-occurrence of the consequent with the antecedent and a more significant association [31]. Setting a higher threshold value would reduce the number of rules that might result in missing essential rules with low frequencies, and setting a lower threshold value could result in a large number of rules that might hinder the management from summarizing rules [29]. Thus, many rounds of testing and evaluation were carried out before defining final thresholds to mine reasonable rules and to ensure the robustness of the model performance. Considering the vast number of disease types in the data set, the rules satisfying support >1%, confidence >50%, and lift >1 were selected. All association rules were sorted by lifts, and the top 10 association rules with larger lifts in 4 subgroups were described.

Chi-square Tests
To evaluate the statistical significance of the aforementioned association rules, Chi-square tests were applied. Odds ratios (ORs) and 95% CIs between antecedent conditions and consequent conditions in the association rules of the 4 age-sex subcategories are shown.

Decision Tree Analysis
Furthermore, decision tree analysis was conducted to examine the conditions associated with the main consequent conditions in the association rules. Decision tree analysis examines the relationship between influencing factors and target variables [32]. The decision tree process is a nonparametric method that creates a tree-based classification model [33]. A decision tree contains 3 main parts: decision nodes, branches, and leaves. The internal variables of the model represent a tree structure in which a decision is made in each branch according to the data features [25]. The tree starts with a node and extends to the leaf. The risky paths are identified and shown in nodes [34]. In this study, we used decision tree analysis to determine the relationship between the conditions and main consequent conditions in rule results. Thus, the consequent conditions in rule results were used as target variables, while the remaining conditions were used as the independent variables. Splitting
criteria provides a rate for each predictor variable. Variables that have the best rate of splitting criteria are selected to remain in the model [25], which have a greater impact on the target variables, and in this study, various conditions were screened based on this feature. In the decision tree, the first variable or root node is the most important factor, and other variables can be classified in order of importance [35]. The decision trees were drawn to show the associated conditions with main consequent conditions in association rules.

The flowchart of the analyses is shown in Figure 1. All descriptive analyses and Chi-square tests were performed using SPSS version 25.0 (IBM Corp, Armonk, NY), with a .05 level of significance. ARM and decision tree analysis were carried out using R 3.4.0 (The R Foundation for Statistics and Mathematics, Vienna, Austria) with the arules package and the tree package. To make the results more intuitive, GraphPad Prism version 8.0 (GraphPad Software, San Diego, CA) was used to show the ORs and 95% CIs, and PowerPoint software 2021 version (Microsoft Corp, Redmond, WA) was used to draw decision trees.

Figure 1. The flowchart of the main research steps.
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Results

Characteristics of the Participants

In total, 306,264 hospitalized cases with available information on related chronic conditions were included in this study. The median age of the study population was 62 (IQR 55-71) years. There were more men than women, with men accounting for 51.08% (156,430/306,264) of the sample. The median age of the male and female participants was 62 (IQR 54-71) years and 63 (IQR 56-72) years, respectively (Table 1).

Table 1. Characteristics of the study population (N=306,264).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>All respondents</th>
<th>Men</th>
<th>Women</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of people, n (%)</td>
<td>306,264 (100)</td>
<td>156,430 (51.08)</td>
<td>149,834 (48.92)</td>
</tr>
<tr>
<td>Age (years), median (IQR)</td>
<td>62 (55-71)</td>
<td>62 (54-71)</td>
<td>63 (56-72)</td>
</tr>
</tbody>
</table>
Characteristics of the Chronic Conditions

As shown in Table 2, 44.72% (136,972/306,264) of the study population had HT, which was the most prevalent condition. This was followed by HD (74,535/306,264, 24.34%), DM (70,917/306,264, 23.16%), CBD (68,151/306,264, 22.25%), LMD (65,385/306,264, 21.35%), CKD (63,470/306,264, 20.72%), CLD (61,829/306,264, 20.19%), PVD (51,311/306,264, 16.75%), spondylosis (42,982/306,264, 14.03%), and gout (33,984/306,264, 11.10%). Patients with these chronic conditions had an average multimorbidity burden of ≥4 chronic conditions per patient.

Table 2. Top 10 conditions with the largest composition ratio in all cases (N=306,264).

<table>
<thead>
<tr>
<th>Rank</th>
<th>Chronic conditions</th>
<th>Presence in all participants, n (%)</th>
<th>Number of co-occurring conditions, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Hypertension</td>
<td>136,972 (44.72)</td>
<td>4.79 (0.76)</td>
</tr>
<tr>
<td>2</td>
<td>Heart disease</td>
<td>74,535 (24.34)</td>
<td>4.97 (0.27)</td>
</tr>
<tr>
<td>3</td>
<td>Diabetes mellitus</td>
<td>70,917 (23.16)</td>
<td>4.84 (0.67)</td>
</tr>
<tr>
<td>4</td>
<td>Cerebrovascular disease</td>
<td>68,151 (22.25)</td>
<td>4.89 (0.53)</td>
</tr>
<tr>
<td>5</td>
<td>Lipoprotein metabolism disorder</td>
<td>65,385 (21.35)</td>
<td>4.91 (0.49)</td>
</tr>
<tr>
<td>6</td>
<td>Chronic kidney disease</td>
<td>63,470 (20.72)</td>
<td>4.81 (0.77)</td>
</tr>
<tr>
<td>7</td>
<td>Chronic liver disease</td>
<td>61,829 (20.19)</td>
<td>4.87 (0.59)</td>
</tr>
<tr>
<td>8</td>
<td>Peripheral vascular disease</td>
<td>51,311 (16.75)</td>
<td>4.95 (0.38)</td>
</tr>
<tr>
<td>9</td>
<td>Spondylosis</td>
<td>42,982 (14.03)</td>
<td>4.94 (0.39)</td>
</tr>
<tr>
<td>10</td>
<td>Gout</td>
<td>33,984 (11.10)</td>
<td>4.97 (0.29)</td>
</tr>
</tbody>
</table>

Differences in the Characteristics of Patients With and Without Multimorbidity

Of the 306,264 patients included, over 50% (175,323/306,264, 57.25%) were between 50 years and 64 years old (Table 3). The prevalence of multimorbidity in the overall population was 76.46% (234,156/306,264), with a higher prevalence in patients aged 65 years or older (108,937/306,264, 83.20%) than in those aged 50 years to 64 years (125,219/306,264, 71.42%). There were statistically significant sex differences in the prevalence of multimorbidity in the overall population, and patients aged 50 years to 64 years showed a higher prevalence in men than in women.

Table 3. Differences in the characteristics of patients with and without multimorbidity (N=306,264).

<table>
<thead>
<tr>
<th>Age groups</th>
<th>Multimorbidity, n (%)</th>
<th>No multimorbidity, n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>≥50 and ≤64 years</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>67,665 (73.14)</td>
<td>24,851 (26.86)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Women</td>
<td>57,554 (69.50)</td>
<td>25,253 (30.50)</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>125,219 (71.42)</td>
<td>50,104 (28.58)</td>
<td></td>
</tr>
<tr>
<td>≥65 years</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>53,305 (83.40)</td>
<td>10,609 (16.60)</td>
<td>.052</td>
</tr>
<tr>
<td>Women</td>
<td>55,632 (83.00)</td>
<td>11,395 (17.00)</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>108,937 (83.20)</td>
<td>22,004 (16.80)</td>
<td></td>
</tr>
<tr>
<td>Overall sample</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>120,970 (77.33)</td>
<td>35,460 (22.67)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Women</td>
<td>113,186 (75.54)</td>
<td>36,648 (24.46)</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>234,156 (76.46)</td>
<td>72,108 (23.54)</td>
<td></td>
</tr>
</tbody>
</table>

*Not applicable.

Association Rules and Statistical Analysis Results

The top 10 association rules in 4 age-sex–based subgroups according to lifts are shown in Multimedia Appendix 3. Among men and women aged 50 years to 64 years, LMD tended to be comorbid with DM, CLD, gout, HT, and PVD, which occurred in 7 association rules in men and in 10 rules in women. In addition, the combination of osteoporosis and MT was observed to have the strongest association in men, with a lift of 6.60, whereas this combination was not found in women. For patients aged 65 years or older, PVD tended to be present in combination with HT, LMD, CBD, and HD, which occurred in 5 association rules in men and 4 in women among the top 10 rules, indicating that these antecedent combinations positively correlated with...
the occurrence of PVD. Furthermore, the strongest associations were observed between SC and glaucoma in men (lift=6.65) and in women (lift=4.93). In particular, the 4 association rules including osteoporosis and MT were only observed in men, and their lifts were all greater than 4, while the associations between anemia, gout, and CKD (lift=3.00) were only observed in women.

Figure 2. Point estimates of the odds ratios and 95% CIs (1.96 SE) of the associations between antecedent conditions and consequent conditions in the association rules of 4 age-sex subgroups in (A) men aged 50-64 years, (B) women aged 50-64 years, (C) men aged 65 years or older, and (D) women aged 65 years or older. The * indicate significant findings. CBD: cerebrovascular disease; CG: chronic gastritis; CKD: chronic kidney disease; CLD: chronic liver disease; DM: diabetes mellitus; DV: dizziness/vertigo; HD: heart disease; HT: hypertension; LMD: lipoprotein metabolism disorder; MT: malignant tumor; PVD: peripheral vascular disease; SC: senile cataract; SD: spleen disease; TCI: transient cerebral ischemia.

Statistical analysis (Chi-square tests) of the association rules in 4 age-sex-based subgroups was carried out, and the results are shown in Figure 2 and Multimedia Appendix 4. For all 40 rules, the ORs of the associations between antecedent conditions and consequent conditions were greater than “1,” and the 95% CIs did not include “1,” indicating that the latter conditions were more likely to be positive when the combinations of antecedent conditions were positive than negative.

Decision Tree Analysis of the Main Association Rules

Decision tree analysis was used to examine the associated comorbidities of the main consequent conditions in the rule results. The main decision trees are shown in Figure 3. Figure 3A shows that, in patients aged 50 years to 64 years, the decision tree with LMD as the dependent variable included nodes of gout, DM, HD, and CBD in men, and gout was at the top of the tree, indicating that 45.05% (5830/12,940) of patients with gout had LMD. More importantly, gout, CBD, and HD remained in
the LMD decision tree for women. Gout was still at the top of the tree, and 55.37% (3270/5920) of patients with gout had LMD. Figure 3B shows that, in men aged 50 to 64 years and 65 years or older, osteoporosis remained at the top of the decision tree of MT in men, indicating that more than 50% of patients with osteoporosis had a comorbidity of MT. Among patients aged 65 years or older, condition nodes reserved in the decision tree of PVD included CBD, HD, and LMD in men and CBD, HD, LMD, and SC in women (Figure 3C). SC was the only node in the glaucoma decision tree in both sexes (Figure 3D). Furthermore, in women, SC, CLD, and anemia were observed in the decision tree of CKD (Figure 3E).

**Discussion**

**Principal Findings**

Understanding multimorbidity associations is an important public health priority for clinicians, academics, and funders alike [9]. This study was conducted to comprehensively evaluate the associations among multimorbid conditions based on the electronic hospitalized medical record home pages of a large sample of middle-aged and older Chinese people. To the best of our knowledge, this study is the first to evaluate multimorbidity associations using a comprehensive analysis with ARM, Chi-square tests, and decision tree analysis. Our analysis process not only revealed associations between particular conditions within different age-sex subgroups but also examined the importance of these associated chronic conditions for certain target conditions.

In this study of more 300,000 cases, more than 76% of patients were found to have 2 or more chronic conditions in the comprehensive list of 40 chronic conditions examined. The results showed that multiple conditions including HT, HD, DM, CBD, and LMD were the most common among hospitalized middle-aged and older Chinese adults, and they co-occurred with more than 3 other conditions. This is similar to the findings reported in previous studies [4,7]. The prevalence of multimorbidity varied across the 2 age groups (50-64 years old and ≥65 years old) and both sex groups, reflecting the strong associations between multimorbidity and both age and sex [6]. Therefore, our subsequent analysis was based on specific
age-sex subgroups to identify and compare the associations among multimorbid conditions within age and sex.

Association rules can reflect the interdependence and relevance between one condition and others. In our study, the ranked lift of most association rules indicated that LMD was the dominant condition among men and women aged 50 years to 64 years and was directly and indirectly associated with multiple conditions, including DM, CLD, gout, HT, and PVD or combinations of these conditions, which was also confirmed by statistical analysis. The potential mechanisms might include increased systemic inflammatory mediators and some adverse effects, such as physical inactivity, which are also risk factors for associated conditions [7]. Furthermore, in both men and women, gout appeared at the top of the decision tree with LMD as the dependent variable, which proved that the strong association between gout and LMD was not coincidental. Our findings are consistent with those from previous studies. In a review, the author concluded that complex interconnections between gout and metabolic syndromes including LMD existed, showing that gout may play an important role in the manifestation of metabolic syndromes [36]. Therefore, proper management of one disease may have implications for early detection and prevention of another.

Among patients aged 65 years or older, ARM, statistical analysis, and decision tree analysis consistently found that PVD was closely interlinked with CBD, HD, and LMD. It was previously reported that these diseases share risk, pathophysiological, and prognostic features and their coexistence would cause a cumulative burden [27]. People with PVD are at significantly higher risk of myocardial infarction and stroke than the general population [37]. Although PVD can lead to adverse health outcomes, it has received little attention [38]. As an important comorbidity, PVD needs to be emphasized, and patients diagnosed with associated conditions should be targeted for PVD screening. Similarly, a significant association between SC and glaucoma was confirmed by all 3 methods, indicating that the probability of glaucoma was higher than the probability of other conditions when SC was present. This finding was consistent with that in a study based on large medical claims data among a Chinese population of 2 million [7]. The incidence of glaucoma and comorbid SC will increase with age, and measurements targeting those shared specific factors may benefit 2 or more related diseases [39].

Men aged 50 years to 64 years or 65 years or older reported a significantly higher risk of myocardial infarction and stroke with age, and measurements targeting those shared specific factors may benefit 2 or more related diseases [39].

The incidence of glaucoma and comorbid SC will increase with age, and measurements targeting those shared specific factors may benefit 2 or more related diseases [39].

Men aged 50 years to 64 years or 65 years or older reported a significantly higher risk of myocardial infarction and stroke with age, and measurements targeting those shared specific factors may benefit 2 or more related diseases [39].

However, recognizing the existence of this association may help to guide the early screening of MT in Chinese middle-aged and older men with osteoporosis, especially the type with a high incidence in men.

The strong association between anemia, gout, and CKD was only detected in women aged 65 years or older by ARM and statistical analysis. The lift of 3.00 indicated that these conditions were 3 times as likely to occur simultaneously as they were alone. In the decision tree analysis, SC, CLD, and anemia were observed to be CKD-associated conditions. The common results of these 3 methods seemed to imply that there was a special association between anemia and CKD in this subgroup. Anemia is a common complication and contributes to increased morbidity and mortality in CKD patients, which has been demonstrated previously [44,45]. A systematic review concluded that excess was a main contributor to the disordered iron homeostasis and anemia of CKD by impairing dietary iron absorption and iron mobilization from body stores [46]. Furthermore, possible explanations for this relationship only found in older women included shared risk factors of 2 conditions, such as aging and female sex [47,48]. Therefore, for older women, active improvement of anemia may be of great significance in preventing and delaying the development of CKD.

The main strength of this study is that a novel method was used, that is, the combination of ARM with a traditional statistical significance test and decision tree analysis, to examine the associations of multimorbidity. In particular, this was the first time that decision tree analysis was used in a multimorbidity study. Second, the disease diagnoses that defined multimorbidity in our analysis were based on a large sample of inpatient medical records, which avoided recall or reporting bias. Finally, our association analysis was based on age-sex subgroups, avoiding the confounding effects of age and sex. The present findings indicated that combinations of particular conditions within sex and age groups occur more frequently than expected by random chance. This provides evidence for further research on the potential mechanisms and risk factors for specific combinations and to encourage health care providers to develop population-specific approaches for early detection and management of multimorbidity according to sex and age.

Limitations

Several limitations of our study must be acknowledged. First, our sample consisted of hospitalized cases, and mild and early cases may not have been included. In view of the fact that the research on multimorbidity in China is still at an early stage, our findings based on more severe cases may provide ideas for research on the early prevention of combinations of specific conditions. Second, we could not draw conclusions about causality effects between multiple conditions due to the cross-sectional design of the study. Finally, patients' socioeconomic status, family history, and lifestyle factors were not incorporated into the model in this analysis due to data availability, and the data set anonymized participants to avoid possible misuse; therefore, some potential confounding factors were not taken into consideration. However, given the advantages of our large sample size, the findings do provide...
support and a new perspective for future longitudinal or experimental studies to identify potential mechanisms and risk factors for specific combinations.

**Conclusions**

Multimorbidity was prevalent among middle-aged and older Chinese individuals. The results of this comprehensive analysis of 4 age-sex subgroups suggested that associations among particular conditions within sex and age groups occurred more frequently than expected by random chance. This provides evidence for further research on disease clusters and for health care providers to develop different strategies, according to age and sex, to improve the early identification and treatment of multimorbidity.
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Abstract

Background: Hypertension is one of the main public health issues around worldwide, and midday napping is a popular habit. The association between the two remains to be explored.

Objective: The goal of the research was to explore the association of midday napping with hypertension.

Methods: This study separately selected 11,439, 12,689, and 9464 Chinese respondents aged over 45 years from the China Health and Retirement Longitudinal Study 2011, 2015, and 2018 data sets. Binary logistic regression was used to explore the association of midday napping with hypertension, and the 3-step method was used to test the mediation effect of BMI.

Results: Among all respondents, the prevalence rates of hypertension were 24.6% (2818/11439) in 2011, 21.1% (2683/12689) in 2015, and 22.1% (2092/9464) in 2018. Midday napping was positively correlated with hypertension. In 2011 and 2015, napping 60 to 90 minutes had the greatest odds ratios [OR] (OR2011 1.705, OR2015 1.494). In 2018, the biggest OR came from the group napping 30 to 60 minutes (OR 1.223), and ORs of different napping durations decreased from 2011 to 2018. In addition, BMI had a partial mediation effect in 2015 and 2018.

Conclusions: Midday napping is a potential risk factor for hypertension with BMI acting as a mediator. To prevent hypertension, avoiding prolonged duration of midday napping and taking action to maintain a normal BMI level are recommended.

(JMIR Public Health Surveill 2022;8(11):e38782) doi:10.2196/38782
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Introduction

Hypertension is one of the main public health issues worldwide, and it has been identified as one of the main risks for stroke, heart failure, and cerebrovascular disease [1-3]. As of 2019, 1.3 billion people, or more than 16% of the world’s population, are living with hypertension [4]. It has been estimated to contribute to 50% of coronary heart disease cases and two-thirds of the cerebrovascular disease burden [5]. Successive population surveys conducted in China over the last 30 years have revealed an increasing prevalence of hypertension [6,7]. Now there are 270 million hypertensive patients in China, and it has become the main culprit for disability-adjusted life years, contributing to 24.6% of all-cause mortality [8,9]. Considering the high prevalence and enormous health toll, a series of actions have been taken in China. In 2009, the New
Health Care System Reform was introduced, and hypertension management was made a vital public health service free for all patients [10]. It was stipulated that primary health care facilities must provide residents with free screening, management, and follow-up services [11]. Additionally, the Chinese central government has constructed many national demonstration areas for community-based hypertension management and comprehensive prevention and control of hypertension to improve the lifestyle and health literacy of the population [12]. The turning point came when the Primary Health Care, Medicine, and Health Promotion Law, pioneering legislation for health promotion in China, was implemented in 2020. It established the legality and necessity of a population-wide hypertension prevention and control approach [13]. As a result, the long ignored prevention of hypertension is being addressed, emphasizing the improvement of modifiable risk factors as a public priority.

Previous studies have identified some modifiable risk factors related to hypertension, including excessive drinking, smoking, unhealthy diet, and lack of exercise [14-16]. Some researchers spotted the link between sleep and hypertension and concluded that sleep duration and quality were strongly associated with the risk of hypertension [17-19]. However, the effect of midday napping, another popular sleep activity, has rarely been addressed. Although some studies indicated an independent association between midday napping and the incidence of hypertension [20-22], study results conflicted. Additionally, the association of hypertension with overweight and obesity has been extensively proven, and the prevalence of hypertension among the obese population may range from 60% to 77%, increasing with BMI [23,24]. Prolonged midday napping duration was found to elevate cortisol levels, resulting in abnormal fat distribution [25]. In addition, decreased thermogenesis and energy expenditure and an activated sympathetic nervous system caused by midday napping may also contribute to obesity [26,27]. Therefore, BMI seems an appropriate mediator to explore the association between midday napping and hypertension and help understand the underlying mechanism. Thus, 3 samples (2011, 2015, 2018) from the China Health and Retirement Longitudinal Study were used in this study to examine the relationship between midday napping and hypertension among middle-aged and older Chinese people and test the mediation effect of BMI. By identifying the potential risk modifiable factors, this study aimed to influence individual lifestyles and public policy to control hypertension.

Methods

Sample and Data Collection

The primary data used in this study are from the China Health and Retirement Longitudinal Study, a longitudinal national study conducted in 450 neighborhoods and village committees in 150 counties across 28 provinces. A 4-stage, stratified, cluster probability sampling design was adopted in the baseline survey, and detailed sampling procedures were shown in the study by Wang et al [28]. Data regarding individual demographic and socioeconomic status, health conditions, and related behavior information were collected among residents aged 45 years and older in China. Participants were excluded for the following reasons: aged younger than 45 years, values missing for BMI or height and weight, and information on hypertension missing. The final sample sizes are 11,439 in 2011, 12,689 in 2015, and 9464 in 2018.

Ethics Approval

The study was approved by the institutional review board of Peking University Health Science Center (IRB approval number for the main household survey, including anthropometrics: IRB00001052-11015; IRB approval number for biomarker collection: IRB00001052-11014). All participants provided their written informed consent before completing the interview.

Variables

Primary Dependent Variable

The dependent variable was a binary variable indicating whether a resident suffered from hypertension. Hypertension is defined in accordance with the national guidelines for primary hypertension prevention and management [29,30]: currently taking antihypertensive drugs, previously diagnosed as hypertensive by a clinician, or systolic blood pressure over 140 mm Hg or diastolic blood pressure over 90 mm Hg without antihypertensive drugs.

Primary Independent Variable

Midday napping was set as the independent variable, grouped by napping duration, which was appraised using a self-reported questionnaire [31] that asked, “During the past month, how long did you take a nap after lunch on average?” According to existing literature, categories ranging from no napping to napping longer than 90 minutes were defined (see Multimedia Appendix 1 for data) [32,33].

Control Variables

Sociodemographic characteristics (gender, age, education, residential status, marital status, household annual income per capita), health-related variables (self-reported health status, activities of daily living [ADL], mental health, personal medical histories, BMI, lifestyles (smoking status, drinking status, and night sleep duration) were included in this study (see Multimedia Appendix 1 for data) [34-38]. The information was collected by using a structured questionnaire. Age and household annual income per capita were set as continuous variables, and household annual income per capita was log transformed [39]. Participants were categorized as ADL impaired if they reported difficulty or inability performing any activity item [40]. Mental health was appraised using the 10-item Center for Epidemiological Studies Depression Scale (<10=no depressive symptoms and ≥ depressive symptoms) [41]. Cardiovascular diseases were self-reported as chronic heart problems, stroke, or both [42]. BMI was categorized as underweight (BMI <18.5), normal (18.5≤BMI<25.0), overweight (25.0≤BMI<30.0), and obese (BMI ≥30) [43].

Data Analysis

The disparity in hypertension across different groups was examined by chi-square and independent sample t test. After adjusting for control variables, binary logistic regression was
used to explore the relationship between midday napping and hypertension. Variables in the regression model were selected using the Enter method. The association between midday napping and hypertension was quantified using odds ratios (ORs) having 95% confidence intervals, with other variables controlled. To verify whether BMI played a role in the influence of midday napping on hypertension, the 3-step method proposed by Baron and Kenny [44] was used to test the mediating effect of BMI. The judging criteria for whether there was a mediation effect were taken as follows: statistically significant relationship between independent variable (X, coefficient=a) and mediator (M), significant relationship between independent variable (X, coefficient=c) and dependent variable (Y), and coefficient of mediator (coefficient=b) in the regression model that contained independent variable, mediator, and dependent variable is statistically significant [45]. Mediator was defined as complete if the coefficient of X was not significant in the regression model including X, M, and Y and partial if the coefficient of X was still significant in the regression model, indicating other remaining factors in the path from X to Y. The mediation effect value was calculated as a*b, and the ratio of the mediating effect with the total effect was calculated as a*b/c [46]. \( P < .05 \) (2-tailed) was regarded as statistically significant. The data were described and analyzed using SPSS (version 24.0, IBM Corp).

**Results**

**Sample Characteristics**

There was a reasonably steady percentage of participants overall who had hypertension: 24.64% (2818/11,439) in 2011, 21.14% (2683/12,689) in 2015, and 22.10% (2092/9464) in 2018. Participants who regularly took midday naps were 54.19% (6166/11,439) in 2011, 58.39% (7409/12,689) in 2015, and 60.51% (5727/9464) in 2018. Among all midday nappers, those who napped between 60 and 90 minutes were the largest group, with 23.88% (2717/11,439) in 2011, 27.43% (3480/12,689) in 2015, and 23.63% (1717/9464) in 2018. There were slightly more female participants than male (6018 vs 5421 in 2011, 6424 vs 6265 in 2015, and 4971 vs 4493 in 2018), with an average age of 59.5 years in 2011, 61.0 years in 2015, and 60.6 years in 2018. More information can be found in Multimedia Appendix 1.

**Association Between Midday Napping and Hypertension**

Midday napping was found to be positively correlated with hypertension. In 2011 and 2015, after being adjusted by other control variables, groups of nappers (considering the napping durations 0-30, 30-60, 60-90, and >90 minutes) were all positively correlated with hypertension. Napping 60 to 90 minutes had the greatest ORs (2011: OR 1.705, 95% CI 1.346-2.159; 2015: OR 1.494, 95% CI 1.227-1.818) compared with nonnappers. In 2018, except for the group napping 0 to 30 minutes, participants were positively correlated with hypertension, and the greatest OR came from the group napping 30 to 60 minutes (OR 1.223, 95% CI 1.016-1.473). See Figure 1.

From the longitudinal perspective, the ORs of each group of nappers decreased from 2011 to 2018. ORs of napping 60 to 90 minutes decreased the most, from 1.705 in 2011 to 1.220 in 2018. The ORs of napping more than 90 minutes decreased from 1.412 in 2011 to 1.220 in 2018. The ORs of napping 30 to 60 minutes decreased from 1.319 in 2011 to 1.223 in 2018. Last, the ORs of napping 0 to 30 minutes decreased from 1.458 in 2011 to 1.331 in 2015. See Figure 2.
Figure 1. Influence of midday napping on hypertension in different years. OR: odds ratio. *P<.05, **P<.01, ***P<.001. The horizontal line at the end of each line represents the 95% confidence interval, the square in the middle line represents the OR value, and the line segment intersects with the middle vertical line (=1), which means that the result is not significant (P>.05). Non-intersection means that the result is significant (P<.05). Unit: minute.

<table>
<thead>
<tr>
<th>Year</th>
<th>B (0-30)</th>
<th>Adjusted OR (CI 95%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2018</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 (ref.)</td>
<td>0.154</td>
<td>1.167 (0.953–1.428)</td>
</tr>
<tr>
<td>30-60</td>
<td>0.202*</td>
<td>1.223 (1.016–1.473)</td>
</tr>
<tr>
<td>60-90</td>
<td>0.151*</td>
<td>1.163 (1.009–1.340)</td>
</tr>
<tr>
<td>&gt;90</td>
<td>0.199*</td>
<td>1.220 (1.046–1.423)</td>
</tr>
<tr>
<td>2015</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 (ref.)</td>
<td>0.286**</td>
<td>1.331 (1.115–1.589)</td>
</tr>
<tr>
<td>30-60</td>
<td>0.235***</td>
<td>1.265 (1.144–1.400)</td>
</tr>
<tr>
<td>60-90</td>
<td>0.401***</td>
<td>1.494 (1.227–1.818)</td>
</tr>
<tr>
<td>&gt;90</td>
<td>0.291***</td>
<td>1.338 (1.171–1.528)</td>
</tr>
<tr>
<td>2011</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 (ref.)</td>
<td>0.377****</td>
<td>1.458 (1.254–1.696)</td>
</tr>
<tr>
<td>30-60</td>
<td>0.277***</td>
<td>1.319 (1.192–1.460)</td>
</tr>
<tr>
<td>60-90</td>
<td>0.533***</td>
<td>1.705 (1.346–2.159)</td>
</tr>
<tr>
<td>&gt;90</td>
<td>0.345***</td>
<td>1.412 (1.227–1.625)</td>
</tr>
</tbody>
</table>

Figure 2. Trajectories of odds ratios from 2011 to 2018. The odds ratio of napping 0 to 30 minutes was not significant in 2018. OR: odds ratio.
Mediation Effect of BMI

The data revealed that the mediation effect of BMI existed in 2015 and 2018 but not in 2011. In 2015, the total effect of midday napping was found to be significant on hypertension (path c: B 0.012, P<.001). Midday napping had a positive effect on BMI in path a (B 0.011, P<0.01), and BMI had a positive effect on hypertension in path b (B 0.022, P<.001). In path c, the effect of midday napping was also significant (B 0.012, P<.001), so the BMI was identified as a partial mediator. The mediation effect was 0.000242, with a ratio of 2.01% to the total effect. In 2018, the coefficients in path a, path b, and path c were also found to be significant, and the mediation effect of BMI was identified as partial, reaching 0.003058. The ratio of the mediation effect over the total effect increased to 23.52% (see Table 1).

Table 1. Coefficient (B) in testing model of mediation effect.

<table>
<thead>
<tr>
<th>Year</th>
<th>X^2−Y^b(path c)^{i}</th>
<th>X−M^d(path a)^{i}</th>
<th>(X+M)−Y^b(path c)^{j}</th>
<th>X(path c)^{j}</th>
<th>M(path b)^{j}</th>
</tr>
</thead>
<tbody>
<tr>
<td>2011</td>
<td>0.018^{b}</td>
<td>−0.023^{b}</td>
<td>0.01^{b}</td>
<td>0.017^{b}</td>
<td>−0.005</td>
</tr>
<tr>
<td>2015</td>
<td>0.012^{b}</td>
<td>0.011^{i}</td>
<td>0.012^{b}</td>
<td>0.022^{h}</td>
<td>0.022^{h}</td>
</tr>
<tr>
<td>2018</td>
<td>0.013^{b}</td>
<td>0.022^b</td>
<td>0.010^b</td>
<td>0.139^b</td>
<td></td>
</tr>
</tbody>
</table>

\(^{a}X\): midday napping time.  
\(^{b}Y\): hypertension.  
\(^{c}path\ c\): regression between X and Y.  
\(^{d}M\): BMI.  
\(^{e}path\ a\): regression between X and M.  
\(^{f}path\ c\): regression between X and Y with M controlled.  
\(^{g}path\ b\): regression between M and Y with X controlled.  

Discussion

Principal Findings

This cross-sectional study found midday napping positively associated with hypertension among 3 sectional samples in China, indicating that midday napping may represent a potential causal risk factor. Meanwhile, the ORs of various napping duration decreased over time. The BMI was found to be a partial mediator between midday napping and hypertension.

Although napping has long been regarded as a healthy habit, this study suggests that it may be a potential risk factor for hypertension. Evidence from the UK Biobank [47] and cohort studies in China [33] also supported the results of this study. A meta-analysis concluded that the pooled relative risk of hypertension in nappers was 1.13 based on 9 observational studies [48]. However, disparities between this study and existing literature also exist, indicating the need for a cautious interpretation of the results. Some other studies found midday napping to have a protective effect for habitual nappers compared with those who never napped [49] or to decrease the risk of hypertension in specific napping durations [50,51], contradictory to the results in this study. Meanwhile, in this study, different durations of midday napping were all found to be positively associated with hypertension (except napping for 0 to 30 minutes in 2018). However, the associations of midday napping duration with hypertension differed in various studies. For example, the significantly increased odds for hypertension were only found in participants napping over 90 minutes in some studies [32,35]. Another cohort study conducted in China including 13,706 participants found no significant associations of napping for less than 30 minutes with hypertension [36]. The inconsistency might be explained by study designs and samples, different characteristics of participants, disparity in included confounders, and measurements of napping behaviors and other confounders across studies. Therefore, it is important to be cautious about the results, and long-term follow-up and experimental studies are needed to determine the exact impacts of midday napping.

From 2011 to 2018, decreases in ORs were seen in different napping durations (napping 0-30 minutes: 1.458 to 1.331; napping 30-60 minutes: 1.319 to 1.223; napping 60-90 minutes: 1.705 to 1.338; napping over 90 minutes: 1.412 to 1.220). Some speculations were made to understand the results. First, there were only 4 variables significant (including education, marital status, drinking, and napping duration) in the regression model of 2011, but the corresponding number was 8 in 2018 (including gender, age, health status, ADL, diabetes, cardiovascular disease, BMI, and napping duration). The increasing correlation between significant variables might decrease the value of ORs. Second, the great socioeconomic and environmental transformations related to hypertension during 2011-2018, such as dietary patterns, exposure to fine particulate matter (PM2.5), built environment factors, and some other confounders, were not controlled in our study [52-54]. Third, the association of midday napping with hypertension might be moderated by other variables such as physical conditions and night sleep duration [49,55]. Therefore, current evidence was not enough to conclude that the impact of midday napping decreased, and this can only be explained after determining the hidden specific mechanism. However, the results deserve our attention because they indicate
the possibility that the potential risk of midday napping might be mitigated or even eliminated if we can control other confounders well.

The mediation effect of BMI was identified in this study. Previous studies found that nappers were more likely to be overweight or obese [34,56,57], so it could be inferred that midday napping contributes to hypertension by elevating the risk of obesity or overweight, which is an acknowledged risk factor for hypertension [58-60]. However, the ratio of mediation effect over the total effect was 2.01% in 2015 and 23.5% in 2018, indicating the existence of other mediators. It was suggested that midday napping could result in sympathetic surge and an increase in nighttime cortisol, elevating blood pressure [25]. Midday napping was also regarded as a symptom of sleep apnea, and it was concluded that the sleep apnea and not the napping itself resulted in cardiovascular diseases [61]. Furthermore, prolonged midday napping may have an impact on the duration and quality of evening sleep [62]. All these factors can indirectly increase the risk of hypertension.

To prevent hypertension, prolonged midday napping should be avoided, and actions related to losing weight such as increased physical activity and a balanced diet are also needed, especially for nappers. Additionally, further research is needed to define the vulnerable population and develop corresponding interventions.

Limitations
In this study, there were some limitations that should be mentioned for cautious interpretation. First, despite the positive correlation observed, the regression model and cross-sectional study design used were not robust enough to conduct the causal inference, which weakened the evidence. Second, the use of self-reported midday napping duration and some other variables might introduce recall bias. Third, although some confounders were adjusted in the model, potential residual covariates might remain due to the absence of information such as genetic factors, family history of hypertension, biomarkers, and environmental factors. In addition, time-dependent covariates were not included in our study, which made comparisons across years difficult. Fourth, all participants were aged 45 years and older, and it remains uncertain whether the conclusion can be applied to other age groups. Additionally, although we added night sleep duration as a control variable, the potential interaction effect of midday napping and night sleep was not analyzed in this study.

Conclusion
In this study, it was found that midday napping was positively associated with hypertension in Chinese people middle-aged and older. Although the causal effects were hard to prove, BMI was found to play the role of mediator. Therefore, avoiding prolonged midday napping and taking action to maintain a normal BMI level are recommended. For future research, the specific mechanism of interaction between midday napping and hypertension deserves more attention as does investigating of other implications of midday napping considering its high prevalence.


**Abbreviations**

ADL: activities of daily living  
CESD-10: Center for Epidemiological Studies Depression Scale  
OR: odds ratio
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Abstract

Background: A possible link between influenza immunization and susceptibility to the complications of COVID-19 infection has been previously suggested owing to a boost in the immunity against SARS-CoV-2.

Objective: This study aimed to investigate whether individuals with COVID-19 could have benefited from vaccination against influenza. We hypothesized that the immunity resulting from the previous influenza vaccination would boost part of the immunity against SARS-CoV-2.

Methods: We performed a population-based cohort study including all patients with COVID-19 with registered entries in the primary health care (PHC) electronic records during the first wave of the COVID-19 pandemic (March 1 to June 30, 2020) in Catalonia, Spain. We compared individuals who took an influenza vaccine before being infected with COVID-19, with those who had not taken one. Data were obtained from Information System for Research in Primary Care, capturing PHC information of 5.8 million people from Catalonia. The main outcomes assessed during follow-up were a diagnosis of pneumonia, hospital admission, and mortality.

Results: We included 309,039 individuals with COVID-19 and compared them on the basis of their influenza immunization status, with 114,181 (36.9%) having been vaccinated at least once and 194,858 (63.1%) having never been vaccinated. In total, 21,721 (19%) vaccinated individuals and 11,000 (5.7%) unvaccinated individuals had at least one of their outcomes assessed. Those vaccinated against influenza at any time (odds ratio [OR] 1.14, 95% CI 1.10-1.19), recently (OR 1.13, 95% CI 1.10-1.18), or recurrently (OR 1.10, 95% CI 1.05-1.15) before being infected with COVID-19 had a higher risk of presenting at least one of the outcomes than did unvaccinated individuals. When we excluded people living in long-term care facilities, the results were similar.

Conclusions: We could not establish a protective role of the immunity conferred by the influenza vaccine on the outcomes of COVID-19 infection, as the risk of COVID-19 complications was higher in vaccinated than in unvaccinated individuals. Our results correspond to the first wave of the COVID-19 pandemic, where more complications and mortalities due to COVID-19 had occurred. Despite that, our study adds more evidence for the analysis of a possible link between the quality of immunity and COVID-19 outcomes, particularly in the PHC setting.
KEYWORDS
SARS-CoV-2; COVID-19; influenza vaccines; pneumonia; electronic health records; primary health care; vaccination; public health; cohort study; epidemiology; eHealth; health outcome; mortality

Introduction

COVID-19 is caused by SARS-CoV-2, a novel coronavirus that emerged in China in 2019, which became the primary agent of a new pandemic that rapidly spread worldwide [1], with an average global infection fatality rate of approximately 0.15%, depending on the data analyzed [2]. SARS-CoV-2 mainly affects the respiratory tract and uses surface proteins in order to infect the host [3].

Although new variants of SARS-CoV-2 have emerged since December 2020, the coronavirus’ genome is composed of RNA and depends on the RNA polymerase to generate its proteins, with a mechanism of error correction that results in a lower mutation rate than the influenza virus [4]. This low mutation rate may suggest that the vaccines developed against SARS-CoV-2, as well as the immunity generated in those patients who were infected, could represent a long-lasting immunity [5,6].

COVID-19, similar to influenza A and B, is caused by RNA virus and produce similar symptoms. The influenza virus needs the hemagglutinin and neuraminidase surface proteins to infect cells, whereas SARS-CoV-2 needs the S protein [5]. Previous in vitro and animal studies suggest an induction pathway of indirect etiological immunity between the influenza vaccine and SARS-CoV-2. Animal models suggest that some influenza subtypes might lead to regulation of the angiotensin-converting enzyme-2, with protective properties against SARS [7]. An unspecific effect of infection and vaccination on the immune system and susceptibility to other infections has also been reported, albeit with discordant data [8-10]. Some modeling studies have suggested a possible association between influenza immunization and COVID-19 [11-14].

A study conducted in Australia assessed the cellular and humoral immune responses during and after disease occurrence in a patient with a mild COVID-19 infection. They found that the immune response in different cell types is associated with clinical recovery. These results are coincident with similar findings among patients with influenza reported by the same authors [15,16].

Other studies observed differences in the susceptibility to COVID-19 in children of different ages with a lower infection rate than that in adults and older individuals [17]. Although the mechanism underlying these differences in severity and susceptibility is unclear, a possible explanation might be the difference in the quantity and quality of the immune function determined by the history of infections and the recent vaccines administered [18].

Consequently, a link between the quality of the immunity and recovery from COVID-19 may exist. Thus, we hypothesized that the immunity resulting from the previous influenza vaccination would boost part of the immunity against SARS-CoV-2, and we aimed to investigate whether individuals with COVID-19 could have benefited from vaccination against influenza.

Methods

Study Design

We performed a population-based cohort study including all adults with COVID-19 in Catalonia, Spain, who were registered as confirmed cases (through the polymerase chain reaction [PCR]) or as probable cases (not confirmed through PCR but with International Classification of Diseases (ICD)-10 codes registered that are compatible with COVID-19) in the primary health care (PHC) system. All individuals with COVID-19 were diagnosed from the pandemic’s onset (March 2020) to June 30, 2020. Participants were compared on the basis of their influenza vaccination status between those having received the influenza vaccine before having COVID-19 (vaccinated in the previous influenza seasonal campaign in 2019-2020 or before) [19] with those who were not vaccinated.

Data Source

Our data source is the Information System for Research in Primary Care [20], which captures clinical information of approximately 5.8 million people from Catalonia, Spain (approximately 80% of the Catalan population). This information is pseudonymized, having originated from different data sources: (1) electronic health records in PHC system of the Catalan Health Institute, including sociodemographic characteristics, residents in nursing homes or long-term care facilities (LTCFs), comorbidities registered as ICD-10 codes [21], specialist referrals, clinical parameters, toxic habits, sickness leave, date of death, laboratory test data, and drug prescriptions issued in the PHC system, registered in accordance with the anatomical therapeutic chemical classification system [22]; (2) pharmacy invoice data corresponding to the PHC drug prescriptions; (3) database of diagnoses upon hospital discharge [23]; and (4) COVID-19 data from the Catalan Agency of Health Quality and Evaluation (AQuAS) [24].

COVID-19 Classification

Participants were classified in accordance with the following criteria: confirmed cases are those with a confirmed COVID-19 diagnosis record, positive PCR outcome, or a positive serology test result. Those with an unconfirmed diagnosis or test (possible or unclear) along with any individual with a record of hospitalization, pneumonia, or death related to COVID-19 were considered probable cases. During the first wave of the COVID-19 pandemic in Catalonia, PCR tests were not routinely conducted for all individuals with compatible symptoms owing to the unavailability of laboratory kits to carry out the tests. Thus, we needed to capture those patients with a possible
diagnosis of COVID-19, such as those admitted to hospital with pneumonia or other COVID-19 symptoms, who were not tested. We designed an algorithm to classify patients as “COVID possible” when a test result was unavailable along with registered entries from different databases: PCR tests or serology tests conducted in different settings, discharge diagnoses of pneumonia from Catalan hospitals or from emergency departments, and ICD-10 diagnoses related to COVID-19 coded in PHC. The date of COVID-19 diagnosis was set to be the first of all records used per patient. To guarantee that our algorithm is not far from the Catalan population, the resulting cohort was compared to the official COVID-19 cases reported by the AQuAS during the pandemic [24].

**Influenza Immunization**

Patients were classified as having taken the influenza vaccine if they had been vaccinated at any time before having COVID-19, and grouped in accordance with the seasonal vaccination campaign: the immediate previous campaign (2019-2020) or other vaccination campaigns (2018-2019 and before) [19,25].

**Variables**

At baseline, the following variables were captured: sex, age, geographical area, MEDEA (Mortalidad en áreas pequeñas Españolas y Desigualdades Económicas y Ambientales [Mortality in small Spanish areas and economic and environmental inequalities]) socioeconomic index (deprivation index based on 5 indicators of socioeconomic position; it helps analyze health inequality, and higher the MEDEA socioeconomic index, worse the deprivation) [26], BMI, residence in nursing homes, smoking habits, comorbidities, and taking influenza vaccines and pneumococcal and tuberculosis vaccines.

The main outcomes assessed during follow-up (up to June 2020) were at least one of the following variables: diagnosis of pneumonia, hospital admission, and mortality. The risk of these events was analyzed in those people who had been vaccinated against influenza at any time before having COVID-19, in those who were recently vaccinated (campaign of 2019-2020), and in those systematically vaccinated (who had been vaccinated at least during 3 different campaigns). We analyzed the same outcomes excluding those of people living in LTCFs, where vaccination is nearly universal in our country [27].

**Statistical Analysis**

Quantitative variables were described as mean (SD) values, whereas categorical variables were described as the proportion of vaccinated and unvaccinated individuals. Univariate analyses were based on the Student t test or chi-square test depending on the variable.

For each outcome, we fitted a logistic regression model to estimate an odds ratio (OR) comparing the prevalence of each outcome among individuals given the influenza vaccine to that of unvaccinated individuals. The logistic model was fitted along with other covariables such as smoking habits, age, comorbidities (asthma, autoimmune disorders, prior cerebrovascular disease, chronic kidney disease, chronic pulmonary obstructive disease, diabetes, heart failure, hypertension, ischemic heart disease, mental-behavioral disorders, obesity, organ transplant, and other respiratory diseases), concomitant drugs, and previous vaccines (pneumococcal and tuberculosis). As a sensitivity analysis, we conducted the same analysis on a matched population. Individuals vaccinated against influenza and unvaccinated controls were matched 1:2 in accordance with their age and gender at the time of infection or on an index date, and the reported ORs were obtained by fitting a conditional logistic regression model (clogit) accounting for matched pairs and adjusted using the same covariables as in the logistic model. We used the Wald test on the fitted coefficient to determine whether the log-odds were significantly different from 0 at a threshold of .05. All analyses were performed in R (version 4.1.0 or above; The R Foundation).

**Ethical Considerations**

The study protocol was approved by the Research Ethics Committee of Institut Universitari d’Investigació en Atenció Primària (June 3, 2020). This is a database research study that has been conducted in accordance with the tenets of the Declaration of Helsinki (Fortaleza, Brazil 2013) and does not require consent from the study participants for the purpose of publication. The need for consent was waived by the Research Ethics Committee of Institut Universitari d’Investigació en Atenció Primària as it is deemed unnecessary according to the European legislation (Regulation [EU] 2016/679).

**Results**

We included 309,039 individuals with COVID-19 during the first wave of the pandemic in accordance with their influenza immunization status (Table 1, Multimedia Appendix 1); 114,181 (36.9%) participants had received the influenza vaccine at least once before having COVID-19 and 194,858 (63.1%) had not been vaccinated, with more women in both groups, especially in the vaccinated cohort (61.0% women vs 39.0% men). The mean age was higher for vaccinated individuals (64.3 years, with 52.3% of them being older than 65 years). Vaccinated individuals had more comorbidities than unvaccinated individuals.

Of those who received the influenza vaccine, 66,611 (58.3%) had been recently vaccinated (2019-2020) and 75,311 (66%) had been systematically vaccinated against influenza at least during 3 different years (Table 2).

Of the participants with COVID-19, 11,000 (5.7%) unvaccinated and 21,721 (19%) vaccinated participants presented at least one of the following events: hospital admission, pneumonia, or death. For those who received the influenza vaccine at any time before having COVID-19, the risks of hospitalization (adjusted OR 1.14, 95% CI 1.10-1.19) and death (OR 1.32, 1.23-1.42) were higher than those among unvaccinated participants. For the recently vaccinated participants, the risk was higher for hospitalization (OR 1.16, 95% CI 1.11-1.23), pneumonia (OR 1.12, 95% CI 1.02-1.23), and death (OR 1.14, 95% CI 1.04-1.24). For people with recurrent vaccination, the risk of the 3 outcomes was also higher that among unvaccinated participants (OR 1.07, 1.16, and 1.24, respectively; Table 3).
We have also analyzed the results in a matched population of vaccinated versus unvaccinated participants, revealing a higher risk of pneumonia and mortality, with an adjusted OR of 1.11 (95% CI 1.01-1.23) and 1.28 (95% CI 1.07-1.53), respectively (Multimedia Appendix 2).

The risks of the outcomes based on influenza vaccination status and excluding those patients living in LTCFs are shown in Figure 1. For non-LTCF residents, the results are similar to those for the whole population, except that there was no significant increase in mortality (OR 0.93, 95% CI 0.85-1.03).

Table 1. Sociodemographic and clinical characteristics of the study population (N=309,039).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Overall</th>
<th>Not vaccinated against influenza (n=194,858)</th>
<th>Vaccinated against influenza at least once before having COVID-19 (n=114,181)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>COVID-19 status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Confirmed</td>
<td>164,557 (53.2)</td>
<td>105,788 (54.3)</td>
<td>58,769 (51.5)</td>
<td></td>
</tr>
<tr>
<td>Possible</td>
<td>144,482 (46.8)</td>
<td>89,070 (45.7)</td>
<td>55,412 (48.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Female</td>
<td>173,071 (56.0)</td>
<td>103,413 (53.1)</td>
<td>69,658 (61.0)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>135,968 (44.0)</td>
<td>91,445 (46.9)</td>
<td>44,523 (39.0)</td>
<td></td>
</tr>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>49.3 (22.3)</td>
<td>40.6 (17.5)</td>
<td>64.3 (21.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Age groups (years), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>≤40</td>
<td>108,950 (35.3)</td>
<td>90,894 (46.6)</td>
<td>18,056 (15.8)</td>
<td></td>
</tr>
<tr>
<td>41-65</td>
<td>129,576 (41.9)</td>
<td>93,116 (47.8)</td>
<td>36,460 (31.9)</td>
<td></td>
</tr>
<tr>
<td>&gt;65</td>
<td>70,513 (22.8)</td>
<td>10,848 (5.6)</td>
<td>59,665 (52.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Smoker status, n (%)</strong></td>
<td>119,554 (38.7)</td>
<td>72,806 (37.4)</td>
<td>46,748 (40.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Having obesity, n (%)</strong></td>
<td>78,882 (25.5)</td>
<td>36,973 (19.0)</td>
<td>41,909 (36.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Residents of long-term care facilities, n (%)</strong></td>
<td>28,360 (9.2)</td>
<td>3146 (1.6)</td>
<td>25,214 (22.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Geographical information (MEDEA)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Unknown</td>
<td>278 (0.1)</td>
<td>201 (0.1)</td>
<td>77 (0.1)</td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>252,014 (81.5)</td>
<td>159,859 (82.0)</td>
<td>92,155 (80.7)</td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>56,747 (18.4)</td>
<td>34,798 (17.9)</td>
<td>21,949 (19.2)</td>
<td></td>
</tr>
<tr>
<td><strong>Comorbidities, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Asthma</td>
<td>22,734 (7.4)</td>
<td>9029 (4.6)</td>
<td>13,705 (12.0)</td>
<td></td>
</tr>
<tr>
<td>Autoimmune disorders</td>
<td>30,783 (10.0)</td>
<td>14,005 (7.2)</td>
<td>16,778 (14.7)</td>
<td></td>
</tr>
<tr>
<td>Cancer</td>
<td>23,600 (7.6)</td>
<td>6832 (3.5)</td>
<td>16,768 (14.7)</td>
<td></td>
</tr>
<tr>
<td>Cerebrovascular disease</td>
<td>6937 (2.2)</td>
<td>1053 (0.5)</td>
<td>5884 (5.2)</td>
<td></td>
</tr>
<tr>
<td>Chronic kidney disease</td>
<td>18,450 (6.0)</td>
<td>2088 (1.1)</td>
<td>16,362 (14.3)</td>
<td></td>
</tr>
<tr>
<td>Chronic obstructive pulmonary disease</td>
<td>21,771 (7.0)</td>
<td>6155 (3.2)</td>
<td>15,616 (13.7)</td>
<td></td>
</tr>
<tr>
<td>Diabetes</td>
<td>30,513 (9.9)</td>
<td>5886 (3.0)</td>
<td>24,627 (21.6)</td>
<td></td>
</tr>
<tr>
<td>Heart failure</td>
<td>8307 (2.7)</td>
<td>693 (0.4)</td>
<td>7614 (6.7)</td>
<td></td>
</tr>
<tr>
<td>Hypertension</td>
<td>75,346 (24.4)</td>
<td>21,624 (11.1)</td>
<td>53,722 (47.0)</td>
<td></td>
</tr>
<tr>
<td>Ischemic heart disease</td>
<td>10,049 (3.3)</td>
<td>1837 (0.9)</td>
<td>8212 (7.2)</td>
<td></td>
</tr>
<tr>
<td>Mental-behavioral disorders</td>
<td>9010 (2.9)</td>
<td>685 (0.4)</td>
<td>8325 (7.3)</td>
<td></td>
</tr>
<tr>
<td>Organ transplant</td>
<td>893 (0.3)</td>
<td>213 (0.1)</td>
<td>680 (0.6)</td>
<td></td>
</tr>
<tr>
<td>Other respiratory diseases</td>
<td>16,476 (5.3)</td>
<td>6407 (3.3)</td>
<td>10,069 (8.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Other vaccines, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Pneumococcal</td>
<td>78,104 (25.3)</td>
<td>17,617 (9.0)</td>
<td>60,487 (53.0)</td>
<td></td>
</tr>
<tr>
<td>Tuberculosis</td>
<td>2974 (1.0)</td>
<td>2412 (1.2)</td>
<td>562 (0.5)</td>
<td></td>
</tr>
</tbody>
</table>
Table 2. Taking influenza vaccines before having COVID-19.

<table>
<thead>
<tr>
<th>Campaign of 2019-2020 (recent immunization), n (%)</th>
<th>Vaccinated before having COVID-19 (n=114,181)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Days from vaccination to infection, median (IQR)</td>
<td>66,611 (58.3)</td>
</tr>
<tr>
<td></td>
<td>146.0 (127.0-169.0)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Campaign of 2018-2019, n (%)</th>
<th>60,161 (52.7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Days from vaccination to infection, median (IQR)</td>
<td>515.0 (495.0-539.0)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Campaign of 2017-2018 or before, n (%)</th>
<th>102,235 (89.5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Days from vaccination to infection, median (IQR)</td>
<td>931.0 (875.0-2018.0)</td>
</tr>
</tbody>
</table>

Campaigns during which participants were vaccinated before having COVID-19, n (%)

<table>
<thead>
<tr>
<th>Days from vaccination to infection, median (IQR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>≥3 (recurrent immunization)</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4-5</td>
</tr>
<tr>
<td>6-10</td>
</tr>
<tr>
<td>&gt;10</td>
</tr>
</tbody>
</table>

Table 3. Logistic regression model of COVID-19 outcomes based on influenza immunization status.

<table>
<thead>
<tr>
<th>Any vaccination</th>
<th>Influenza immunization status prior to having COVID-19, n (%)</th>
<th>Multivariable logistic model*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Unvaccinated (n=194,858)</td>
<td>Vaccinated (n=114,181)</td>
</tr>
<tr>
<td>≥1 outcome</td>
<td>11,000 (5.7)</td>
<td>21,721 (19.0)</td>
</tr>
<tr>
<td>Hospitalization</td>
<td>7848 (4.0)</td>
<td>10,592 (9.3)</td>
</tr>
<tr>
<td>Pneumonia</td>
<td>3011 (1.6)</td>
<td>2740 (2.4)</td>
</tr>
<tr>
<td>Death</td>
<td>1899 (0.97)</td>
<td>11,835 (10.4)</td>
</tr>
<tr>
<td>Recent vaccination (with 66,611 vaccinated participants)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥1 outcome</td>
<td>11,000 (5.7)</td>
<td>15,129 (22.7)</td>
</tr>
<tr>
<td>Hospitalization</td>
<td>7848 (4.0)</td>
<td>7009 (10.5)</td>
</tr>
<tr>
<td>Pneumonia</td>
<td>3011 (1.6)</td>
<td>1731 (2.6)</td>
</tr>
<tr>
<td>Death</td>
<td>1899 (0.97)</td>
<td>8800 (13.2)</td>
</tr>
<tr>
<td>Recurrent vaccination (with 75,311 vaccinated participants)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥1 outcome</td>
<td>11,000 (5.7)</td>
<td>17,798 (23.6)</td>
</tr>
<tr>
<td>Hospitalization</td>
<td>7848 (4.0)</td>
<td>8122 (10.8)</td>
</tr>
<tr>
<td>Pneumonia</td>
<td>3011 (1.6)</td>
<td>1942 (2.6)</td>
</tr>
<tr>
<td>Death</td>
<td>1899 (0.97)</td>
<td>10,561 (14.0)</td>
</tr>
</tbody>
</table>

*A logistic regression model adjusted with the following relevant covariables was fitted: smoking habits, age, comorbidities (asthma, autoimmune disorders, prior cerebrovascular disease, chronic kidney disease, chronic pulmonary obstructive disease, diabetes, heart failure, hypertension, ischemic heart disease, mental-behavioral disorders, obesity, organ transplant, and other respiratory diseases), co-medication, and previous vaccines (pneumococcal and tuberculosis).
Discussion

Principal Findings

We analyzed the negative outcomes among people with COVID-19 (N=309,039) and compared those who had received the influenza vaccine with those who were never vaccinated. Those who received the vaccine any time before having COVID-19 were at a higher risk of complications than those who were unvaccinated. We obtained similar results for those who were recently vaccinated (2019-2020 campaign) and for those who were systematically vaccinated (at least 3 years), and the same comparisons were carried out after excluding individuals living in LTCFs. We also obtained similar results on matching vaccinated and unvaccinated individuals. Thus, we did not find a possible link between receiving the influenza vaccine and presenting better clinical outcomes after a COVID-19 infection.

Comparison With Prior Work

Some researchers have studied this possible association. Massoudi and Mohit [28] conducted a study in a hospital in Iran including health care workers, with 80 of them COVID-19 cases confirmed through PCR or on the basis of their symptoms, and 181 of them were controls. They concluded that individuals who were confirmed cases were less likely to have received the 2019 influenza vaccine (OR 0.04, 95% CI 0.01-0.14), suggesting a protective association between the influenza vaccine and COVID-19. Their study had several limitations, such as the lack of availability of COVID-19 test kits or the samples limited to the workers of a single hospital [28].

Candelli et al [29] assessed 602 patients with COVID-19 enrolled at the emergency department in a hospital in Italy, of whom 24.9% had been previously vaccinated against influenza. They found that influenza immunization was independently associated with a lower risk of death at 60 days (OR 0.20, 95% CI 0.08-0.46).
A study conducted in Brazil [30] included 92,664 confirmed cases of COVID-19, of whom 31.1% had been recently vaccinated against influenza. They found that the vaccinated individuals were at a lower risk of needing intensive care for COVID-19 (OR 0.92, 95% CI 0.86-0.99), a lower risk of needing respiratory support (OR 0.81, 95% CI 0.74-0.88), and lower odds of mortality (OR 0.82, 95% CI 0.75-0.89) [30].

In a systematic review [31] including 12 studies, the authors examined whether influenza vaccination affects the risk of being infected with SARS-CoV-2 and the risk of complicated illness or poor outcomes among patients with COVID-19, all of whom having been confirmed cases through PCR testing. They concluded that influenza vaccination is unlikely to be associated with an increase in the risk of COVID-19 infection or severity and the risk of associated death [31].

There are reports from some countries with high influenza vaccination rates and high incidences of COVID-19 and mortality [32,33]. For instance, Kline et al [33] compared people vaccinated against influenza with unvaccinated individuals admitted to hospital for COVID-19, and they found no differences in the rate of admission to the intensive care unit, intubation, or other complications [33]. Our results follow these same trends in a cohort of the general population attended to in the PHC system and not only hospitalized patients.

**Limitations**

We need to consider that our results correspond to the first wave of the COVID-19 pandemic, when there were more negative outcomes and mortalities due to COVID-19 than in the subsequent waves in our setting; thus, this higher statistical power allowed us to detect differences. Furthermore, in subsequent waves, more confounders might have been present, such as COVID-19 vaccination or effects of the different SARS-CoV-2 variants, making it more difficult to manage their potential effect in the analysis of the outcomes of the infection.

We also need to bear in mind that the target population for the influenza vaccine in our country are people older than 60 years, individuals with chronic comorbidities or immunodeficiency, and health care workers among others [34], some of them being at a high risk of COVID-19 complications, which is why confounding variables were used to adjust the logistic regression model [35]. Nevertheless, estimates of the effectiveness of the influenza vaccine have been frequently confounded, indicating that a different approach should be used with alternative study designs, different from the typical methods used to study drug exposure [36-38].

Among other limitations of our study is the reliability of the COVID-19 diagnoses; we included individuals without a confirmed result, as during the first wave of the pandemic in our setting, PCR tests were not always performed. This limitation has been described in other studies including those conducted at the beginning of the pandemic when diagnostic tests for COVID-19 were not widely available and clinical algorithms were used to assess COVID-19 diagnoses [39]. We compared our number of COVID-19 cases with the official COVID-19 case numbers provided by the AQuAS during the pandemic [24]. Another limitation is the lack of hospital information: we could not capture ICU admissions, ventilation, or treatments administered upon admission, which clearly have an influence on the prognosis and outcomes of COVID-19. Finally, we have not conducted any subgroup analysis that could have indicated any condition potentially resulting in any benefit or harm from influenza vaccination.

**Conclusions**

In conclusion, we were not able to establish a protective role of the immunity conferred by the influenza vaccine on the outcomes of COVID-19 infection. Nonetheless, our study adds more evidence to the analysis of the possible link between the quality of the conferred immunity and outcomes of COVID-19 infection, and it has some strengths, such as the large cohort size, its representativeness with respect to the general population, and the completeness of its sociodemographic data. We have already highlighted that our cohort comprises individuals who received care from the PHC system; hence, we have estimated the risk of complications for a different population from the hospitalized individuals who are usually assessed in multiple studies.
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Abstract

Background: Loneliness and social isolation are global public health challenges. Sensory impairments (SIs) are highly prevalent among older adults but are often ignored as a part of normal aging. Identifying the role of SIs in loneliness and social isolation could provide insight into strategies for improving public health among older adults.

Objective: This study aims to analyze the effects of SIs on loneliness and social isolation among older adults in rural and urban China.

Methods: This cohort study of 3069 older adults (aged 60+) used data from 4 waves (2011, 2013, 2015, and 2018) of the China Health and Retirement Longitudinal Study (CHARLS), a nationally representative survey of adults aged 45 years or older. SIs include hearing impairment (HI), vision impairment (VI), and dual sensory impairment (DSI). DSI is defined as the co-occurrence of VI and HI. Participants with complete data on hearing, vision, social isolation, and loneliness were included in the analysis. Generalized estimating equation models adjusted for covariates were used to examine the relationships of DSI with loneliness and social isolation among older adults.

Results: Older adults in rural areas have higher prevalence of DSI, loneliness, and social isolation than their urban counterparts. In rural areas, participants with VI only (odds ratio [OR] 1.34, 95% CI 1.12-1.62; \( P = 0.02 \)), HI only (OR 1.32, 95% CI 1.02-1.71; \( P = 0.03 \)), and DSI (OR 1.84, 95% CI 1.56-2.18; \( P < 0.01 \)) were more likely to experience loneliness compared with participants without SIs. DSI showed a statistically significant association with loneliness compared with VI only (OR 1.37, 95% CI 1.22-1.54; \( P = 0.03 \)) and HI only (OR 1.39, 95% CI 1.13-1.72; \( P = 0.02 \)). In urban areas, participants with VI only (OR 2.44, 95% CI 1.57-3.80; \( P < 0.01 \)), HI only (OR 2.47, 95% CI 1.41-4.32; \( P = 0.02 \)), and DSI (OR 1.88, 95% CI 1.24-2.85; \( P = 0.03 \)) were more likely to experience loneliness compared with participants without SIs. DSI was not associated with the increased likelihood of loneliness compared with HI only or VI only. SIs were not associated with social isolation among older adults in urban and rural areas. Until 2018, 86.97% (2669/3069) reported VI, but only 27.11% (832/3069) and 9.45% (290/3069) were treated with glasses and cataract surgery, respectively; besides, 75 individuals received both glasses and cataract surgery treatment. The prevalence of HI was 74.39% (2283/3069) in 2018, but only 0.72% (22/3069) were treated with a hearing aid.

Conclusions: SIs are associated with an increased risk of loneliness rather than social isolation. A compounded risk of DSI on loneliness exists in rural areas rather than in urban areas. These findings expand our knowledge about the effects of SIs on loneliness and social isolation in non-Western populations. Interventions targeting HI only and DSI might be particularly effective for mitigating loneliness of older adults in urban and rural areas, respectively. Considering the high prevalence and low treatment rate of SIs, measures should be taken to make treatment more accessible.

(JMIR Public Health Surveill 2022;8(11):e39314) doi:10.2196/39314
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Introduction

Sensory impairments (SIs), comprising hearing impairment (HI), vision impairment (VI), and dual sensory impairment (DSI), are highly prevalent among older adults and increases with age [1]. The World Health Organization (WHO) reported that at least 2.2 billion people have VI or blindness [2]. It is estimated that approximately 1 in 10 people globally will have HI in 2050 [3]. With the increasing number of people with HI or VI, the prevalence of the co-occurrence of VI and HI, termed DSI, is expected to increase rapidly [4]. Previous studies have found that HI and VI have negative effects on mortality [5] and DSI worsens the effect of single SI [6]. Moreover, the negative effects of SIs on health outcomes among older adults are often overshadowed by the negative effects of chronic diseases and functional impairment [7,8]. The effects of SIs for older adults cannot be ignored and merit in-depth exploration.

SIs impose communication difficulties [9,10], difficulties with activities of daily living (ADL) [11], and decreased social participation [4,12], which may lead to impoverished social relationships, such as loneliness and social isolation. Loneliness is a subjective measure of an individual’s perceived discrepancy between desired and actual social interactions [13]. By contrast, social isolation refers to the objective state of estrangement, in which social connections are limited or absent [14]. Both loneliness and social isolation have become grand challenges of particular concerns for older adults given their independent association with a wide range of adverse health outcomes such as cognitive decline [15], depression [16,17], and mortality [14]. Reducing loneliness and social isolation in older adults is an important public health goal, which might be achieved by tackling modifiable risk factors or increasing social participation [18]. As a major obstacle of communication but a modifiable factor of aging, SIs merit more attention and addressing them may protect older adults against loneliness and social isolation.

Previous studies have examined the relationship between DSI and loneliness, but the results were inconsistent. For example, studies conducted in Western countries found an association between DSI and loneliness [19,20], whereas a study conducted in Malaysia did not support this association [21]. A paucity of research focused on the relationship between DSI and social isolation. Hajek and König [20] found a cross-sectional association between DSI and social isolation among Germans aged 40 and older. However, there is a complete lack of studies investigating the longitudinal relationship between DSI and social isolation. Given the geographic, racial, and cultural differences between Western and Asian populations, the relationships of DSI with loneliness and social isolation merit further research based on local conditions. China is changing rapidly in population aging and internal migration [22]. Awareness of DSI and its impact on loneliness and social isolation may be important to help Chinese older adults maintain a good quality of life and promote healthy aging. Moreover, due to great disparity existing in socioeconomic status and health care resources between rural and urban areas [23], older adults in rural areas might be at a higher risk of loneliness, social isolation, and DSI than those in urban areas. Thus, it is necessary to stratify the analyses by region of residence in this study.

To our knowledge, the longitudinal relationships of DSI with loneliness and social isolation in Chinese older adults have not been studied. Moreover, the relative relationship between older adults with DSI and those with single SI was less clear. In addition, whether the effect of DSI on loneliness and social isolation among older adults is similar between rural and urban areas remains unclear. Therefore, this study aims to assess the longitudinal relationships of DSI with loneliness and social isolation and examine whether these associations differ in rural and urban China.

Methods

Participants

The data used in this study were from the 2011, 2013, 2015, and 2018 waves of the China Health and Retirement Longitudinal Study (CHARLS). It is a nationally representative longitudinal study that surveys Chinese residents aged 45 years or older since 2011 (wave 1). It covers not only personal information and environmental information, but also factual information and attitude information, such as sociodemographic characteristics, socioeconomic status, health status, and psychological conditions. In the sampling method, a stratified (by per capita GDP of urban districts and rural counties) multistage (county/district-village/community household) random sampling strategy was adopted, and finally a total of 150 counties in 28 provinces of China were sampled [24]. The CHARLS baseline survey in 2011 included 17,708 respondents aged 45 years or older. Up to wave 4, 5587 respondents were lost to follow-up. For this study, we excluded older adults aged less than 60 years (n=7217) at baseline. Then, older adults with missing data (n=987) on main variables (SIs, loneliness, and social isolation) and who moved between urban and rural areas during follow-up (n=848) were excluded. Finally, a total of 3069 older adults who participated in all follow-up waves were included in our study, with 530 urban residents and 2539 rural residents (Multimedia Appendix 1).

Measures

Loneliness

Loneliness was measured by a single item of the Center for Epidemiological Studies Depression Scale (CESD), “In the last week, how often did you feel lonely?” [25]. This single measurement is highly correlated with multi-item loneliness scales, such as the University of California Los Angeles Loneliness Scale, and has been used in many previous studies [26,27]. Based on previous research experience [25,26], respondents were considered lonely if they feel lonely on some days (1-2 days), occasionally (3-4 days), or most of the time (5-7 days). Respondents were considered not lonely if they feel lonely rarely or none of the time (<1 day).
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Social Isolation
We created an index of social isolation by giving 1 point for each of being unmarried, living alone, having less than weekly contact (by phone, in person, or by email) with children, and not participating in any social activities over the last month (eg, interacted with friends; played chess or cards; went to sport, social, or other clubs). Scores ranged from 0 to 4, with higher scores indicating a higher level of social isolation. Because of the positively skewed distribution of social isolation scores, we categorized participants according to the top quintile (>1 for social isolation) [28].

Sensory Impairments
The self-reported data on VI were composed of 2 questions: (1) “How good is your vision for seeing things at a distance (with glasses or corrective lenses), like recognizing a friend from across the street?” and (2) “How good is your vision for seeing things up close (with glasses or corrective lenses), like reading ordinary newspaper print?” For each question, the responses included “excellent,” “very good,” “good,” “fair,” or “poor.” We identified respondents as having VI if they reported fair or poor vision (for either long distance or near vision). One question was used to assess HI, “Is your hearing excellent, very good, good, fair, or poor (with a hearing aid if you normally use it and without if you normally don’t).” Participants were identified as having HI if they reported fair or poor hearing. When HI and VI were both present, participants were regarded as having DSI. SIs assessment and categorization was in accordance with previous studies [29,30].

Covariates
Sociodemographic characteristics, lifestyle factors, and health-related variables were considered as potential confounding variables. Demographic characteristics included gender (male/female), age (mean and SD), educational level (lower than primary school/primary school/middle school, or above), and household income. The household total annual income is the sum of all income at the household level including that from earning income, capital income, pension income, income from government transfers, other income, and the total income from other household members (eg, from parents, children, relatives). Lifestyle factors included smoking status (yes/no) and alcohol drinking (yes/no). Health-related variables were collected by asking their chronic health conditions and functional impairment. We categorized the self-reported chronic diseases into 3 groups (no chronic disease/1 chronic disease/multimorbidity). Functional impairment was assessed using the ADL scale which consists of 6 items including dressing, bathing or showering, eating, getting in or out of bed, toileting, and controlling urination and defecation. The ADL score ranges from 6 to 24, with a higher score indicating the worse ability of daily living activities [31].

Statistical Analysis
Descriptive statistics were used to describe the baseline characteristics of the sample. Continuous variables were summarized using means and SDs. Categorical variables were reported using numbers and percentages. The generalized estimating equation model assuming an independent working correlation structure was used to examine the associations of SIs with loneliness and social isolation among older adults in rural and urban areas during the follow-up period. We calculated the estimate odds ratios (ORs) and 95% CIs while adjusting for all identified confounders. Furthermore, in sensitivity analysis, we treated social isolation as a continuous variable to assess the robustness of the relationship between SIs and social isolation. A 2-sided P<.05 was considered statistically significant. Stata version 14.2 (StataCorp) was used for the data analyses.

Ethical Considerations
This study protocol was approved and organized by Peking University’s Institutional Review Board (IRB00001052-11015). All procedures were in accordance with the 1964 Declaration of Helsinki and its later amendments or comparable ethical standards. This survey was anonymous, and the answers were protected by privacy law. Written informed consents clarifying the study purposes were obtained from each participant before the survey.

Results
Tables 1 and 2 show the baseline characteristics of the urban and rural respondents, respectively. Mean (SD) age of the 3069 respondents was 66.02 (5.15) years, and 51.28% (1574/3069) were female. Of all participants, being more socially isolated or lonelier was associated with being older, being female, less educated, lower income, being a smoker, a higher level of functional impairment, more kinds of chronic diseases, and having 1 of the SIs. Until 2018, 83.8% (444/530) reported VI in urban areas, 45.5% (241/530) were treated with glasses, and 10.6% (56/530) were treated with cataract surgery. The prevalence of VI is 87.63% (2225/2539) in rural areas, but only 23.28% (591/2539) and 9.22% (234/2539) were treated with glasses and cataract surgery, respectively. Until 2018, 70% (371/530) and 75.31% (1912/2539) reported HI in urban and rural areas, but only 1.13% (6/530) and 0.63% (16/2539) were treated with a hearing aid, respectively (Multimedia Appendix 2).

Table 3 displays the prevalence of loneliness, social isolation, and SIs over time in urban and rural areas, respectively. The prevalence rates of loneliness, social isolation, and DSI are on the rise overall. At baseline (2011), 5.60% (172/3069) reported HI only, 25.48% (782/3069) reported VI only, and 54.90% (1685/3069) reported DSI. Participants in rural areas were more likely to report DSI (1442/2539, 56.79% vs 243/530, 45.85%; P<.001) and loneliness (847/2539, 33.36% vs 116/530, 21.89%; P<.001) than those in urban areas. There was no statistical difference in the prevalence of social isolation among urban and rural older adults at baseline. In 2018, the prevalence of social isolation in rural areas was higher than that in urban areas (739/2539, 29.11% vs 125/530, 23.58%; P=.01).
<table>
<thead>
<tr>
<th></th>
<th>No loneliness</th>
<th>Loneliness</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Low social isolation</th>
<th>High social isolation</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>215 (82.06)</td>
<td>47 (17.94)</td>
<td>.03</td>
<td>237 (90.46)</td>
<td>25 (9.54)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Female</td>
<td>199 (74.25)</td>
<td>69 (25.75)</td>
<td></td>
<td>203 (75.75)</td>
<td>65 (24.25)</td>
<td></td>
</tr>
<tr>
<td>Age, mean (SD)</td>
<td>66.37 (5.54)</td>
<td>66.67 (5.37)</td>
<td>.92</td>
<td>66.09 (5.11)</td>
<td>69.80 (6.25)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lower than primary school</td>
<td>40 (68.97)</td>
<td>18 (31.03)</td>
<td></td>
<td>38 (65.52)</td>
<td>20 (34.48)</td>
<td></td>
</tr>
<tr>
<td>Primary school</td>
<td>141 (73.06)</td>
<td>52 (26.94)</td>
<td></td>
<td>154 (79.79)</td>
<td>39 (20.21)</td>
<td></td>
</tr>
<tr>
<td>Middle school or above</td>
<td>233 (83.51)</td>
<td>46 (16.49)</td>
<td></td>
<td>248 (88.89)</td>
<td>31 (11.11)</td>
<td></td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Couple</td>
<td>357 (82.07)</td>
<td>78 (17.93)</td>
<td></td>
<td>413 (94.94)</td>
<td>22 (5.06)</td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>57 (60.00)</td>
<td>38 (40.00)</td>
<td></td>
<td>27 (28.42)</td>
<td>68 (71.58)</td>
<td></td>
</tr>
<tr>
<td>Household annual income, n (%)&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q1</td>
<td>85 (63.91)</td>
<td>48 (36.09)</td>
<td></td>
<td>80 (60.15)</td>
<td>53 (39.85)</td>
<td></td>
</tr>
<tr>
<td>Q2</td>
<td>176 (78.92)</td>
<td>47 (21.08)</td>
<td></td>
<td>193 (86.55)</td>
<td>30 (13.45)</td>
<td></td>
</tr>
<tr>
<td>Q3</td>
<td>39 (92.86)</td>
<td>3 (7.14)</td>
<td></td>
<td>40 (95.24)</td>
<td>2 (4.76)</td>
<td></td>
</tr>
<tr>
<td>Q4</td>
<td>114 (86.36)</td>
<td>18 (13.64)</td>
<td></td>
<td>127 (96.21)</td>
<td>5 (3.79)</td>
<td></td>
</tr>
<tr>
<td>Smoking status, n (%)</td>
<td></td>
<td></td>
<td>.52</td>
<td></td>
<td>.047</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>329 (78.71)</td>
<td>89 (21.29)</td>
<td></td>
<td>340 (81.34)</td>
<td>78 (18.66)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>85 (75.89)</td>
<td>27 (24.11)</td>
<td></td>
<td>100 (89.29)</td>
<td>12 (10.71)</td>
<td></td>
</tr>
<tr>
<td>Alcohol consumption, n (%)</td>
<td></td>
<td></td>
<td>.17</td>
<td></td>
<td>.02</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>287 (76.53)</td>
<td>88 (23.47)</td>
<td></td>
<td>302 (80.53)</td>
<td>73 (19.47)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>127 (81.94)</td>
<td>28 (18.06)</td>
<td></td>
<td>138 (89.03)</td>
<td>17 (10.97)</td>
<td></td>
</tr>
<tr>
<td>Activities of daily living, mean (SD)</td>
<td>6.2 (1.16)</td>
<td>6.3 (0.84)</td>
<td>.45</td>
<td>6.2 (0.95)</td>
<td>6.3 (1.65)</td>
<td>.22</td>
</tr>
<tr>
<td>Chronic disease, n (%)</td>
<td></td>
<td></td>
<td>.045</td>
<td></td>
<td>.78</td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>103 (83.06)</td>
<td>21 (16.94)</td>
<td></td>
<td>101 (81.45)</td>
<td>23 (18.55)</td>
<td></td>
</tr>
<tr>
<td>One</td>
<td>108 (82.44)</td>
<td>23 (17.56)</td>
<td></td>
<td>111 (84.73)</td>
<td>20 (15.27)</td>
<td></td>
</tr>
<tr>
<td>≥2</td>
<td>203 (73.82)</td>
<td>72 (26.18)</td>
<td></td>
<td>228 (82.91)</td>
<td>47 (17.09)</td>
<td></td>
</tr>
<tr>
<td>Sensory impairments, n (%)</td>
<td></td>
<td></td>
<td>.01</td>
<td></td>
<td>.77</td>
<td></td>
</tr>
<tr>
<td>No sensory impairments</td>
<td>80 (88.89)</td>
<td>10 (11.11)</td>
<td></td>
<td>73 (81.11)</td>
<td>17 (18.89)</td>
<td></td>
</tr>
<tr>
<td>Hearing impairment only</td>
<td>31 (83.78)</td>
<td>6 (16.22)</td>
<td></td>
<td>31 (83.78)</td>
<td>6 (16.22)</td>
<td></td>
</tr>
<tr>
<td>Vision impairment only</td>
<td>114 (71.25)</td>
<td>46 (28.75)</td>
<td></td>
<td>130 (81.25)</td>
<td>30 (18.75)</td>
<td></td>
</tr>
<tr>
<td>Dual sensory impairment</td>
<td>189 (77.78)</td>
<td>54 (22.22)</td>
<td></td>
<td>206 (84.77)</td>
<td>37 (15.23)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Italicized values denote statistical significance (P<.05) between the groups.

<sup>b</sup>Percentages were estimated over cases with valid data in every group.

<sup>c</sup>Chi-square test was not performed.

<sup>d</sup>Q1 was the poorest and Q4 was the richest. Q1: ≦ US $415; Q2: US $416-1981; Q3: US $1982-3391; Q4: >US $3391.
Table 2. Baseline characteristics of older adults in rural China (n=2539).

<table>
<thead>
<tr>
<th></th>
<th>No loneliness</th>
<th>Loneliness</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Low social isolation</th>
<th>High social isolation</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>879 (71.29)</td>
<td>354 (28.71)</td>
<td>,003&lt;,001</td>
<td>1038 (84.18)</td>
<td>195 (15.82)</td>
<td>.003</td>
</tr>
<tr>
<td>Female</td>
<td>813 (62.25)</td>
<td>493 (37.75)</td>
<td>,008&lt;,001</td>
<td>1041 (79.71)</td>
<td>265 (20.29)</td>
<td></td>
</tr>
<tr>
<td>Age, mean (SD)</td>
<td>65.69 (5.00)</td>
<td>66.26 (5.18)</td>
<td>,008&lt;,001</td>
<td>65.50 (4.83)</td>
<td>67.60 (5.72)</td>
<td>,001</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lower than primary school</td>
<td>695 (62.39)</td>
<td>419 (37.61)</td>
<td>,001&lt;,001</td>
<td>873 (78.37)</td>
<td>241 (21.63)</td>
<td></td>
</tr>
<tr>
<td>Primary school</td>
<td>809 (69.15)</td>
<td>361 (30.85)</td>
<td>,001&lt;,001</td>
<td>990 (84.62)</td>
<td>180 (15.38)</td>
<td></td>
</tr>
<tr>
<td>Middle school or above</td>
<td>188 (73.73)</td>
<td>67 (26.27)</td>
<td>,001&lt;,001</td>
<td>216 (84.71)</td>
<td>39 (15.29)</td>
<td></td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Couple</td>
<td>1504 (70.98)</td>
<td>615 (29.02)</td>
<td>1968 (92.87)</td>
<td>151 (7.13)</td>
<td>67.60 (5.72)</td>
<td>,001&lt;,001</td>
</tr>
<tr>
<td>Single</td>
<td>184 (44.76)</td>
<td>232 (55.24)</td>
<td>111 (26.43)</td>
<td>309 (73.57)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Household annual income, n (%)</strong>&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q1</td>
<td>412 (64.88)</td>
<td>223 (35.12)</td>
<td>446 (70.24)</td>
<td>189 (29.76)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q2</td>
<td>390 (61.42)</td>
<td>245 (38.58)</td>
<td>504 (79.37)</td>
<td>131 (20.63)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q3</td>
<td>508 (69.59)</td>
<td>222 (30.41)</td>
<td>635 (86.99)</td>
<td>95 (13.01)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q4</td>
<td>382 (70.87)</td>
<td>157 (29.13)</td>
<td>494 (91.65)</td>
<td>45 (8.35)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Smoking status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.32&lt;,.34</td>
</tr>
<tr>
<td>No</td>
<td>1119 (65.98)</td>
<td>577 (34.02)</td>
<td>1380 (81.37)</td>
<td>316 (18.63)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>573 (67.97)</td>
<td>270 (32.03)</td>
<td>699 (82.92)</td>
<td>144 (17.08)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Alcohol consumption, n (%)</strong></td>
<td></td>
<td></td>
<td>,87&lt;.52</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1139 (66.53)</td>
<td>573 (33.47)</td>
<td>1396 (81.54)</td>
<td>316 (18.46)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>553 (66.87)</td>
<td>274 (33.13)</td>
<td>683 (82.59)</td>
<td>144 (17.41)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Activities of daily living, mean (SD)</td>
<td>6.41 (1.16)</td>
<td>6.81 (1.68)</td>
<td>6.53 (1.37)</td>
<td>6.59 (1.35)</td>
<td>.40&lt;,.40</td>
<td></td>
</tr>
<tr>
<td><strong>Chronic disease, n (%)</strong></td>
<td></td>
<td></td>
<td>,001&lt;.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>494 (72.43)</td>
<td>188 (27.57)</td>
<td>563 (82.55)</td>
<td>119 (17.45)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>One</td>
<td>547 (70.13)</td>
<td>233 (29.87)</td>
<td>647 (82.95)</td>
<td>133 (17.05)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥2</td>
<td>651 (60.45)</td>
<td>426 (39.55)</td>
<td>869 (80.69)</td>
<td>208 (19.31)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Sensory impairments, n (%)</strong></td>
<td></td>
<td></td>
<td>,001&lt;.001</td>
<td></td>
<td></td>
<td>.09&lt;,.09</td>
</tr>
<tr>
<td>No sensory impairments</td>
<td>264 (77.65)</td>
<td>76 (22.35)</td>
<td>277 (81.47)</td>
<td>63 (18.53)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hearing impairment only</td>
<td>100 (74.07)</td>
<td>35 (25.93)</td>
<td>100 (74.07)</td>
<td>35 (25.93)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vision impairment only</td>
<td>441 (70.90)</td>
<td>181 (29.10)</td>
<td>507 (81.51)</td>
<td>115 (18.49)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dual sensory impairment</td>
<td>887 (61.51)</td>
<td>555 (38.49)</td>
<td>1195 (82.87)</td>
<td>247 (17.13)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Italicized values indicate statistical significance (P<.05) between the groups.

<sup>b</sup>Percentages were estimated over cases with valid data in every group.

<sup>c</sup>Chi-square test was not performed.

<sup>d</sup>Q1 was the poorest and Q4 was the richest. Q1: ≤ US $415; Q2: US $416-1981; Q3: US $1982-3391; Q4: >US $3391.
Table 3. The prevalence of loneliness, social isolation, and SIs\(^a\) in urban and rural China (N=3069).

<table>
<thead>
<tr>
<th>Setting</th>
<th>2011, n (%)</th>
<th>2013, n (%)</th>
<th>2015, n (%)</th>
<th>2018, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Urban areas (n=530)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Loneliness</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>414 (78.11)</td>
<td>441 (83.21)</td>
<td>429 (80.94)</td>
<td>402 (75.85)</td>
</tr>
<tr>
<td>Yes</td>
<td>116 (21.89)</td>
<td>89 (16.79)</td>
<td>101 (19.06)</td>
<td>128 (24.15)</td>
</tr>
<tr>
<td>Social isolation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>402 (75.85)</td>
<td>429 (80.94)</td>
<td>441 (83.21)</td>
<td>405 (76.42)</td>
</tr>
<tr>
<td>High</td>
<td>128 (24.15)</td>
<td>101 (19.06)</td>
<td>89 (16.79)</td>
<td>116 (21.89)</td>
</tr>
<tr>
<td>SIs</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No SIs</td>
<td>90 (16.98)</td>
<td>75 (14.15)</td>
<td>90 (16.98)</td>
<td>125 (23.58)</td>
</tr>
<tr>
<td>HI(^b) only</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>37 (6.98)</td>
<td>55 (10.38)</td>
<td>32 (6.04)</td>
<td>30 (5.66)</td>
</tr>
<tr>
<td>High</td>
<td>160 (30.19)</td>
<td>131 (24.72)</td>
<td>121 (22.83)</td>
<td>103 (19.43)</td>
</tr>
<tr>
<td>DSI(^d)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>243 (45.85)</td>
<td>270 (50.94)</td>
<td>312 (58.87)</td>
<td>341 (64.34)</td>
</tr>
<tr>
<td>Rural areas (n=2539)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Loneliness</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1692 (66.64)</td>
<td>1876 (73.89)</td>
<td>1732 (68.22)</td>
<td>1584 (62.39)</td>
</tr>
<tr>
<td>Yes</td>
<td>847 (33.36)</td>
<td>663 (26.11)</td>
<td>807 (31.78)</td>
<td>955 (37.61)</td>
</tr>
<tr>
<td>Social isolation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>2079 (81.88)</td>
<td>2071 (81.57)</td>
<td>2023 (79.68)</td>
<td>1800 (70.89)</td>
</tr>
<tr>
<td>High</td>
<td>460 (18.12)</td>
<td>468 (18.43)</td>
<td>516 (20.32)</td>
<td>739 (29.11)</td>
</tr>
<tr>
<td>SIs</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No SIs</td>
<td>340 (13.39)</td>
<td>284 (11.19)</td>
<td>207 (8.15)</td>
<td>209 (8.23)</td>
</tr>
<tr>
<td>HI only</td>
<td>135 (5.32)</td>
<td>163 (6.42)</td>
<td>123 (4.84)</td>
<td>105 (4.14)</td>
</tr>
<tr>
<td>VI only</td>
<td>622 (24.50)</td>
<td>568 (22.37)</td>
<td>460 (18.12)</td>
<td>418 (16.46)</td>
</tr>
<tr>
<td>DSI</td>
<td>1442 (56.79)</td>
<td>1524 (60.02)</td>
<td>1749 (68.89)</td>
<td>1807 (71.17)</td>
</tr>
</tbody>
</table>

\(^a\)SI: sensory impairments.  
\(^b\)HI: hearing impairment.  
\(^c\)VI: vision impairment.  
\(^d\)DSI: dual sensory impairment.  
\(^e\)Compared with urban areas.  
\(^f\)\(P<.001\).  
\(^g\)\(P<.05\).

As shown in Figure 1, among older adults in urban areas, participants with VI only (OR 2.44, 95% CI 1.57-3.80; \(P<.001\)), HI only (OR 2.47, 95% CI 1.41-4.32; \(P=.002\)), and DSI (OR 1.88, 95% CI 1.24-2.85; \(P=.003\)) were more likely to experience loneliness compared with participants without SIs. Compared with HI only (OR 0.76, 95% CI 0.49-1.17; \(P=.22\)) or VI only (OR 0.77, 95% CI 0.59-1.01; \(P=.06\)), DSI showed an insignificant association with loneliness. Among older adults in rural areas, participants with DSI were more likely to experience loneliness compared with those without SIs (OR 1.84, 95% CI 1.56-2.18; \(P<.001\)), those with VI only (OR 1.37, 95% CI 1.22-1.54; \(P<.001\)), and HI only (OR 1.39, 95% CI 1.13-1.72; \(P=.002\)). Both VI only (OR 1.34, 95% CI 1.12-1.62; \(P=.002\)) and HI only (OR 1.32, 95% CI 1.02-1.71; \(P=.03\)) were associated with increased feelings of loneliness. Regardless of the rural or urban location, the effects of SIs on social isolation were not statistically significant (urban areas: DSI vs no SIs: \(P=.50\); VI only vs no SIs: \(P=.92\); HI only vs no SIs: \(P=.87\); rural areas: DSI vs no SIs: \(P=.10\); VI only vs no SIs: \(P=.80\); HI only vs no SIs: \(P=.25\); Figure 2). The results of the sensitivity analysis were consistent with the main analysis (Multimedia Appendix 3).
Figure 1. Association between SIs and loneliness among older adults in urban and rural China. DSI: dual sensory impairment; HI: hearing impairment; SIs: sensory impairments; VI: vision impairment.

Figure 2. Association between SIs and social isolation among older adults in urban and rural China. DSI: dual sensory impairment; HI: hearing impairment; SIs: sensory impairments; VI: vision impairment.
Discussion

Principal Findings

Using longitudinal data from a nationally representative sample, this study provides an insight into the effect of DSI on loneliness and social isolation among Chinese older adults living in urban and rural areas. Results show that HI only, VI only, and DSI are each independently associated with a higher risk of loneliness in both urban and rural areas. HI and V1 have a synergistic relationship with loneliness in rural areas, but we did not observe such an effect in urban areas. Our findings supported the view that SI s did not affect social isolation.

There are multiple reasons why older adults in rural areas have higher prevalence of DSI, loneliness, and social isolation than their urban counterparts. Older adults in rural areas may rarely receive appropriate treatment measures when HI or VI appears, as they have fewer health care resources, lower access to several health information sources, and poorer socioeconomic status compared with their urban counterparts [32-34]. With rapid industrialization and urbanization, there is massive migration of younger and middle-aged people from rural to urban areas, leaving older adults to either live alone or with their spouse in rural areas. Older adults with SI s who lived in rural areas had poorer perceived tangible support than their urban counterparts [35]. Furthermore, public services and voluntary organizations in rural areas are less developed than those in urban areas; consequently, older adults in rural areas have less choices for participating in social activities [36]. Therefore, older adults in rural areas might be more likely to experience loneliness and social isolation.

Our study found that individuals with SI s experience more loneliness compared with those without SI s, which was consistent with other studies [19,37]. Older adults with SI s are often lonely but they are not necessarily socially isolated. One possible reason is that SI s influence loneliness by affecting communication with their closest relatives or friends, as loneliness is not caused by being alone but rather by the unmet affective gain of their closest relationship [38]. Previous studies have indicated that older adults with DSI were more prone to experiencing a breakdown in communication compared with those without SI s [39,40]. Older adults with HI may feel frustrated or embarrassed over their difficulty communicating, resulting in loneliness [41]. Another reason may be neural changes associated with SI s. HI may contribute to changes in the frontal lobe, which alter the regulation of emotion [42], that may contribute to the likelihood of loneliness.

Surprisingly, older adults with DSI are at a compounded risk of loneliness compared with those with HI only or VI only in rural areas, but not in urban areas. Previous studies reported similar results, but there was no difference in mental health between older adults with DSI and single SI [43-45]; however, these studies did not consider the regional difference. A typical cultural and personal value among Chinese older adults was that they do not tend to bother others or even their adult children as they perceived that people are very busy with their own lives; therefore, they scarcely bother to seek help even though they may be sick [46]. In other words, older adults almost do not depend on their children until they are unable to take care of themselves, although children are the main caregivers for their older parents in China. Older adults with HI only or VI only were able to compensate for their impairment in one sense with the other so that they could take care of themselves to some extent [37]. As a particularly vulnerable group with challenges, older adults with DSI probably have to count on their children [47]. In urban areas, older adults with DSI could get more attention and care from their children in a timely manner, which might help them relieve loneliness. Likewise, older adults with DSI also deserve more attention and care in rural areas. However, most of the rural adults out-migrate to the cities for work and cannot take care of their parents by their side. Phone calls appear to be the main way of communication between older adults and their children, but this may be limited by HI unfortunately. Moreover, older parents with DSI have to reduce social activities due to the lack of their caregivers’ help. Consequently, older parents with DSI who lived in rural areas may be at a higher risk to be lonely.

Previous cross-sectional studies have yielded conflicting results on the relationship between single SI and social isolation. A systematic review indicated that most studies found a relationship between HI and social isolation [41]. Kotwal et al. [48] also found that HI rather than VI was associated with social isolation among older adults. However, significant correlations were found between VI and social isolation in another study [20]. Interestingly, in this longitudinal study, social isolation of older adults with SI s were not fundamentally different from those without SI s. According to the Socioemotional Selectivity Theory, older adults may selectively narrow their range of social partners and focus more on their closest relationships [38]. Reduction in social networks is likely normal in older adults, regardless of their health status including SI s and ADL limitation. Notably, undesired social isolation represents a low quality of social relationships and is very closely related to loneliness [49,50]. This led us to speculate that SI s may affect undesired social isolation. Future research is needed to shed more light on this issue. In addition, given the high prevalence of social isolation found in this study, observation should continuously be made for any signs of negative health outcomes in older adults with social isolation. Besides, active steps should be taken to prevent older adults from being socially isolated. Maintaining ties with family members and friends is important for preventing social isolation among American older adults [50]. In the context of Chinese culture, social ties to children may be an important priority in older adults.

Implications and Contribution

Our findings provide some new inspiration for older adults to relieve loneliness. Many prior interventions were conducted to mitigate loneliness by stimulating socialization [51], but they rarely considered that SI s may prevent older adults from enrolling or adhering to an intervention. Furthermore, an individual may be lonely without being socially isolated [49]. Future interventions considering SI s might be more accessible and effective for reducing loneliness among older adults. Recently, efforts to improve hearing have already shown beneficial effects on loneliness [52,53]. However, 74.39% (2283/3069) of older adults reported HI in 2018, but only 0.72%
(22/3069) were treated with a hearing aid in this study. This study emphasized that preventing HI among older adults is of high priority to reduce their risk of loneliness. In addition, we propose that parents with single SI in urban areas and those with DSI in rural areas should be get more attention from their children.

**Strengths and Limitations**

A particular strength of this study is the longitudinal examination of the effects of DSI on loneliness and social isolation by region of residence in Chinese older adults. However, several limitations of this study should be noted. First, SIs were self-reported, which might result in some bias. Participants may overestimate or underestimate their abilities to see and hear. Further research should use clinical diagnostic measurements to verify the data. Second, due to data limitation, the severity of SIs was not measured. Although the prevalence of SIs in urban areas was lower than that in rural areas, whether the severity of SIs in urban areas is higher than that in rural areas remains unknown, as urban people are more likely to experience occupational noise exposure. Future studies are therefore needed to consider these issues as the more serious SIs older adults have, the more likely they are to have physical and mental health problems [37,54]. Finally, loneliness was assessed with only 1 question. Although this measure was widely used in the literature [25,26], it might be less reliable than a composite measure.

**Conclusion**

Overall, this study found that SIs were significantly associated with loneliness rather than social isolation among older adults living in both urban and rural China. A synergistic effect of HI and VI on loneliness was observed in rural areas, but such an effect was not found in urban areas. A better understanding of the longitudinal effect of SIs on loneliness by region of residence could help policy makers to allocate health resources and conduct targeted interventions accordingly.
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Abstract

\bf Background: \textmd{Stage-specific survival, according to the eighth edition of the American Joint Committee on Cancer (AJCC) pathological prognostic staging (PPS) on breast cancer (BC), between Chinese and White American women remains unclear.}

\bf Objective: \textmd{This study aimed to assess stage-specific survival in BC between Chinese and White American women according to the eighth AJCC PPS.}

\bf Methods: \textmd{We included Chinese and White American women with BC diagnosed between 2010 and 2018 from the Surveillance, Epidemiology, and End Results database. A chi-square test, the Kaplan–Meier method, a receiver operating characteristic (ROC) curve, and multivariate Cox proportional hazards models were used for data analysis.}

\bf Results: \textmd{We included 376,818 individuals in this study: 369,522 White American and 7296 Chinese. Of them, 149,452 (39.7\%) migrated from the seventh AJCC anatomic staging (AS) to the eighth AJCC PPS, 22,516 (6.0\%) were upstaged, and 126,936 (33.7\%) were downstaged. With a median follow-up duration of 44 months, the 5-year overall survival and cancer-specific survival (CSS) for the entire group were 87.4\% and 95.9\%, respectively. The seventh AJCC AS (P<.001) and the eighth AJCC PPS (P<.001) could significantly predict the survival outcomes of BC, and multivariate analysis revealed that both staging systems were significant prognostic indicators of CSS. The ROC curve revealed that the PPS had a better discriminating ability than the AS (area under the curve [AUC] 0.769 vs 0.753, P<.001). Similar trends were observed after stratification by the 2 ethnic groups. The eighth AJCC PPS had better discriminating ability than the seventh AJCC AS among both White American (AUC 0.769 vs 0.753, P<.001) and Chinese patients (AUC 0.790 vs 0.776, P<.001). In the seventh AJCC AS, Chinese women had better CSS in stage IA (P=.02), stage IIA (P=.005), and stage IIIB (P=.04) disease than White American women, but no significant CSS was observed in stage IB, IIB, IIIA, and IIIC disease between the 2 ethnic groups. Regarding the eighth AJCC PPS, Chinese women had better CSS in stage IA (P=.002) and IIIA (P=.046) disease than White American women, and CSS was similar in Chinese and White American women in other substages.}

\bf Conclusions: \textmd{The eighth AJCC PPS has a similar discriminative ability between White American and Chinese individuals with BC compared with the seventh AJCC AS. Therefore, the eighth AJCC PPS is also applicable to Chinese individuals with BC.}

DOI: 10.2196/40386
KEYWORDS
breast cancer; AJCC; American Joint Committee on Cancer; Chinese; White American; survival; surveillance; epidemiology; staging; pathological prognostic staging; AJCC stage; overall survival; cancer-specific survival

Introduction
Breast cancer (BC) is the most commonly diagnosed cancer among women, and 2,261,419 new cases were estimated to occur worldwide in 2020 [1]. The incidence of BC varies among different countries and racial and ethnic groups with age-adjusted rates of 129 per 100,000 population for White American and 75.1 per 100,000 population for Chinese women in the United States, while the rate was 30.69 per 100,000 population for Chinese women based on the Chinese population [2,3]. The survival outcomes are also discrepant in different races: White American individuals with BC have better cancer-specific survival (CSS) than African American individuals but poorer survival than Chinese individuals [4,5].

Traditional American Joint Committee on Cancer (AJCC) anatomic staging (AS) of BC includes tumor size (T), lymph nodes (N), and distant metastasis (M), which has been extensively used for predicting prognosis and guiding treatment in BC [6,7]. The eighth edition of the AJCC pathological prognostic staging (PPS) integrates the estrogen receptor (ER), progesterone receptor (PR), human epidermal growth factor-2 (HER2), and tumor grade into AS, which facilitates better precise prognostic stratification than AS [8-10]. However, the vast majority of the included patients for establishing the initial model of the eighth AJCC PPS were White American and Hispanic American [11], and whether the new PPS is also applicable to the Chinese individuals with BC remains unclear. As the country with the largest population worldwide, China has approximately 400,000 new BC cases annually, and previous studies have shown that Chinese patients have different morbidity and survival outcomes than White American patients [3,4,12]. Therefore, more ethnic-based studies are needed to explore the value of the PPS in Chinese individuals with BC to make this new staging more widely available.

Several studies have attempted to validate the value of the new staging in the Chinese population [13-15]. However, these studies included specific subgroups, such as T1-2N1 and triple-negative breast cancer (TNBC), which could not represent patients with BC in general [13-15]. In addition, the small sample size and the heterogeneity of treatment also made it difficult to accurately assess the value of the new staging in Chinese patients. In this study, we used a population-based cohort to compare stage-specific survival in BC between White American and Chinese women in accordance with the eighth AJCC PPS, and to expand the applicability of the new staging system in more races.

Methods

Data Source and Patient Selection
The patient data in this study were extracted from the Surveillance, Epidemiology, and End Results (SEER) database between 2010 and 2018. The SEER database collects information on cancer statistics, treatment, and survival, covering approximately 48% of the population in the United States [16]. Patients with the following criteria were included: (1) pathologically diagnosed with invasive BC; (2) White American or Chinese individuals with BC; (3) having detailed information on age, TNM stage, ER status, PR status, HER2 status, histology subtype, tumor grade, surgery, radiotherapy, and chemotherapy administration. Male patients, patients with contralateral BC, and those diagnosed with a distant metastatic stage were excluded from this study.

Variables and Endpoints
We selected the variables including age (<50, 50-70, and >70 years), race and ethnicity (White American and Chinese), grade (well-, moderately-, poorly differentiated, and undifferentiated), histological subtype (infiltrating duct carcinoma, lobular carcinoma, mixed, and other carcinomas), molecular subtype (luminal A, luminal B, HER2-enriched, and triple-negative BC), T stage (T0-T4), N stage (N0-N3), and the seventh and eighth AJCC staging (IA-IIIIC). The races and ethnicities of White American (code 01) and Chinese (code 04) were chosen for analysis using “Race/ethnicity” codes in the SEER database. The end point of this study was CSS, which was calculated as the time from BC diagnosis to the occurrence of BC-related death.

Ethical Considerations
This study was approved by the ethics committee of the First Affiliated Hospital of Xiamen University (Xiamen) and West China Hospital, Sichuan University (Chengdu; 2021GGB027). Informed consent is not required because the data were extracted from the SEER database after obtaining permission from the administrator. In addition, the privacy of the participants was well protected through anonymization and deidentification of their information.

Statistical Analysis
The Pearson chi-square test was used to compare the differences in baseline characteristics and stage migration changes between groups of Chinese and White American individuals with BC. The receiver operating characteristic (ROC) curve was used to identify the discriminating ability of the AS and PPS. The Kaplan–Meier method was used to plot the survival curves, and the log-rank test was used to compare the differences. Multivariate Cox proportional hazards models were used to calculate the independent risk predictors of CSS. Sensitivity analyses were used to investigate the effect of race on CSS after stratification by different AJCC substages. SPSS (version 22.0; IBM Corp) was used for analyzing all the data. A P value less than .05 was defined as the threshold for statistical significance.
**Results**

**Cohort Characteristics**

In total, 376,818 individuals with BC were identified in this study. Of them, 369,522 (98.1%) were White American and 7296 (1.9%) were Chinese. The proportions of patients aged <50, 50-70, and ≥70 years were 18.3% (n=68,833), 50.9% (n=191,831), and 30.8% (n=116,154), respectively. The majority of the patients had infiltrating ductal carcinoma (n=294,359, 78.1%), a low-grade tumor (n=279,429, 74.2%), luminal A subtype BC (n=288,545, 76.6%), T1-2 stage BC (n=347,931, 92.3%), and N0-1 stage BC (n=351,666, 93.3%).

Regarding the distribution of baseline characteristics between White American and Chinese individuals, the latter were more likely to be younger (P<.001) and have a lower-grade tumor (P<.001), infiltrating duct carcinoma (P<.001), luminal B or HER2-enriched subtype (P<.001), and a lower-stage tumor (P<.001) than White American participants. Among all participants, stage IA, IB, IIA, IIB, IIIA, IIIB, and IIC disease accounted for 53.3% (n=200,926), 2.3% (n=8,569), 23.0% (n=86,651), 11.1% (n=41,837), 5.9% (n=22,237), 2.0% (n=7649), and 2.4% (n=8949) of cases in the seventh AJCC AS and for 66.1% (n=249,173), 15.5% (n=58,405), 7.8% (n=29,379), 3.2% (n=12,116), 3.9% (n=14,800), 1.9% (n=7175), and 1.5% (n=5770) of cases in the eighth AJCC PPS, respectively.

With regard to the treatments, 96.1% (n=362,189) of the participants received surgical intervention, 52.7% (n=198,399) of them received radiotherapy, and 36.7% (n=139,160) of them received chemotherapy. White American participants were more likely to undergo breast-conserving surgery, while more Chinese participants were treated with mastectomy (P<.001). In addition, Chinese participants were more prone to receiving chemotherapy (P<.001), while White American patients were more likely to be treated with radiotherapy (P<.001). Detailed information on the study population is presented in Table 1.
<table>
<thead>
<tr>
<th>Variables</th>
<th>Total, n (%)</th>
<th>Race and ethnicity, n (%)</th>
<th>Chinese (n=7296)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age groups (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&lt;50</td>
<td>68,833 (18.3)</td>
<td>66,803 (18.1)</td>
<td>2030 (27.8)</td>
<td></td>
</tr>
<tr>
<td>50-69</td>
<td>191,831 (50.9)</td>
<td>188,051 (50.9)</td>
<td>3780 (51.8)</td>
<td></td>
</tr>
<tr>
<td>≥70</td>
<td>116,154 (30.8)</td>
<td>114,668 (31.0)</td>
<td>1486 (20.4)</td>
<td></td>
</tr>
<tr>
<td><strong>Grade</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Well differentiated</td>
<td>97,389 (25.8)</td>
<td>95,820 (25.9)</td>
<td>1569 (21.5)</td>
<td></td>
</tr>
<tr>
<td>Moderately differentiated</td>
<td>173,649 (46.1)</td>
<td>170,182 (46.1)</td>
<td>3467 (47.5)</td>
<td></td>
</tr>
<tr>
<td>Poorly differentiated or undifferentiated</td>
<td>105,780 (28.1)</td>
<td>103,520 (28.0)</td>
<td>2260 (31.0)</td>
<td></td>
</tr>
<tr>
<td><strong>Histology</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Infiltrating duct carcinoma</td>
<td>294,359 (78.1)</td>
<td>288,243 (78.0)</td>
<td>6116 (83.8)</td>
<td></td>
</tr>
<tr>
<td>Lobular carcinoma</td>
<td>39,292 (10.4)</td>
<td>38,880 (10.5)</td>
<td>412 (5.6)</td>
<td></td>
</tr>
<tr>
<td>Mixed</td>
<td>22,473 (6.0)</td>
<td>22,186 (6.0)</td>
<td>287 (3.9)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>20,694 (5.5)</td>
<td>20,213 (5.5)</td>
<td>481 (6.6)</td>
<td></td>
</tr>
<tr>
<td><strong>Molecular subtype</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Luminal A</td>
<td>288,545 (76.6)</td>
<td>283,251 (76.7)</td>
<td>5294 (72.6)</td>
<td></td>
</tr>
<tr>
<td>Luminal B</td>
<td>37,325 (9.9)</td>
<td>36,449 (9.9)</td>
<td>876 (12.0)</td>
<td></td>
</tr>
<tr>
<td>HER2-enriched</td>
<td>14,065 (3.7)</td>
<td>13,611 (3.7)</td>
<td>454 (6.2)</td>
<td></td>
</tr>
<tr>
<td>Triple-negative</td>
<td>36,757 (9.8)</td>
<td>36,086 (9.8)</td>
<td>671 (9.2)</td>
<td></td>
</tr>
<tr>
<td><strong>T (tumor size) stage</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>T0</td>
<td>164 (0.0)</td>
<td>160 (0.0)</td>
<td>4 (0.0)</td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>233,926 (63.1)</td>
<td>233,569 (63.2)</td>
<td>4357 (59.7)</td>
<td></td>
</tr>
<tr>
<td>T2</td>
<td>110,005 (29.2)</td>
<td>107,560 (29.1)</td>
<td>2445 (33.5)</td>
<td></td>
</tr>
<tr>
<td>T3</td>
<td>19,784 (5.3)</td>
<td>19,443 (5.3)</td>
<td>341 (4.7)</td>
<td></td>
</tr>
<tr>
<td>T4</td>
<td>8939 (2.4)</td>
<td>8790 (2.4)</td>
<td>149 (2.0)</td>
<td></td>
</tr>
<tr>
<td><strong>N (lymph nodes) stage</strong></td>
<td></td>
<td></td>
<td></td>
<td>.63</td>
</tr>
<tr>
<td>N0</td>
<td>272,990 (72.4)</td>
<td>267,686 (72.4)</td>
<td>5304 (72.7)</td>
<td></td>
</tr>
<tr>
<td>N1</td>
<td>78,676 (20.9)</td>
<td>77,149 (20.9)</td>
<td>1527 (20.9)</td>
<td></td>
</tr>
<tr>
<td>N2</td>
<td>16,203 (4.3)</td>
<td>15,895 (4.3)</td>
<td>308 (4.2)</td>
<td></td>
</tr>
<tr>
<td>N3</td>
<td>8949 (2.4)</td>
<td>8792 (2.4)</td>
<td>157 (2.2)</td>
<td></td>
</tr>
<tr>
<td><strong>Seventh version of the American Joint Committee on Cancer (AJCC) staging</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>IA</td>
<td>200,926 (53.3)</td>
<td>197,231 (53.4)</td>
<td>3695 (50.6)</td>
<td></td>
</tr>
<tr>
<td>IB</td>
<td>8569 (2.3)</td>
<td>8422 (2.3)</td>
<td>147 (2.0)</td>
<td></td>
</tr>
<tr>
<td>II A</td>
<td>86,651 (23.0)</td>
<td>84,765 (22.9)</td>
<td>1886 (25.8)</td>
<td></td>
</tr>
<tr>
<td>IIB</td>
<td>41,837 (11.1)</td>
<td>40,962 (11.1)</td>
<td>875 (12.0)</td>
<td></td>
</tr>
<tr>
<td>III A</td>
<td>22,237 (5.9)</td>
<td>21,827 (5.9)</td>
<td>410 (5.6)</td>
<td></td>
</tr>
<tr>
<td>III B</td>
<td>7649 (2.0)</td>
<td>7523 (2.0)</td>
<td>126 (1.7)</td>
<td></td>
</tr>
<tr>
<td>III C</td>
<td>8949 (2.4)</td>
<td>8792 (2.4)</td>
<td>157 (2.2)</td>
<td></td>
</tr>
<tr>
<td><strong>Eighth version of the AJCC staging</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>IA</td>
<td>249,173 (66.1)</td>
<td>244,477 (66.2)</td>
<td>4696 (64.4)</td>
<td></td>
</tr>
<tr>
<td>IB</td>
<td>58,405 (15.5)</td>
<td>57,236 (15.5)</td>
<td>1169 (16.0)</td>
<td></td>
</tr>
<tr>
<td>Variables</td>
<td>Total, n (%)</td>
<td>Race and ethnicity, n (%)</td>
<td>P value</td>
<td></td>
</tr>
<tr>
<td>--------------------</td>
<td>--------------</td>
<td>---------------------------</td>
<td>---------</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>White American (n=369,522)</td>
<td>Chinese (n=7296)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>28,722 (7.8)</td>
<td>657 (9.0)</td>
<td></td>
</tr>
<tr>
<td>IIA</td>
<td>29,379 (7.8)</td>
<td>28,722 (7.8)</td>
<td>657 (9.0)</td>
<td></td>
</tr>
<tr>
<td>IIB</td>
<td>12,116 (3.2)</td>
<td>11,843 (3.2)</td>
<td>273 (3.7)</td>
<td></td>
</tr>
<tr>
<td>IIIA</td>
<td>14,800 (3.9)</td>
<td>14,538 (3.9)</td>
<td>262 (3.6)</td>
<td></td>
</tr>
<tr>
<td>IIIB</td>
<td>7175 (1.9)</td>
<td>7023 (1.9)</td>
<td>152 (2.1)</td>
<td></td>
</tr>
<tr>
<td>IIIC</td>
<td>5770 (1.5)</td>
<td>5683 (1.5)</td>
<td>87 (1.2)</td>
<td></td>
</tr>
<tr>
<td>Surgery</td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>No surgery</td>
<td>14,145 (3.8)</td>
<td>13,867 (3.8)</td>
<td>278 (3.8)</td>
<td></td>
</tr>
<tr>
<td>Breast-conserving surgery</td>
<td>213,329 (56.6)</td>
<td>209,671 (56.7)</td>
<td>3658 (50.1)</td>
<td></td>
</tr>
<tr>
<td>Mastectomy</td>
<td>148,860 (39.5)</td>
<td>145,509 (39.4)</td>
<td>3351 (45.9)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>484 (0.1)</td>
<td>475 (0.1)</td>
<td>9 (0.1)</td>
<td></td>
</tr>
<tr>
<td>Radiotherapy</td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>167,183 (44.4)</td>
<td>163,677 (44.3)</td>
<td>3506 (48.1)</td>
<td></td>
</tr>
<tr>
<td>Beam radiation</td>
<td>187,640 (49.8)</td>
<td>184,138 (49.8)</td>
<td>3502 (48.0)</td>
<td></td>
</tr>
<tr>
<td>Radioactive implants</td>
<td>10,759 (2.9)</td>
<td>10,631 (2.9)</td>
<td>128 (1.80)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>11,236 (3.0)</td>
<td>11,076 (3.0)</td>
<td>160 (2.2)</td>
<td></td>
</tr>
<tr>
<td>Chemotherapy</td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>233,283 (63.1)</td>
<td>233,283 (63.1)</td>
<td>4375 (60.0)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>139,160 (36.9)</td>
<td>136,239 (36.9)</td>
<td>2921 (40.0)</td>
<td></td>
</tr>
</tbody>
</table>

Stage Migration

According to the seventh AJCC AS, 197,231 (53.4%), 8422 (2.3%), 84,765 (22.9%), 40,962 (11.1%), 21,827 (5.9%), 7523 (2.0%), and 8792 (2.4%) White American participants versus 3695 (50.6%), 147 (2.0%), 1886 (25.8%), 875 (12.0%), 410 (5.6%), 126 (1.7%), and 157 (2.2%) Chinese participants had stage IA, IB, IIA, IIB, IIIA, IIIB, and IIIC disease, respectively (P<.001; Table 1). According to the eighth AJCC PPS, 244,477 (66.2%), 57,236 (15.5%), 28,722 (7.8%), 11,843 (3.2%), 14,538 (3.9%), 7023 (1.9%), and 5683 (1.5%) White American participants versus 4696 (64.4%), 1169 (16.0%), 657 (9.0%), 273 (3.7%), 262 (3.6%), 152 (2.1%), and 87 (1.2%) Chinese participants had stage IA, IB, IIA, IIB, IIIA, IIIB, and IIIC disease, respectively (P<.001; Table 1). A total of 149,452 (39.7%) participants migrated from the seventh AJCC AS to the eighth AJCC PPS (n=22,516, 6.0% upstaged and n=126,936, 33.7% downstaged). Among the upstaged participants, 22,127 (6.0%) were White American and 389 (6.3%) were Chinese, while among the downstaged participants, 124,368 (33.6%) were White American and 2586 (35.2%) were Chinese (P=.004). Furthermore, the disease stages of 223,027 (60.4%) White American and 4339 (59.5%) Chinese participants remained unchanged. There was a significant difference in stage migration (upstaging, downstaging, and unchanging stage) between White American and Chinese participants (P=.004). The frequencies of stage discrepancies between White American and Chinese participants are shown in Table 2.
Table 2. The frequencies of stage discrepancies between White American and Chinese participants.

<table>
<thead>
<tr>
<th>Seventh AJCC AS</th>
<th>Eighth AJCC PPS</th>
<th>Total, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>IIA</td>
<td>IIB</td>
<td>IIIC</td>
</tr>
<tr>
<td>IA</td>
<td>IB</td>
<td>IIA</td>
</tr>
<tr>
<td>White American</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IA</td>
<td>183,587 (49.7)</td>
<td>13,644 (3.7)</td>
</tr>
<tr>
<td>IB</td>
<td>7984 (2.2)</td>
<td>438 (0.1)</td>
</tr>
<tr>
<td>IIA</td>
<td>48,507 (13.1)</td>
<td>14,764 (4.0)</td>
</tr>
<tr>
<td>IIB</td>
<td>4399 (1.2)</td>
<td>17,924 (4.9)</td>
</tr>
<tr>
<td>IIIA</td>
<td>0 (0)</td>
<td>10,466 (2.8)</td>
</tr>
<tr>
<td>IIIB</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>IIIC</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Chinese</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IA</td>
<td>3447 (47.2)</td>
<td>248 (3.4)</td>
</tr>
<tr>
<td>IB</td>
<td>143 (2.0)</td>
<td>4 (0.1)</td>
</tr>
<tr>
<td>IIA</td>
<td>1040 (14.3)</td>
<td>350 (4.8)</td>
</tr>
<tr>
<td>IIB</td>
<td>66 (0.1)</td>
<td>404 (5.5)</td>
</tr>
<tr>
<td>IIIA</td>
<td>0 (0)</td>
<td>163 (2.2)</td>
</tr>
<tr>
<td>IIIB</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>IIIC</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Total</td>
<td>244,477 (66.2)</td>
<td>57,236 (15.5)</td>
</tr>
</tbody>
</table>

aAJCC: American Joint Committee on Cancer.
bAS: anatomic staging.
cPPS: pathological prognostic staging.

Survival and Prognostic Analyses by Race and Ethnicity

With a median follow-up duration of 44 months (range 0-107 months), 42,522 deaths and 17,807 breast cancer–related deaths occurred. The Kaplan–Meier curves showed that 5-year overall survival and CSS for the entire group were 87.4% and 95.9%, respectively. The seventh AJCC AS (P<.001; Figure 1A) and the eighth AJCC PPS (P<.001; Figure 1B) could significantly predict the survival outcome of BC. Multivariate Cox proportional hazards analysis revealed that the AS and PPS both had significant prognostic predicting value in the study population (Table 3). Kaplan–Meier curves (Figure 1) and ROC curve (area under the curve [AUC] 0.769 vs 0.753, P<.001; Figure 2A) indicated that the eighth AJCC PPS had better discriminating ability than the seventh AJCC AS.

In White American participants, the AJCC AS (P<.001; Figure 3A) and the AJCC PPS (P<.001; Figure 3B) could also significantly predict survival and prognosis consistent with stages, and multivariate analysis showed that the 2 staging systems were significant prognostic predictors of CSS (Table 4). In addition, the eighth AJCC PPS had better discriminating ability than the seventh AJCC AS in White American participants (AUC 0.769 vs 0.753, P<.001; Figure 2B). Similar results were obtained for Chinese participants, in that the seventh AJCC AS (P<.001; Figure 4A) and the eighth AJCC PPS (P<.001; Figure 4B) both had significant prognostic values (Table 4), and the eighth AJCC PPS still showed better discriminating ability (AUC 0.790 vs 0.776, P<.001; Figure 2C) in this population.
Figure 1. Cancer-specific survival according to the anatomic staging (A) and pathological prognostic staging (B) systems for the entire cohort.
Table 3. Cox multivariate analysis for cancer-specific survival according to different staging systems.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Cancer-specific survival</th>
<th>P value</th>
<th>Hazard ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Hazard ratio (95% CI)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (year)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;50</td>
<td>N/A</td>
<td>.001</td>
<td>1.100 (1.055-1.146)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>50-69</td>
<td>1.115 (1.070-1.162)</td>
<td>&lt;.001</td>
<td>2.413 (2.314-2.517)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>≥70</td>
<td>2.458 (2.357-2.564)</td>
<td>&lt;.001</td>
<td>2.458 (2.357-2.564)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Race and ethnicity</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>1 (reference)</td>
<td>N/A</td>
<td>1 (reference)</td>
<td>N/A</td>
</tr>
<tr>
<td>Chinese</td>
<td>0.827 (0.732-0.934)</td>
<td>.002</td>
<td>0.827 (0.732-0.934)</td>
<td>.002</td>
</tr>
<tr>
<td>Histology</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Infiltrating duct carcinoma</td>
<td>1 (reference)</td>
<td>N/A</td>
<td>1 (reference)</td>
<td>N/A</td>
</tr>
<tr>
<td>Lobular carcinoma</td>
<td>1.037 (0.984-1.093)</td>
<td>.18</td>
<td>1.064 (1.009-1.121)</td>
<td>.02</td>
</tr>
<tr>
<td>Mixed</td>
<td>0.950 (0.888-1.016)</td>
<td>.13</td>
<td>0.978 (0.914-1.045)</td>
<td>.51</td>
</tr>
<tr>
<td>Other</td>
<td>0.919 (0.862-0.979)</td>
<td>.009</td>
<td>0.924 (0.867-0.984)</td>
<td>.01</td>
</tr>
<tr>
<td>Grade</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Well differentiated</td>
<td>1 (reference)</td>
<td>N/A</td>
<td>1 (reference)</td>
<td>N/A</td>
</tr>
<tr>
<td>Moderately differentiated</td>
<td>1.594 (1.503-1.690)</td>
<td>&lt;.001</td>
<td>1.544 (1.454-1.640)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Poorly differentiated or undifferentiated</td>
<td>2.862 (2.693-3.041)</td>
<td>&lt;.001</td>
<td>2.727 (2.126-2.427)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Molecular subtype</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Luminal A</td>
<td>1 (reference)</td>
<td>N/A</td>
<td>1 (reference)</td>
<td>N/A</td>
</tr>
<tr>
<td>Luminal B</td>
<td>0.894 (0.849-0.941)</td>
<td>&lt;.001</td>
<td>0.946 (0.898-0.996)</td>
<td>.03</td>
</tr>
<tr>
<td>HER2-enriched</td>
<td>1.164 (1.092-1.240)</td>
<td>&lt;.001</td>
<td>1.040 (0.975-1.110)</td>
<td>.23</td>
</tr>
<tr>
<td>Triple negative</td>
<td>2.224 (2.139-2.313)</td>
<td>&lt;.001</td>
<td>1.560 (1.482-1.641)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>T (tumor size) stage</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T0</td>
<td>1 (reference)</td>
<td>N/A</td>
<td>1 (reference)</td>
<td>N/A</td>
</tr>
<tr>
<td>T1</td>
<td>0.735 (0.477-1.133)</td>
<td>.16</td>
<td>0.623 (0.405-0.958)</td>
<td>.03</td>
</tr>
<tr>
<td>T2</td>
<td>1.007 (0.655-1.548)</td>
<td>.98</td>
<td>1.136 (0.739-1.745)</td>
<td>.56</td>
</tr>
<tr>
<td>T3</td>
<td>1.428 (0.927-2.201)</td>
<td>.11</td>
<td>1.555 (1.011-2.393)</td>
<td>.045</td>
</tr>
<tr>
<td>T4</td>
<td>2.072 (1.335-3.217)</td>
<td>.001</td>
<td>2.160 (1.402-3.329)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>N (lymph nodes) stage</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N0</td>
<td>1 (reference)</td>
<td>N/A</td>
<td>1 (reference)</td>
<td>N/A</td>
</tr>
<tr>
<td>N1</td>
<td>1.202 (1.132-1.276)</td>
<td>&lt;.001</td>
<td>1.369 (1.311-1.429)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>N2</td>
<td>1.618 (1.477-1.774)</td>
<td>&lt;.001</td>
<td>1.821 (1.714-1.935)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>N3</td>
<td>8.945 (8.212-9.745)</td>
<td>&lt;.001</td>
<td>2.261 (2.093-2.442)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Seventh edition of the American Joint Committee on Cancer (AJCC) staging</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IA</td>
<td>1 (reference)</td>
<td>N/A</td>
<td>__ b</td>
<td>N/A</td>
</tr>
<tr>
<td>IB</td>
<td>1.389 (1.196-1.612)</td>
<td>&lt;.001</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>IIA</td>
<td>2.029 (1.882-2.188)</td>
<td>&lt;.001</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>IIIB</td>
<td>2.791 (2.493-3.124)</td>
<td>&lt;.001</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>IIIC</td>
<td>3.399 (2.973-3.888)</td>
<td>&lt;.001</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>IIB</td>
<td>4.162 (3.575-4.843)</td>
<td>&lt;.001</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>IIC</td>
<td>8.945 (8.212-9.745)</td>
<td>&lt;.001</td>
<td>—</td>
<td></td>
</tr>
</tbody>
</table>
### Cancer-specific survival

<table>
<thead>
<tr>
<th>Variables</th>
<th>Hazard ratio (95% CI)</th>
<th>P value</th>
<th>Hazard ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eighth edition of the AJCC pathologic prognostic staging</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IA</td>
<td>—</td>
<td>N/A</td>
<td>1 (reference)</td>
<td>N/A</td>
</tr>
<tr>
<td>IB</td>
<td>—</td>
<td>—</td>
<td>1.541 (1.449-1.639)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>IIA</td>
<td>—</td>
<td>—</td>
<td>2.043 (1.894-2.202)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>IIB</td>
<td>—</td>
<td>—</td>
<td>2.534 (2.313-2.754)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>IIIA</td>
<td>—</td>
<td>—</td>
<td>2.773 (2.533-3.036)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>IIIB</td>
<td>—</td>
<td>—</td>
<td>3.060 (2.735-3.425)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>IIIC</td>
<td>—</td>
<td>—</td>
<td>4.380 (3.872-4.955)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

bNot available.

**Figure 2.** Receiver operating characteristic curve for predicting the discriminating value of the seventh and the eighth editions of the American Joint Committee on Cancer (AJCC) staging system in the entire cohort (A), White American women (B), and Chinese women (C).

**Figure 3.** Kaplan–Meier curve for cancer-specific survival according to the seventh (A) and eighth editions of the American Joint Committee on Cancer (B) staging system in White American women.
Figure 4. Kaplan–Meier curve for cancer-specific survival according to the seventh (A) and eighth editions of the American Joint Committee on Cancer (B) staging system in Chinese women.

Table 4. Cox multivariate analysis for cancer-specific survival according to race.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Cancer-specific survival</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Hazard ratio (95% CI)</td>
<td></td>
</tr>
<tr>
<td>White American</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seventh edition of the AJCC anatomic staging (AS)</td>
<td>1.358 (1.325-1.391)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Eighth edition of the AJCC pathological prognostic staging (PPS)</td>
<td>1.244 (1.223-1.265)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Chinese</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seventh edition of the AJCC AS</td>
<td>1.493 (1.225-1.818)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Eighth edition of the AJCC PPS</td>
<td>1.242 (1.082-1.427)</td>
<td>.002</td>
</tr>
</tbody>
</table>

Survival and Prognostic Analyses According to All Substages

According to the seventh AJCC AS, Chinese women had a better 5-year CSS in stage IA (98.6% vs 99.1%, P=.01), stage IIA (95.8% vs 97.7%, P<.001), and stage IIB (78.0% vs 86.5%, P=.01) disease than White American women, while no significant 5-year CSS was observed in those with stage IB (98.1% vs 99.3%, P=.37), IIB (93.1% vs 93.8%, P=.69), IIIA (88.9% vs 90.7%, P=.92), and IIIC (78.4% vs 79.6%, P=.93) disease (Figure 5). Multivariate Cox proportional hazards analysis revealed that race was an independent predictor in stage IA (hazard ratio [HR] 0.679, 95% CI 0.491-0.939, P=.02), IIA (HR 0.683, 95% CI 0.524-0.892, P=.005), and IIB (HR 0.616, 95% CI 0.392-0.969, P=.04) disease but not in stage IB (P=.56), IIB (P=.94), IIIA (P=.82), and IIIC (P=.70) disease (Table 5).

When further stratified by the eighth AJCC PPS, Chinese women had a better 5-year CSS in stage IA (98.7% vs 99.2%, P<.001), stage IIA (92.0% vs 94.8%, P=.049), and IIIA (85.5% vs 90.8%, P=.02) disease than White American women, and the 5-year CSS was not significant in those with stage IB (95.6% vs 96.3%, P=.44), IIB (89.4% vs 91.2%, P=.42), IIB (78.2% vs 78.2%, P=.89), and IIIC (64.5% vs 73.5%, P=.42) disease between White American and Chinese women (Figure 6). Cox multivariate analysis revealed that Chinese women had a better CSS in stage IA (HR 0.673, 95% CI 0.476-0.853, P=.002) and IIA (HR 0.689, 95% CI 0.478-0.994, P=.046) disease than White American women, but race was not a prognostic factor in those with stage IB (P=.85), IIA (P=.27), IIB (P=.90), IIB (P=.63), and IIIC (P=.25) disease (Table 5).
**Figure 5.** Survival curves for cancer-specific survival between White American and Chinese women with breast cancer according to the seventh edition of the American Joint Committee on Cancer substages. (A) Stage IA, (B) stage IB, (C) stage IIA, (D) stage IIB, (E) stage IIIA, (F) stage IIIB, and (G) stage IIIC.

**Table 5.** Cox multivariate analysis for cancer-specific survival between White American and Chinese women according to the seventh and eighth editions of the American Joint Committee on Cancer (AJCC) substages.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Seventh edition of the AJCC staging</th>
<th>Eighth edition of the AJCC staging</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Hazard ratio (95% CI)</td>
<td>$P$ value</td>
</tr>
<tr>
<td>Stage IA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White American</td>
<td>1 (reference)</td>
<td>N/A(^a)</td>
</tr>
<tr>
<td>Chinese</td>
<td>0.679 (0.491-0.939)</td>
<td>.02</td>
</tr>
<tr>
<td>Stage IB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White American</td>
<td>1 (reference)</td>
<td>N/A</td>
</tr>
<tr>
<td>Chinese</td>
<td>0.659 (0.163-2.663)</td>
<td>.56</td>
</tr>
<tr>
<td>Stage IIA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White American</td>
<td>1 (reference)</td>
<td>N/A</td>
</tr>
<tr>
<td>Chinese</td>
<td>0.683 (0.524-0.892)</td>
<td>.005</td>
</tr>
<tr>
<td>Stage IIB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White American</td>
<td>1 (reference)</td>
<td>N/A</td>
</tr>
<tr>
<td>Chinese</td>
<td>1.010 (0.790-1.292)</td>
<td>.94</td>
</tr>
<tr>
<td>Stage IIIA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White American</td>
<td>1 (reference)</td>
<td>N/A</td>
</tr>
<tr>
<td>Chinese</td>
<td>1.034 (0.780-1.372)</td>
<td>.82</td>
</tr>
<tr>
<td>Stage IIIB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White American</td>
<td>1 (reference)</td>
<td>N/A</td>
</tr>
<tr>
<td>Chinese</td>
<td>0.616 (0.392-0.969)</td>
<td>.04</td>
</tr>
<tr>
<td>Stage IIIC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White American</td>
<td>1 (reference)</td>
<td>N/A</td>
</tr>
<tr>
<td>Chinese</td>
<td>1.066 (0.769-1.477)</td>
<td>.70</td>
</tr>
</tbody>
</table>

\(^a\)N/A: not applicable.
Figure 6. Survival curves for cancer-specific survival between White American and Chinese women with breast cancer according to the eighth edition of the American Joint Committee on Cancer substages. (A) Stage IA, (B) stage IB, (C) stage IIA, (D) stage IIB, (E) stage IIIA, (F) stage IIIB, and (G) stage IIIC.

Discussion

Principal Findings

This study aimed to evaluate stage-specific survival in BC between Chinese and White American women in accordance with the eighth AJCC PPS. Our results show that the eighth AJCC PPS had a similar discriminating ability between White American and Chinese participants with BC compared with the seventh AJCC AS. Our study provides additional data on the use of new PPS in different races based on current real-world practices.

Advances in molecular biomarkers (ER, PR, and HER2) and their close relationship with treatment responses and prognosis rendered the traditional AS unable to meet the trend of individualized treatment [6,7,17]. The eighth AJCC PPS, which integrates the aforementioned biomarkers and grade, facilitates more precise prognosis prediction than the seventh AJCC AS [8-10]. However, the small sample size and treatment heterogeneity in their studies limited the application of the eighth AJCC PPS in BC. In our real-world study with a large sample size (n=376,818), the eighth AJCC PPS revealed better prognostic accuracy than the seventh AJCC AS (P.<0.001) and performed well with discriminating ability consistent with disease stages. Therefore, the new AJCC staging system could better predict prognosis and guide the treatment of BC.

Our study shows that 149,452 (39.7%) individuals with BC migrated from the AJCC AS to AJCC PPS, which was similar to the rates observed in previous studies (20.7%-52.8%) [10,18-22]. The downstaging rate was significantly higher than upstaging rate (33.7% vs 6.0%) in this study, and the results are consistent with those of previous studies (downstaging: 15.2%-42.1%; upstaging: 5.5%-41.0%) [10,18-22]. Change in stage leads to diverse therapeutic decisions. The new AJCC staging enabled 126,936 (33.7%) participants to be downstaged, and these patients might be exempt from the therapies, such as chemotherapy and radiotherapy, which could ensure efficacy and reduce the treatment burden of patients [23]. In our previous studies, we found that the new AJCC staging can accurately guide individualized treatment of patients with BC in clinical decision-making. Patients who were downstaged from the eighth AJCC PPS can safely avoid adjuvant chemotherapy or radiotherapy [24-26]. Therefore, the 8th AJCC staging better reflects the trend of personalized treatment. In addition, among the patients with stage changes in this study, White American participants had a higher upstaging rate than Chinese participants (6.0% vs 5.3%), while the latter had a higher downstaging rate than the former (35.2% vs 33.6%). The Will Rogers phenomenon might explain the differences in “stage migration” in individuals with cancer who are of different races. Differences in culture, education, and diet lead to differences in migration rates between different ethnic groups [27-29]. In addition, socioeconomic status might be another critical factor affecting stage distribution and survival outcomes in different races. A study by Kantor et al [30] included 259,852 individuals with BC who are of different races and reported that non-Hispanic Black individuals and those of lower socioeconomic status had a lower disease-specific survival, even in all substages of the PPS [30].

The initial model for establishing the new AJCC PPS in BC was based on 305,519 patients from National Cancer Database between 2010 and 2012 [11]. However, the majority of the participants were White American and Hispanic American [11]. Therefore, the applicability of the eighth edition of the AJCC staging in Asian individuals, especially in Chinese individuals, remains unclear. Several retrospective studies explored the value of new AJCC staging in Chinese individuals with BC. However, only partial subgroups of BC, such as T1-2N1 and TNBC were included [13-15,31]. The cohort study conducted by He et al [15] recruited patients with TNBC from Sun Yat-sen University Cancer Center (n=611) and the SEER database (n=31,941) to examine the prognostic value of the eighth AJCC PPS in...
comparison with the seventh AJCC AS. However, no significant discriminatory ability was observed between the 2 staging systems in Chinese individuals with BC in this study and patients from the SEER database [15]. The opposite result was obtained in another study conducted by Yang et al [31], which included 1556 Chinese individuals with BC and compared the prognostic value of the 2 staging systems. They found that the new AJCC PPS had better accuracy of prognosis prediction than AS in Chinese individuals with BC [28]. However, their sample size was relatively small, especially in the eighth AJCC PPS of stage IIB (n=83) and IIC (n=22). Therefore, their result might not accurately reflect the value of new staging [31]. In addition, most of the studies assessing the effect of the eighth AJCC PPS in the Chinese population lacked a comparison with the standard population, and their applicability may not be adequate [13-15,31]. In our study, we used a much larger sample to evaluate the new AJCC staging, and we observed a better discriminating value than that of the AJCC AS regardless of race. Therefore, our study better verified the applicability of the new staging in Chinese individuals with BC.

In a previous SEER study, Lim et al [4] reported that Chinese women with BC in the United States have better CSS than White American women, and the largest survival differences between Chinese and White American women were observed for stage I and node-negative cancers [4]. In this study, using the new AJCC staging, we found that Chinese women had superior CSS among those with stage IA and stage IIIA disease compared to White American women. The main reasons for this difference are not clear. The differences in treatment compliance and inherent genetic predisposition may lead to differences in survival between the 2 ethnic groups [32-35].

Limitations
There are several limitations to be acknowledged in this study. First, we extracted the patient data from the SEER database, and selection biases inherently existing in retrospective studies should not be disregarded. Second, although the sample size of the group of Chinese individuals was much larger than that in previous studies, the number of individuals in some substages, such as stage IIC (n=87), was still small. Therefore, the value of new AJCC staging in Chinese individuals with BC should be further explored. Third, details of treatment were not collected in the SEER database, including radiotherapy (technique, target volume, and radiation dose), chemotherapy regimens, endocrine therapy (regimen and duration), and targeted therapy, which may potentially affect the final analysis. Even with these limitations, our study reflects real-world practices and extends the applicability of the new staging.

Conclusions
In conclusion, our study suggests that the eighth AJCC PPS has a similar discriminating ability in White American and Chinese individuals with BC than the AJCC AS. Therefore, the new staging is also applicable to Chinese individuals with BC. Further studies are needed to explore the value of the PPS in Chinese individuals with BC.
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Abstract

Background: Monitoring progress toward population health equity goals requires developing robust disparity indicators. However, surveillance data gaps that result in undercounting racial and ethnic minority groups might influence the observed disparity measures.

Objective: This study aimed to assess the impact of missing race and ethnicity data in surveillance systems on disparity measures.

Methods: We explored variations in missing race and ethnicity information in reported annual chlamydia and gonorrhea diagnoses in the United States from 2007 to 2018 by state, year, reported sex, and infection. For diagnoses with incomplete demographic information in 2018, we estimated disparity measures (relative rate ratio and rate difference) with 5 imputation scenarios compared with the base case (no adjustments). The 5 scenarios used the racial and ethnic distribution of chlamydia or gonorrhea diagnoses in the same state, chlamydia or gonorrhea diagnoses in neighboring states, chlamydia or gonorrhea diagnoses within the geographic region, HIV diagnoses, and syphilis diagnoses.

Results: In 2018, a total of 31.93% (560,551/1,755,510) of chlamydia and 22.11% (128,790/582,475) of gonorrhea diagnoses had missing race and ethnicity information. Missingness differed by infection type but not by reported sex. Missing race and ethnicity information varied widely across states and times (range across state-years: from 0.0% to 96.2%). The rate ratio remained similar in the imputation scenarios, although the rate difference differed nationally and in some states.

Conclusions: We found that missing race and ethnicity information affects measured disparities, which is important to consider when interpreting disparity metrics. Addressing missing information in surveillance systems requires system-level solutions, such as collecting more complete laboratory data, improving the linkage of data systems, and designing more efficient data collection procedures. As a short-term solution, local public health agencies can adapt these imputation scenarios to their aggregate data to adjust surveillance data for use in population indicators of health equity.

(JMIR Public Health Surveill 2022;8(11):e38037) doi:10.2196/38037
Introduction

Background

Infectious disease surveillance systems are important information technologies used to identify outbreaks of infectious diseases, describe the current burden of the diseases, and monitor trends and disparities among populations [1]. However, many surveillance systems have data quality issues [2-4] that must be understood for the correct interpretation of data. Although informatics solutions exist for dealing with data quality issues in surveillance systems [3,5], the optimal solution for a specific surveillance system requires a deeper understanding of the contributing factors and the consequences of data quality issues in interpreting surveillance data. In this study, we focused on missing race and ethnicity information in surveillance systems and explored the effect of missingness on the calculated disparity measures to guide future informatics solutions.

We focused on health equity because racial and ethnic minority populations in the United States continue to experience a disproportionately high burden of poor health outcomes. These disparities can be attributed to persistent systemic racism against African American people in health care settings and medical research throughout the US history [6] and a range of social and structural factors such as residential segregation, lower opportunities for education, unemployment, and lower income [7]. Robust measures of population health using high-quality data are needed for a complete understanding of disparities in health outcomes [8]. Moreover, the data should be representative of the population without coverage bias. A systematic undercounting of communities of color in surveillance data [9], one type of coverage bias, is an example of systematic racism built into government databases, which may skew public health decision-making.

Public health surveillance systems are critical sources of information for measuring and monitoring disparities and evaluating public health initiatives to improve equity [10]. However, incomplete information on race and ethnicity may affect disparity measures. Missing race and ethnicity information has been a major limitation in different health care databases, such as birth certificate records in a large US health care system [11], Veterans’ health administration records [12], reported COVID-19 cases, and persons who received COVID-19 vaccinations in the United States [13]. A previous study found that incomplete race and ethnicity information in COVID-19 data resulted in an underrepresentation of disparities among racial and ethnic population groups [9]. The use of biased disparity measures in policy and funding decisions can perpetuate the legacy of systemic racism.

Objectives

We examined missing race and ethnicity information in chlamydia and gonorrhea surveillance data from 2007 to 2018 and used 5 imputation strategies to explore how missing demographic information could have impacted our measurement of racial and ethnic disparities. We chose chlamydia and gonorrhea for our exploration because they are among the most common notifiable conditions in the United States [14] and had an estimated total lifetime cost of US $1.0 billion in 2018 [15], and it is well established that non-Hispanic Black and Hispanic populations have persistently higher rates of diagnosed sexually transmitted infections (STIs) than White populations [16]. Our findings highlight the importance of understanding and addressing missing demographic data in surveillance systems to reduce systematic biases in the measures of racial and ethnic disparities.

Methods

Study Population and Data Sources

We conducted 2 sets of analyses: (1) a descriptive trend analysis to investigate the extent of missing race and ethnicity information across the 2 infections by reported sex (hereafter, sex) and year and (2) a scenario analysis to assess how the rate ratios (RRs) and rate differences (RDs) changed under different methods to redistribute diagnoses with incomplete demographic data to specific racial and ethnic groups. The study population differed in the descriptive trend analysis and the scenario analysis. For the descriptive trend analysis, we used aggregated state-level counts of all reported chlamydia and gonorrhea cases among male and female patients aged ≥15 years for 50 states and the District of Columbia from 2007 to 2018 (n=612 state-year observations for each infection in male or female patients). For the scenario analysis, we restricted the analysis to 2018 (n=51 state-level observations).

The counts of chlamydia and gonorrhea diagnoses were obtained from the Centers for Disease Control and Prevention’s (CDC) National Center for HIV Viral Hepatitis, STD, and TB Prevention AtlasPlus [17]. The underlying data are from the National Notifiable Disease Surveillance System, a complex surveillance system that is a collaboration among numerous local, state, and federal partners. Gonorrhea and chlamydia are reportable and nationally notifiable conditions. As such, states and territories have set requirements for laboratories and medical providers to report case information to public health departments. In turn, states voluntarily transmit case report data to the CDC, which secures and processes deidentified data that are then provided to disease-specific programs across the CDC [18,19]. This process is complex for several reasons. First, jurisdictions use various surveillance information systems [20]. Adding to the complexity of data collection is that not all newly identified cases are contacted by disease intervention specialists; jurisdictions follow state and federal guidelines regarding which STIs to prioritize for partner services. Chlamydia and gonorrhea cases generally receive a lower priority for follow-up than HIV and syphilis cases [21], which may lead to missing demographic and other information if the surveillance record is based exclusively on laboratory data that are automatically sent to the public health authority without an accompanying case report from the provider.
To establish rates and disparity measures, we used the 5-year American Community Survey 2018 [22] to determine the population in the United States by state, sex, and race and ethnicity. We limited our analysis to non-Hispanic Black, Hispanic, and non-Hispanic White persons because other racial and ethnic groups, including persons with multiple races, had small numbers of reported cases (59,687/1,755,510, 3.4% and 22,134/582,475, 3.8% of the total reported cases for chlamydia and gonorrhea during 2018, respectively). Although these other racial and ethnic groups are important, their small counts impeded our ability to produce stable rates and disparity measures. Male versus female sex was defined as a binary variable, which might represent sex at birth or current identity, as current gender identity is not systematically recorded in the surveillance data.

Ethical Considerations
The data used in this study were publicly available for direct download from the CDC in an aggregate and anonymized format without use restrictions (ie, number of cases per state by stratum). The granularity of the strata renders it impossible to reidentify the respondents. We did not need to seek a review from our Human Subjects Committee because the nature of the data and the research question were not considered human subjects research by University at Albany policy guidance.

Statistical Methods
The statistical methods had 4 parts. First, we conducted a descriptive trend analysis of the percentage of diagnoses with unknown race and ethnicity information for chlamydia and gonorrhea in male and female patients in each state from 2007 to 2018. This analysis produced descriptive statistics to explore variations by state, year, sex, and infection, and the Cochran-Armitage test [23] was used to explore the trends of chlamydia and gonorrhea among male and female patients. Second, we calculated the rates and 2 disparity measures based on the available demographic information. To measure racial and ethnic disparities, we chose both RR and RD, following best practices for reporting disparities using multiple measures [21]. Third, we redistributed the diagnoses with unknown race and ethnicity information in 2018 using 5 imputation scenarios. Fourth, we compared the disparity measures under different scenarios with the base case (disparity measures calculated using only available data and no adjustment for missing data) to evaluate the potential impact of missing data. Weights were not applied in the analyses because AtlasPlus provides the total number of known reported cases (ie, the full population) rather than a sample of cases.

Table 1 summarizes the 5 scenarios. The first scenario (scenario 1) was redistributed according to the reported chlamydia and gonorrhea diagnoses with known race and ethnicity information in the same state. We used 2 other methodologies that used available demographic data for chlamydia and gonorrhea diagnoses and redistributed diagnoses with unknown race and ethnicity to population groups based on known diagnoses in neighboring states (scenario 2) or the same region (scenario 3). Neighboring and regional data have been used in previous studies to impute aggregate-level spatial data [24]. Our fourth and fifth scenarios were based on available demographic information from HIV and syphilis in the same state in the same year (2018). These are 2 other common STIs with more complete racial and ethnic information because people with newly reported diagnoses of HIV and syphilis are prioritized for follow-up by disease intervention specialists as part of partner services programs for HIV and STI [25].

For the fourth and fifth scenarios, the racial and ethnic distributions of all 4 infections were not identical. For example, the number of chlamydia and gonorrhea diagnoses is larger among female patients than male patients, whereas the number of HIV and syphilis cases is larger among male than among female patients. However, HIV and syphilis surveillance data are commonly under the purview of surveillance staff and are likely to be accessible to data analysts who calculate disparity measures. Therefore, we added these scenarios as alternative methods for considering the impact of missing race and ethnicity information.

To measure disparities, we used both an absolute measure (RD) and relative measure (RR). Finally, we created visualizations to compare disparity measures produced in each scenario to the base case in which diagnoses with missing race and ethnicity information were excluded from the calculations.
in reported chlamydia diagnoses increased among both male patients ($Z=-127.97; P<.001$) and female patients ($Z=-74.08; P<.001$). However, the increasing trend was sharper for male patients, which resulted in closing the gap between the percentage of missing race and ethnicity information in reported chlamydia diagnoses among male and female patients in 2018.

Table 2 presents summary statistics of the percentage of missing race and ethnicity information among reported chlamydia and gonorrhea diagnoses for male and female patients in 50 states and the District of Columbia from 2007 to 2018. The results are stratified by female and male patients. For each year, the percentages reflect summary statistics of missingness across the 50 states and the District of Columbia. Overall, the reported chlamydia diagnoses had a higher frequency of missing race and ethnicity information than gonorrhea diagnoses, but differences in missingness between male and female patients were not remarkable. There was no clear trend when examining the median values of the percentage of missing racial and ethnic information across states. The range of missing data changed across states, with the minimum values remaining near 0% in all years for both infections but the maximum values increasing over time.

Table 1. Summary of imputation scenarios to assign race and ethnicity to reported diagnoses with incomplete demographic information.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base case</td>
<td>No adjustments. This scenario includes reported diagnoses with available race and ethnicity information in National Center for HIV, Viral Hepatitis, STD, and TB Prevention (NCHHSTP) AtlasPlus. Counts of diagnoses with missing race and ethnicity information are omitted from analysis.</td>
</tr>
<tr>
<td>Scenario 1</td>
<td>Reallocation based on reported chlamydia and gonorrhea diagnoses with known race and ethnicity from the same state. Within a state, the diagnoses with missing race and ethnicity information are reapportioned to a racial and ethnic group based on their distribution among known diagnoses. For example, if 50% of diagnoses have missing race and ethnicity information and among the remaining diagnoses, 40%, 20%, and 40% are recorded as Black, Hispanic, or White race and ethnicity, then the unknown diagnoses will be reassigned following the 40%-20%-40% distribution. This will not change the distribution of cases in terms of the percentage in each racial and ethnic group, but it does increase the number of diagnoses within each group.</td>
</tr>
<tr>
<td>Scenario 2</td>
<td>Reallocation based on reported chlamydia and gonorrhea diagnoses with known race and ethnicity from neighboring states. Within a state, the diagnoses with missing race and ethnicity information are reapportioned to a racial and ethnic group based on the distribution of known diagnoses in the states that share a contiguous border. In the case of Alaska and Hawaii, which do not have any neighboring states, this scenario does not adjust the rate.</td>
</tr>
<tr>
<td>Scenario 3</td>
<td>Reallocation based on information from states in the geographic region. Within a state, the diagnoses with missing race and ethnicity information are reapportioned to a racial and ethnic group based on their distribution in all states within the 4-level US Census region (Northeast, Midwest, South, and West).</td>
</tr>
<tr>
<td>Scenario 4</td>
<td>Reallocation based on information from HIV diagnoses within a state. Within a state, diagnoses with missing race and ethnicity information are reapportioned to a racial and ethnic group based on the distribution of HIV diagnoses, which do not have missing race and ethnicity data in NCHHSTP AtlasPlus.</td>
</tr>
<tr>
<td>Scenario 5</td>
<td>Reallocation based on information from syphilis diagnoses within a state. Within a state, diagnoses with missing race and ethnicity information are reapportioned to a racial and ethnic group based on the distribution of syphilis diagnoses, which do not have missing race and ethnicity data in NCHHSTP AtlasPlus.</td>
</tr>
</tbody>
</table>

In 2018, the number of chlamydia and gonorrhea diagnoses stratified by race and ethnicity was not available for Connecticut, and this state was excluded from all scenarios. In addition, the number of HIV diagnoses by race and ethnicity is suppressed for New Hampshire in 2018, and the rates for New Hampshire were not adjusted under scenario 4.

Results

Descriptive Trends

Figure 1 shows the annual trend of the percentage of missing race and ethnicity information among reported chlamydia and gonorrhea diagnoses by sex in 50 states and the District of Columbia from 2007 to 2018. The 2 solid lines represent the trends among male and female patients for reported chlamydia diagnoses, and the 2 dashed lines represent the trends among male and female patients for gonorrhea diagnoses. The percentage of missing race and ethnicity information was higher for chlamydia compared with gonorrhea. For each infection, female participants had a higher percentage of missing race and ethnicity data in 2007. The percentage of missing race and ethnicity information in reported gonorrhea diagnoses among female patients decreased over time (Cochran-Armitage 2-sided test for trend: $Z=28.71; P<.001$), but the corresponding indicator increased for reported gonorrhea diagnoses among male patients ($Z=-29.21; P<.001$). This resulted in a higher percentage of missing race and ethnicity information in reported gonorrhea diagnoses among male patients than among female patients in 2018. The percentage of missing race and ethnicity information across states. The range of missing data changed across states, with the minimum values remaining near 0% in all years for both infections but the maximum values increasing over time.
Figure 1. Percentage of reported chlamydia and gonorrhea diagnoses with missing race and ethnicity information in the United States (2007-2018). All 50 states and the District of Columbia are included. The national counts were developed by summing all counts from the states.
### Table 2. Percentage of reported chlamydia and gonorrhea diagnoses with missing race and ethnicity information in 50 states and District of Columbia (2007-2018).

<table>
<thead>
<tr>
<th>Sex and year</th>
<th>Chlamydia&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Gonorrhea&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Value, median (range; %)</td>
<td>IQR (Q1&lt;sup&gt;b&lt;/sup&gt;-Q3&lt;sup&gt;b&lt;/sup&gt;; %)</td>
</tr>
<tr>
<td><strong>Female patients</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2007</td>
<td>23.6 (1.2-73.6)</td>
<td>(13.4-36.1)</td>
</tr>
<tr>
<td>2008</td>
<td>25.5 (0-64.1)</td>
<td>(13.7-36.9)</td>
</tr>
<tr>
<td>2009</td>
<td>24.3 (3.1-64.3)</td>
<td>(15.0-35.2)</td>
</tr>
<tr>
<td>2010</td>
<td>29.2 (3.5-60.7)</td>
<td>(17.3-34.7)</td>
</tr>
<tr>
<td>2011</td>
<td>27.5 (0.9-57.0)</td>
<td>(15.7-34.5)</td>
</tr>
<tr>
<td>2012</td>
<td>23.5 (0.9-59.6)</td>
<td>(14.1-34.2)</td>
</tr>
<tr>
<td>2013</td>
<td>22.8 (0.4-62.6)</td>
<td>(13.8-36.7)</td>
</tr>
<tr>
<td>2014</td>
<td>27.4 (1.9-64.6)</td>
<td>(15.8-37.3)</td>
</tr>
<tr>
<td>2015</td>
<td>29.2 (1.4-88.8)</td>
<td>(14.2-40.6)</td>
</tr>
<tr>
<td>2016</td>
<td>27.2 (0.1-76.7)</td>
<td>(14.5-37.6)</td>
</tr>
<tr>
<td>2017</td>
<td>26.5 (0.2-92.5)</td>
<td>(14.0-39.3)</td>
</tr>
<tr>
<td>2018</td>
<td>26.9 (0.1-96.2)</td>
<td>(15.3-38.1)</td>
</tr>
<tr>
<td><strong>Male patients</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2007</td>
<td>19.9 (0.8-65.3)</td>
<td>(12.3-32.8)</td>
</tr>
<tr>
<td>2008</td>
<td>20.7 (0-51.3)</td>
<td>(12.4-33.2)</td>
</tr>
<tr>
<td>2009</td>
<td>21.4 (3.9-53.9)</td>
<td>(14.9-32.6)</td>
</tr>
<tr>
<td>2010</td>
<td>24.3 (3.5-50.2)</td>
<td>(17.7-32.4)</td>
</tr>
<tr>
<td>2011</td>
<td>23.9 (0.9-51.0)</td>
<td>(15.2-33.1)</td>
</tr>
<tr>
<td>2012</td>
<td>23.5 (0.5-58.8)</td>
<td>(13.4-31.0)</td>
</tr>
<tr>
<td>2013</td>
<td>24.6 (0.4-65.7)</td>
<td>(13.4-32.9)</td>
</tr>
<tr>
<td>2014</td>
<td>25.2 (1.7-70.2)</td>
<td>(15.4-33.3)</td>
</tr>
<tr>
<td>2015</td>
<td>26.8 (1.4-88.5)</td>
<td>(14.7-37.5)</td>
</tr>
<tr>
<td>2016</td>
<td>27.3 (0.2-77.0)</td>
<td>(14.6-36.0)</td>
</tr>
<tr>
<td>2017</td>
<td>25.9 (0.2-89.2)</td>
<td>(15.1-36.8)</td>
</tr>
<tr>
<td>2018</td>
<td>29.5 (0.1-92.2)</td>
<td>(16.3-37.0)</td>
</tr>
</tbody>
</table>

<sup>a</sup>The observations are the percentage of diagnoses with missing racial and ethnic information in the 50 states and the District of Columbia.

<sup>b</sup>Q1 and Q3 are the first and third quartiles (the 25th and 75th percentiles, respectively).

### Scenario Analysis

**Figure 2** shows how the absolute Black-White and Hispanic-White disparity measures changed under each imputation scenario for the 2018 data, with the calculated disparity measures presented in Table 3. The numerators comprise all reported diagnoses regardless of the mode of transmission. National counts were developed by summing all counts from the states, except Connecticut, for which the number of chlamydia and gonorrhea diagnoses were not available by race and ethnicity in 2018. The denominator is the population of the United States aged ≥15 years in the 50 states and the District of Columbia, except Connecticut. The dashed line represents the value for the base case. The 4 charts display the RDs for chlamydia (left), gonorrhea (right), female patients (top), and male patients (bottom). The orange bars represent Black-White RDs, and the blue bars represent Hispanic-White RDs. There are 6 bars for each RD to represent the base case and the 5 imputation scenarios. In the base case, the Hispanic-White RDs for both chlamydia and gonorrhea are smaller than the Black-White RDs (chlamydia, RD: 284.1 per 100,000 for female patients and 119.4 per 100,000 for male patients; gonorrhea, RD: 27.5 per 100,000 for female patients and 71.8 per 100,000 for male patients). Under each imputation scenario, the RD disparity measure was higher compared with the base case.
among male patients. The Hispanic-White RD increased by up to 25.9 per 100,000 among female vs and up to 60.5 per 100,000 among male patients.

**Figure 2.** Estimated Black-White and Hispanic-White rate differences (RDs) for chlamydia and gonorrhea under 5 scenarios to impute race and ethnicity for reported diagnoses with incomplete demographic data (2018).

![Chart showing rate differences for chlamydia and gonorrhea](image)

**Table 3.** Estimated Black-White and Hispanic-White rate differences (RDs) and rate ratios (RRs) for chlamydia and gonorrhea under 5 scenarios to impute race and ethnicity for reported diagnoses with incomplete demographic data (2018).

<table>
<thead>
<tr>
<th></th>
<th>Female</th>
<th>Male</th>
<th>Female</th>
<th>Male</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Chlamydia</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Black-White</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Base case</td>
<td>1210.8</td>
<td>5.1</td>
<td>917.3</td>
<td>7.2</td>
</tr>
<tr>
<td>Scenario 1</td>
<td>1750.9</td>
<td>5.2</td>
<td>1311.6</td>
<td>7.2</td>
</tr>
<tr>
<td>Scenario 2</td>
<td>1715.6</td>
<td>5.0</td>
<td>1305.5</td>
<td>7.1</td>
</tr>
<tr>
<td>Scenario 3</td>
<td>1705.1</td>
<td>5.0</td>
<td>1300.4</td>
<td>7.0</td>
</tr>
<tr>
<td>Scenario 4</td>
<td>1999.9</td>
<td>6.3</td>
<td>1241.1</td>
<td>7.2</td>
</tr>
<tr>
<td>Scenario 5</td>
<td>1766.5</td>
<td>5.2</td>
<td>1192.6</td>
<td>6.5</td>
</tr>
</tbody>
</table>

| **Gonorrhea**    |        |      |        |      |
| **Black-White**  |        |      |        |      |
| Base case        | 396.2  | 7.1  | 669.4  | 9.0  |
| Scenario 1       | 502.0  | 7.2  | 851.6  | 9.0  |
| Scenario 2       | 492.6  | 7.0  | 844.5  | 8.9  |
| Scenario 3       | 494.8  | 7.0  | 846.3  | 8.8  |
| Scenario 4       | 510.4  | 7.6  | 803.3  | 8.7  |
| Scenario 5       | 479.9  | 6.8  | 783.2  | 8.1  |

| **Hispanic-White** |        |      |        |      |
| **Base case**      | 284.1  | 2.0  | 119.4  | 1.8  |
| Scenario 1         | 501.8  | 2.2  | 205.2  | 2.0  |
| Scenario 2         | 400.3  | 1.9  | 171.9  | 1.8  |
| Scenario 3         | 462.9  | 2.1  | 192.0  | 1.9  |
| Scenario 4         | 494.2  | 2.3  | 287.6  | 2.4  |
| Scenario 5         | 412.4  | 2.0  | 212.5  | 2.0  |

**Table 3** displays the changes in the Black-White and Hispanic-White RRs under each scenario as a relative disparity measure, with the calculated disparity measures shown in **Table 3**. Its layout is similar to **Figure 2**, except that **Figure 3** shows the RR outcome and a value of 1.0 would indicate there is no observed disparity. Without any adjustment for missing race and ethnicity information (base-case scenario), the Black-White RR for chlamydia in 2018 was 5.1 for female and 7.2 for male patients. The Black-White RR for gonorrhea was 7.1 for female and 9.0 for male patients. In the base case, the Hispanic-White RRs for both chlamydia and gonorrhea were smaller than the Black-White RRs (chlamydia, RR: 2.0 for female and 1.8 for...
male patients; gonorrhea: RR: 1.4 for female and 1.9 per for male patients). Under each imputation scenario, the RR remained stable compared with the base case. For chlamydia, the Black-White RR did not change remarkably in any scenario among the female or male patients. The Hispanic-White RR did not change remarkably in any scenario among female or male patients. Moreover, the Hispanic-White RR showed no remarkable changes among female or male patients.

**Figure 3.** Estimated Black-White and Hispanic-White relative rate ratios (RRs) for chlamydia and gonorrhea under 5 scenarios to impute race and ethnicity for reported diagnoses with incomplete demographic data (2018).

At the state level, there was variation in how disparity measures changed under each scenario compared with the base case, with no adjustments for missing race and ethnicity information. **Figure 4** presents dumbbell charts to illustrate how RDs for Black-White and Hispanic-White disparities among reported chlamydia diagnoses differ for each state under scenario 3 compared with the base case. This scenario and infection are presented for illustration, and all figures corresponding to other scenarios for each infection are available in the Multimedia Appendix 1. States were grouped into 3 categories based on their percentage of missing race and ethnicity information (0%-14% missing, 15%-29% missing, and ≥30% missing). The rate difference (x-axis) refers to the difference between the 2 diagnosis rates and is measured as diagnoses per 100,000 individuals. The gray dot is the base case, and the colored dot (orange or blue) is the scenario 3 value. The top and bottom panels display the RDs for the Black-White and Hispanic-White disparities, respectively. These patients were stratified according to sex. Each dumbbell represents the difference between the observed RD in the base-case scenario (gray dot) and the estimated RDs in scenario 3 (orange or blue dots). States that had larger discrepancies in their RDs after scenario 3 missing data adjustment had longer dumbbells. Under scenario 3, larger changes occurred in states with ≥30% of diagnoses with missing race and ethnicity information. The differences in RDs in scenario 3 versus the base case were more pronounced among female diagnoses and Black-White disparities. These qualitative conclusions were consistent when considering the other scenarios and gonorrhea (Multimedia Appendix 1).

**Figure 5** illustrates the changes in state-level RRs for chlamydia diagnoses, comparing scenario 3 with the base case. This is the same interpretation as that shown in **Figure 4**. Similar to the findings from **Figure 4** (RDs), there were larger differences in RRs among states with a higher percentage of missing race and ethnicity information, and RR differences were more pronounced for Black-White disparities. However, there was no clear pattern based on sex. These qualitative conclusions were consistent when considering the other scenarios and gonorrhea (Multimedia Appendix 1).
Figure 4. Illustration of changes in rate differences (RDs) as an absolute disparity measure for chlamydia across states with varying levels of missing race and ethnicity information using scenario 3 (reallocation based on information from states in the geographic region, for 2018).
Figure 5. Illustration of changes in relative rate ratios (RRs) as relative disparity measures for chlamydia across states with varying levels of missing race and ethnicity information using scenario 3 (reallocation based on information from states in the geographic region, for 2018).

Discussion

Principal Findings

To explore the impact of missing race and ethnicity information on disparity measures, we used 5 scenarios to redistribute diagnoses with missing race and ethnicity information and compared our estimated disparity measures to the base-case scenario that excluded diagnoses with missing demographic data. Nationally, the absolute disparity measures notably increased in the 5 imputation scenarios for both the infections and sexes. By contrast, at the national level, the relative disparity measures did not change notably under the 5 scenarios. States with higher percentages of missing race and ethnicity information experienced larger changes in their disparity measures when the information was imputed [26]. Our analysis provides several solutions to assess potential bias from missing demographic information. Choosing the best approach depends on the contextual factors of the affected population. For example, scenarios 4 and 5 may not be the best solutions for chlamydia and gonorrhea because of the differences between the race and ethnicity distributions of the chosen infections. However, these scenarios might be appropriate for other diseases that have similar race and ethnicity distributions. Similarly, scenarios 2 and 3 may not be appropriate for geographic regions that have a very different distribution of race and ethnicity than the population in their neighboring or regional states.

Prior research on cancer has shown how absolute and relative disparity measures can yield different conclusions about trends in population disparities and that the lack of a framework for measuring disparities can yield inconsistent communications about cancer-related health disparities and measuring progress toward national goals [15]. Absolute and relative measures take
different perspectives on which aspects of population health to assess, and selecting a measure requires careful thinking about methodological issues as well as ethical and conceptual matters [15]. For example, a population health perspective prioritizes an absolute measure as a method to reflect the number of cases that would be averted from an intervention [15]. Our finding that the absolute measure was more sensitive to missing racial and ethnic information than the relative measure confirms that careful consideration is needed to select an appropriate disparity measure and interpret situations in which absolute and relative disparity measures diverge.

There are several reasons why the demographic data for reported chlamydia and gonorrhea diagnoses may be incomplete. Although standardized recommendations exist for collecting race and ethnicity information [27], demographic data collection is incomplete and inconsistent across jurisdictions and health care systems [28,29]. Incomplete collection of race and ethnicity information might result from individuals not disclosing information about their race and ethnicity because of mistrust or if they are provided with limited response options that do not match their self-identity [30]. Local health agencies’ efforts to follow up on reported diagnoses to collect additional demographic information can be costly and inefficient [31].

Implications for Practice

In our experience and based on conversations with practitioners in the field, there are 3 primary sources of race and ethnicity information for newly diagnosed chlamydia and gonorrhea infections. First, diagnostic data may be obtained from laboratory reports that are automatically submitted to health departments, which frequently omit race and ethnicity information. Second, providers may submit case reports of notifiable conditions. Although these case reports should have race and ethnicity information, they may be incomplete, and passive surveillance systems based on laboratory data and case reports may have missing demographic information unless states can do active surveillance to obtain case reports on laboratory reports for which there is no matched case report. Third, race and ethnicity information may have been collected by disease intervention specialists through partner service interviews. However, interviews are less frequently conducted for gonorrhea and chlamydia following the CDC guidelines to prioritize HIV and syphilis for outreach [21]; furthermore, the high number of gonorrhea and chlamydia cases makes it infeasible to interview all individuals. Promising strategies for improving data quality include strengthening relationships with providers to improve the completeness of reporting, focusing on large-volume providers, and updating surveillance systems to use standardized electronic reporting.

Upstream and system-level solutions, such as enhanced electronic reporting, are needed to improve the availability of race and ethnicity information in public health surveillance systems, particularly when it is infeasible for public health workers to interview all cases. A past assessment of race and ethnicity information across different disease registries found that inconsistencies occurred more frequently among Hispanic populations and populations categorized as being in an “other” racial and ethnic group, suggesting that a more granular coding system for collecting demographic information might improve data completeness [32]. Furthermore, requiring race and ethnicity information in the initial data collection and simultaneously working with communities to improve surveillance instruments has been previously recommended to reduce the incompleteness of race and ethnicity information [30].

Informatics specialists can play important roles in designing cost-effective and interoperable solutions by defining standardized data elements, designing validation procedures, and automatically populating registries to enhance electronic reporting systems [5]. A recent case study showed that the automatic transfer of clinical data from an electronic health record system to public health surveillance improved the timeliness and quality of data with minimal manual intervention [26]. Moreover, collaboration with informatics specialists can improve the design and efficiency of data-entry systems for collecting more complete data. For example, systems can prevent progression until all required elements are filled out, and some aspects of the data entry can be automatically filled to avoid frustrating users with too many questions [3]. These types of informatics solutions could help enhance the electronic reporting of information required by public health agencies. Ultimately, obtaining more complete and accurate information on the front end is more efficient in terms of time and cost than assigning health department staff to locate persons with incomplete information for follow-up, particularly for high-morbidity diseases.

Our analysis highlights the importance of addressing missing data when calculating population rates and disparity measures. Although we focused on reported chlamydia and gonorrhea diagnoses among Black, Hispanic, and White populations, our findings likely apply to other outcomes or other population group comparisons. Missing data may lead to biased conclusions, especially if data are not missing at random across subpopulations [33]. When individual-level data are available, maximum likelihood and Bayesian multiple imputation methods are recommended to handle missing data [34]. For aggregate data, if spatial-level data are available, simple approaches, such as our 5 scenarios, can be used to impute missing data.

Limitations

Our study has several limitations. First, there may be other approaches to impute the missing race and ethnicity information. Second, with our aggregate data, our analysis was not designed to assess the best imputation scenario but to illustrate the potential impacts of missing race and ethnicity information on health disparity measures. Finding the best imputation scenario is an important area for future research using individual-level data from medical records, claims data, or other sources matched with surveillance data. Third, we examined a limited number of racial and ethnic disparities because the number of reported chlamydia and gonorrhea diagnoses was small in the population groups other than those recorded as Black, Hispanic, or White, making it difficult to calculate stable estimates.
Conclusions

Our analysis showed that the observed disparities are likely underestimated because of missing race and ethnicity information, particularly when using an absolute disparity measure. More complete race and ethnicity information is important to better understand the contributing causes of inequities and to monitor progress toward policy initiatives to reduce disparities. Addressing the missing demographic information in surveillance systems requires system-level solutions. However, as a short-term solution, local public health agencies can adapt imputation scenarios to adjust surveillance data for use in population indicators of health equity. Imputation scenarios can be integrated with the existing public health informatics infrastructure. Using these scenarios requires data analytics staff with knowledge of statistical analysis software, and there may be a limited ability to prioritize human resources for scenario analysis, particularly in local health departments or during public health emergencies such as COVID-19 or monkeypox. However, they do not require additional data or changes to the system design, making them useful short-term solutions for situations in which human resources are available.
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Abstract

Background: The COVID-19 Omicron BA.2 epidemic wave in Hong Kong peaked in the first quarter of 2022. Following the implementation of stringent public health measures, the daily number of reported cases fell from over 50,000 to below 2000. Although outbreaks steadily receded, the government rolled out a 3-day “voluntary universal rapid testing” campaign to invite all citizens to self-perform a rapid antigen test (RAT) daily to identify undetected prevalent infections.

Objective: This study aimed to evaluate the uptake and results of RAT mass screening to estimate the population’s residual epidemic burden and assess the risk of further transmission.

Methods: A cross-sectional study comprising an open web-based population-based survey was conducted a week after the RAT campaign. Participants were asked to report their COVID-19 vaccination and infection history and the RAT performance and test result during the period. They were also invited to report their co-living individuals’ test performance and results. Reasons for non-uptake were enquired. Testing and positive rates were age-adjusted. Determinants of undergoing RAT were identified using univariable and multivariable logistic regression models.

Results: In total, particulars from 21,769 individuals were reported by 8338 participants. The overall age-adjusted testing rate was 74.94% (95% CI 73.71%-76.18%), with over 80% of participants in the age groups between 45-84 years having self-performed RAT during the campaign period. After age-adjustment, 1.03% (95% CI 0.86%-1.21%) of participants tested positive. The positive rates in the age groups between 20-29 years and >84 years exceeded 2%. Taking into account the positive rate and 5819 reported cases during the period, the cases identified in the campaign might account for 7.65% (95% CI 6.47%-9.14%) of all infections. Testers were more likely to be female, older, not previously diagnosed with COVID-19, and have received COVID-19 vaccination. Adjusting for the number of household members, those living with a child aged <12 years and whose household members were also tested were more likely to have self-performed an RAT. Main reasons for not performing an RAT included the absence of symptoms (598/1108, 53.97%), disbelief of the appropriateness of the campaign as an antiepidemic measure (355/1108, 32.04%), and a recent COVID-19 diagnosis (332/1108, 29.96%).

Conclusions: The residual population burden remained substantial in spite of the clear evidence of a receding epidemic wave. Despite caution in generalization to the Hong Kong population, the high participation rate in mass screening indicated that the voluntary RAT was well accepted, making it a feasible option for implementation as a complementary means of public health surveillance.
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Introduction
Worldwide, SARS-CoV-2 transmissions are characterized by repeated outbreak waves of different intensities and amplitudes. In 2020 and 2021, three waves of SARS-CoV-2 transmission in Hong Kong, a densely populated Asia-Pacific city, were brought under control with stringent public health and social measures, comprising case detection, contact tracing, isolation of infected persons, quarantine of close contacts, and widely accessible polymerase chain reaction (PCR) tests in health care facilities and community centers [1]. Social and mobility restrictions were imposed once community transmission had been detected, thereby shifting the epidemic burden to other less restricted exposure settings [2]. By late 2021, no local transmissions were detected for almost 3 months. This enviable record was broken when the first cases of Omicron BA.2 infections became detected in the community, causing a superspreading event [3]. Despite reimposing restrictions to social activities and mobility in anticipation of increased social mix in the Lunar New Year holiday period that followed, Hong Kong was hard hit by the Omicron BA.2 epidemic in February and March 2022, with over 50,000 cases reported daily at its peak [4]. Although the epidemic was receding, the government rolled out a 3-day “voluntary universal rapid testing” campaign between April 8-10, 2022, during which citizens were invited to self-perform a rapid antigen test (RAT) daily in the absence of any lockdown policies while other social distancing measures remained in place [5]. Antiepidemic service bags containing, inter alia, 20 RAT kits were distributed to all households across the city a week in advance. A web-based declaration system was in place to facilitate the statutory reporting of positive cases within 24 hours for issuing isolation and quarantine orders. In the week prior to screening, the daily number of COVID-19 cases reported had decreased to below 5000, and a downward trend was observed [6].

Mass screening is an uncommon control strategy for COVID-19, and only limited studies on its application have been published [7,8], although it has been suggested for developing an exit strategy [9]. Guangzhou’s mass-screening exercise in 2021, along with the isolation and city border control policies, had contributed to the suppression of the epidemic in 6 months [8]. A modeling study in Slovakia showed that after the mass-testing campaign, the prevalence could be reduced by 70% [10]. Another modeling study in France demonstrated that, on average, the RAT-based mass-testing campaign could reduce daily incidence by up to 30% [11]. However, these campaigns do not necessarily contribute to the reduction of mortality [12]. A web-based survey conducted in United States showed that, for voluntary testing without a stipulated mass-testing period, the reasons for self-testing included potential exposure and the presence of symptoms [13]. The uptake rate also varied across geographic regions and age groups. The role of RAT is not limited to case detection but also surveillance, particularly in places adopting the “living with the virus” policy, thereby informing public health policies [14]. Against these backgrounds, we conducted a population-based survey on the uptake and results of RAT mass screening to estimate the population’s residual SARS-CoV-2 burden and assess the risk of further transmission in the territory.

Methods
Study Design
This was a cross-sectional study. Eligible participants were Hong Kong residents aged ≥18 years whose households had received an antiepidemic service bag distributed by the government. A bilingual (Chinese and English versions), open, self-administered, web-based, and population-based survey was designed, covering demographics (age, sex, and residing district); COVID-19 vaccination history (type, date, and dose of the last vaccination received); COVID-19 infection history; signs and symptoms; RAT performed during the 3 campaign days with result; post–positive result actions (reporting to the government’s web-based declaration system, seeking treatment, and isolation); and the number of coliving individuals. Participants could opt to report their coliving individuals’ age, sex, RAT performed and result during the campaign period, and their relationships, up to 5 persons. Due to the simplistic nature of this study, the items were not randomized. Adaptive questioning was used on the same page to display questions relating to COVID-19 vaccination history, details about RAT history during the campaign period, and particulars about the coliving individuals. For those who did not undergo an RAT, they were asked to select at least one of the following reasons for not doing so: recent diagnosis, recently tested, regular testing as part of work requirement, no appropriate time and environment, avoiding isolation if tested positive, avoiding compulsory declaration if tested positive, avoiding sampling discomfort, no confidence to self-test, no symptoms, not worried about getting infected, not believing the campaign was an appropriate antiepidemic measure, and others. There were at most 16 questions for each participant, and a maximum of 5 questions for each coliving individual. No personal identifiers were collected. The survey was tested and refined before fielding. After completing the survey, participants were invited to share their location using the HTML5 Geolocation Application Programming Interface if they were at home or in the workplace. Coordinates outside the territory of Hong Kong were removed.

Subjects and Recruitment
Web and newspapers advertisements were placed to recruit Hong Kong residents to join as participants. All responses were collected through the bespoke website designed for this web-based survey. The completion of the survey by participants was voluntary. Completeness checking was done using JavaScript before submission. Incomplete responses were not collected. No data were excluded due to atypical time stamps because of the simplistic nature of the survey. An anonymous
session identifier was set in the cookies, and the IP addresses of participants were collected. Duplicate entries of the same session identifier were removed.

**Ethics Approval**

The study data collected were anonymous. Web-based informed consents were obtained before participants filled out the questionnaire. No incentives were offered upon the completion of the study. This study was approved by the Survey and Behavioural Research Ethics Committee of The Chinese University of Hong Kong (SBRE-21-0685). The conduct of the study was in compliance with the Declaration of Helsinki.

**Statistical Analysis**

Determinants of undergoing an RAT during the campaign period were identified using univariable and multivariable logistic regression models. Testing rate and positive rate were determined by aggregating both study participants and their coliving participants. The Wilson score method was used to calculate the 95% CI of age-specific testing rate [15]. The testing rate and positive rate were age-adjusted by groups defined by 5-year windows, except those aged ≥285 years were grouped together, using the provisional figures published by the Census and Statistics Department from the 2021 Population Census [16]. The 95% CI of the directly standardized testing rate was computed using the Byar method [17]. The number of prevalent infections in the territory during the campaign period was estimated by multiplying the population size by the age-adjusted positive rate with the 95% CI. Maps were drawn with the QGIS platform (QGIS Development Team) using 2019 District Council Constituency Areas as the spatial unit. There was a total of 452 District Council Constituency Areas, each of which normally containing about 16,599 residents [18]. Secondary outcomes, including determinants of prior COVID-19 diagnosis and reasons for not getting tested, were evaluated using chi-square test and Mann-Whitney U test for categorical and continuous predictors, respectively. Multivariable logistic regression analysis was performed by including variables with a P value of <.05 in the univariable analyses. All statistical analyses were conducted in R statistical software (R Foundation for Statistical Computing). Reporting in this manuscript follows the Checklist for Reporting Results of Internet E-Surveys [19].

**Results**

In total, 8759 responses were collected between April 17-25, 2022, of which 8338 were analyzed after removing duplicate entries. Of the 8338 participants, the median age was 61 (IQR 53-67) years, and 38.89% (n=3243) were male (Table 1). In all, 16.89% (n=1408) reported at least one episode of previous COVID-19 diagnosis. Almost all (8086/8314, 97.26%) participants have received at least one dose of COVID-19 vaccine, with 81.48% (6774/8314) having 3 doses or more. The distribution of the types of vaccine received for the last dose was similar (BNT162b2 by Pfizer-BioNTech: 4566/8105, 56.34%; CoronaVac by Sinovac: 3522/8015, 43.45%; and others: 178/8105, 0.21%). The median number of coliving individuals was 2 (IQR 1-3), totaling 15,243 persons, of whom the particulars of 13,431 (88.11%) household members were complete for analysis. Combining both index respondents and coliving household members (N=21,769), the overall median age was 56 (IQR 38-65) years, and the overall crude RAT self-screening rate was 78.53% (n=17,096), with age-specific rates of over 80% in the age groups between 45-84 years. The overall age-adjusted testing rate was 74.94% (95% CI 73.71%-76.18%; Figure 1). Although geographical variation of the proportion of households who performed the RAT was observed, there were no significant differences among spatial units (n=6949; P >.99 by chi-square test; Multimedia Appendix 1). Among index participants, having performed an RAT was associated with one’s sex (reference: female; adjusted odds ratio [aOR] 0.76, 95% CI 0.67-0.87; P =.001), older age in years (aOR 1.03, 95% CI 1.03-1.04; P <.001), a previous COVID-19 diagnosis (aOR 0.42, 95% CI 0.37-0.49; P <.001), and vaccination history (aOR 2.03, 95% CI 1.46-2.78; P <.001; Table 2). Among those vaccinated, the number of doses (aOR 1.80, 95% CI 1.58-2.06; P <.001) and type of the last vaccine dose received (Sinovac compared to BioNTech: aOR 2.28, 95% CI 1.96-2.66; P <.001) were associated with testing during the campaign period. Taking factors regarding coliving individuals into account, after adjusting for the number of household members, household members having been tested (P <.001) and living with a child or children aged <12 years (P =.002) were additionally associated with RAT performance during the campaign period. Among the reasons (n=1108) for not getting tested, the 3 most common ones were not having symptoms (n=598, 53.97%), not believing the campaign was an appropriate antiepidemic measure (n=355, 32.04%), and a recent diagnosis (n=332, 29.96%; Table 3). Factors associated with prior diagnosis included not living alone (odds ratio [OR] 1.49, 95% CI 1.23-1.79; P <.001), especially with those aged <12 years (OR 1.32, 95% CI 1.08-1.62; P =.007); age (P <.001, by Mann-Whitney U test); and not having been vaccinated with at least 2 doses (OR 2.11, 95% CI 1.68-2.66; P <.001). The multivariable logistic regression showed that age in years (aOR 0.98, 95% CI 0.97-0.98; P <.001), not living alone (aOR 1.42, 95% CI 1.18-1.72; P <.001), and receiving less than 2 vaccination doses (aOR 2.05, 95% CI 1.60-2.60; P <.001) were significantly associated with prior diagnosis. The untested respondents who did not believe the campaign was an appropriate antiepidemic measure were more likely to be of younger age in years (aOR 0.99, 95% CI 0.98-0.99; P =.001), male (aOR 1.70, 95% CI 1.31-2.20; P <.001), and unvaccinated (aOR 1.95, 95% CI 1.12-3.39; P =.02). Notably, only a small proportion of participants reported being not confident to perform a self-test (n=32, 2.89%) and not having time and an appropriate environment to test (n=8, 0.72%). Separately, the crude positive rate among participants and including their coliving individuals was 0.62% (45/7226) and 1.19% (117/9870), respectively. Age-specific positive rates exceeded 2% in the population groups between 20-29 years and those aged >85 years (Figure 2). After adjusting for the age structure of the population, 1.03% (95% CI 0.86%-1.21%) of the population could have tested positive during the campaign period. It can be inferred that 76,039 (95% CI 63,663-89,947) persons in the 7.4 million population could have tested positive during the 3 days. In term of compliance, of the 45 participants
reporting a positive RAT result, 62% (n=28) had declared to the government and 73% (n=33) self-isolated. Some 64% (29/45) sought treatments, including self-medications reported in a majority (22/29, 76%) of participants.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Participants</th>
<th>Participants’ household members</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex, male (participants: n=8338; participants’ household members: n=13,431), n (%)</strong></td>
<td>3243 (38.89)</td>
<td>5593 (41.64)</td>
</tr>
<tr>
<td><strong>Age (years; participants: n=8338; participants’ household members: n=13,431), median (IQR)</strong></td>
<td>61 (53-67)</td>
<td>50 (30-63)</td>
</tr>
<tr>
<td><strong>Performed an RAT(^a) during the campaign period (participants: n=8338; participants’ household members: n=13,431), n (%)</strong></td>
<td>7226 (86.66)</td>
<td>9870 (73.49)</td>
</tr>
<tr>
<td><strong>Performed an RAT more than once during the campaign period (n=7226), n (%)</strong></td>
<td>6258 (86.6)</td>
<td>N/A(^b)</td>
</tr>
<tr>
<td><strong>Tested positive during the campaign period (participants: n=7226; participants’ household members: n=9870), n (%)</strong></td>
<td>45 (0.62)</td>
<td>117 (1.19)</td>
</tr>
<tr>
<td><strong>Previous COVID-19 diagnosis (n=8338), n (%)</strong></td>
<td>1408 (16.89)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Number of COVID-19 vaccines received (n=8314), n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>228 (2.74)</td>
<td>N/A</td>
</tr>
<tr>
<td>1</td>
<td>122 (1.47)</td>
<td>N/A</td>
</tr>
<tr>
<td>2</td>
<td>1190 (14.31)</td>
<td>N/A</td>
</tr>
<tr>
<td>3</td>
<td>6425 (77.28)</td>
<td>N/A</td>
</tr>
<tr>
<td>4</td>
<td>349 (4.2)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Type of the last COVID-19 vaccine received (n=8105), n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BNT162b2 by BioNTech</td>
<td>4566 (56.34)</td>
<td>N/A</td>
</tr>
<tr>
<td>CoronaVac by Sinovac</td>
<td>3522 (43.45)</td>
<td>N/A</td>
</tr>
<tr>
<td>Others</td>
<td>17 (0.21)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\)RAT: rapid antigen test.

\(^b\)N/A: not applicable.
Figure 1. Age-specific and age-adjusted rapid antigen testing rates (dots) and 95% CIs (error bars).
Table 2. Factors associated with performing a rapid antigen test during the campaign period.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Model 1</th>
<th>P value</th>
<th>Model 2</th>
<th>P value</th>
<th>Model 3</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex, male (reference: female), aORa (95% CI)</td>
<td>0.76 (0.67-0.87)</td>
<td>&lt;.001</td>
<td>0.75 (0.66-0.86)</td>
<td>&lt;.001</td>
<td>0.75 (0.62-0.89)</td>
<td>.002</td>
</tr>
<tr>
<td>Age (years), aOR (95% CI)</td>
<td>1.03 (1.03-1.04)</td>
<td>&lt;.001</td>
<td>1.02 (1.02-1.03)</td>
<td>&lt;.001</td>
<td>1.02 (1.01-1.03)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Previous diagnosis of COVID-19, aOR (95% CI)</td>
<td>0.42 (0.37-0.49)</td>
<td>&lt;.001</td>
<td>0.47 (0.41-0.56)</td>
<td>&lt;.001</td>
<td>0.45 (0.37-0.56)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Vaccinated for at least one dose against COVID-19, aOR (95% CI)</td>
<td>2.03 (1.46-2.78)</td>
<td>&lt;.001</td>
<td>N/Ab</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Received Sinovac COVID-19 vaccine (reference: BioNTech vaccine), aOR (95% CI)</td>
<td>N/A</td>
<td>N/A</td>
<td>2.28 (1.96-2.66)</td>
<td>&lt;.001</td>
<td>1.97 (1.62-2.39)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Number of doses of COVID-19 vaccination, aOR (95% CI)</td>
<td>N/A</td>
<td>N/A</td>
<td>1.80 (1.58-2.06)</td>
<td>&lt;.001</td>
<td>2.02 (1.62-2.39)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Number of household members, aOR (95% CI)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>0.53 (0.48-0.58)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Coliving with a person aged &lt;12 years, aOR (95% CI)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>1.81 (1.26-2.61)</td>
<td>.002</td>
</tr>
<tr>
<td>Any of the coliving individuals having been tested during the campaign, aOR (95% CI)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>7.28 (6.36-8.36)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>AICc</td>
<td>6208</td>
<td>5739</td>
<td>3336</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a aOR: adjusted odds ratio.
b N/A: not applicable.
c AIC: Akaike information criterion.

Table 3. Reasons for not having performed rapid antigen testing during the campaign period (n=1108).

<table>
<thead>
<tr>
<th>Reason</th>
<th>Participant, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not necessary because I have been diagnosed recently</td>
<td>332 (29.96)</td>
</tr>
<tr>
<td>Unwilling to repeat because I have tested recently</td>
<td>181 (16.34)</td>
</tr>
<tr>
<td>Doing testing regularly as part of work requirement, so would not want to do additional tests</td>
<td>95 (8.57)</td>
</tr>
<tr>
<td>Did not have the time and the appropriate environment to do the test</td>
<td>8 (0.72)</td>
</tr>
<tr>
<td>To avoid isolation due to a positive result</td>
<td>97 (8.75)</td>
</tr>
<tr>
<td>To avoid declaration of a positive result to the government</td>
<td>58 (5.23)</td>
</tr>
<tr>
<td>To avoid discomfort caused by swab collection</td>
<td>60 (5.52)</td>
</tr>
<tr>
<td>Not confident to perform a self-test</td>
<td>32 (2.89)</td>
</tr>
<tr>
<td>Not having symptoms</td>
<td>598 (53.97)</td>
</tr>
<tr>
<td>Not worried about getting infected</td>
<td>204 (18.41)</td>
</tr>
<tr>
<td>Not believing that “voluntary universal rapid testing” campaign is an appropriate antiepidemic measure</td>
<td>355 (32.04)</td>
</tr>
<tr>
<td>Other reasons</td>
<td>95 (8.57)</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

Participation is key to a voluntary mass-screening campaign for SARS-CoV-2 infection, the coverage of which would not be known in the absence of an accompanying surveillance mechanism. An evaluation of the Hong Kong campaign was made possible through a separately conducted ensuing population-based web-based survey. The geographical diversity of the participants in this study supported that a diverse sample population had been recruited. The proportion of participants reporting previous COVID-19 diagnosis corresponded well with that recorded (about 16%) in the published government statistics [6]. Although participation in mass screening was voluntary, three-quarters of respondents in our population-based survey had undergone the testing at least once during the 3-day period, confirming the feasibility of implementing self-RAT screening as a complementary means of public health surveillance.

Our survey results showed that those participating in the RAT campaign were more likely to be older, female, and vaccinated against COVID-19. These characteristics were similar to participants in a previous PCR-based voluntary screening campaign in 2020, which showed that participation was associated with perceived efficacy of the campaign in controlling the epidemic, perceived susceptibility to COVID-19, and their trust of the government [20]. About one-third of nontesters did not believe the RAT campaign could control the epidemic. The mandatory reporting of positive results had lowered the willingness of a certain proportion of people to participate. The higher odds of being vaccinated against COVID-19 and receiving more doses among testers could be a result of one’s perceived susceptibility. Trust in the government that the policies are efficacious in controlling the epidemic could contribute to their engagement in vaccination and screening [20]. On the contrary, distrust in the government could also contribute to self-regulation to prevent infection and protect one’s own interests, leading to passive compliance with antipandemic measures [21]. Separately, in the recent epidemic waves in Hong Kong, children were more likely to be asymptomatic and be infected through household transmissions rather than exogenous acquisition from schools [22], which might have prompted household members living with children to be tested to prevent transmission to the younger members if they tested positive.

Differentiating the epidemic situation between the time of the 2020 PCR-based screening campaign and the 2022 RAT-based one, a greater proportion of population had already been infected prior to the latter campaign, which may have affected the participation rate as some residents may not consider it necessary to undergo testing. The presence of symptoms was one of the indicators of SARS-CoV-2 infection, which prompts one to have testing performed [23]. This testing process was educated publicly to encourage people to get tested when they are presented with symptoms; on the other hand, people without symptoms may not be interested in taking the RAT. Although the figures in the previous study cannot be directly compared with findings from this study due to methodological differences,
it is worth noting that the participation rate of the previous PCR-based screening campaign was only 47%, and one-quarter of nonparticipants noted they did not have time for screening [20]. With three-quarters of respondents having participated in the self-RAT screening and just 1% concerned about spending time on it, the convenience and acceptability of an RAT-based voluntary screening campaign over a PCR-based one was highlighted.

As the official number of locally reported cases was just 5819 during the campaign period [6], the reported cases might have accounted for about 7.65% (95% CI 6.47%-9.14%) of all infections given the 1% positive rate; the rest being not reported despite statutory requirement or not detected because of either the low sensitivity in picking up early infections or that no screening had been performed. As only 62% participants who tested positive declared their results to the government, the number of reported cases could be underestimated. Since a higher proportion self-isolated after receiving a positive result, they were willing to take precaution to prevent onward transmissions in the community, although they did not declare the results to the authority. The high mobility of the younger working population and older adults were not reduced much during the epidemic, which predisposed them to the risk of infection [24]. Evidently, the Omicron wave has rapidly receded after over a million people have reportedly been diagnosed in the preceding 2 months. The size of the residual burden has, however, remained high and could easily be underestimated if statutory reporting statistics alone is used for epidemiologic surveillance. The high vaccination uptake rate and its protective effect might have played a role in minimizing the population risk. RAT mass screening has contributed to the assessment of the epidemiologic situation in a receding Omicron wave in Hong Kong.

Our population-based survey carried some limitations, notably self-selection bias with older and health-conscious adults and those testing positive being attracted to join the survey. The uptake rate may, therefore, be overestimated. In the analysis, we have performed age-adjustment to better reflect the situation in the population. The generalization of the results to the entire Hong Kong population should be cautioned due to the use of nonprobability sampling. Similar to other population-level surveys, recall and social desirability biases were inevitable. The survey was rolled out a week after the campaign to minimize recall bias. We assured participants of the anonymous nature of the survey to ensure the accuracy of the test result reported and compliance. By including proxy participants in the household, duplicate entries from the same household may have happened. We removed entries with the same session identifier to minimize duplicate records. As multiple brands of RAT were distributed and used with different sensitivity and specificity levels, their performance was unlikely to be perfect, so even if all participants were sampled and interpreted and reported the results correctly, the true infection status of all individuals might not have been determined definitively. It should also be noted the positive predictive value could be low in places where the prevalence is low [25]. Previous studies have, however, showed that RAT had a low false-positive rate [26] but an adequate sensitivity to identify asymptomatic and high–viral load cases [27]. The 1.03% positive rate found in this study was similar to the estimated daily point-prevalence on the last day of the campaign (0.76%, 95% CI 0.32-1.56%) [28], demonstrating the reliability of the results from this population-based survey. In conjunction with its low cost, RAT is well positioned to be used should mass screening be adopted as a cost-effective intervention in the public health control of COVID-19 [29]. As a perfect reporting rate of positive results is unlikely to be achieved, an accompanying survey would be needed and could be a feasible and appropriate means to estimate the actual prevalence in the community.

Conclusions

In a receding Omicron wave in 2022, a large proportion of residents in Hong Kong self-performed an RAT during the “voluntary universal rapid testing” campaign promoted by the government. RAT could be a useful adjunct not just for clinical diagnosis but also as a tool for public health surveillance and self-detection of infection. Accompanied with an information system, isolation facilities, and supporting services, voluntary mass RAT screening could support the estimation of the residual population burden and for supplementing risk assessment.
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Abstract

Background: A vaccine against COVID-19 has been developed; however, COVID-19 transmission continues. Although there have been many studies of comorbidities that have important roles in COVID-19, some studies have reported contradictory results.

Objective: This study was conducted using real-world data from COVID-19 patients in South Korea and aimed to investigate the impact of patient demographics and comorbidities on the infection rate and severity of COVID-19.

Methods: Data were derived from a nationwide South Korean COVID-19 cohort study with propensity score (PS) matching. We included infected individuals who were COVID-19–positive between January 1, 2020, and May 30, 2020, and PS-matched uninfected controls. PS matching was performed to balance the baseline characteristics of each comorbidity and to adjust for potential confounders, such as age, sex, Charlson Comorbidity Index, medication, and other comorbidities, that were matched with binary variables. The outcomes were the confirmed comorbidities affecting the infection rate and severity of COVID-19. The endpoints were COVID-19 positivity and severe clinical outcomes of COVID-19 (such as tracheostomy, continuous renal replacement therapy, intensive care unit admission, ventilator use, cardiopulmonary resuscitation, and death).

Results: The COVID-19 cohort with PS matching included 8070 individuals with positive COVID-19 test results and 8070 matched controls. The proportions of patients in the severe group were higher for individuals 60 years or older (severe clinical outcomes for those 60 years or older, 16.52%; severe clinical outcomes for those of other ages, 2.12%), those insured with Medicaid (Medicaid, 10.81%; other insurance, 5.61%), and those with disabilities (with disabilities, 18.26%; without disabilities, 5.07%). The COVID-19 infection rate was high for patients with pulmonary disease (odds ratio [OR] 1.88; 95% CI 1.70-2.03), dementia (OR 1.75; 95% CI 1.40-2.20), gastrointestinal disease (OR 1.74; 95% CI 1.62-1.88), stroke (OR 1.67; 95% CI 1.23-2.27), hepatobiliary disease (OR 1.31; 95% CI 1.19-1.44), diabetes mellitus (OR 1.28; 95% CI 1.16-1.43), and cardiovascular disease (OR 1.20; 95% CI 1.07-1.35). In contrast, it was lower for individuals with hyperlipidemia (OR 0.73; 95% CI 0.67-0.80), autoimmune disease (OR 0.73; 95% CI 0.60-0.89), and cancer (OR 0.73; 95% CI 0.62-0.86). The severity of COVID-19 was high for individuals with kidney disease (OR 5.59; 95% CI 2.48-12.63), hypertension (OR 2.92; 95% CI 1.91-4.47), dementia (OR 2.92; 95% CI 1.91-4.47), cancer (OR 1.84; 95% CI 1.15-2.94), pulmonary disease (OR 1.72; 95% CI 1.35-2.19), cardiovascular disease (OR 1.54; 95% CI 1.17-2.04), diabetes mellitus (OR 1.43; 95% CI 1.09-1.87), and psychotic disorders (OR 1.29; 95% CI 1.01-1.52). However, it was low for those with hyperlipidemia (OR 0.78; 95% CI 0.60-1.00).
Conclusions: Upon PS matching considering the use of statins, it was concluded that people with hyperlipidemia could have lower infection rates and disease severity of COVID-19.

(JMIR Public Health Surveill 2022;8(11):e35025) doi: 10.2196/35025
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Introduction

The World Health Organization declared that COVID-19 was a pandemic in March 2020. By August 2022, approximately 600 million individuals had been infected, and more than 6 million had died. Since then, vaccines and therapeutic agents for COVID-19 have been developed. However, the current number of individuals with COVID-19 is still the same as that 1 year ago because it has not yet been eradicated [1]. COVID-19 can result in an asymptomatic presentation or flu-like symptoms. Some patients are admitted to the hospital for conservative treatment, and some require intensive care unit admission. Moreover, some patients may die as a result of COVID-19 [2,3]. As the number of individuals with COVID-19 increases, it is important to identify those who are vulnerable to severe COVID-19 to effectively manage health care resources accordingly and to improve the prognosis [4,5].

Since the COVID-19 outbreak, many studies of the demographic factors that predispose individuals to infection and of the identification of comorbidities of infected individuals have been performed. Most studies have reported similar overall results; however, some results of these studies are contradictory [6-9]. These differences in results may be attributable to the diversity of patients and medical systems in various countries worldwide. Most previous studies on comorbidities analyzed the baseline characteristics of people infected with COVID-19 without considering the bias caused by various factors that influence COVID-19. For instance, to determine whether hyperlipidemia affects the severity of COVID-19, it is necessary to control for other factors that may affect COVID-19. As the number of individuals with COVID-19 increases, it is important to identify those who are vulnerable to severe COVID-19 to effectively manage health care resources accordingly and to improve the prognosis [4,5].

Methods

Study Design and Participants

We conducted a large-scale cohort study using a South Korean National Health Insurance claims database [17]. In South Korea, all citizens are registered in the Korean National Health Insurance Service (KNHIS) database. The KNHIS uses a nationwide, large-scale database system including information regarding the diagnostic codes from the International Classification of Diseases (ICD)-10, the names of the procedures performed, prescription drugs, hospital information, direct medical costs of inpatient and outpatient treatments, and medical insurance premiums. Because all Koreans are given unique identification numbers at birth that are used in the KNHIS, the health records of patients are not duplicated nor omitted [18,19].

For COVID-19 studies, KNHIS provides a COVID-19 cohort that includes people infected with COVID-19 and a control group that had never been infected. From January 1, 2020, to May 31, 2020, disease codes B342, B972, U071, U072, MT043, and 3/02 were used to identify patients with confirmed COVID-19. Data from the control group of individuals who were not previously diagnosed with COVID-19 were adjusted for sex, age, and region of residence. Moreover, the number of participants in the control group was 15 times the number of confirmed COVID-19 cases.

Ethical Considerations

This study was approved by the relevant institutional review board and research ethics committee (ISPAIK 2020-06-048-001). The need for written consent was formally waived by the ethics committee. This study used the NHIS-2020-1-328 database provided by the KNHIS in 2020.

Study Population

In accordance with the World Health Organization guidelines, laboratory confirmation of COVID-19 was defined as a positive result of a real-time reverse-transcription polymerase chain reaction assay using a sample obtained with nasal and pharyngeal swabs [20]. We combined the claims-based data from the KNHIS between January 1, 2015, and May 31, 2020, and extracted information regarding age, sex, and region of residence from the insurance eligibility data (Figure 1). The Charlson Comorbidity Index (CCI) score was calculated using the ICD-10 codes and previously reported methods [21]. Certain underlying medications and diseases with a high risk of serious illness attributable to SARS-CoV-2, which causes COVID-19, were studied and reported by the Centers for Disease Control and Prevention (CDC) and previous meta-analysis studies [6-9,22]. In these studies, we selected factors to use for PS matching in the analysis (Tables S1 and S2 in Multimedia Appendix 1). Only those (pulmonary disease, cardiovascular disease, hepatobiliary disease, hyperlipidemia, gastrointestinal disease, diabetes mellitus, hypertension, and psychotic disorder) with more than 500 people with COVID-19 were selected because a small number of people with corresponding comorbidities might cause statistical bias (Multimedia Appendix 2). A history of underlying diseases (pulmonary disease, cardiovascular disease, kidney disease, hepatobiliary disease, hyperlipidemia, gastrointestinal disease, diabetes mellitus, hypertension, psychotic disorder, dementia, stroke, neurologic
disorder, autoimmune disease, and cancer) was confirmed by the assignment of at least two claims within 1 year using the appropriate ICD-10 code.

We used various PS matching methods for factors affecting COVID-19: (1) matching for age, sex, and CCI; (2) additional matching for comorbidities; and (3) additional matching for medications. Finally, the results from (3) were used (Tables S3 and S4 in Multimedia Appendix 1). The financial revenue of the National Health Insurance of Korea consists of contributions from the insured and government subsidies, which can be used to analyze socioeconomic status. The contributions to the National Health Insurance differ according to the family income level. The higher the income, the greater the contribution to the National Health Insurance. Income was divided into 5 categories for the purpose of statistical analyses. The first category is Medicaid, and the successive categories include progressively higher (by 25%) income groups. Disability grades were categorized as mild or severe based on the KNHIS database information for people registered with the Korean government.

Figure 1. Disposition of patients in the KNHIS-COVID cohort (South Korea; January 1 to May 31, 2020). CCI: Charlson Comorbidity Index; KNHIS: Korean National Health Insurance Service.
Outcomes
To determine the severity of disease according to the demographic factors of COVID-19–infected patients, the severity scale was divided into the following 4 grades: mild, moderate, severe, and death. In South Korea, patients with asymptomatic or mild symptoms are discharged when a negative COVID-19 test result is confirmed 2 weeks after hospitalization. This time period also corresponds to the period of self-isolation. When we checked the hospitalization period of COVID-19–infected patients, the hospitalization period peaked on day 16 and decreased thereafter. Based on this result, a hospitalization period of ≤16 days was defined as the mild grade corresponding to asymptomatic or mild symptoms. The severe grade was defined as the need for tracheostomy, continuous renal replacement therapy, intensive care unit admission, ventilator use, and cardiopulmonary resuscitation. The moderate grade was defined as a hospitalization period >16 days but not requiring treatment corresponding to the severe grade.

The primary aim of this study was to compare the severity grades of the COVID-19–infected and control groups based on demographic factors, comorbidities, and complications. The secondary aim was to perform PS matching for comparisons. We identified the infection rate and severity (severe and death or mild and moderate) of COVID-19 according to the comorbid conditions.

Statistical Analysis
We performed PS matching to balance the baseline characteristics of each comorbidity (existence or nonexistence) and to adjust for potential confounders. Because we focused on each comorbidity, PS matching was performed for each comorbidity. The PS was estimated using a logistic regression model and calculating the predicted probability of covariates. Age and CCI (0, 1, or ≥2) were matched with continuous variables. Sex, medication, and other comorbidities were matched with binary variables. We assessed the PS matching of the comorbidity existence using a 1:1 ratio, the greedy nearest neighbor algorithm, and a scale with a caliper of 0.25 (Multimedia Appendix 2). Data obtained after PS matching were analyzed by calculating the odds ratios (ORs) with 95% CIs for the infection rate and severity (severe and death or mild and moderate) of COVID-19. Statistical analyses were performed using SAS version 9.4 (SAS Institute Inc, Cary, NC).

Patient and Public Involvement
No patient was directly involved in designing the study question or in conducting the study. No patients were asked for advice regarding the interpretation or writing of the results. There are no plans to involve patients or the relevant patient community in the dissemination of study findings at this time.

Results
Clinical Characteristics of the Study Population
A total of 8070 individuals had positive COVID-19 results according to the reverse-transcription polymerase chain reaction assay. We identified 121,050 uninfected individuals as control participants (Multimedia Appendix 2). The demographic characteristics of the entire cohort are displayed in Table 1. The COVID-19 severity grade was mild for 2419 (2419/8070, 29.98%) individuals, moderate for 5160 (5160/8070, 63.94%) individuals, severe for 254 (254/8070, 3.15%) individuals, and death for 237 (237/8070, 2.94%) individuals. Among the total sample of infected individuals, 3236 (3236/8070, 40.10%) were male. Most patients were in their fifth (1567/8070, 19.42%) or sixth (1199/8070, 14.86%) decade of life. In terms of the medical insurance grade, which indicates socioeconomic status, those receiving Medicaid had high rates of severe grade and death. However, there were no obvious trends for the other grades. Individuals with disabilities had more severe infections and a much higher case fatality rate (Table 1). Those with COVID-19 had a medical history of gastrointestinal disease (n=5256), pulmonary disease (n=2539), hyperlipidemia (n=1841), and hypertension (n=1623). The case fatality rate was high for individuals with dementia (74/235, 31.5%), kidney disease (25/86, 29%), and cardiovascular disease (110/675, 16.3%; Table 2). After COVID-19 was confirmed, gastrointestinal disease (n=2912), pulmonary disease (n=2398), and hepatobiliary disease (n=1248) were the most common complications (Table 3).
Table 1. Baseline characteristics of the study population, including those infected (n=8070) and uninfected (n=121,050; controls) with COVID-19 in the Korean National Health Insurance Service (KNHIS)-COVID cohort (South Korea; January 1, 2020, to May 31, 2020).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Severity of COVID-19, n (%)</th>
<th>Total COVID-19 cases, n (%)</th>
<th>Controls&lt;sup&gt;a,b&lt;/sup&gt;, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mild</td>
<td>Moderate</td>
<td>Severe</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>894</td>
<td>2073</td>
<td>135</td>
</tr>
<tr>
<td>Female</td>
<td>1525</td>
<td>3087</td>
<td>119</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-9</td>
<td>32</td>
<td>45</td>
<td>4</td>
</tr>
<tr>
<td>10-19</td>
<td>77</td>
<td>195</td>
<td>4</td>
</tr>
<tr>
<td>20-29</td>
<td>697</td>
<td>1342</td>
<td>18</td>
</tr>
<tr>
<td>30-39</td>
<td>273</td>
<td>541</td>
<td>17</td>
</tr>
<tr>
<td>40-49</td>
<td>358</td>
<td>655</td>
<td>20</td>
</tr>
<tr>
<td>50-59</td>
<td>504</td>
<td>1006</td>
<td>43</td>
</tr>
<tr>
<td>60-69</td>
<td>322</td>
<td>776</td>
<td>66</td>
</tr>
<tr>
<td>70-79</td>
<td>122</td>
<td>389</td>
<td>40</td>
</tr>
<tr>
<td>≥80</td>
<td>34</td>
<td>211</td>
<td>42</td>
</tr>
<tr>
<td>Medical insurance&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medicaid</td>
<td>186</td>
<td>416</td>
<td>31</td>
</tr>
<tr>
<td>Grade 1</td>
<td>604</td>
<td>1146</td>
<td>44</td>
</tr>
<tr>
<td>Grade 2</td>
<td>462</td>
<td>971</td>
<td>36</td>
</tr>
<tr>
<td>Grade 3</td>
<td>484</td>
<td>1081</td>
<td>58</td>
</tr>
<tr>
<td>Grade 4</td>
<td>637</td>
<td>1475</td>
<td>79</td>
</tr>
<tr>
<td>Disability grade</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mild</td>
<td>65</td>
<td>192</td>
<td>28</td>
</tr>
<tr>
<td>Severe</td>
<td>83</td>
<td>166</td>
<td>18</td>
</tr>
<tr>
<td>Total</td>
<td>2419</td>
<td>5160</td>
<td>254</td>
</tr>
</tbody>
</table>

<sup>a</sup>Participants from some specific groups, such as soldiers, were not included.

<sup>b</sup>The uninfected controls were adjusted for sex, age, and region, resulting in a figure equivalent to 15 times the number of confirmed COVID-19 cases in the KNHIS-COVID cohort.
Table 2. Baseline characteristics of comorbidities of the study population, including those infected with (n=8070) and not infected with (n=121,050; controls) COVID-19 in the Korean National Health Insurance Service (KNHIS)-COVID cohort (South Korea; January 1, 2020, to May 31, 2020).

<table>
<thead>
<tr>
<th>Comorbidities</th>
<th>Severity of COVID-19, n (%)</th>
<th>Total COVID-19 cases, n (%)</th>
<th>Controls, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mild</td>
<td>Moderate</td>
<td>Severe</td>
</tr>
<tr>
<td>Pulmonary disease</td>
<td>501</td>
<td>1129</td>
<td>80</td>
</tr>
<tr>
<td>Cardiovascular disease</td>
<td>137</td>
<td>387</td>
<td>40</td>
</tr>
<tr>
<td>Kidney disease</td>
<td>15</td>
<td>37</td>
<td>9</td>
</tr>
<tr>
<td>Hepatobiliary disease</td>
<td>281</td>
<td>690</td>
<td>51</td>
</tr>
<tr>
<td>Hyperlipidemia</td>
<td>466</td>
<td>1158</td>
<td>97</td>
</tr>
<tr>
<td>Gastrointestinal disease</td>
<td>1559</td>
<td>3334</td>
<td>181</td>
</tr>
<tr>
<td>Diabetes mellitus</td>
<td>246</td>
<td>720</td>
<td>69</td>
</tr>
<tr>
<td>Hypertension</td>
<td>348</td>
<td>1010</td>
<td>95</td>
</tr>
<tr>
<td>Psychotic disorder</td>
<td>256</td>
<td>672</td>
<td>67</td>
</tr>
<tr>
<td>Dementia</td>
<td>19</td>
<td>116</td>
<td>26</td>
</tr>
<tr>
<td>Stroke</td>
<td>18</td>
<td>73</td>
<td>10</td>
</tr>
<tr>
<td>Neurogenic disorder</td>
<td>25</td>
<td>75</td>
<td>4</td>
</tr>
<tr>
<td>Autoimmune disease</td>
<td>51</td>
<td>115</td>
<td>5</td>
</tr>
<tr>
<td>Cancer</td>
<td>55</td>
<td>158</td>
<td>19</td>
</tr>
</tbody>
</table>

Table 3. Baseline characteristics of complications of the study population, including those infected with (n=8070) and not infected with (n=121,050; controls) COVID-19 in the Korean National Health Insurance Service (KNHIS)-COVID cohort (South Korea; January 1, 2020, to May 31, 2020).

<table>
<thead>
<tr>
<th>Complications</th>
<th>Severity of COVID-19, n (%)</th>
<th>Total COVID-19 cases, n (%)</th>
<th>Controls, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mild</td>
<td>Moderate</td>
<td>Severe</td>
</tr>
<tr>
<td>Pulmonary disease</td>
<td>542</td>
<td>1580</td>
<td>180</td>
</tr>
<tr>
<td>Cardiovascular disease</td>
<td>161</td>
<td>475</td>
<td>85</td>
</tr>
<tr>
<td>Kidney disease</td>
<td>12</td>
<td>50</td>
<td>22</td>
</tr>
<tr>
<td>Hepatobiliary disease</td>
<td>321</td>
<td>789</td>
<td>107</td>
</tr>
<tr>
<td>Gastrointestinal disease</td>
<td>824</td>
<td>1906</td>
<td>129</td>
</tr>
<tr>
<td>Stroke</td>
<td>6</td>
<td>27</td>
<td>10</td>
</tr>
<tr>
<td>Neurogenic disorder</td>
<td>21</td>
<td>40</td>
<td>12</td>
</tr>
<tr>
<td>Sepsis</td>
<td>16</td>
<td>71</td>
<td>38</td>
</tr>
</tbody>
</table>

Risks of COVID-19 Positivity and Disease Severity According to Comorbidities

To identify differences according to comorbidity, predispositions were matched between the COVID-19–infected group and uninfected control group. No significant imbalances in the demographics and clinical characteristics were observed when they were assessed using the standardized mean difference within groups of PS-matched cohorts, which included the standardized mean difference of binary type variables <0.1. PS-matched ORs were checked for age, sex, CCI, medication, and comorbidities. When the control group and COVID-19–infected group were compared, COVID-19 was likely to occur in individuals with a history of the diseases and medical conditions but not for those with a history of hyperlipidemia (OR 0.73; 95% CI 0.67-0.80), autoimmune disease (OR 0.73; 95% CI 0.60-0.89), or cancer (OR 0.73; 95% CI 0.62-0.86; Table 4). The severity grade was high for COVID-19–infected individuals with pulmonary disease (OR 1.72; 95% CI 1.35-2.19), cardiovascular disease (OR 1.54; 95% CI 1.17-2.04), kidney disease (OR 5.59; 95% CI 2.48-12.63), diabetes mellitus (OR 1.43; 95% CI 1.09-1.87), hypertension (OR 1.63; 95% CI 1.23-2.15), psychotic disorder (OR 1.29; 95% CI 1.01-1.62), dementia (OR 2.92; 95% CI 1.91-4.47), or cancer (OR 1.84; 95% CI 1.15-2.94). However, the severity grade was low for COVID-19–infected individuals with hyperlipidemia (OR 0.70; 95% CI 0.55-0.90; Table 5 and Table S5 in Multimedia Appendix 1).
Table 4. Propensity score–matched (age, sex, Charlson Comorbidity Index, medications, and comorbidities) baseline characteristics and COVID-19 infection positivity rates according to comorbidity in the Korean National Health Insurance Service (KNHIS)-COVID cohort (South Korea; January 1, 2020, to May 31, 2020).

<table>
<thead>
<tr>
<th>Comorbidities</th>
<th>Group&lt;sup&gt;a&lt;/sup&gt;, n</th>
<th>Odds ratio (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>COVID-19</td>
<td>Control</td>
</tr>
<tr>
<td>Pulmonary disease&lt;sup&gt;b&lt;/sup&gt;</td>
<td>2880</td>
<td>22,900</td>
</tr>
<tr>
<td>Cardiovascular disease&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1245</td>
<td>13,733</td>
</tr>
<tr>
<td>Kidney disease</td>
<td>171</td>
<td>2037</td>
</tr>
<tr>
<td>Hepatobiliary disease&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1959</td>
<td>20,505</td>
</tr>
<tr>
<td>Hyperlipidemia&lt;sup&gt;b&lt;/sup&gt;</td>
<td>2375</td>
<td>25,663</td>
</tr>
<tr>
<td>Gastrointestinal disease&lt;sup&gt;b&lt;/sup&gt;</td>
<td>3164</td>
<td>43,370</td>
</tr>
<tr>
<td>Diabetes mellitus&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1544</td>
<td>16,468</td>
</tr>
<tr>
<td>Hypertension</td>
<td>1483</td>
<td>16,473</td>
</tr>
<tr>
<td>Psychotic disorder</td>
<td>2122</td>
<td>21,458</td>
</tr>
<tr>
<td>Dementia&lt;sup&gt;b&lt;/sup&gt;</td>
<td>365</td>
<td>2753</td>
</tr>
<tr>
<td>Stroke&lt;sup&gt;b&lt;/sup&gt;</td>
<td>194</td>
<td>1662</td>
</tr>
<tr>
<td>Neurologic disease</td>
<td>223</td>
<td>2089</td>
</tr>
<tr>
<td>Autoimmune disease&lt;sup&gt;c&lt;/sup&gt;</td>
<td>421</td>
<td>4785</td>
</tr>
<tr>
<td>Cancer&lt;sup&gt;c&lt;/sup&gt;</td>
<td>629</td>
<td>6459</td>
</tr>
</tbody>
</table>

<sup>a</sup>We assessed each propensity score–matched comorbidity using a 1:1 ratio for those in the COVID-19 and control groups.

<sup>b</sup>Comorbidity with more susceptibility to COVID-19.

<sup>c</sup>Comorbidity with less susceptibility to COVID-19.
Table 5. Propensity score–matched (age, sex, Charlson Comorbidity Index, medications, and comorbidities) baseline characteristics and clinical outcomes of COVID-19 among patients in the mild or moderate group and those in the severe or death group according to the comorbidity of patients with laboratory-confirmed COVID-19 infection in the Korean National Health Insurance Service (KNHIS)-COVID cohort (South Korea; January 1, 2020, to May 31, 2020).

<table>
<thead>
<tr>
<th>Comorbidities</th>
<th>Severity* n</th>
<th>Odds ratio (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mild + moderate</td>
<td>Severe + death</td>
</tr>
<tr>
<td>Pulmonary disease</td>
<td>3031</td>
<td>307</td>
</tr>
<tr>
<td>Cardiovascular disease</td>
<td>1078</td>
<td>252</td>
</tr>
<tr>
<td>Kidney disease</td>
<td>129</td>
<td>43</td>
</tr>
<tr>
<td>Hepatobiliary disease</td>
<td>1899</td>
<td>253</td>
</tr>
<tr>
<td>Hyperlipidemia</td>
<td>2204</td>
<td>270</td>
</tr>
<tr>
<td>Gastrointestinal disease</td>
<td>3060</td>
<td>206</td>
</tr>
<tr>
<td>Diabetes mellitus</td>
<td>1465</td>
<td>259</td>
</tr>
<tr>
<td>Hypertension</td>
<td>1262</td>
<td>248</td>
</tr>
<tr>
<td>Psychotic disorder</td>
<td>1846</td>
<td>288</td>
</tr>
<tr>
<td>Dementia</td>
<td>305</td>
<td>137</td>
</tr>
<tr>
<td>Stroke</td>
<td>188</td>
<td>50</td>
</tr>
<tr>
<td>Neurologic disease</td>
<td>198</td>
<td>40</td>
</tr>
<tr>
<td>Autoimmune disease</td>
<td>338</td>
<td>20</td>
</tr>
<tr>
<td>Cancer</td>
<td>448</td>
<td>88</td>
</tr>
</tbody>
</table>

*a*We assessed each propensity score–matched comorbidity using a 1:1 ratio for those in the mild and moderate group and those in the severe and death group.

*b*Comorbidity with increasing COVID-19 severity.

*c*Comorbidity with decreasing COVID-19 severity.

Discussion

Principal Findings

This study was a retrospective cohort study conducted in South Korea from January 2020 to May 2020. It involved confirmed COVID-19 patients with medical insurance. Previous studies of the demographic factors of individuals with COVID-19 showed that male sex, old age, and low income were factors likely associated with COVID-19 with a high severity grade [23,24]. In this study, more women had COVID-19, but the severity grade of COVID-19 was higher for men; this was directly proportional to age, especially for men older than 70 years. All medical expenses for COVID-19 are paid for by the South Korea government; therefore, all patients, including those receiving Medicaid, received the same level of care for COVID-19. Although there was no difference in medical care, those with Medicaid had the lowest income level and a higher severity grade; however, there were no differences between the groups with grades 1 to 4 medical insurance. For individuals with disabilities, the incidence was slightly higher than that of the control group. However, the severity grade was much higher than that of other individuals infected with COVID-19.

Other studies of COVID-19 reported that SARS-CoV-2 binds to the angiotensin-converting enzyme 2 (ACE2) receptor through the viral structural spike protein at the onset of infection [25]. ACE2 is expressed to varying degrees in almost all human organs. ACE2 is highly expressed in cardiomyocytes, proximal tubule cells of the kidney, and bladder urinary tract cells. Additionally, it is abundantly expressed in intestinal cells of the small intestine, especially in the ileum [25-28]. Therefore, most critically ill patients with COVID-19 experience multiple organ injuries, including acute lung injuries, acute kidney injuries, cardiac injuries, hepatobiliary disease, and pneumothorax [29]. Therefore, to analyze the effect of each comorbidity on the COVID-19 infection severity grade, it is necessary to consider other comorbidities.

Each demographic factor, comorbidity, and medication may influence each other, resulting in different outcomes in terms of the infection rate and severity of COVID-19. When analyzing comorbidities with hypertension, the effect of hypertension on the infection rate and severity of COVID-19 experienced by an 80-year-old woman with asthma and that of a 30-year-old man without an underlying medical condition may be different. Accurate results can be obtained for sufficiently studied diseases by controlling for only important factors. However, in the case of understudied diseases, such as COVID-19, various factors should be considered. In this study, PS matching was performed for various factors that could affect COVID-19, to minimize bias. When selecting a factor for PS matching, in order to select objective data, data provided by the CDC and meta-analysis studies were used. However, there was a limit, as data may
change as research on COVID-19 progresses. Most of the results obtained were similar to those of previously published studies; however, some results were conflicting. For people with cancer and autoimmune disease, infection rates were even lower; these results were possibly affected by reducing social contact because of the risk of COVID-19 infection. Exposure to COVID-19 is an important factor that can affect the infection rate of COVID-19. Individuals with hyperlipidemia had a low COVID-19 infection rate and low severity grade. Previous studies reported that hyperlipidemia should be managed to prevent COVID-19 because high cholesterol levels induce inflammation and increase ACE2 availability [30-32]. Moreover, the use of statins for patients with COVID-19 reduced mortality by interfering with the mevalonate pathway and because of their antiviral effects [10,11,33]. However, some studies have shown that people with low lipid levels are more susceptible to and have more severe COVID-19 infection [34-41]. A meta-analysis published in 2022 indicated that patients with severe COVID-19 had lower total cholesterol levels (pooled mean difference –10.4; 95% CI –18.7 to –2.2), low-density lipoprotein cholesterol levels (pooled mean difference –4.4; 95% CI –8.4 to –0.42), and high-density lipoprotein cholesterol levels (pooled mean difference –4.4; 95% CI –6.9 to –1.8) on admission compared with patients with non-severe disease [42]. This may be similar to the “obesity paradox,” which states that mild obesity is advantageous to improvements after stroke [43,44]. Mild obesity can withstand the systemic catabolic imbalance with impaired metabolic efficiency and body tissue degradation that occur after stroke. Hyperlipidemia may also have a role in minimizing the severity of COVID-19.

Limitations
Our study has several limitations. As a limitation of most medical data studies, there is bias caused by confounding factors that may affect our results. When selecting factors for PS matching, information from the CDC and meta-analysis studies were used to select objective data, but these data may change as research on COVID-19 progresses. Further, we defined diseases based on the ICD codes provided in the insurance claims data. There may have been additional unmeasured confounders influencing our results, including genetic polymorphisms, smoking, body mass index, and exposure to the virus. In this study, the infection rate of COVID-19 may have been influenced by the degree of exposure to COVID-19, which may be an important factor in addition to the comorbidity factors. However, the influence of COVID-19 itself could be confirmed because the bias was less than that of previous studies. One race in South Korea comprises more than 95% of the population; hence, there was minimal racial bias compared with previous studies. Because the government funds the treatment for COVID-19 in South Korea and because the medical facilities for COVID-19 treatment are ubiquitous, there was minimal economic bias. The PS matching was performed for sex, age, CCI, comorbidity, and medication, including statins (standardized mean difference <0.1). Hence, selection bias was minimized. Therefore, more accurate information regarding the incidence of COVID-19 and its severity according to comorbidities was provided.

This study was based on data from patients who experienced COVID-19 during the early outbreak period; therefore, that strain may differ from the current strain of COVID-19. However, an accurate analysis of recent COVID-19 strains, including Omicron, is difficult because the effects of acquired or natural immunity and vaccination are mixed. Data at the time of its early onset can provide fundamental information, including regarding mutations that may occur in the future.

Conclusions
Although the severity of COVID-19 has decreased, its hospitalization rate has not decreased significantly, and its burden on medical facilities continues; therefore, an analysis of comorbidities is still important. Therefore, many studies of comorbidities that affect COVID-19 have been published; however, some have reported conflicting results. This may be because various factors such as medication and comorbidities, in addition to demographic factors such as age and sex, affect the infection rate and severity of COVID-19. It is necessary to analyze as many factors as possible to obtain more accurate data regarding COVID-19. Based on the results of previous studies, this study tried to derive objective results by considering various factors affecting COVID-19. In conclusion, certain comorbidities known as risk factors in previous studies increase the infection rate and severity of COVID-19. However, hyperlipidemia decreases the infection rate and severity. These results can be utilized to effectively manage COVID-19.
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Abstract

Background: As of August 25, 2021, Jiangsu province experienced the largest COVID-19 outbreak in eastern China that was seeded by SARS-CoV-2 Delta variants. As one of the key epidemiological parameters characterizing the transmission dynamics of COVID-19, the incubation period plays an essential role in informing public health measures for epidemic control. The incubation period of COVID-19 could vary by different age, sex, disease severity, and study settings. However, the impacts of these factors on the incubation period of Delta variants remains uninvestigated.

Objective: The objective of this study is to characterize the incubation period of the Delta variant using detailed contact tracing data. The effects of age, sex, and disease severity on the incubation period were investigated by multivariate regression analysis and subgroup analysis.

Methods: We extracted contact tracing data of 353 laboratory-confirmed cases of SARS-CoV-2 Delta variants’ infection in Jiangsu province, China, from July to August 2021. The distribution of incubation period of Delta variants was estimated by using likelihood-based approach with adjustment for interval-censored observations. The effects of age, sex, and disease severity on the incubation period were explicated by using multivariate logistic regression model with interval censoring.

Results: The mean incubation period of the Delta variant was estimated at 6.64 days (95% credible interval: 6.27-7.00). We found that female cases and cases with severe symptoms had relatively longer mean incubation periods than male cases and those with nonsevere symptoms, respectively. One-day increase in the incubation period of Delta variants was associated with a weak decrease in the probability of having severe illness with an adjusted odds ratio of 0.88 (95% credible interval: 0.71-1.07).

Conclusions: In this study, the incubation period was found to vary across different levels of sex, age, and disease severity of COVID-19. These findings provide additional information on the incubation period of Delta variants and highlight the importance of continuing surveillance and monitoring of the epidemiological characteristics of emerging SARS-CoV-2 variants as they evolve.

(JMIR Public Health Surveill 2022;8(11):e40751) doi:10.2196/40751
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Introduction

The ongoing COVID-19 pandemic caused by SARS-CoV-2 has been continuously spreading worldwide, posing significant threat and burden to public health systems. The emergence of SARS-CoV-2 variants has accelerated the global spread of COVID-19 [1]. In February 2021, the SARS-CoV-2 Delta variant (Phylogenetic Assignment of Named Global Outbreak lineage: B.1.617.2) was first detected in India [2]. Subsequently, major outbreaks seeded by the Delta variants have been reported in various regions [3,4]. A comprehensive understanding of the epidemiological characteristics of the Delta variant would help inform targeted interventions for containing the spread of COVID-19 [5].

The continuous evolution of new variants of SARS-CoV-2 since the outbreak has been a great challenge, especially for those in health care and research and development in the areas of diagnosis, prevention and treatment development, as well as policy makers and administrators [6], resulting in rapid changes in the epidemiological information used to plan and evaluate strategies to prevent the spread of COVID-19 [7].

The incubation period, defined as the time delay between the onset of infection and symptoms of a case, is an imperative epidemiological parameter of an infectious disease. From the perspective of epidemic control, estimating the incubation period could help determine the quarantine time, develop control measures, and predict the transmission dynamics [8]. Apart from that, the incubation period also plays an important role in determining the proportion of presymptomatic transmission, which has posed significant challenges in the containment of epidemics [9]. Thus, it is of crucial importance to clarify the distribution of the incubation period especially for the SARS-CoV-2 variant, which could cause large outbreaks.

The current understanding on the incubation period for the SARS-CoV-2 Delta variant is limited. Although estimates of the incubation period of various historical SARS-CoV-2 strains can be found in the literature [10-12], knowledge of the incubation period of Delta variants has been largely scarce. However, recent studies conducted in Guangdong province, China, have shown that the Delta variant has a shorter incubation period than non-Delta variants [13,14]. The incubation period of COVID-19 could vary by age, sex, disease severity, and study settings [15]. The impact of these factors on the incubation period for the circulating variant remains uninvestigated.

From July to August 2021, outbreaks seeded by the Delta variant were reported in Nanjing and Yangzhou, Jiangsu province, China, with a larger scale compared to the Delta outbreak that had occurred in Guangdong province from May to June 2021. The aim of this study was to characterize the incubation period of Delta variants using detailed epidemiological contact tracing data collected during the Delta outbreak in Jiangsu. Subgroup analysis was also conducted to examine the effect of age, sex, and disease severity on the incubation period. Furthermore, by applying a multivariate logistic regression model, we investigated the association between disease severity and incubation period of the Delta cases.

Methods

Data

Epidemiological contact tracing data of the cases infected with the Delta variant were collected from Nanjing Health Committee of Jiangsu Province [16] and Yangzhou Health Committee [17], from July to August 2021. We extracted the demographic and clinical information for each case, including age, sex, home address, exposure and contact history, date of COVID-19 diagnosis, and clinical severity categorized according to the criteria proposed by the National Health Commission of the People’s Republic of China (ie, asymptomatic, mild, moderate, severe, and critical). Asymptomatic cases and cases that did not have any information on the exposure were excluded when estimating the incubation period.

On July 27, 2021, according to the Nanjing Centers for Disease Control and Prevention, the outbreaks were seeded by the SARS-CoV-2 Delta variants according to the whole genome sequencing results [18]. All cases included in this study were laboratory confirmed through real-time reverse transcription polymerase chain reaction or antigen test on a nasopharyngeal swab. The incubation period is the time delay between the date of infection and the date of onset of symptoms. A transmission pair was identified if 2 confirmed cases had a clear epidemiological link (clearly identified who is infected by whom through the contact history in the dataset which was confirmed by the official published epidemic reports). The date of infection is identified based on the contact history between each infected-infector transmission pair in the officially reported epidemiological survey reports. The time of symptom onset date is identified based on the time of symptom onset for each infected person in the officially reported epidemiological investigation reports. For cases without information on the exact date of infection, exposure windows (with lower and upper bound for the exact exposure date) were determined according to the trajectory and duration of contact.

Incubation Period

We assumed the incubation period $T$ of the Delta cases was a random variable following a gamma distribution. For case $i$ with known date of infection $E$ and symptom onset $S$, the likelihood function was given by the following:

$$f(\cdot)$$ is the probability density function of gamma distribution with parameters denoted by $\theta$. For cases identified with an exposure window $(E_{Li}, E_{Ri})$, the incubation period was therefore interval-censored and bounded by $(T_{Li}, T_{Ri})=(S - E_{Li}, S - E_{Ri})$. The total likelihood function was thus formulated as follows:

Here, $F(\cdot)$ represents the cumulative distribution function, and $\omega$ represents indicator variable. We have $\omega = 1$ if the incubation period was interval-censored and $\omega = 0$ if the exact incubation period was observed. The parameters were estimated by Markov
chain Monte Carlo (MCMC) method with uniform prior distribution $U(0,100)$. Marginal posterior distributions were obtained from 10,000 iterations, among which the first 5000 iterations were discarded as burn-in period. The 95% credible interval (CrI) was obtained from marginal posterior distributions. We estimated the incubation period distribution for overall cases and for different stratification of cases including age groups (ie, 0-18 years, 19-39 years, 40-59 years, 60-79 years, and over 80 years), sex, clinical severity, and geographical regions (ie, Nanjing and Yangzhou).

**Logistic Regression**
Multivariate logistic regression model was applied to examine the associations between the incubation period and disease severity of the cases infected with the Delta variant. The independent variables including age ($A$), sex ($S$), and incubation period ($T$) were included in the model. For case $i$ with known date of infection, the probability $P$ that the case’s symptom is severe and critical ($Y_i = 1$) is:

For cases that had a window of exposure, the probability $P$ is given by:

Moreover, we define $\beta$. Therefore, the likelihood function was constructed as:

We estimated the coefficients' vector by MCMC with normal prior distribution. The marginal posterior distributions of parameters were obtained from 100,000 iterations, among which the first 50,000 iterations were discarded for the burn-in period. The 95% CrI was obtained from the marginal posterior distributions of unknown parameters.

**Ethical Considerations**
The collection of specimens as well as epidemiological and clinical data for SARS-CoV-2–infected individuals and their close contacts were a part of a continuing public health investigation of COVID-19 outbreaks, ruled in the Protocol on the Prevention and Control of COVID-19 by the National Health Commission of the People’s Republic of China, which was exempt from ethical approval (ie, institutional review board assessment). All data used in this study were collected via public domains without personal identity; thus, institutional ethics review was waived.

**Results**
A total of 763 COVID-19 cases infected by the Delta variant were reported in Nanjing and Yangzhou from July to August 2021. Of the 763 cases, 410 (53.7%) were excluded due to a lack of exposure history, and the remaining 353 (46.3%) were included in the analysis. Of the 353 included cases, 161 (45.6%) were from Nanjing and 192 (54.4%) were from Yangzhou. In this study, the included cases were divided into two subgroups according to the severity of the disease: age group and sex. The age groups were divided into 5 groups (0-18 years, 19-39 years, 40-59 years, 60-79 years, and over 80 years).

A total of 132 (37.4%) cases aged 40-59 years accounted for a higher proportion than other age groups, with a smaller proportion of children (n=47, 13.3%) and people older than 80 years (n=7, 2%). The proportion of female (n=220, 62.3%) cases was higher than that of male cases (n=133, 37.7%) (Table 1).

Figure 1 shows the exposure to the symptom onset timeline for the included cases. The estimated mean incubation period for the Delta variant was 6.64 days (95% CrI 6.27-7.00) (Figures 2 and 3). There was a trend toward longer incubation period in male cases (7.10 days, 95% CrI 6.52-7.71) compared with female cases (6.36 days, 95% CrI 5.89-6.83; Table 2).

In the age group, the mean incubation period was 6.45 days (95% CrI 5.40-7.56) for cases aged 0-18 years, 6.20 days (95% CrI 5.59-6.89) for cases aged 19-39 years, and 6.85 days (95% CrI 6.17-7.55) for those aged 40-59 years; cases aged 60-79 years had a mean incubation period of 7.02 days (95% CrI 6.34-7.76), and the shortest mean incubation period was 6.45 days (95% CrI 5.40-7.56) for those older than 80 years. The mean incubation period estimates also differed among age groups, with a shorter mean incubation period for cases aged 0-39 years and ≥80 years compared with those aged 40-79 years (Table 2).

The estimated mean incubation was shorter for critical cases (5.73 days, 95% CrI 3.83-8.11), compared with mild cases (6.41 days, 95% CrI 5.67-7.19), moderate cases (6.78 days, 95% CrI 6.34-7.25), and severe cases (6.63 days, 95% CrI 5.10-8.47). There was a trend toward longer mean incubation period for cases in Yangzhou (6.72 days, 95% CrI 6.23-7.23), compared with cases in Nanjing (6.51 days, 95% CrI 5.99-7.07; Table 2).

The duration of incubation period had a weak and negative association with the clinical severity of COVID-19 cases infected Delta variants, with an adjusted odds ratio (OR) of 0.88 (95% CrI 0.71-1.07). After adjusting for age and sex, which implies that a 1-day increase in incubation period was associated with a 12% decrease in the probability of severe illness (Figure 4). Furthermore, age was found to be positively associated with the incubation period, with an adjusted OR of 1.07 (95% CrI 1.05-1.10).
Table 1. Basic characteristics of the confirmed SARS-CoV-2 Delta cases.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>All cases (n=353)</th>
<th>Mild cases (n=84)</th>
<th>Moderate cases (n=238)</th>
<th>Severe cases (n=21)</th>
<th>Critical cases (n=10)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age group</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-18 years</td>
<td>47 (13.3)</td>
<td>30 (35.7)</td>
<td>17 (7.1)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>19-39 years</td>
<td>84 (23.8)</td>
<td>24 (28.6)</td>
<td>59 (24.8)</td>
<td>1 (4.8)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>40-59 years</td>
<td>132 (37.4)</td>
<td>26 (31%)</td>
<td>94 (39.5)</td>
<td>10 (47.6)</td>
<td>2 (20)</td>
</tr>
<tr>
<td>60-79 years</td>
<td>83 (23.5)</td>
<td>4 (4.8)</td>
<td>64 (26.9)</td>
<td>10 (47.6)</td>
<td>5 (50)</td>
</tr>
<tr>
<td>≥80 years</td>
<td>7 (2)</td>
<td>0 (0)</td>
<td>4 (1.7)</td>
<td>0 (0)</td>
<td>3 (30)</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>133 (37.7)</td>
<td>28 (33.3)</td>
<td>92 (38.7)</td>
<td>7 (33.3)</td>
<td>6 (60)</td>
</tr>
<tr>
<td>Female</td>
<td>220 (62.3)</td>
<td>56 (66.7)</td>
<td>146 (61.3)</td>
<td>14 (66.7)</td>
<td>4 (40)</td>
</tr>
</tbody>
</table>

Figure 1. Timeline of the course of infection for each case infected by SARS-CoV-2 Delta variants (n=353) from July to August 2021, in Jiangsu province, China.
Figure 2. Cumulative distribution of the estimated gamma incubation period for the confirmed SARS-CoV-2 Delta cases (n=353). MCMC: Markov chain Monte Carlo.

Figure 3. Incubation period distribution for Delta cases with severe diseases (n=31) and Delta cases with nonsevere diseases (n=322).
Table 2. Estimated incubation period by sex, age groups, clinical severity, and 2 geographical regions of the Delta cases.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Mean (days)</th>
<th>Median (days)</th>
<th>The lower bound of 95% CrI</th>
<th>The upper bound of 95% CrI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall (n=353)</td>
<td>6.64</td>
<td>6.63</td>
<td>6.27</td>
<td>7.00</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male (n=133)</td>
<td>7.10</td>
<td>7.09</td>
<td>6.52</td>
<td>7.71</td>
</tr>
<tr>
<td>Female (n=220)</td>
<td>6.36</td>
<td>6.36</td>
<td>5.89</td>
<td>6.83</td>
</tr>
<tr>
<td>Age group</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-18 years (n=47)</td>
<td>6.45</td>
<td>6.42</td>
<td>5.40</td>
<td>7.65</td>
</tr>
<tr>
<td>19-39 years (n=84)</td>
<td>6.20</td>
<td>6.19</td>
<td>5.59</td>
<td>6.89</td>
</tr>
<tr>
<td>40-59 years (n=132)</td>
<td>6.85</td>
<td>6.85</td>
<td>6.17</td>
<td>7.55</td>
</tr>
<tr>
<td>60-79 years (n=83)</td>
<td>7.02</td>
<td>7.02</td>
<td>6.34</td>
<td>7.76</td>
</tr>
<tr>
<td>≥80 years (n=7)</td>
<td>6.05</td>
<td>5.96</td>
<td>4.50</td>
<td>8.07</td>
</tr>
<tr>
<td>Clinical severity</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mild cases (n=84)</td>
<td>6.41</td>
<td>6.41</td>
<td>5.67</td>
<td>7.19</td>
</tr>
<tr>
<td>Moderate cases (n=238)</td>
<td>6.78</td>
<td>6.78</td>
<td>6.34</td>
<td>7.25</td>
</tr>
<tr>
<td>Severe cases (n=21)</td>
<td>6.63</td>
<td>6.58</td>
<td>5.10</td>
<td>8.47</td>
</tr>
<tr>
<td>Critical cases (n=10)</td>
<td>5.73</td>
<td>5.66</td>
<td>3.83</td>
<td>8.11</td>
</tr>
<tr>
<td>Geographical region</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yangzhou (n=192)</td>
<td>6.72</td>
<td>6.72</td>
<td>6.23</td>
<td>7.23</td>
</tr>
<tr>
<td>Nanjing (n=161)</td>
<td>6.51</td>
<td>6.51</td>
<td>5.99</td>
<td>7.07</td>
</tr>
</tbody>
</table>

Figure 4. Risk factors associated with the disease severity of the Delta cases. OR: odds ratio.

### Discussion

#### Principal Findings

In this study, the mean incubation period of the Delta variant was estimated to be 6.64 days (95% CrI 6.27-7.00) by using the MCMC method for the interval-censored data based on uniform prior distribution U(0,100). We found that a 1-day increase in the incubation period for the Delta variant was associated with a 12% decrease in the probability of severe disease after adjusting for age and sex (OR=0.88, 95% CI 0.71-1.07).

Characterizing the epidemiological features of the SARS-CoV-2 variants could provide insights into the transmission potential of COVID-19. Based on detailed contact tracing data, we estimated the incubation period of the SARS-CoV-2 Delta variant and examined the association between the incubation period and disease severity. Subgroup analysis was also conducted to investigate the difference in the incubation period distribution between age groups, sex, disease severity, and 2 geographical regions.

Our mean (6.64 days) and median (6.63 days) incubation period estimates for overall Delta cases are slightly longer than the pooled point estimates (mean: 6.3 days; median: 5.4 days) from a previous meta-analysis on the incubation period of the historical wild-type COVID-19 strains [19]. The mean incubation estimates were relatively larger than those of Grant et al [20] (6.64 days vs 4.3 days). The mean incubation estimates are also larger than previous findings from Guangdong Province, China, with a mean estimate range of 3.9 to 5.8 days [21,22]. Moreover, the mean incubation estimates were relatively longer than those by Ogata et al [23] (6.64 days vs 3.7 days). These discrepancies may be attributed to not only the biological
difference between the SARS-CoV-2 strains but also the definition of the date of infection and symptom onset, as well as the estimation methodology.

The incubation period is considered as a function of the initial infectious dose, the rate of pathogen replication in the host, and intrahost defense mechanisms [24,25]. The result of mean incubation period was estimated to have a tendency for severe Delta cases to be shorter than nonsevere Delta cases (5.73 days vs 6.78 days) and for female cases to be longer than male cases (7.10 days vs 6.36 days), consistent with an earlier study using a larger sample size [15]. The multivariate logistic regression model also suggested a negative association between disease severity and incubation period even after control for age and sex. Early studies suggested that a shorter incubation period is related to a higher viral load of the initial infection, which may give rise to a more rapid pathogen replication rate that outpaces the adaptive immune system, thereby resulting in a more severe disease [26,27]. Although the biological pathway behind the incubation period and the clinical severity of COVID-19 has not been well established, a shorter incubation period may serve as an indicator of a more severe outcome for patients. Apart from that, the differences in incubation period estimates between sexes could be due to female cases exhibiting stronger innate and adaptive immune responses than male cases, which may result in a faster clearance of the in-host pathogens [28].

During the ongoing COVID-19 pandemic, estimating the distribution of the incubation period under the context of the local epidemics is essential to inform the local public health interventions such as the quarantine and isolation period [29]. With more recent data, the 95th and 97.5th percentile of the estimated distribution of the incubation period could give policy makers hints on how to adjust and improve the current control measures to effectively use the limited public health resources and at the same time to minimize the risk of permitting infectious persons into the community. Therefore, to mitigate current epidemics and prevent future outbreaks, it is crucial to obtain the incubation period estimates based on more updated epidemiological data of novel SARS-CoV-2 variants [30]. The estimates of the incubation period, across demographic and clinical features of cases, for the Delta variants added additional information to the existent evidence, which could potentially improve the policy making process.

This study has some limitations. First, the epidemiological contact tracing data were subjected to recall bias. When the confirmed cases recall their exposure window, some activities contact tracing data were subjected to recall bias. When the confirmed cases recall their exposure window, some activities may be omitted due to unclear memory, which may lead to extra uncertainty or bias in the incubation period estimates. Second, it is possible that incubation distribution varies by vaccination status (ie, whether on is vaccinated or not), which may act as a potential confounding factor in the logistic regression model. However, because complete information on vaccination was not available, it was not included in the model. Future studies with more data could further investigate the effect of the vaccine on the incubation period of an emerging variant and explore additional factors affecting the latency of SARS-CoV-2 with more subgroup analyses. Finally, there were significantly fewer severe cases than nonsevere cases. Such imbalance may deviate the coefficient estimates.

In the future, it is necessary to further study the transmission dynamics and viral shedding, particularly for vaccinated cases with the Delta infection. Given that the current pandemic is dominated by the SARS-CoV-2 Omicron variants, it is also necessary to continue the surveillance of epidemiological characteristics of the Omicron variants. For the novelties of this study, we adopted a state-of-the-art statistical approach to examine the association between incubation period of Delta variants and potential factors, including sex, age, and clinical severity of COVID-19 illness. The samples of incubation period observations were collected from the largest COVID-19 epidemics in eastern China seeded by Delta variants with well-traced and individual-level information of each laboratory-confirmed case. Interval censoring of incubation period observations was adjusted in the likelihood-based statistical inference framework to approach the intrinsic characteristics of incubation period. As such, the estimated associations between case characteristics and incubation period reflected evidence of the intrinsic feature of COVID-19, rather than being unauthentic due to observational or sampling bias.

Conclusions

In conclusion, this study estimated the incubation period distribution of Delta variants according to detailed contact tracing data of COVID-19 cases in eastern China. The incubation period was found varied across sex, age, and disease severity of cases. A mild negative association between incubation period of Delta variants and clinical severity of COVID-19 was reported. These findings provided additional information on the incubation period of Delta variants and highlighted the importance of continuing surveillance and monitoring of the epidemiological characteristics of emerging SARS-CoV-2 variants as they evolve.

This study uncovered differences in incubation period between age, sex, and severe disease for patients with the Delta variant, and it will help researchers uncover key areas of the combination of incubation period with the disease severity for SARS-CoV-2 Delta variants, which many researchers have not been able to explore. Thus, a new theory on the prevention of transmission of different variants of SARS-CoV-2 may be arrived at.
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Abstract

Background: Several risk factors have been identified for severe COVID-19 disease by the scientific community. In this paper, we focus on understanding the risks for severe COVID-19 infections after vaccination (ie, in breakthrough SARS-CoV-2 infections). Studying these risks by vaccine type, age, sex, comorbidities, and any prior SARS-CoV-2 infection is important to policy makers planning further vaccination efforts.

Objective: We performed a comparative study of the risks of hospitalization (n=1140) and mortality (n=159) in a SARS-CoV-2 positive cohort of 19,815 patients who were all fully vaccinated with the Pfizer, Moderna, or Janssen vaccines.

Methods: We performed Cox regression analysis to calculate the risk factors for developing a severe breakthrough SARS-CoV-2 infection in the study cohort by controlling for vaccine type, age, sex, comorbidities, and a prior SARS-CoV-2 infection.

Results: We found lower hazard ratios for those receiving the Moderna vaccine (P<.001) and Pfizer vaccine (P<.001), with the lowest hazard rates being for Moderna, as compared to those who received the Janssen vaccine, independent of age, sex, comorbidities, vaccine type, and prior SARS-CoV-2 infection. Further, individuals who had a SARS-CoV-2 infection prior to vaccination had some increased protection over and above the protection already provided by the vaccines, from hospitalization (P=.001) and death (P=.04), independent of age, sex, comorbidities, and vaccine type. We found that the top statistically significant risk factors for severe breakthrough SARS-CoV-2 infections were age of >50, male gender, moderate and severe renal failure, severe liver disease, leukemia, chronic lung disease, coagulopathy, and alcohol abuse.

Conclusions: Among individuals who were fully vaccinated, the risk of severe breakthrough SARS-CoV-2 infection was lower for recipients of the Moderna or Pfizer vaccines and higher for recipients of the Janssen vaccine. These results from our analysis at a population level will be helpful to public health policy makers. Our result on the influence of a previous SARS-CoV-2 infection necessitates further research into the impact of multiple exposures on the risk of developing severe COVID-19.

(JMIR Public Health Surveill 2022;8(11):e38898) doi:10.2196/38898
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Introduction

Despite widespread COVID-19 vaccination, high community levels of SARS-CoV-2 circulating throughout the United States have led to many breakthrough SARS-CoV-2 infections [1-3]. Breakthrough infections, where fully vaccinated individuals who are exposed to SARS-CoV-2 get infected, are generally uncommon (0.02% of fully vaccinated individuals reported developing breakthrough infections in a Washington state cohort [4]) and are generally less severe than infections in unvaccinated individuals [5,6]. There now exists a large body of literature studying the risk factors for severe COVID-19 disease, much of which has involved studies in unvaccinated populations [7-10], prior to the large-scale availability of vaccines. Studies on how these risks vary after vaccination are fewer in comparison, mostly focused on vaccine effectiveness in preventing SARS-CoV-2 infections or the influence of specific variants on vaccine effectiveness [11].

The impact of underlying factors on breakthrough infections are quite challenging to understand outside of randomized, placebo-controlled, double-blind field trials due to variation in their severity, distribution in the population, and contribution to transmission [11,12]. Early studies have found that a third dose of vaccine reduces the viral load in breakthrough infections, even for newer variants such as delta and omicron [13,14]. To understand the comparative advantages of the various vaccines [15], it is important to know the rate of severe COVID-19 disease leading to hospitalization or death among individuals who are fully vaccinated [16], as this will help policy makers.

While the risk of breakthrough SARS-CoV-2 infection has recently been reported by type of vaccine [17], little information exists regarding the risk of hospitalization or mortality by vaccine type for breakthrough infections [1]. In addition, while a prior SARS-CoV-2 infection is associated with a lower risk of breakthrough infection, it is unknown how large an effect a prior infection has on the severity of breakthrough COVID-19 infections, should one occur [18]. There has been a growing need for retrospective studies on severe breakthrough infections to address the misinformation and vaccine hesitancy in social and public spheres [19].

In this paper, we used de-identified US medical claims records from Change Healthcare to estimate the risk of hospitalization and death, by vaccine type, age, sex, comorbidity factors and previous SARS-CoV2 infection, among SARS-CoV-2 breakthrough infections that occurred between March 10, 2021, and October 14, 2021.

Methods

Ethics Approval and Consent to Participate

This study does not constitute as human subjects research due to the use and reporting of only deidentified observational data as determined by the human subjects committee of the University of Washington and thus does not require the review and approval by the institutional review board at the University of Washington.

Data Source

Our study uses de-identified US medical claims records from Change Healthcare collected over a period from March 1, 2020, to October 14, 2021, encompassing over 100 million records from over 8 million patients. Medical claims data contain details about a patient’s interaction with the medical system, which are needed for the accurate billing of the transactions. Each claims record contains patient demographic information, International Classification of Diseases, 10th Revision (ICD-10) codes indicating primary diagnosis and secondary diagnoses, place of diagnosis, ICD-10 codes of procedures performed, patient status at the end of the visit, dates pertaining to the event (where different “from” and “to” dates indicate longer visits whereas the same “from” and “to” dates are for outpatient visits).

Our claims data set includes primarily open claims and a subset of closed payer claims that are normalized for analytics purposes. The open claims are derived from broad-based health care sources and consist of all medical claims that Change Healthcare processes and for which it has the usage rights. The closed claims are derived directly from the payer (ie, health insurance provider) and capture nearly all events that occur during the patient’s enrollment period. Roughly 95% of the claims used for this study are commercial, and 5% are Medicare Advantage or other types of plans.

Study Population

Our data set of 8.18 million individuals contains only COVID-19 positive patients, defined as patients with at least one claims record with the ICD-10 diagnosis codes of “U07.1” or “U07.2” in any diagnosis field. We limited our analysis to individuals who had a primary diagnosis of “U07.1” (this is indicated by the principal diagnosis code, which encodes the primary diagnosis rendered by the medical facility or the primary cause of the visit). This ICD-10 diagnosis code indicates a COVID-19 diagnosis where the virus was identified in a lab-confirmed report. We exclude patients for whom the code of U07.1 appears in the “other diagnosis” fields, which contain the list of diagnoses made in addition to the primary cause of visit, which can be any other medical condition such as cancer. We also exclude patients with the code U07.2, which indicates a non-lab–confirmed COVID-19 diagnosis.

Subsequently, fully vaccinated individuals are identified by looking for procedure codes encoding the second doses of Pfizer (0002A) and Moderna (0012A) vaccines and the first dose of the Janssen (0031A) vaccine. We do not exclude patients with missing first dose claims records (~5% of the final study cohort), because patients who went to vaccination camps and were not required to provide insurance information would have missing first dose claims records. Some of these ~5% patients with missing first dose claims records may have had mixed vaccines (eg, Pfizer for the first dose and Moderna for the second dose). Since we did not believe that this will be a significant fraction of the vaccinated population, we do not exclude them.

Breakthrough patients were defined as those who had a primary, lab-confirmed COVID-19 diagnosis at least 14 days after the date of vaccination. Please see Figure S1 in Multimedia Appendix 1 for a flow diagram showing the criteria used for cohort selection.
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Hospitalization and Mortality

We explicitly identify hospitalization by looking for claims where the claim type is “institutional” or “professional” and the bill type indicates an “inpatient” facility. We also look at the dates associated with the hospital stay and only consider patients whose admission duration was at least 2 days (derived from the “admission_from” and “admission_to” date fields). For mortality, we look at the patient status code and consider all codes indicating “expired.” As described already, we only consider cases where the primary diagnosis was COVID-19 for both hospitalization and expiration. The patient status code is available for all hospitalized patients but only for 42% of the outpatients (who went to clinics). Among patients who had the patient status code available, we found only 17 (0.22%) deaths out of a total of 7843 outpatients; therefore, we consider outpatients with missing patient status to be alive.

Study Period

COVID-19 vaccinations began in the United States in late December 2020. By late February 2021, the Pfizer-BioNTech (Pfizer), Moderna, and Johnson & Johnson (J&J/Janssen) vaccines were all approved for emergency use authorization. The Pfizer and Moderna vaccination drives started much earlier, in late December (Figures S2 and S3 in Multimedia Appendix 1), as compared to that of the Janssen vaccines, which also saw a stall in vaccine rates in mid-April (Figure S4 in Multimedia Appendix 1). To keep the COVID-19 exposure of the individuals taking any of the 3 vaccines consistent, we use the same study window, though we have data for Pfizer and Moderna from late December. We construct our cohort to consist of individuals who were fully vaccinated between March 10, 2021, and April 27, 2021, the period during which all 3 vaccines were being widely administered. Every individual in this cohort was followed from the date of vaccination of each individual up to the end of the study period, October 14, 2021. The study period over the entire cohort is thus March 10, 2021, to October 14, 2021. In Figure S6 in Multimedia Appendix 1, we show statistics showing the number of days of follow-up after full vaccination by vaccine type in our study cohort.

Comorbidities

Preexisting comorbidities were defined based on ICD-10 codes assigned to medical encounters, which contain pointers to previously diagnosed conditions, using claims records during the 6-month period from March 2020 to September 2020. This period does not overlap with the study period, so events during the study period will not also be counted as comorbidities. The Elixhauser comorbidity index [20] was used to define comorbid conditions. This index has a series of codes that define comorbidities with each code mapping to one or several ICD-10 diagnosis codes. For example, the Elixhauser code “BLDLOSS” (blood loss) includes the following four ICD-10 diagnosis codes: D50.0, O90.81, O99.02, and O99.03. We provide the index that we used and the corresponding ICD-10 codes in Multimedia Appendix 2. We also show the relative abundance of comorbidities in our cohort, by vaccine type, in Table S2 and Figure S5 in Multimedia Appendix 1.

Previous COVID-19 Infection

Since some of the individuals in our cohort may have had a COVID-19 infection during the year 2020, we introduce an additional feature to encode the effect of already being infected with COVID-19. This feature is “yes” if we see a claim involving a COVID-19 diagnosis in any diagnosis field, in the period from March 1, 2020, to the beginning of the study period, March 10, 2021.

Statistical Methods

Date of full vaccination was defined as 14 days after (1) a single Janssen vaccine, (2) the second Moderna vaccine dose, or (3) the second Pfizer vaccine dose. Cox proportional hazards regression was used to estimate univariate hazard ratios (HRs) and multivariable HRs in a model including the following features: age (categorized), sex (male and female), vaccine type, Elixhauser comorbidities (encoded as independent binary variables), and SARS-CoV-2 infection prior to the first dose of vaccination (yes or no). We remove the negligible number of individuals with sex=unknown. We also model interactions between vaccine type and all other covariates as well as previous infection and all other covariates but find that none were statistically significant. Further, the interaction terms had a negligible impact on the hazard ratios of the other terms and were thus removed for greater clarity in the results. All analyses were performed using the “coxph” function from the R package “survival” (R Foundation for Statistical Computing) [21].

Results

Our study includes 19,815 fully vaccinated patients with breakthrough SARS-CoV-2 infections between March 10, 2021, and October 14, 2021. Of those patients, 11,339 (57.22%) received the Pfizer vaccine, 5480 (27.66%) received the Moderna vaccine, and 2996 (15.12%) received the Janssen vaccine. Breakthrough cases receiving Janssen were younger than those receiving Pfizer or Moderna and had a slightly greater proportion of male patients (Table 1). Breakthrough cases receiving Moderna had a greater proportion of patients with COVID-19 prior to vaccination.

Risk of hospitalization and mortality among breakthrough cases increased with older age and was higher for male patients (Table 2). In multivariable analyses controlling for age, male sex, comorbidities, and prior SARS-CoV-2 infection, the risk of hospitalization was the lowest for breakthrough cases receiving the Moderna vaccine (adjusted hazard ratio [aHR]: 0.42, 95% CI 0.35-0.5; P < .001), comparably low for Pfizer vaccinated individuals (aHR: 0.45, 95% CI 0.39-0.53; P < .001), compared with that for the recipients of the Janssen vaccine. The comorbidities with statistically significant HRs for hospitalization or mortality from a breakthrough SARS-CoV-2 infection include severe liver disease, moderate and severe renal failures, alcohol abuse, chronic lung disease, coagulopathy, cancers, anemia, seizures, and arthritis (Table S1 in Multimedia Appendix 1).
Table 1. Characteristics of SARS-CoV-2 breakthrough infections cohort tracked from March 10, 2021, to October 14, 2021. Prevalence of comorbidities by vaccine type is shown in Figure S5 in Multimedia Appendix 1.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Pfizer (n=11,339), n (%)</th>
<th>Moderna (n=5480), n (%)</th>
<th>Janssen (n=2996), n (%)</th>
<th>Overall (n=19,815), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age range (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-20</td>
<td>108 (0.95)</td>
<td>31 (0.57)</td>
<td>34 (1.13)</td>
<td>173 (0.87)</td>
</tr>
<tr>
<td>20-35</td>
<td>1005 (8.86)</td>
<td>455 (8.30)</td>
<td>337 (11.25)</td>
<td>1797 (9.07)</td>
</tr>
<tr>
<td>35-50</td>
<td>1801 (15.88)</td>
<td>795 (14.51)</td>
<td>722 (24.10)</td>
<td>3318 (16.74)</td>
</tr>
<tr>
<td>50-64</td>
<td>3663 (32.30)</td>
<td>1684 (30.73)</td>
<td>1224 (40.85)</td>
<td>6571 (33.16)</td>
</tr>
<tr>
<td>64-80</td>
<td>4007 (35.34)</td>
<td>2041 (37.24)</td>
<td>580 (19.36)</td>
<td>6628 (33.45)</td>
</tr>
<tr>
<td>&gt;80</td>
<td>755 (6.66)</td>
<td>474 (8.65)</td>
<td>99 (3.30)</td>
<td>1328 (6.70)</td>
</tr>
<tr>
<td><strong>Sex (male)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3090 (15.6)</td>
<td>437 (13.9)</td>
<td>1137 (20.7)</td>
<td>1536 (13.5)</td>
</tr>
<tr>
<td><strong>SARS-CoV2 infection before vaccination</strong></td>
<td>1536 (13.5)</td>
<td>1137 (20.7)</td>
<td>437 (13.9)</td>
<td>3090 (15.6)</td>
</tr>
</tbody>
</table>

Table 2. Correlates of hospitalization and mortality after breakthrough SARS-CoV-2 infection, estimated from Cox proportional hazards models. We show the adjusted hazard ratio (aHR) and the 95% CI for the significant correlates (P values indicated via superscripts d, e, and f). An aHR of <1.0 indicates a lower risk of hospitalization or mortality as compared to the baseline population for that covariate (analogously, aHR >1.0 indicates a higher risk than the baseline). Hazard ratios (HRs) of comorbidities are shown in Table S1 in Multimedia Appendix 1.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Hospitalization, univariate HR (95% CI)&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Hospitalization, multivariate HR (95% CI)&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Mortality, univariate HR (95% CI)&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Mortality, multivariate HR (95% CI)&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Vaccine</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pfizer</td>
<td>20.1</td>
<td>0.55 (1.8-0.46)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.45 (0.39-0.53)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>2.6</td>
</tr>
<tr>
<td>Moderna</td>
<td>19.2</td>
<td>0.59 (1.7-0.5)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.42 (0.35-0.5)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>2.3</td>
</tr>
<tr>
<td>Janssen</td>
<td>26.5</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td><strong>Age range (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-20</td>
<td>1.9</td>
<td>0.29 (0.04-2.1)</td>
<td>0.30 (0.04-2.2)</td>
<td>1.9</td>
</tr>
<tr>
<td>20-35</td>
<td>1.9</td>
<td>0.27 (0.15-0.5)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.29 (0.15-0.54)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.0</td>
</tr>
<tr>
<td>35-50</td>
<td>6.8</td>
<td>1.0</td>
<td>1.0</td>
<td>0.3</td>
</tr>
<tr>
<td>50-64</td>
<td>16.9</td>
<td>2.08 (1.62-2.7)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>2.1 (1.6-2.7)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>1.8</td>
</tr>
<tr>
<td>64-80</td>
<td>31.7</td>
<td>2.96 (2.33-3.7)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>3.32 (2.6-4.2)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>3.9</td>
</tr>
<tr>
<td>&gt;80</td>
<td>52.9</td>
<td>4.35 (3.34-5.7)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>4.99 (3.8-6.5)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>9.1</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>17.5</td>
<td>1.0</td>
<td>1.0</td>
<td>2.2</td>
</tr>
<tr>
<td>Male</td>
<td>25.0</td>
<td>1.38 (1.23-1.5)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>1.25 (1.1-1.4)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>3.0</td>
</tr>
<tr>
<td><strong>SARS-CoV2 infection before vaccination</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>21.9</td>
<td>1.0</td>
<td>1.0</td>
<td>2.7</td>
</tr>
<tr>
<td>Yes</td>
<td>7.5</td>
<td>0.56 (0.4-0.78)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.57 (0.41-0.80)&lt;sup&gt;f&lt;/sup&gt; (P=.001 for above aHR)</td>
<td>0.5</td>
</tr>
</tbody>
</table>

<sup>a</sup>Incidence per 100 person years.
<sup>b</sup>n=19,815; events=1140.
<sup>c</sup>n=19,815; events=159.
<sup>d</sup>P<.001.
<sup>e</sup>P<.05.
<sup>f</sup>P<.01.
We see a similar trend with the risk of mortality for breakthrough cases, with the risk being the lowest for those receiving the Moderna vaccines (aHR: 0.38, 95% CI 0.23-0.62; P<.001) and comparably lower for Pfizer recipients (aHR: 0.43, 95% CI 0.28-0.65; P<.001) as compared to that for Janssen recipients. Finally, as expected, the protection offered by vaccines was enhanced for breakthrough cases who already had a previous SARS-CoV-2 infection. These individuals were 40% less likely to be hospitalized due to COVID-19 (aHR: 0.57, 95% CI 0.41-0.80; P<.001) and four times less likely to die of COVID-19 (aHR: 0.22, 95% CI 0.05-0.91; P=.04), when compared to those without a prior SARS-CoV-2 infection independent of age, sex, comorbidities, and vaccine type.

We repeat this analysis by excluding the population who had a prior SARS-CoV-2 infection for completeness and show the resulting HRs Table S3 in Multimedia Appendix 1.

Discussion

Principal Findings

Using medical claims data, we found that the risk of hospitalization in SARS-CoV-2 breakthrough infections was lower for those receiving the Moderna and Pfizer vaccines compared to those receiving the Janssen vaccine. The risk of mortality was similarly low in breakthrough infections who received Pfizer and Moderna vaccines compared to those receiving the Janssen vaccine. There was no statistically significant difference between the HRs of Pfizer and Moderna for both risks. We also found older age, male sex, and certain comorbidities to be risk factors for hospitalization and mortality in breakthrough infections. Further, we found that risk of hospitalization was 40% less and risk of death was 75% less in SARS-CoV-2 breakthrough infections among individuals who already had a SARS-CoV-2 infection prior to their vaccination compared with fully vaccinated individuals without a previous SARS-CoV-2 infection. While other studies have reported lower risk of breakthrough infection with previous SARS-CoV-2 infection [18], our study analyzes both hospitalization and mortality and shows that the immunity provided by previous infection seems to increase the protection provided by vaccines, against severe COVID-19, independent of vaccine type, age, comorbidities, and sex. Since our cohort only consists of individuals who were all fully vaccinated, this is by no means a comparison of vaccine-induced immunity against acquired immunity from previous infections.

Excluding patients who had COVID-19 infection prior to vaccination from our Cox regression analysis results in a similar HR for hospitalization risk in patients who received the Pfizer (aHR=0.42) and Moderna (aHR=0.41) vaccines (Table S3 in Multimedia Appendix 1). This might be explained by the fact that 20.7% of patients who received Moderna had a prior COVID-19 infection as compared to ~13% of patients who received Pfizer. Hence, removing all patients with prior COVID-19 infection reduced the influence of the additional immunity that some of Moderna-vaccinated individuals had.

A number of studies have found that age has a direct effect on the risk of severe COVID-19 disease [22,23]. We find that the proportion of the elderly cohort in our data set who were hospitalized is much higher than the proportion of the younger cohort (Figure S7 in multimedia Appendix 1). In addition, we find a higher HR for the elderly subset of our study cohort (aHR=2.1 for age>50, aHR=3.3 for age>65, and aHR=5.0 for age>80, as compared to the baseline age group of 35-50 years).

Our findings comparing vaccine types are similar to those reported by the Centers for Disease Control and Prevention for mortality but provide additional information by vaccine type [1,16]. There have been several studies on individual risk factors such as age [22], specific comorbidities [7], focused populations such as Veterans [24], or large-scale projects such as OpenSAFELY, which involved 17 million unvaccinated patients [10]. Our work advances this body of literature by analyzing vaccine type, age, sex, and 39 different comorbidities in a large cohort of breakthrough patients from the general US population. Some of the risk factors that we find for severe breakthrough SARS-CoV-2 infections, such as age, male gender, and certain comorbidities (eg, chronic lung infection, kidney disease, and cancers) are similar to what has been reported in prior studies of SARS-CoV-2 infections among unvaccinated individuals [8,23,25]. However, we find that some risk factors found by initial studies such as hypertension are not a risk factor for breakthrough COVID-19 hospitalization or death (aHRs of 0.75 and 0.59, respectively), neither are diabetes or congestive heart failure. We instead find that both moderate and severe renal failure are significant risk factors, independent of age or other factors, which agrees with other large-scale studies such as OpenSAFELY [10] and the Global Burden of Disease collaboration [26] which identified that worldwide chronic kidney disease is the most prevalent risk factor for severe COVID-19. Even mild impairment of renal function has been found to be an independent risk factor for COVID-19 infection, hospitalization, and mortality [27].

Lastly, to understand the association between outcomes and the time of vaccination, we incorporate a variable indicating the number of days between full vaccination and the onset of the surge in infections caused by the delta variant. However, our population-based data set is inadequate to derive any significant conclusions vis-à-vis the best time for vaccination in anticipation of a surge.

Limitations

Limitations of our study include, first, a lack of access to data on unvaccinated individuals or those who had a negative SARS-CoV-2 test result. The former is due to the lack of a medical claims record for vaccinations that were done in vaccination drives and camps; the absence of a vaccination-related claim in our data set therefore does not imply an unvaccinated individual. Second, our medical claims source consists of mostly privately insured individuals and can thus miss people who may be susceptible to the most adverse outcomes. Another caveat of our data set is that most of the claims are open claims, which have the benefit of capturing a patient’s activities over a longer time frame regardless of their insurance provider, but do not necessarily track all medical encounters of patients.
Conclusions
Our findings add to the growing literature regarding the risk factors for severe breakthrough SARS-CoV-2 infections in fully vaccinated individuals, where we identify the influence of age, sex, and comorbidities that are risk factors; importantly, we found that previous SARS-CoV-2 infections can provide additional protection over that offered by vaccines against severe disease. Our results also necessitate further studies on the optimal number of vaccine doses to protect from the most severe breakthrough SARS-CoV-2 infections. An important strength of our study is that we consider US-wide breakthrough hospitalizations covering a broad demographic and compare all 3 vaccines, whereas most previous studies lack specific data on Janssen.
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