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Abstract

Background: Asthma affects over 330 million people worldwide. Timing of an asthma event is extremely important and lack of identification of asthma increases the risk of death. A major challenge for health systems is the length of time between symptom onset and care seeking, which could result in delayed treatment initiation and worsening of symptoms.

Objective: This study evaluates the utility of the internet search query data for the identification of the onset of asthma symptoms.

Methods: Pearson correlation coefficients between the time series of hospital admissions and Google searches were computed at lag times from 4 weeks before hospital admission to 4 weeks after hospital admission. An autoregressive integrated moving average (ARIMAX) model with an autoregressive process at lags of 1 and 2 and Google searches at weeks –1 and –2 as exogenous variables were conducted to validate our correlation results.

Results: Google search volume for asthma had the highest correlation at 2 weeks before hospital admission. The ARIMAX model using an autoregressive process showed that the relative searches from Google about asthma were significant at lags 1 (P<.001) and 2 (P=.04).

Conclusions: Our findings demonstrate that internet search queries may provide a real-time signal for asthma events and may be useful to measure the timing of symptom onset.

(JMIR Public Health Surveill 2021;7(5):e18593) doi:10.2196/18593
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Introduction

Asthma is a significant contributor to disease burden globally [1]. It kills around 1000 people every day and affects over 330 million people worldwide, a number that continues to rise [2]. A major challenge for health systems is the length of time between symptom onset and care seeking, which could result in delayed treatment initiation and worsening of symptoms [3,4]. Consequently, the World Health Organization has prioritized reducing asthma burden, as over 330 million people have asthma, and it is also the most common chronic disease of childhood. Avoidable asthma deaths still occur due to lack of early identification and inappropriate management [5]. Date of hospitalization has been used in the majority of time-series studies because it is the only available administrative data on the timing of the asthma event. However, evidence has emerged that assessment exposure based on hospitalization data may generate measurement bias and lead to misclassification of time of event onset [4]. The true onset of the symptomatic event may have occurred days prior to hospital admission, leading to underestimation of the strength of association between
environmental exposures such as ambient air pollution and acute clinical asthma events [3,6,7]. This is of particular concern for asthma because of its acute event onset and because it is sensitive to short-term ambient air pollution fluctuations.

Web searching has become integral for finding health-related information. Existing evidence shows that individuals use search engines to understand their health symptoms, especially at earlier stages of their illness, before making a medical visit or use the web to decide whether to admit themselves to a health care center [8,9]. Some individuals even use information gathered from the internet to make decisions on how to treat their illness as opposed to visiting a provider [10]. Based on these information-searching behaviors, researchers have utilized internet search queries for early identification of disease onset, which has shown to be effective for the detection of infectious disease epidemics including influenza and Ebola [11-13]. However, research has yet to evaluate the potential utility of search queries to identify the onset of asthma symptoms and minimize measurement bias (Figure 1). This study examines whether internet search queries could reveal the lag time between onset of asthma symptoms and hospital admissions due to asthma events.

**Figure 1.** Potential difference in lag time between true time of onset and hospital admission. Diagrammatic representation of exposure measurement error. Date of hospital admission is not necessarily the date of symptom onset and may lead to misclassification, as exposure measurement does not fall within the period of hospital admission. Internet search queries may identify onset of symptoms in real time and earlier than administrative data and reduce measurement error.

---

**Methods**

**Overview**

To investigate the ability of internet search queries to detect the time of onset, we analyzed the lag time between internet search activity and asthma-related hospital visits in the Provence-Alpes-Côte d’Azur (PACA) region in France. France’s health care system gives the rare opportunity to make a complete account of all admissions in a given territory (in both public and private hospitals) [14]. PACA, France, was chosen to be the focus for this study because of its high national emissions of air pollution [15,16]. The number of asthma-related hospitalizations (International Classification of Diseases [ICD]-10 codes J45 and J46) was collected from diagnosis-related group (DRG)–based Program for Medicalization of Information Systems (PMSI) from all the hospitals in the PACA region and aggregated at the weekly level [17].

---

**Google Relative Search Volumes**

Time series of weekly Google relative search volumes (RSVs) for the term topic “asthme” (asthma) restricted to the PACA region were collected from January 1, 2017, to December 31, 2017, from Google Trends [18]. Google computes RSVs by dividing the total search volume for a query in a given geographical location by the total number of queries in that region at a given point in time [19]. Therefore, these data are normalized by the population density and search volume in a given geographical area and account for temporal fluctuations. This means that when we look at the search interest for the topic of asthma, it will be proportional to all searches on all topics on Google at that time and location. This function allowed us to measure the overall interest in the topic related to asthma in this study.

Because we were specifically interested in asthma hospital admissions in the PACA region in France, other related terms, such as “difficulty breathing,” were not used, as they are not specific to asthma and overlap with other respiratory conditions. Search queries related to the topic term “saignement” (bleeding)
were collected as a control, as bleeding has no direct medical connection to asthma. Pearson correlation coefficients between the time series of hospital admissions and Google searches were computed at lag times from 4 weeks before hospital admission to 4 weeks after hospital admission. We further tested the Pearson correlation results with an autoregressive analysis using explanatory variables: autoregressive integrated moving average (ARIMAX) with an autoregressive process at lags of 1 and 2 and Google searches at weeks −1 and −2 weeks as exogenous variables (Table 1). This allowed us to assess how Google searches were associated with hospital admissions while accounting for autocorrelation of the hospital admissions time series. The data that support the findings of this study were obtained from Google Trends that are available from [18] and from the DRG-based PMSI under a license for this study and are not publicly available; however, these can be obtained from the authors upon reasonable request and with permission of the DRG-based PMSI. All analyses were conducted using the statsmodels package in Python.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Standard error</th>
<th>P value</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>AR\textsuperscript{b} -1 (hospital admissions 1 week ago)</td>
<td>0.83</td>
<td>1.15</td>
<td>&lt;.001</td>
<td>0.41 to 1.26</td>
</tr>
<tr>
<td>AR-2 (hospital admissions 2 weeks ago)</td>
<td>−0.31</td>
<td>1.05</td>
<td>.04</td>
<td>−0.59 to −0.02</td>
</tr>
<tr>
<td>“asthme” Google searches 1 week ago</td>
<td>3.67</td>
<td>0.22</td>
<td>.001</td>
<td>1.42 to 5.92</td>
</tr>
<tr>
<td>“asthme” Google searches 2 weeks ago</td>
<td>3.59</td>
<td>0.15</td>
<td>.001</td>
<td>1.52 to 5.65</td>
</tr>
<tr>
<td>Variance on error term</td>
<td>461.84</td>
<td>81.83</td>
<td>&lt;.001</td>
<td>301.46 to 622.22</td>
</tr>
</tbody>
</table>

\textsuperscript{a}ARIMAX: autoregressive integrated moving average.
\textsuperscript{b}AR: autoregression.

**Ethics and Consent**

Public use data sets used in this study are in aggregate format and not individually identifiable such that their analysis is deemed nonhuman subject research.

**Results**

Google RSVs for asthma had the highest correlation at 2 weeks before admission with a correlation of 0.491 (\textit{P}<.001; Figure 2). Searches for “saignement” (bleeding) did not exhibit significant positive correlations with asthma-related hospital admissions at any lag time (Table 2). Our results of the Pearson correlation were further validated with our ARIMAX model, whereby the relative Google searches about asthma were significant at 1 (\textit{P}<.001) and 2 (\textit{P}=.004) weeks’ lags before hospital admissions, which were consistent with our correlation results.

![Figure 2. Lag correlation between searches and admissions for “asthme,” 2017.](image-url)
Epidemiological studies on acute symptoms; therefore, hour-by-hour estimates are important to understand the impact of these environmental fluctuations in ambient air pollution can have significant effects of time of asthma onset. This finding is important, as short-term exposures on symptomatic changes in order to identify the onset of larger more severe health events. Recent evidence has also indicated that the COVID-19 pandemic has led patients to use internet search on Google to seek out medial information and treatment in replacement of professional medical attention [25].

Our results highlight that online internet search queries about symptoms may offer a novel approach to (1) identify the timing of future hospital visits. We also chose to use the most standard of that series such as using historical hospital visits to predict as they related to external factors such as emergency visits, whereas time-series forecasting seeks to forecast future values as they related to external factors such as emergency visits, whereas time-series forecasting were not used for our analysis. We also recognize that recent developments in time series such as time-series forecasting were not used for our analysis. However, in this study we sought to model trends in searches especially when the disease to be treated is very specific to a subpopulation.

Our results suggest that this methodology may be applicable to other chronic diseases as well. However, we acknowledge that this method may not be entirely representative of the French population. However, statistics show that Google holds the largest market share of all search engines in France (92% as of September 2020) [28]. The population of internet users in France is 82.0% of the population [23]. In a study that looked at internet searches on dengue fever and local dengue occurrences, a lag time of 1 week was reported [24]. In a more recent study, the relationship between chest pain search volume on Google and new COVID-19 cases saw a lag time of 18 days (2-3 weeks) [25]. This consistent time lag of around 2 weeks may indicate the amount of time that elapsed between users developing symptoms and seeking in-person medical care.

Our results highlight that online internet search queries about symptoms may offer a novel approach to (1) identify the timing and the magnitude of future admissions, to prepare and manage resources efficiently at the hospitals (as suggested for opioids [10]) and (2) correct for measurement bias and misclassification of time of asthma onset. This finding is important, as short-term fluctuations in ambient air pollution can have significant effects on acute symptoms; therefore, hour-by-hour estimates are important to understand the impact of these environmental exposures on symptomatic changes in order to identify the onset of larger more severe health events. Epidemiological studies measuring exposure and response should investigate the lag time between search queries and hospitalization to uncover insights about the actual timing of onset. Recent evidence has also indicated that the COVID-19 pandemic has led patients to use internet search on Google to seek out medial information and treatment in replacement of professional medical attention [25]. For instance, compared with previous years, there have been significant reductions in hospital presentations for acute myocardial infarctions and concurrent increases in out-of-hospital cardiac arrests during the COVID-19 pandemic and a marked spike in search volume for chest pain [26,27]. Therefore, internet search queries related to respiratory symptoms may offer insight into the true incidence of respiratory illnesses during COVID-19, as fear of contracting COVID-19 may prevent patients from seeking hospital care. Future studies should use internet search queries to estimate the incidence of disease, as hospital admissions may not be able to provide accurate measurements in the time of COVID-19.

Limitations

We recognize that the population on the search engine Google may not be entirely representative of the French population. However, statistics show that Google holds the largest market share of all search engines in France (92% as of September 2020) [28]. The population of internet users in France is 82.0% and skewed toward younger age and higher education level [29]. In this study, we validated that search strategies were effective at identifying the onset of future emergency hospital use. Despite the limitation that searches on Google might not be generalizable to the entire French population, our results still suggest that this methodology may be applicable to other chronic diseases as well. However, we acknowledge that this method may not be applicable to all types of symptoms or hospital uses, especially when the disease to be treated is very specific to a subpopulation.

We also recognize that recent developments in time series such as time-series forecasting were not used for our analysis. However, in this study we sought to model trends in searches as they related to external factors such as emergency visits, whereas time-series forecasting seeks to forecast future values of that series such as using historical hospital visits to predict future hospital visits. We also chose to use the most standard

### Discussion

#### Principal Findings

Results from our study suggest that internet search queries detect asthma symptom onset earlier than hospital admissions. Delay between time of symptom onset and time of hospital presentation for acute clinical events has been shown to result in considerable underestimation of the effects of ambient air pollution [4]. Our results show the greatest correlation at a lag of 2 weeks between Google RSVs for asthma and asthma hospital visits. In comparison to a recent study that tested the lag time between Google RSVs for terms related to COVID-19 and COVID-19 cases in Taiwan, significant time-lag correlations ranged from 0.33 to 0.72 [20]. Results from our time-series correlation were in between the range of these correlations at 0.49 ($P < .001$) at 2 weeks. This effect size of 0.49 indicates a moderate relationship as correlations over 0.3 are considered to indicate an underlying relationship between 2 variables of interest [21,22]. The 1- and 2-week lag we found between asthma searches and asthma hospitalizations is consistent with previous studies that have on average a 2-week time lag between internet-based and traditional surveillance systems for disease surveillance [23]. In a study that looked at internet searches on dengue fever and local dengue occurrences, a lag time of 1 week was reported [24]. In a more recent study, the relationship between chest pain search volume on Google and new COVID-19 cases saw a lag time of 18 days (2-3 weeks) [25]. This consistent time lag of around 2 weeks may indicate the amount of time that elapsed between users developing symptoms and seeking in-person medical care.

### Table 2. Pearson correlations between Google search term and hospital admissions for asthma.

<table>
<thead>
<tr>
<th>Lag time</th>
<th>“Asthme” (asthma) searches × asthma admissions</th>
<th>“Saignement” (bleeding) searches × asthma admissions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Correlation</td>
<td>$P$ value</td>
</tr>
<tr>
<td>4 weeks before</td>
<td>0.327</td>
<td>.02</td>
</tr>
<tr>
<td>3 weeks before</td>
<td>0.452</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>2 weeks before</td>
<td>0.491</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>1 week before</td>
<td>0.483</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Same week</td>
<td>0.418</td>
<td>.002</td>
</tr>
<tr>
<td>1 week after</td>
<td>0.307</td>
<td>.02</td>
</tr>
<tr>
<td>2 weeks after</td>
<td>0.013</td>
<td>.93</td>
</tr>
<tr>
<td>3 weeks after</td>
<td>-0.261</td>
<td>.07</td>
</tr>
<tr>
<td>4 weeks after</td>
<td>-0.426</td>
<td>.003</td>
</tr>
</tbody>
</table>
and frequently used time-series model for consistency in the research area related to environmental respiratory disease in order to identify the time lag between symptom onset and hospital admission [30-33].

**Future Directions**

Based on our study findings, we believe that earlier identification of potential cases of asthma exacerbation through internet searches could help improve the efficiency of resource allocation within hospitals such as staff, beds, and respiratory assistance. Future studies should test the ability of Google searches in the hospital setting to predict cases and reduce the burden on hospitals. In addition, since the COVID-19 pandemic, it has been postulated that many patients are not seeking care for their arising symptoms because of fears of COVID-19 transmission [27]. Therefore, the use of internet search could help identify real-time and accurate onset of asthma during the time of the COVID-19 pandemic. This information can be used to provide timely and correct patient education including informing the public about the appropriate course of action. Public health efforts should consider the utility of internet searches for respiratory conditions such as asthma to measure care-seeking behaviors and prevent severe long-term consequences.

**Conclusions**

Asthma is one of the most significant noncommunicable diseases globally [34]. Improving surveillance is crucial for the control of asthma and the prevention of avoidable deaths due to this disease. The use of online digital surveillance offers the ability to capture the onset of asthma more accurately and rapidly and has the potential to reduce the burden and deaths caused by asthma.
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Abstract

Background: Patients use Facebook as a resource for medical information. We analyzed posts on idiopathic pulmonary fibrosis (IPF)-related Facebook groups and pages for the presence of guideline content, user engagement, and usefulness.

Objective: The objective of this study was to describe and analyze posts from Facebook groups and pages that primarily focus on IPF-related content.

Methods: Cross-sectional analysis was performed on a single date, identifying Facebook groups and pages resulting from separately searching “IPF” and “idiopathic pulmonary fibrosis.” For inclusion, groups and pages needed to meet either search term and be in English, publicly available, and relevant to IPF. Every 10th post was assessed for general characteristics, source, focus, and user engagement metrics. Posts were analyzed for presence of IPF guideline content, useful scientific information (eg, scientific publications), useful support information (eg, information about support groups), and potentially harmful information.

Results: Eligibility criteria were met by 12 groups and 27 pages, leading to analysis of 523 posts. Of these, 42% contained guideline content, 24% provided useful support, 20% provided useful scientific information, and 5% contained potentially harmful information. The most common post source was nonmedical users (85%). Posts most frequently focused on IPF-related news (29%). Posts containing any guideline content had fewer likes or comments and a higher likelihood of containing potentially harmful content. Posts containing useful supportive information had more likes, shares, and comments.

Conclusions: Facebook contains useful information about IPF, but posts with misinformation and less guideline content have higher user engagement, making them more visible. Identifying ways to help patients with IPF discriminate between useful and harmful information on Facebook and other social media platforms is an important task for health care professionals.

(JMIR Public Health Surveill 2021;7(5):e24199) doi:10.2196/24199
KEYWORDS
interstitial lung disease; idiopathic pulmonary fibrosis; patient education; social media; internet

Introduction
Idiopathic pulmonary fibrosis (IPF) is a progressive fibrotic interstitial lung disease (ILD) of unknown etiology characterized by declining lung function, worsening dyspnea, and a poor prognosis [1]. Prior surveys indicate that patients and caregivers perceive a lack of accessible resources and information regarding IPF despite the availability of consensus guidelines [2]. Many online resources provide information about IPF, but these are frequently biased and inaccurate [3]. For example, YouTube videos focused on IPF often contain incomplete, inaccurate, and potentially harmful information, with high levels of user engagement in videos containing inaccurate information [4]. Given recent controversy surrounding Facebook’s policies on censorship of inaccurate or potentially harmful information, it is an especially prescient time to investigate the accuracy of information disseminated via Facebook as it relates to chronic diseases such as IPF [5].

Social media usage in US adults increased from 5% to 72% of the population between 2005 and 2018 [6]. Social media was initially limited to a younger demographic; however, over 40% of people above the age of 65 now use social media [6]. The most widely used forms of social media are YouTube and Facebook, with 72% and 69% of US adults using these platforms, respectively [6]. People frequently use social media for health advice and support, emphasizing the importance of evaluating content and quality of health-related information on these platforms [7-9]. On Facebook, users can post text, pictures, videos, or links, which can be commented on, reacted to, or shared by other users. Facebook pages enable any individual or organization to create public forums where people can interact. Facebook groups are designed for small-group communication where people can discuss topics of common interest, including discussion of medical conditions [10]. Facebook pages are often created by public figures, organizations, industry, and occasionally independent nonmedical users, but may have a more product- or message-based focus than groups [10]. To date, no study has evaluated the types of information available about IPF on Facebook, and whether this represents a useful or potentially harmful resource for patients with IPF and their families.

The objective of this study was to describe and analyze posts from Facebook groups and pages that primarily focus on IPF-related content. We assessed a variety of post characteristics, user engagement metrics, IPF-related content, and the presence of inaccurate information shared in Facebook posts on these groups and pages. We hypothesized that these posts would often be biased, and would frequently contain inaccurate and potentially harmful information, similar to YouTube and other internet resources (see Table S1 in Multimedia Appendix 1 for a complete list of prespecified hypotheses) [3,4].

Methods
Search Strategy and Page or Group Selection
A new Facebook account was created after removing all history and cookies from the web browser (Google Chrome). The terms “IPF” and “idiopathic pulmonary fibrosis” were separately entered in Facebook’s search function on January 4, 2019 to identify IPF-related groups and pages. Exclusion criteria included primary language not English, being a “closed” or “private” group, being a group or page with a focus other than IPF, or being a duplicate result.

For all groups or pages that met eligibility criteria, a single researcher recorded basic features, including group or page name, URL, description of group or page, and number of group members or page likes. Given the high number of individual posts, the same basic features were recorded from every 10th post in the group or page, including presence of an external link and its URL, the posting of any image or video, date of posting, and viewer engagement metrics. Three viewer engagement metrics were recorded for each post: the number of likes, shares, and comments.

Data Extraction
IPF-related data were captured in duplicate by two authors who independently reviewed each group or page and post for specific data as detailed in Figure 1. The primary source of the group or page was categorized as scientific resources, medical foundations or organizations, news programs or other media sources, industry or for-profit organizations, private medical professional–generated content, nonmedical user–generated content, or other, as previously described [3]. Individual posts were also separately assigned to one of these sources since the source of a post is not necessarily the same as the source of the group or page. Each post was coded according to the primary focus, including guideline, advice (giving or requesting advice), news (posts about new scientific studies and advances), advertisement or fundraising, opinion (a personal opinion), insurance or health care cost, other IPF content (posts about IPF not falling into a prior category), or non-IPF content (no relation to IPF). If a link was present, the link type was coded as being related to a scientific source, foundation or advocacy, news or media, industry or for profit, or personal blog.
Two authors independently assigned posts a content score based on 30 prespecified guideline-supported IPF-related content items within the categories of definition, symptoms, risk factors, diagnosis, management, and prognosis (Figure 1, Table S2 in Multimedia Appendix 1) [1,11,12]. To assign content scores, authors also evaluated content on the immediate page accessed via any post links. Posts were considered to contain useful scientific information if the post or direct link quoted scientific studies regarding the natural history, diagnosis, or treatment of IPF. Posts were considered to contain useful support information for IPF patients or caregivers if they provided recommendations regarding IPF support networks, peer support, or other practical advice to caregivers or patients with IPF (e.g., traveling with IPF, navigating the health care system, strategies for mitigating symptoms). Posts were considered harmful if they recommended pharmacologic or nonpharmacologic therapies (e.g., stem cell transplant, specific dietary modifications) not recommended by current IPF guidelines (see Table S3 in Multimedia Appendix 1 for examples of nonrecommended therapies) [1,12].

**Statistical Analysis**

Unweighted $\kappa$ values were used to determine the level of agreement between reviewers for coding of the variables stated above. A $\kappa$ cut-off value of 0.70 was deemed acceptable. In situations where $\kappa$ was less than 0.70, a third independent author served as an arbitrator. Descriptive statistics were calculated for overall group and page data, and general post information. Further statistical analysis was performed on individual group and page data as well as combined group and page data. Wilcoxon rank-sum, Spearman correlation, Kruskal-Wallis, and $\chi^2$ tests were performed as appropriate to analyze potential associations of variables with content score. Wilcoxon rank-sum testing and Fisher exact test were used to identify variables associated with the presence of harmful content, useful scientific information, and useful supportive content.

Zero-inflated negative binomial regression was used to test the association of a higher content score with viewer engagement metrics, post source of foundation or medical professional, and guideline focus. This analysis was adjusted for clustering within groups and pages using a clustered sandwich estimator approach, as posts within individual pages or groups were considered to be dependent on each other [13]. The initial model included all variables considered to have a potential impact on content score followed by elimination of variables with $P > 0.05$ to achieve a model that met convergence [14]. Multivariable logistic regression was used to identify variables associated with the presence of potentially harmful information within a post. This analysis was also adjusted for clustering within groups or pages using a clustered sandwich estimator approach.
Results

Post Characteristics

The initial search yielded 126 groups and 191 pages, with 12 groups and 27 pages meeting the eligibility criteria (Figure 2). From the 39 included groups and pages, 523 posts were analyzed. Post source was most frequently from nonmedical users (445/523, 85.1%), followed by foundations or medical organizations (53/523, 10.1%), industry or for-profit organizations (24/523, 4.6%), and private medical professionals (1/523 0.2%). Of the 523 posts analyzed, 307 (58.7%) contained URL links, 118 (22.6%) contained pictures, and 32 (6.1%) contained videos. Median post age was 630 days (IQR 259-1381), with a range from 0 to 4271 days. Viewer engagement, as indicated by the number of likes, comments, or shares, was generally low (Table 1). Post focus was on IPF-related news in 152 posts (29.1%), other IPF-related information in 131 (25.0%) posts, non-IPF commentary in 81 (15.5%) posts, advice to IPF patients or caregivers in 80 (15.3%) posts, tips to IPF patients or caregivers in 80 (15.3%) posts, advice to IPF patients or caregivers in 80 (15.3%) posts, tips to IPF patients or caregivers in 80 (15.3%) posts, and 0.2% (1/523) of the 523 posts (Figure S1 in Multimedia Appendix 1).

Table 1. Baseline characteristics of posts included in study.

<table>
<thead>
<tr>
<th>Post characteristics</th>
<th>Groups</th>
<th>Pages</th>
<th>Combined</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total posts, N</td>
<td>220</td>
<td>303</td>
<td>523</td>
</tr>
<tr>
<td>Picture present, n (%)</td>
<td>32 (14.5)</td>
<td>86 (28.4)</td>
<td>118 (22.6)</td>
</tr>
<tr>
<td>Video present (n, %)</td>
<td>5 (2.3)</td>
<td>27 (8.9)</td>
<td>32 (6.1)</td>
</tr>
<tr>
<td>Likes per post, mean (SD)</td>
<td>2 (7)</td>
<td>7 (13)</td>
<td>5 (11)</td>
</tr>
<tr>
<td>Shares per post, mean (SD)</td>
<td>0 (1)</td>
<td>3 (7)</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Comments per post, mean (SD)</td>
<td>1 (3)</td>
<td>1 (3)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Post age (days), median (IQR)</td>
<td>1117 (192-1930)</td>
<td>888 (347-1337)</td>
<td>630 (259-1381)</td>
</tr>
<tr>
<td>Link present, n (%)</td>
<td>124 (56.4)</td>
<td>183 (60.4)</td>
<td>307 (58.7)</td>
</tr>
</tbody>
</table>
**Post Content**

We hypothesized that post source of a foundation/medical organization or medical professional, post with a guideline focus, and a post with greater viewer engagement would be associated with higher content scores. On unadjusted analysis, posts from a foundation or medical organization had a numerically higher content score, although this was not statistically significant (Table 2). Posts from an industry source were associated with lower content scores on adjusted analysis (Table 3). Posts with a guideline-related focus had a significantly higher content score (Table 2, Figure 3). On adjusted analysis, post focus on IPF guidelines was associated with lower odds of having a content score of zero, whereas a non-IPF post focus was associated with higher odds of having a content score of zero (Table 3).

With regard to viewer engagement, on unadjusted analyses, there was a negative correlation between number of likes or comments and content score, and posts with a higher number of likes and comments were significantly less likely to contain any guideline-recommended content (Figure 4). There was no correlation between content score and number of shares. Conversely, on adjusted analysis, the number of comments was positively associated with a higher content score (Table 3).

**Table 2.** Mean post content scores broken down by post source and content category from groups and pages combined.

<table>
<thead>
<tr>
<th>Post variable</th>
<th>Content score&lt;sup&gt;a&lt;/sup&gt;, mean (SD)</th>
<th>P value&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Source</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Foundation or medical organization</td>
<td>2.8 (6.1)</td>
<td>.78</td>
</tr>
<tr>
<td>Industry or for profit</td>
<td>0.2 (0.5)</td>
<td></td>
</tr>
<tr>
<td>Medical professional</td>
<td>0.0 (0.0)</td>
<td></td>
</tr>
<tr>
<td>Nonmedical user</td>
<td>1.4 (2.9)</td>
<td></td>
</tr>
<tr>
<td><strong>Focus</strong></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Guideline</td>
<td>11.2 (10.0)</td>
<td></td>
</tr>
<tr>
<td>Advice</td>
<td>1.3 (2.1)</td>
<td></td>
</tr>
<tr>
<td>News</td>
<td>2.3 (3.1)</td>
<td></td>
</tr>
<tr>
<td>Advertisement</td>
<td>0.7 (1.4)</td>
<td></td>
</tr>
<tr>
<td>Opinion</td>
<td>0.9 (0.9)</td>
<td></td>
</tr>
<tr>
<td>Insurance or health care cost</td>
<td>1.5 (2.1)</td>
<td></td>
</tr>
<tr>
<td>Other IPF-related focus</td>
<td>1.7 (4.6)</td>
<td></td>
</tr>
<tr>
<td>Non-IPF-related focus</td>
<td>0.1 (0.3)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Maximum total score of 30.

<sup>b</sup>Calculated using the $\chi^2$ test.

<sup>c</sup>IPF: idiopathic pulmonary fibrosis.
<table>
<thead>
<tr>
<th>Variables</th>
<th>Coefficient (95% CI)</th>
<th>OR(^b) or IRR(^c) (95% CI)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Zero-inflation model variables(^d)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Post focus</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Guideline</td>
<td>(-6.58) ((-10.21) to (-2.95))</td>
<td>0.00139 (0.0000368-0.0523)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Non-IPF-related</td>
<td>25.68 (19.60, 31.77)</td>
<td>1.42\times10^{11} (3.25\times10^{9}-6.27\times10^{13})</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age of post (days)</td>
<td>0.00189 (0.000493 to 0.00329)</td>
<td>1.002 (1.0005-1.003)</td>
<td>.008</td>
</tr>
<tr>
<td><strong>Count model variables(^e)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of comments</td>
<td>0.0496 (0.00738 to 0.0918)</td>
<td>1.05 (1.01-1.10)</td>
<td>.02</td>
</tr>
<tr>
<td>Industry post source</td>
<td>(-2.55) ((-2.84) to (-2.26))</td>
<td>0.0783 (0.0586-0.104)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Post focus</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Guideline</td>
<td>Comparator</td>
<td>Comparator</td>
<td>N/A(^f)</td>
</tr>
<tr>
<td>Other IPF-related</td>
<td>(-1.41) ((-1.92) to (-0.89))</td>
<td>0.245 (0.146-0.411)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Non-IPF-related</td>
<td>(-3.18) ((-4.44) to (-1.93))</td>
<td>0.0415 (0.0118-0.146)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age of post (days)</td>
<td>0.000213 (0.0000392 to 0.000387)</td>
<td>1.0002 (1.00004-1.0004)</td>
<td>.02</td>
</tr>
<tr>
<td>Presence of link</td>
<td>1.64 (1.09 to 2.20)</td>
<td>5.18 (2.96-9.04)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(^a\)Clustered according to Facebook page or group that the post was made in.
\(^b\)OR: odds ratio (for zero-inflated model variables).
\(^c\)IRR: incident rate ratio (for count variables).
\(^d\)Original zero-inflated model included a trinomial variable for post source and a trinomial variable for post focus.
\(^e\)Original count model included number of likes, number of shares, trinomial post source variable, and presence of video or picture in a post.
Figure 3. Content score reflecting the number of guideline-recommended content contained in each post or immediate link from groups and pages combined (maximum score=30). The width of the plot at each level corresponds to the number of posts within that group that had that score. Medians with IQRs are presented as a box plot within the violin plot. Posts are delineated by source (A) and focus (B).
Although not identified as a prespecified hypothesis, posts containing an external link had a higher content score on both unadjusted and adjusted analyses (Table 3). Posts containing useful scientific information generally had lower viewer engagement. By contrast, posts that contained useful supportive content had higher viewer engagement.

**Harmful Post Content**

Only 5% of the posts contained potentially harmful information, but 35% of all groups or pages contained such posts. Although we hypothesized that posts with higher content scores would be less likely to contain potentially harmful content, we found that posts with higher content scores were actually more likely to contain potentially harmful information on both unadjusted and adjusted analyses (Table S4 in Multimedia Appendix 1).
We also hypothesized that post source other than a foundation/medical organization or medical professional, post with a focus other than IPF guidelines, and posts with greater viewer engagement would be associated with higher odds of a post containing potentially harmful content. On unadjusted analysis, groups or pages with a nonmedical user source were more likely to contain potentially harmful content compared to other sources. On adjusted analysis, posts with an industry source were less likely to contain potentially harmful content, and no other sources had an association with posts containing potentially harmful content. On adjusted analysis, posts with a guideline focus were less likely to contain potentially harmful content (Table S4 in Multimedia Appendix 1).

With respect to viewer engagement, posts containing potentially harmful content had significantly fewer likes on unadjusted analysis. On adjusted analysis, posts with greater than 5 likes or greater than 5 comments had a lower likelihood of containing potentially harmful content. Number of post shares was not associated with potentially harmful content.

Discussion

Principal Findings

To our knowledge, this is the first study to assess the content and quality of information about IPF on Facebook. Facebook is the second most widely used social media platform in the United States [6], emphasizing the importance of evaluating the content of health-related information disseminated through this platform. Prior studies have assessed content of Facebook posts from groups or pages in other diseases [15-20], but few have assessed post quality, instead focusing on descriptive analyses. Assigning content scores to posts based on guideline recommendations is a novel method for analyzing health-related posts on Facebook.

Previous surveys have shown that patients with pulmonary fibrosis perceive a lack of available resources and information about their disease [2]. Other studies demonstrate that social media is perceived by patients as an important resource for medical information and dialogue with health professionals [15,21]. We found that most of the identified posts in our study were made by nonmedical users, with very few posts coming from foundations, industry, or medical professionals. The relatively few posts from medical professionals highlights an area for future initiatives aimed at improving access to reliable health-related information on social media for patients with IPF and their caregivers.

The most frequent foci of posts pertaining to IPF included comments on IPF-related news (29%), asking for or receiving advice (15%), and advertising (12%). The frequency of posts with an advertisement focus was lower in our study than reported in previous studies of other chronic diseases [16,18,19], which may represent the small number of commercially available treatments for IPF. We found that 20% of posts presented useful scientific information and 24% provided other useful forms of support (eg, providing information regarding IPF support group meetings). The percentage of useful posts in our study was higher than that reported in similar studies evaluating Facebook content for other chronic diseases [16,22]. This may be related to a tight-knit network of patients with IPF that engage on social media or could reflect our strict inclusion criteria that excluded evaluation of pages or groups more peripherally associated with IPF, although this requires further study.

We found a negative correlation between number of likes or comments and content score. This suggests that Facebook posts containing more useful content may generate less attention, similar to findings seen in IPF-related YouTube videos [4]. Finding ways to make posts with useful content more visible represents an important area for future research. Although relatively few posts (5%) contained potentially harmful information, one third of pages or groups contained posts with potentially harmful content. This is a lower rate of harmful IPF content than observed on YouTube and other internet resources [3,4].

We found an association between higher content score and posts containing potentially harmful information. This indicates that harmful information about IPF on Facebook is surrounded by useful guideline information, which likely makes it more challenging for patients to distinguish accurate from harmful information. A possible explanation for this association is the presence of old posts discussing historical management approaches that have more recently been disproven (eg, inhaled N-acetylcysteine) [23]. Our findings suggested less frequent harmful content from groups or pages with a nonmedical user source and in posts from an industry source or with a guideline focus. These findings could be used to help direct patients to posts that are less likely to contain harmful information, although more research in this area is required.

Strengths and Limitations

A strength of our study was not restricting our analysis to the most recent posts; however, this required evaluating every 10th post for content to ensure feasibility. This reduced our sampling of less common post sources such as medical professional–generated content, and we may have missed encountering specific harmful interventions that are only rarely discussed. We also only included open or public groups in the English language, as we were unable to access closed groups or reliably translate posts made in other languages. It is unclear if inclusion of these closed or non-English groups or pages would have led to significantly different findings. Additionally, we only included pages or groups focused on IPF. If we examined pages or groups about any form of ILD, our sample size would have been greater, although less specific for IPF and guideline-related content.

Conclusions

This study shows that there is useful information about IPF that is available to patients and their caregivers on Facebook. Despite these findings, patients lack clear instruction on how to distinguish between posts containing useful versus harmful information. This is further complicated by the fact that potentially harmful information is often paired alongside useful guideline content. Moving forward, health care professionals need to identify ways to help patients discriminate between
useful and potentially harmful information presented on social media. Post focus or source may provide clues in this regard. Health care professionals should also strive to increase medical professional-generated content aimed at patient education about IPF on Facebook. Additionally, encouraging posts that contain useful information to generate increased viewer engagement (likes, shares, and comments) will be critical to enhancing the dissemination of accurate medical information on Facebook.
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Abstract

Background: The COVID-19 epidemic and the related containment strategies may affect parental and pediatric health behaviors.

Objective: The goal of this study was to assess the change in children’s and adolescents’ prevention and vaccination behaviors amid China’s COVID-19 epidemic.

Methods: We conducted a cross-sectional online survey in mid-March 2020 using proportional quota sampling in Wuhan (the epidemic epicenter) and Shanghai (a nonepicenter). Data were collected from 1655 parents with children aged 3 to 17 years. Children’s and adolescents’ prevention behaviors and regular vaccination behaviors before and during the epidemic were assessed. Descriptive analyses were used to investigate respondents’ characteristics, public health prevention behaviors, unproven protection behaviors, and vaccination behaviors before and during the COVID-19 epidemic. Univariate analyses were performed to compare differences in outcome measures between cities and family characteristics, using chi-square tests or Fisher exact tests (if expected frequency was <5) and analyses of variance. Multivariate logistic regressions were used to identify the factors and disparities associated with prevention and vaccination behaviors.

Results: Parent-reported prevention behaviors increased among children and adolescents during the COVID-19 epidemic compared with those before the epidemic. During the epidemic, 82.2% (638/776) of children or adolescents always wore masks when going out compared with 31.5% (521/1655) before the epidemic; in addition, 25.0% (414/1655) and 79.8% (1321/1655) had increased their frequency and duration of handwashing, respectively, although only 46.9% (776/1655) went out during the epidemic. Meanwhile, 56.1% (928/1655) of the families took unproven remedies against COVID-19. Parent-reported vaccination behaviors showed mixed results, with 74.8% (468/626) delaying scheduled vaccinations and 80.9% (1339/1655) planning to have their children get the influenza vaccination after the epidemic. Regarding socioeconomic status, children and adolescents from larger families and whose parents had lower education levels were less likely to improve prevention behaviors but more likely to take unproven remedies. Girls were less likely than boys to always wear a mask when going out and wash their hands.

Conclusions: Prevention behaviors and attitudes toward influenza vaccination have improved during the COVID-19 epidemic. Public health prevention measures should be continuously promoted, particularly among girls, parents with lower education
levels, and larger families. Meanwhile, misinformation about COVID-19 remains a serious challenge and needs to be addressed by public health stakeholders.

*(JMIR Public Health Surveill 2021;7(5):e26372)* doi:10.2196/26372
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**Introduction**

On December 31, 2019, the government in Wuhan, China, announced an outbreak of a new infectious disease, formally named COVID-19. The COVID-19 outbreak spread quickly across China and the world [1]. In order to control the severe epidemic, the Chinese government launched a variety of containment strategies between January and April 2020, including lockdown policies, stay-at-home orders, school closures, and suspension of mass gatherings. The city of Wuhan, the epicenter of the COVID-19 outbreak, went through a complete lockdown from January 23 [2] to April 8, 2020 [3], whereas the Shanghai municipality, a city significantly affected by imported COVID-19 cases from Wuhan, activated the highest-level public health emergency response on January 24, 2020 [4], and later loosened it on March 24, 2020 [5]. Vaccination clinics were closed and then reopened in both Wuhan and Shanghai [6,7]. After the human-to-human transmission was confirmed on January 20, 2020, the National Health Commission of China issued the personal protection guidelines that included respiratory protection and hand hygiene [1], as well as health monitoring and social distancing [8]. Simultaneously, misinformation or rumors about COVID-19 started to spread on mass media and social media. The People’s Daily, the largest newspaper group in China, reported that Shuanghuanglian, an unproven herbal remedy, could inhibit COVID-19; 2 days later, it clarified that Shuanghuanglian cannot prevent COVID-19 [1]. The rumor that garlic can prevent COVID-19 appeared on social media, and the People’s Daily refuted it again [1].

It is likely that the COVID-19 epidemic and subsequent containment strategies could have influenced the prevention and vaccination behaviors for adults and children [9]. Previous studies assessed the effectiveness of personal protective behaviors, indicating that behaviors such as mask-wearing, social distancing, and handwashing can help prevent COVID-19 transmission [10-12]. Some studies reported the positive impact of social distancing strategies, like the stay-at-home order, on the spread of the COVID-19 epidemic and health outcomes [13,14]. The public’s perception and compliance played an important role in the practice of personal protective behaviors, especially for children and adolescents who usually had a lower adherence to the recommended hygiene behaviors [15,16]. However, most studies focused on compliance with personal protective behaviors among adults during the COVID-19 epidemic [10,11,16-19], and few investigated children and adolescents. For Chinese adults, previous online surveys found that from February to March 2020, nearly 80% of adult residents complied with personal protection strategies, such as stay-at-home orders, mask-wearing, temperature self-monitoring, and hand sanitization, whereas adult migrant workers reported a higher compliance with mask-wearing in public places (95.7%) but a lower compliance with hand sanitization (70.9%) [20-22]. In addition, misinformation may bias the public’s perception and mislead the behavioral response to the epidemic [23]. It is plausible that these cognitive and behavioral challenges among the adult population could also occur among minors; therefore, assessing behavioral changes among children and adolescents may help identify the challenges associated with their adherence to containment strategies.

Public resources and services have long been unequally distributed among population subgroups in China and worldwide [24-28], which explained why the public responded to the COVID-19 epidemic differently in different places [29]. This epidemic may have led to various effects across population subgroups, and the public’s behavioral responses may differ by their demographic and socioeconomic status [30]. Previous studies have investigated the factors influencing adults’ behavioral responses to the COVID-19 epidemic and reported differential behaviors by socioeconomic status and gender [17,31-33]. Therefore, investigating the disparities in children’s behavioral responses and influencing factors would assist in identifying the subgroups with the highest needs, and could help in developing tailored interventions for children and adolescents to cope with the impacts of COVID-19. In addition, the COVID-19 epidemic and containment strategies were somehow different in the epicenter and nonepicenters, and comparison of prevention behaviors between the epicenter and nonepicenters could help us understand the influence of containment strategies with different degrees of severity.

Our study aimed to assess children’s and adolescents’ prevention behaviors and factors influencing their behavioral change amid the COVID-19 epidemic in China, and to further explore the disparities of behavioral changes among children and adolescents based on parent-reported records.

**Methods**

**Study Design**

From March 12 to 17, 2020, a cross-sectional online survey was conducted in Wuhan (the epicenter) and Shanghai (a nonepicenter) among parents with children aged 3 to 17 years. During our survey period, both Wuhan and Shanghai implemented the highest level of public health emergency response, including stay-at-home orders, closure of shops and schools, as well as suspension of mass gatherings [34]; as a result, the number of new COVID-19 cases reduced to 5 or lower in both cities. This study included children and adolescents at all stages of education, from kindergarten through high school, who were affected most by the school closure...
policy during the epidemic. During our survey period, children and adolescents spent most of their time staying at home with their parents, and all the personal prevention behaviors that we measured—going out, wearing of face masks, or handwashing—happened during the city lockdown. Although some parents resumed work in mid-February 2020 in Shanghai and in mid-March 2020 in Wuhan, most parents worked from home. Therefore, parents were children’s primary caregivers, and parents’ recall bias may not have been a big issue that affected the reliability of the measurement.

Our survey was operationalized by the ePanel data company [35], which maintains a national online survey panel with individuals’ phone numbers, email addresses, and basic information. This survey panel included millions of residents from major cities in China, including Shanghai and Wuhan. Residents in the two cities were randomly selected from this survey panel, and families with children aged 3 to 17 years were eligible to access the full survey. After accepting the survey invitation, one parent with children aged 3 to 17 years would provide informed consent and complete the questionnaire. In China, most households had a single child because of the one-child policy, especially in megacities such as Wuhan and Shanghai. Even if some households had multiple children, one parent was required to complete the questionnaire for only one of their children in our survey. The questionnaire (Multimedia Appendix 1) was pilot-tested with 30 participants who were excluded from this analysis. In addition, proportional quota sampling [36,37] was employed to ensure that respondents were demographically representative of the population according to local census data [38]. The final sample size—around 800 in each city—provided a sampling error of 3%. Once the numbers of survey respondents across children’s gender and age groups were reached in the same proportions of the Wuhan census and the Shanghai census, the predefined quota was then met and no more sampling was conducted. The study was approved by the Institutional Review Board (IRB) of the School of Public Health, Fudan University (IRB No. 2020-01-0801-S).

Between March 12 and 17, 2020, the survey was emailed to 73,000 residents in Wuhan and Shanghai, and 2960 (4.1%) residents accepted the survey invitation (Multimedia Appendix 2). In total, 2065 residents had children aged 3 to 17 years and were eligible to participate in the study, of whom 410 residents either did not finish or had missing data in their responses, leaving data from 1655 respondents (816 in Wuhan [49.3%] and 839 in Shanghai [50.7%]) in the final analytic sample.

Measures

This study classified the behaviors of interest among children or adolescents into three categories: (1) public health prevention behaviors (ie, mask-wearing, handwashing, self-monitoring of COVID-19 symptoms, and social distancing), (2) unproven protection behaviors (ie, use of unproven or potentially harmful treatments), and (3) vaccination behaviors (ie, influenza vaccination and regularly scheduled vaccinations, but not COVID-19 vaccination). These behaviors were measured twice: once during the COVID-19 epidemic and once before the epidemic. Prevention behaviors were measured by the frequency of children or adolescents wearing masks when going out before and during the epidemic, the frequency and duration of washing hands after coming home before and during the epidemic, and the frequency of monitoring body temperature and going out during the epidemic. This study used the monitoring of body temperature to represent the behavior of self-monitoring of COVID-19 symptoms, since fever is one of the main symptoms of COVID-19. Unproven protection behaviors were measured by the instances of buying or taking unproven herbal remedies or garlic during the epidemic, which were believed to prevent COVID-19 through rumors. Vaccination behaviors included the delay of scheduled vaccinations, whether the parent was informed about alternative vaccination arrangements during the epidemic, and the receipt of the influenza vaccination in the past and their future intentions after the epidemic.

Data about the characteristics of parents and children or adolescents were also collected, including parents’ education level, household size (ie, number of family members living together), children’s or adolescents’ gender and age, and whether there were confirmed or suspected COVID-19 cases in their neighborhood. The questionnaire is included in Multimedia Appendix 1.

Statistical Analysis

Descriptive analysis was used to investigate respondents’ characteristics, public health prevention behaviors, unproven protection behaviors, and vaccination behaviors before and during the COVID-19 epidemic. Univariate analyses were performed to compare differences in outcome measures between cities and family characteristics, using chi-square tests or Fisher exact tests (if expected frequency was <5) for categorical measures and analyses of variance for continuous measures. Multivariate logistic regressions were used to identify the factors and disparities associated with prevention and vaccination behaviors during the epidemic. Each of the following eight behavioral indicators during the epidemic was modeled as a dependent variable separately: (1) frequency of mask-wearing (always vs not always), (2) frequency of handwashing (always vs not always), (3) duration of hand washing (<40 seconds vs ≥40 seconds), (4) frequency of monitoring body temperature (>3 times/week vs ≤3 times/week), (5) whether they went outside or not, (6) whether they took unproven remedies or not, (7) whether they delayed scheduled vaccinations or not, and (8) whether they planned to receive the influenza vaccination or not after the epidemic. Independent variables in each regression model included all available characteristics of the parents and children or adolescents. The proportions and odds ratios (ORs) with 95% CIs were reported. All statistical analyses were performed using Stata 14.0 (StataCorp LP).

Results

Characteristics of Respondents

The sample characteristics are presented in Table 1. The gender and age distributions of sampled children and adolescents were similar to the two cities’ censuses, indicating the representativeness of our sample. Of 1655 respondents, 1077 (65.1%) were mothers of children and 1225 (74.0%) reported obtaining bachelor’s degrees or above; in addition, there were an average of 3.5 (SD 1.30) members in the sampled families.
There were no significant differences in respondents’ characteristics between Wuhan and Shanghai. Due to the more severe epidemic in Wuhan, more respondents in Wuhan (277/816, 33.9%) reported that there were confirmed or suspected COVID-19 cases in their neighborhood, compared to those in Shanghai (88/839, 10.5%).

### Table 1. Characteristics of respondents in Wuhan and Shanghai during the COVID-19 epidemic, March 2020.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total (N=1655)</th>
<th>Wuhan (n=816)</th>
<th>Shanghai (n=839)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender of child or adolescent, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.75a</td>
</tr>
<tr>
<td>Male</td>
<td>830 (50.2)</td>
<td>406 (49.8)</td>
<td>424 (50.5)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>825 (49.9)</td>
<td>410 (50.3)</td>
<td>415 (49.5)</td>
<td></td>
</tr>
<tr>
<td>Age of child or adolescent (years), n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.84a</td>
</tr>
<tr>
<td>3-5</td>
<td>321 (19.4)</td>
<td>160 (19.6)</td>
<td>161 (19.2)</td>
<td></td>
</tr>
<tr>
<td>6-9</td>
<td>432 (26.1)</td>
<td>217 (26.6)</td>
<td>215 (25.6)</td>
<td></td>
</tr>
<tr>
<td>10-14</td>
<td>359 (21.7)</td>
<td>180 (22.1)</td>
<td>179 (21.3)</td>
<td></td>
</tr>
<tr>
<td>15-17</td>
<td>543 (32.8)</td>
<td>259 (31.7)</td>
<td>284 (33.9)</td>
<td></td>
</tr>
<tr>
<td>Respondent, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.10a</td>
</tr>
<tr>
<td>Mother of child or adolescent</td>
<td>1077 (65.1)</td>
<td>547 (67.0)</td>
<td>530 (63.2)</td>
<td></td>
</tr>
<tr>
<td>Father of child or adolescent</td>
<td>578 (34.9)</td>
<td>269 (33.0)</td>
<td>309 (36.8)</td>
<td></td>
</tr>
<tr>
<td>Education level of parent, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.32a</td>
</tr>
<tr>
<td>High school or below</td>
<td>103 (6.2)</td>
<td>45 (5.5)</td>
<td>58 (6.9)</td>
<td></td>
</tr>
<tr>
<td>Some college</td>
<td>327 (19.8)</td>
<td>170 (20.8)</td>
<td>157 (18.7)</td>
<td></td>
</tr>
<tr>
<td>Bachelor’s degree or above</td>
<td>1225 (74.0)</td>
<td>601 (73.7)</td>
<td>624 (74.4)</td>
<td></td>
</tr>
<tr>
<td>Household size, mean (SD)</td>
<td>3.5 (1.30)</td>
<td>3.5 (1.26)</td>
<td>3.5 (1.34)</td>
<td>.39b</td>
</tr>
<tr>
<td>COVID-19 cases in neighborhood, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001a</td>
</tr>
<tr>
<td>Yes</td>
<td>365 (22.1)</td>
<td>277 (33.9)</td>
<td>88 (10.5)</td>
<td></td>
</tr>
<tr>
<td>No or unclear</td>
<td>1290 (78.0)</td>
<td>539 (66.1)</td>
<td>751 (89.5)</td>
<td></td>
</tr>
</tbody>
</table>

*aP value was calculated from a chi-square test.

*bP value was calculated from an analysis of variance.

### Prevention and Vaccination Behaviors Among Children and Adolescents During the Epidemic

Figure 1 and Table 2 describe prevention behaviors, unproven protection measures, and vaccination behaviors among children and adolescents before and during the COVID-19 epidemic. Only 46.9% (776/1655) of children or adolescents went out since the beginning of the epidemic (Table 2). There were 82.2% (638/776) of children or adolescents who always wore masks when going out during the epidemic compared with 31.5% (521/1655) before the epidemic (Figure 1). Primary reasons for not always wearing masks during the epidemic included having no masks (61/144, 42.4%), children and adolescents thinking mask-wearing was unattractive or uncomfortable (41/144, 28.5%), and parents thinking mask-wearing had limited protective effect (37/144, 25.7%) (Table 2). During the epidemic, both the frequency and duration of handwashing after coming home increased significantly among children or adolescents (Figure 1), with 25.0% (414/1655) and 79.8% (1321/1655) having increased the frequency and duration of handwashing, respectively. During the epidemic, 57.5% (952/1655) of families monitored children’s or adolescents’ body temperature more than 3 times each week (Table 2). There were 56.1% (928/1655) of families who bought or took unproven herbal remedies, and 30.3% (501/1655) took garlic, as a result of a rumor that it was protective (Table 2).
Among 626 children or adolescents with scheduled vaccinations, 468 (74.8%) delayed vaccination, of whom 70.1% (328/468) delayed more than 2 weeks and 55.6% (260/468) were worried about vaccination delay (Table 2). A total of 90.9% (569/626) of parents reported being informed about alternative vaccination arrangements during the epidemic. During the 2019 flu season, 54.7% (905/1655) of families had taken their children or adolescents to receive the influenza vaccination, and 80.9% (1339/1655) of parents intended to vaccinate their children or adolescents against influenza in the future after the epidemic, a rate much higher than that before the epidemic (Table 2).

Findings of univariate analysis between Wuhan and Shanghai are shown in Table 2 and by respondents’ characteristics in Multimedia Appendix 3. In comparison with the Shanghai sample, parents in Wuhan were significantly more likely to monitor body temperature of their children or adolescents, and their children were less likely to go out during the epidemic. There was no significant difference in taking unproven remedies or garlic to prevent COVID-19 between the two cities. More children and adolescents in Wuhan had delayed their scheduled vaccinations and delayed for a longer time than those in Shanghai, but a similar proportion of parents in the two cities expressed concerns about the delay and were informed of alternative vaccination arrangements. In addition, there were no significant differences in parents’ future intentions to vaccinate their children against influenza after the epidemic between the two cities.
**Table 2.** Prevention, unproven protection, and vaccination behaviors among children and adolescents in Wuhan and Shanghai during the COVID-19 epidemic, March 2020.

<table>
<thead>
<tr>
<th>Prevention, unproven protection, and vaccination behavior</th>
<th>Total (N=1655), n (%)</th>
<th>Wuhan (n=816), n (%)</th>
<th>Shanghai (n=839), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Public health prevention behavior</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequency of child or adolescent going out during the epidemic</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Never</td>
<td>879 (53.1)</td>
<td>479 (58.7)</td>
<td>400 (47.7)</td>
<td></td>
</tr>
<tr>
<td>&lt;1 time/week</td>
<td>505 (30.5)</td>
<td>229 (28.1)</td>
<td>276 (32.9)</td>
<td></td>
</tr>
<tr>
<td>1-2 times/week</td>
<td>220 (13.3)</td>
<td>93 (11.4)</td>
<td>127 (15.1)</td>
<td></td>
</tr>
<tr>
<td>3-5 times/week</td>
<td>47 (2.8)</td>
<td>13 (1.6)</td>
<td>34 (4.1)</td>
<td></td>
</tr>
<tr>
<td>Nearly everyday</td>
<td>4 (0.2)</td>
<td>2 (0.3)</td>
<td>2 (0.2)</td>
<td></td>
</tr>
<tr>
<td>Reasons for child or adolescent not always wearing a mask when going out during the epidemic (n=144)&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td>.64&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>They had no masks</td>
<td>61 (42.4)</td>
<td>21 (39.6)</td>
<td>40 (44.0)</td>
<td></td>
</tr>
<tr>
<td>Child or adolescent thought mask-wearing was unattractive</td>
<td>26 (18.1)</td>
<td>10 (18.9)</td>
<td>16 (17.6)</td>
<td></td>
</tr>
<tr>
<td>Child or adolescent thought mask-wearing was uncomfortable</td>
<td>15 (10.4)</td>
<td>4 (7.6)</td>
<td>11 (12.1)</td>
<td></td>
</tr>
<tr>
<td>Parent thought masks had limited protective effects</td>
<td>37 (25.7)</td>
<td>17 (32.1)</td>
<td>20 (22.0)</td>
<td></td>
</tr>
<tr>
<td>Parent thought the epidemic was not severe</td>
<td>5 (3.5)</td>
<td>1 (1.9)</td>
<td>4 (4.4)</td>
<td></td>
</tr>
<tr>
<td>Frequency of monitoring body temperature of child or adolescent during the epidemic</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Never</td>
<td>120 (7.3)</td>
<td>27 (3.3)</td>
<td>93 (11.1)</td>
<td></td>
</tr>
<tr>
<td>≤1 time/week</td>
<td>264 (16.0)</td>
<td>106 (13.0)</td>
<td>158 (18.8)</td>
<td></td>
</tr>
<tr>
<td>2-3 times/week</td>
<td>319 (19.3)</td>
<td>125 (15.3)</td>
<td>194 (23.1)</td>
<td></td>
</tr>
<tr>
<td>4-5 times/week</td>
<td>366 (22.1)</td>
<td>209 (25.6)</td>
<td>157 (18.7)</td>
<td></td>
</tr>
<tr>
<td>6-7 times/week</td>
<td>586 (35.4)</td>
<td>349 (42.8)</td>
<td>237 (28.3)</td>
<td></td>
</tr>
<tr>
<td>Unproven protection behavior</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Family members bought or took unproven herbal remedies to prevent COVID-19</td>
<td>928 (56.1)</td>
<td>451 (55.3)</td>
<td>477 (56.9)</td>
<td>.52&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Family members took unproven garlic remedy to prevent COVID-19</td>
<td>501 (30.3)</td>
<td>252 (30.9)</td>
<td>249 (29.7)</td>
<td>.59&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Vaccination behavior</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Delayed the scheduled vaccinations for child or adolescent during the epidemic (n=626)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>468 (74.8)</td>
<td>239 (78.6)</td>
<td>229 (71.1)</td>
<td>.03&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>How long child or adolescent vaccination was delayed during the epidemic (n=468)&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td>.03&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>&lt;2 weeks</td>
<td>140 (30.0)</td>
<td>68 (28.5)</td>
<td>72 (31.4)</td>
<td></td>
</tr>
<tr>
<td>2 weeks to 1 month</td>
<td>143 (30.6)</td>
<td>86 (36.0)</td>
<td>57 (24.9)</td>
<td></td>
</tr>
<tr>
<td>&gt;1 month</td>
<td>185 (39.5)</td>
<td>85 (35.6)</td>
<td>100 (43.7)</td>
<td></td>
</tr>
<tr>
<td>Parent was worried about the delay of child or adolescent vaccination (n=468)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>260 (55.6)</td>
<td>140 (58.6)</td>
<td>120 (52.4)</td>
<td>.18&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Parent was informed of alternative vaccination arrangements during the epidemic (n=626)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>569 (90.9)</td>
<td>282 (92.8)</td>
<td>287 (89.1)</td>
<td>.11&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Child or adolescent had received influenza vaccination in 2019 flu season</td>
<td>905 (54.7)</td>
<td>467 (57.2)</td>
<td>438 (52.2)</td>
<td>.04&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Planned to vaccinate child or adolescent against influenza after the epidemic</td>
<td>1339 (80.9)</td>
<td>655 (80.3)</td>
<td>684 (81.5)</td>
<td>.52&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>P value was calculated from a Fisher exact test.

<sup>b</sup>These questions were only asked based on the response to a prior question, and the total number of respondents was marked separately.

<sup>c</sup>P value was calculated from a chi-square test.
Factors Associated With Prevention and Vaccination Behaviors Among Children and Adolescents During the Epidemic

Table 3 presents the factors associated with children’s prevention and vaccination behaviors during the epidemic using multivariate logistic regressions. This analysis showed that during the epidemic, children or adolescents in Shanghai, compared to Wuhan, were more likely to go outside (OR 1.56, 95% CI 1.26-1.92), less likely to monitor body temperature more than 3 times per week (OR 0.42, 95% CI 0.34-0.52), and less likely to delay scheduled vaccinations (OR 0.60, 95% CI 0.40-0.88). The education level of parents was significantly associated with prevention, unproven protection, and vaccination behaviors, with negative associations with the prevalence of going outside and taking unproven remedies and positive associations with other behaviors. Specifically, children and adolescents whose parents had lower education levels were more likely to go outside and take unproven remedies, and they were less likely to wear masks, wash hands, and monitor body temperature during the epidemic. Their parents were also less likely to delay scheduled vaccinations during the epidemic and had lower intentions of having their children receive the influenza vaccination after the epidemic, compared to children and adolescents whose parents had higher levels of education. During the epidemic, children and adolescents from larger families were more likely to go outside and take unproven remedies as well, while they were less likely to wash their hands for 40 seconds or more or take their body temperature more than 3 times per week. Girls were less likely to wear masks (OR 0.61, 95% CI 0.41-0.91) or wash their hands (OR 0.64, 95% CI 0.45-0.90) than boys during the epidemic. Children’s and adolescents’ ages were significantly and negatively associated with the taking of unproven remedies and intentions to receive the influenza vaccination after the epidemic. Having a father or mother as their caregiver and COVID-19 prevalence in their neighborhood also influenced some preventive behaviors of children and adolescents.
This study provides evidence regarding the change of public health prevention behaviors, unproven protection behaviors, and vaccination behaviors among children and adolescents amid the COVID-19 epidemic in China. In this online survey of 1655 parents with children aged 3 to 17 years in Wuhan and Shanghai, there was an increase in the frequency of prevention behaviors and unproven protection behaviors, as compared with the pre-epidemic time. We documented the parent-reported delay of scheduled vaccinations and their intention to receive the influenza vaccination after the epidemic. This study also observed disparities in prevention behaviors, unproven remedies taken, and vaccination behaviors by child gender, parental education attainment, and family size.

This study found prevention behavior changes among children and adolescents (ie, increasing frequencies of mask-wearing and self-monitoring of COVID-19 symptoms, an increasing frequency and duration of handwashing, and a decrease in the frequency of going outside during the COVID-19 epidemic). The increasing frequency of washing hands and mask use was consistent with previous studies in Europe and North America [17, 39]. On the other hand, few previous studies compared the prevalence of mask use, symptom self-monitoring, and going outside during the COVID-19 epidemic).
outside during and before the epidemic. The mask-wearing mandate has been proven to be associated with mitigating the spread of COVID-19 [10,11]. Previous studies also provided evidence that the shutdown policy was associated with delaying the COVID-19 epidemic in other cities and with reductions in total incidence [34,40]. Thus, it is of great importance to maintain the recommendation of prevention behaviors, which will warrant maintenance of the existing strategies to protect children and adolescents from the transmission of COVID-19.

It is worth noting that this study was conducted in mid-March 2020, when China was going through a period of critical shortages of personal protective equipment; thus, the observed insufficient protection for children and adolescents may be closely related to the limited supply of personal protective equipment. Additionally, for the implementation of the mandate, we need to be aware that children’s adherence is usually lower than that of adults, and their willingness should be taken into consideration, specifically [15]. As reported in this study, besides the primary reason of lack of access to masks, the other reason for children and adolescents’ lack of compliance with the mask mandate could be their reluctance. Thus, it is necessary to obtain children’s cooperation with the help of their parents and to adopt other measures simultaneously, such as staying at home and keeping social distance, if children’s compliance with the mask mandate is too difficult to achieve [15].

Our findings about unproven protection behaviors showed that over half of the families bought or took unproven herbal remedies. Since disease incidence and mortality are increasing globally during the COVID-19 epidemic, using unproven remedies is an understandable temptation [41]. Yet, misinformation related to these therapies has spread online at a surprising rate during the epidemic, which has a negative impact on controlling the transmission of COVID-19 [20] and could ultimately result in poor health outcomes among individuals [42]. Thus, to detect and debunk misinformation or anecdotal information, multisectoral efforts are needed from public health stakeholders, such as social media, health care professionals, or experts. Decision makers should also help regulate relevant law enforcement to ensure that accurate information on COVID-19 is provided.

This study also found a delay in the use of vaccines during the epidemic but an increase in the demand for influenza vaccination, which might be an indirect consequence of the shutdown policy. All vaccinations were expected to be delayed due to the closure of vaccination clinics and risk of COVID-19 infection, regardless of whether they were covered by the National Immunization Program in China, a program that aims to provide free immunization services for Chinese children. A notable decline in childhood vaccination was also observed in the United Kingdom, Ireland, the United States, and globally [43-45]. Delaying vaccination appears to signal that there may be a spike in demand for vaccines immediately after the COVID-19 epidemic [12]. Parents may still worry about the risk of getting COVID-19 when going out or in a crowded vaccination clinic, and are hesitant to get their children vaccinated. In addition, COVID-19 also increased people’s attention toward influenza vaccination, and, as reported in the Results section, 80.9% of parents planned to have their child receive the influenza vaccination after the epidemic. In China, where the influenza vaccination rate has been low—9.4% among the general population—compared with other countries [46], this increase in demand for influenza vaccinations could be one of the unexpected beneficial consequences of the COVID-19 epidemic. This means that, at least in Shanghai and Wuhan, there will be a dramatic increase in the utilization of influenza vaccination, which reminds the vaccination providers to prepare for and store more vaccine doses. Since September 2020, China has seen a great demand for, and a shortage of, influenza vaccination. In the long run, since the increase in demand for vaccinations may be sustained beyond the COVID-19 epidemic, the government should develop a sustainable and effective plan for pediatric vaccine schedules.

The disparities in prevention and vaccination behaviors existed among children and adolescents by child gender, parental education attainment, and family size. Girls wore masks and washed hands at significantly lower frequencies than boys during the epidemic, but no significant differences by gender were found for other prevention behaviors. The children and adolescents who had parents with lower education levels and who came from larger families were more likely to have used unproven remedies and less likely to have exhibited the recommended prevention behaviors. First, it is worth noting that the findings of less frequent mask-wearing and handwashing among girls were opposite to the findings among adults, wherein female adults wore masks and washed hands at higher frequencies [16,18,19]. Girls at those ages might have concerns about how they are looked at by others and their body size, shape, or weight [47,48]. Hence, the low frequency of mask-wearing among girls may be due to their concerns about appearance. Second, the findings regarding behavior disparities as a function of parental education attainment were consistent with previous studies, which explained this result as an increased awareness of perceived susceptibility and severity of disease [33]. Parents with higher educational attainment may have a better understanding of the effectiveness, perception, and guidance of public health prevention behaviors [49]. Third, the behavior disparity regarding unproven remedy use as a function of household size may have resulted from a higher risk of exposure to misinformation, as people living in larger households could experience a higher probability of exposure to misinformation and spread it to other family members. In addition, given that the average number of family members in the recruited families in this study was 3.5, our study sample may include children who live with grandparents. Since the elderly have been more inclined to share misinformation compared to younger adults [50], larger families with grandparents have been more likely to take unproven remedies. Thus, more attention is needed regarding health education for girls under the context of an epidemic, and public health stakeholders should tailor expanded multisectoral efforts to children and adolescents living in larger families whose parents have lower educational levels.

Limitations

This study is subject to several limitations. First, the results may be affected by selection bias from an online survey. While almost all families have access to the internet or a telephone in
Wuhan and Shanghai [51], and quota sampling enhanced the representativeness of our sample to minimize selection bias, we are aware that our sample is not a probabilistic random sample of residents from the two cities. Similar to other online surveys [52], the response rate was below 10% in our study. Second, there may be recall bias due to the self-reported data. Since we conducted the survey while most children and adolescents were still staying at home with their parents, recall bias might be limited as we were measuring ongoing behavioral patterns. Meanwhile, while the anonymous survey addressed the concern of reporting bias regarding sensitive information, social desirability bias could still exist to affect the reporting of behaviors that have been mandated by the government. Finally, since our survey took place in mid-March 2020, the results of this study may be applicable to the early phase of the COVID-19 outbreak. As the COVID-19 pandemic was initially under control in China at that time, this study may have limited significance for current prevention. In addition, the behaviors performed and measures taken by parents were not reflected in this paper. As the epidemic evolves, we plan to conduct follow-up surveys to study the long-term behavioral changes among children and their parents. A better understanding of how the epidemic affects the behaviors of children and their parents can help guide future prevention strategies.

Conclusions
During the COVID-19 epidemic, children and adolescents improved in their prevention behaviors and attitudes toward influenza vaccination. Public health prevention measures should be continuously promoted, particularly among girls, parents with lower educational attainment, and larger families. Misinformation about COVID-19 remains a serious challenge and needs to be addressed by public health stakeholders. In addition, the epidemic led to a serious delay of regular vaccination services yet increased the willingness to get the influenza vaccination; thus, it is vital to ensure a sufficient supply of different kinds of vaccines to meet the surging vaccination need after the pandemic [53].
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Abstract

Background: Beekeeping and honey gathering are traditional forms of agricultural farming in China. However, only few studies have focused on the nutritional status and health level of this special occupational group.

Objective: By comparing the health status of apiculturists (beekeepers) and vegetable farmers in plain areas of Hubei Province, and analyzing the influence of dietary structure and intake on their nutritional level, this paper provides a scientific theoretical basis for the further development of health education and disease prevention for beekeepers.

Methods: From February to April 2016, 191/236 beekeepers (80.9% of the total beekeepers) with large-scale breeding (300-500 colonies) and 182 vegetable farmers in the same area were sampled by the cluster sampling method. Their nutrient composition was analyzed using a human body composition analyzer, dietary structure information was collected using the dietary frequency query method, and cognitive function was investigated. In addition, blood samples of both groups were collected.

Results: A total of 362 valid questionnaires (beekeepers/vegetable farmers: 185/177) were collected, with an effective response rate of 97.1% (362/373). Both beekeepers and vegetable farmers were overweight, and the beekeepers’ grip strength was much stronger than that of the vegetable farmers’ regardless of gender. The dietary structure of beekeepers is very unique: 29.7% (55/185) of beekeepers indicated consuming royal jelly regularly for more than 10 years. Their main foods are grain, cereals, and fresh vegetables; 68.1% (126/185) of the beekeepers never drank milk and other dairy products, and their overall nutrient intake is unbalanced. The average intake of cellulose in this group was also significantly higher than that in the epidemiological survey in the same sex and age group. The intake of vitamin A and selenium in the beekeepers group was significantly higher than that in the vegetable-farmers group (all P<.001). The blood indices of creatinine (P=.03) and blood copper (P<.001) in the beekeepers group were significantly higher than those in the vegetable-farmers group and the total protein, albumin, calcium, sodium, potassium, phosphorus, folic acid, and vitamin B12 in the beekeepers group were significantly lower than those in the vegetable-farmers group (P<.03 for potassium and P<.001 for others). The total Mini-Mental State Examination (MMSE) score of the beekeepers group was 28.1, significantly higher (P=.006) than that of the vegetable-farmers group (23.3).

Conclusions: The beekeepers in this area have their special dietary structure, body nutrient level, and disease characteristics. The cognitive level of the beekeepers who regularly consume royal jelly is significantly higher than that of their peers. The chronic diseases of this special occupational group are closely related to their lifestyle and nutritional status, so more attention and in-depth studies are needed to improve the quality of life of this population.
Introduction

China is a traditional beekeeping country, and has a long history of beekeeping. According to the statistics of the World Food and Agriculture Organization, in 2011, China was ranked number 1 in the world in terms of the number of bee colonies and the number of apiculturist practitioners. The country is also ranked number 1 in the production and export of bee products [1]. Bee products can be divided into 3 categories according to their formation and source: (1) products from bees (eg, honey, propolis, bee pollen); (2) bee secretions (eg, royal jelly, beeswax, bee venom); and (3) bodies of various insect states grown and developed by bees, such as bee pupae and bee larva, which are used as food accompaniment, bubble liquor, or processed into dry powder (capsules) [2]. Honey is produced by bees in honeycomb from nectar acquired from flowering plants. It is produced by worker bees through the action of amylase in salivary glands, and its main components are carbohydrates, proteins, minerals, vitamins, and phenols [3]. Royal jelly is a honey bee secretion used in the nutrition of larvae and adult queens. It is secreeted by the hypopharyngeal glands and mandible glands of worker bees. Its active ingredients are more complex, among which 10-hydroxy-2-decanoic acid (10-HDA) is a unique unsaturated fatty acid, also known as royal jelly acid, which plays an immunosuppressive role by inhibiting the proliferation of splenic T cells and reducing the production of interleukin (IL)-12 by splenic dendritic cells [4].

Royal jelly protein is one of the important biologically active components during the development of queen bees, which can in vitro promote the expression of superoxide dismutase-1 (SOD1), and has an antiaging effect on human embryonic lung fibroblast (HFL-I) [5]. In addition, 3,10-dihydroxy decanoic acid, a fatty acid isolated from royal jelly, promotes IL-12 and IL-18, and inhibits IL-10, affecting the maturation and function of human monocyte–derived dendritic cells, contributing to the imbalance of antitumor and antiviral immune responses [6]. Other active ingredients, such as polypeptides, vitamins, flavonoids, and phytochemicals, can not only affect the cell metabolism process, but also provide important raw materials for the brain to synthesize glial cells, and also play a certain role in tissue damage repair [7]. However, most of the aforesaid studies are either animal experiments or in vitro cell experiments, and there is no clear medical evidence on whether royal jelly has an antitumor role after ingestion and how it is absorbed and utilized by the human body.

Hubei Province is located in the south of Central China and its middle region expands up to the Yangtze River. It is mainly distributed in the western mountainous area and the central and eastern plains. The climate is subtropical monsoon, with abundant heat and rainfall, sufficient illumination, distinct 4 seasons, and a long frost-free period [8]. In the plains, rapeseed and other crops are planted in a large area, and there are seasonal plants that provide a plentiful source of nectar, which is collected by honeybees [9]. The region has a long history of beekeeping which is handed down from one generation to another. It is a typical beekeeping province. In 2019, the total number of beekeeping colonies in Hubei Province was nearly 768,000. It is also the main province for processing and exporting bee products, with the intensive processing enterprises of bee products in Wuhan as the center, forming a sound production, processing, and marketing management system [9]. Huangpi District belongs to 1 of the 6 remote urban districts of Wuhan City, Hubei Province. Sanliqiao Street is located in the southern lakeside area of the district, where the cultivated land is deep, the soil is fertile, and the drainage and irrigation conditions are favorable. A number of farmers are converting the land to grow vegetables, which has become the “vegetable basket” of Wuhan citizens [10].

The author’s team found in the preliminary survey that because of the easy accessibility of work, more than half of the population regularly consume royal jelly. To explore the effects that differences in lifestyle and dietary structures have on the health status, this study compares beekeepers in Huangpi district with other regional vegetable farmers. Variables such as dietary structure, body composition, hematology indices, cognitive factors, and nutrition levels were compared and analyzed. This study provides the theoretical basis for health education and disease prevention for beekeepers’ community.

Methods

Survey Participants

This study adopts the method of cluster sampling, from February to April 2016. The study site is Huangpi district in Wuhan. A total of 191/236 beekeepers (80.9% of the total beekeepers) with large-scale breeding (300-500 colonies) and 182 vegetable farmers in the same area were sampled by the cluster sampling method. All participants were administered different questionnaires to collect demographic and nutritional information and underwent a physical examination to understand their current health status. A total of 362 questionnaires were collected (beekeepers group: 185; vegetable-farmers group: 177). The effective response rate is 97.1% (beekeepers group: 185/191, 96.9%; vegetable farmers group: 177/182, 97.3%). The criteria for inclusion were large-scale beekeeping with at least five years of practice, and no serious illness or communication problems. Informed consent was received from all participants in this study, and the consent form was signed.

Survey Contents and Methods

Demographic Information

Data on age, gender, education level, years of royal jelly consumption, disease history (including self-reported disease history of respondents and diagnosis records of community health service centers/township health centers or medical and health institutions), and activities were collected.
**Body Composition Analysis**
The analysis was performed using the Eco I-BCA10 body composition analyzer (Beijing Sihai Huachen Science and Technology Co., Ltd.), and included physical examination of the participants (measurement of height, weight, waist circumference, hip circumference, grip strength, fatness weight, body fat percentage, bone mass, and muscle mass). Because of gender differences in body composition and grip strength, an intergroup comparison was conducted on the physical examination results of the beekeepers group and the vegetable-farmers group after adjusting gender factors.

**Blood Index Test**
For this purpose, whole blood samples from both groups were collected and stored at 4°C, and samples were sent to the Laboratory of Peking University People's Hospital for unified testing within 1 week. Indicators included biochemical whole items (blood lipid, liver and kidney function, blood glucose, electrolytes, etc.), trace elements (iron, magnesium, copper, zinc), ferritin, folic acid, vitamin B12, and homocysteine. Ferritin, folic acid, and vitamin B12 were detected by a Roche E601 immunoanalyzer; trace elements by a Beckman AU5800 biochemical analyzer, and other indices by a Hitachi LST008 biochemical analyzer. The reagents were all tested using the original detection reagents by matching with the corresponding model.

**Dietary Survey**
The respondents were interviewed face to face by using a simplified version of the Food Frequency Inquiry questionnaire. The content of the questionnaire included the frequency and amount of food consumed (Multimedia Appendix 1).

**Cognitive State Investigation**
The Mini-Mental State Examination (MMSE) was developed in 1975, and is a standardized tool to rapidly screen individuals for cognitive dysfunction [11]. It includes 11 questions involving orientation, attention, immediate and short-term recall, language, and the ability to follow simple verbal and written commands. The total score is 30 points, and it takes only about 5-10 minutes to administer.

**Data Collection and Statistical Methods**

**Data Types**
Descriptive epidemiological analysis methods include calculation rate, mean, etc. A P value of less than .05 indicates statistically significant differences. Among them, quantitative data such as waist circumference, bone mass, and grip strength (part of the physical examination index) after gender discrimination met the normal distribution and homogeneity of variance. Two independent samples t test (unpaired) were used to compare the differences in continuous variables between the beekeepers group and the vegetable-farmers group, whereas the chi-square test was used to compare the dichotomous variables. Blood index results (biochemical whole items, serum vitamins, and minerals, etc.) and cognitive function survey results were also compared using 2 independent samples t test (unpaired) without gender discrimination, and cognitive function differences were compared using regular intake of royal jelly as a grouping variable. To estimate food consumption frequency and intake, the recommended amount based on the Chinese balanced diet pagoda was taken as the standard [12] and its level was compared with the corresponding reference value. The data were statistically analyzed using SPSS software (version 26.0; IBM), and EpiData software (version 3.2; Pascal) was used to establish a database for all the collected questionnaire responses and a parallel double entry was performed. MATLAB R2021 (MathWorks) was used to produce the volcano plot. The dimension reduction method principal component analysis was applied to reduce the dimensionality of the blood index data set, while retaining most of the information.

**Calculation of Daily Food Intake**
The average daily intake of various kinds of food for each respondent in the past year was calculated according to the intake frequency and the amount of each intake. The basic formula is given as follows:

\[
\text{Food intake (g/day)} = \frac{\text{intake frequency [times]/week} \times \text{intake amount (g)}}{7 \text{ days}}.
\]

**Calculation of Daily Nutrient Intake**
Based on the Chinese Food Composition List 2009 (2nd Edition) compiled by the Nutrition and Food Safety of Chinese Center for Disease Control and Prevention [13], the average value of nutrients contained in the same category of food was taken to compile a food composition table, based on which the daily nutrient intake of each survey participant could be calculated. The formula is as follows:

\[
\text{Daily nutrient intake (g/day)} = \frac{\text{food intake [g/day]}}{\text{nutrient content in the cluster food composition table}/100 \text{ g}}.
\]

**Ethical Statement**
This study passed the ethical review of the Medical Ethics Committee of Peking University People’s Hospital (Approval Number: 2016PHB111-01). The research participants have been compensated with all tests free of charge and there were also gift compensations for daily supplies.

**Results**

**General Results**
There were 185 eligible individuals in the beekeepers group and 177 eligible individuals in the vegetable-farmers group. The smoking and drinking rates in the beekeepers group were higher than those in the vegetable-farmers group. More than half of the beekeepers have been consuming royal jelly for a long time or intermittently (55/185 beekeepers [29.7%] consumed royal jelly at least once a day for more than 10 years). The prevalence of hyperlipidemia, stroke, and cardiovascular disease in the vegetable-farmers group was higher than that in the beekeepers group, and the prevalence of cardiovascular disease in the vegetable-farmers group (22/177, 12.4%) was 2.1 times higher than that in the beekeepers group (11/185, 6.0%). By contrast, the prevalence of hypertension and chronic gastritis was higher in the beekeepers group than that in the beekeepers...
group. Table 1 compares general results and the disease prevalence between the 2 groups.

**Table 1.** General results and disease prevalence rate between the beekeepers group and the vegetable-farmers group, sampled from Wuhan, China, between February and April 2016.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Beekeepers group (n=185)</th>
<th>Vegetable-farmers group (n=177)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male, n (%)</td>
<td>124 (67.0)</td>
<td>85 (48.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>61 (33.0)</td>
<td>92 (52.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mean (SD) age (years)</td>
<td>63.7 (7.9)</td>
<td>61.1 (9.8)</td>
<td>.39</td>
</tr>
<tr>
<td>Mean (SD) years of education</td>
<td>6.5 (0.8)</td>
<td>6.2 (0.8)</td>
<td>.28</td>
</tr>
<tr>
<td>Smoking, n (%)</td>
<td>62 (33.5)</td>
<td>45 (25.4)</td>
<td>.09</td>
</tr>
<tr>
<td>Drinking, n (%)</td>
<td>36 (19.5)</td>
<td>17 (9.6)</td>
<td>.008</td>
</tr>
<tr>
<td>Royal jelly consumption, n (%)</td>
<td>101 (54.6)</td>
<td>5 (2.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hypertension, n (%)</td>
<td>80 (43.2)</td>
<td>70 (39.5)</td>
<td>.48</td>
</tr>
<tr>
<td>Hyperlipidemia, n (%)</td>
<td>11 (5.9)</td>
<td>20 (11.3)</td>
<td>.07</td>
</tr>
<tr>
<td>Cardiovascular disease, n (%)</td>
<td>11 (5.9)</td>
<td>22 (12.4)</td>
<td>.03</td>
</tr>
<tr>
<td>Stroke, n (%)</td>
<td>15 (8.1)</td>
<td>21 (11.9)</td>
<td>.23</td>
</tr>
<tr>
<td>Chronic gastritis, n (%)</td>
<td>40 (21.6)</td>
<td>25 (14.1)</td>
<td>.06</td>
</tr>
</tbody>
</table>

**Physical Examination Results**

The hand grip strength of the beekeepers was much stronger than that of the vegetable farmers in both genders. Other physical examination indicators, such as height, weight, waist circumference, hip circumference, body fat percentage, and bone mass, were not significantly different between the 2 groups (Table 2). The \( P \) values have been adjusted by false-discovery rate (FDR).

**Table 2.** Physical examination results of the beekeepers group and the vegetable-farmers group, sampled from Wuhan, China, between February and April 2016.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Male</th>
<th>Female</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Beekeepers group (n=124)</td>
<td>Vegetable-farmers group (n=85)</td>
<td>( P ) value( ^a )</td>
</tr>
<tr>
<td>Height (cm), mean (SD)</td>
<td>166.1 (5.0)</td>
<td>165.4 (6.4)</td>
<td>.76</td>
</tr>
<tr>
<td>Weight (kg), mean (SD)</td>
<td>67.9 (8.7)</td>
<td>65.2 (9.3)</td>
<td>.76</td>
</tr>
<tr>
<td>BMI (kg/m(^2)), mean (SD)</td>
<td>24.6 (2.7)</td>
<td>23.8 (2.7)</td>
<td>.76</td>
</tr>
<tr>
<td>Hip circumference (cm), mean (SD)</td>
<td>95.6 (4.7)</td>
<td>94.4 (9.5)</td>
<td>.48</td>
</tr>
<tr>
<td>Fat-free mass (kg), mean (SD)</td>
<td>52.5 (5.6)</td>
<td>50.8 (9.3)</td>
<td>.70</td>
</tr>
<tr>
<td>Waist circumference (cm), mean (SD)</td>
<td>85.7 (7.7)</td>
<td>86.2 (9.3)</td>
<td>.86</td>
</tr>
<tr>
<td>Body fat rate (%), mean (SD)</td>
<td>21.4 (6.0)</td>
<td>19.7 (7.0)</td>
<td>.48</td>
</tr>
<tr>
<td>Bone mass (kg), mean (SD)</td>
<td>2.8 (0.3)</td>
<td>2.8 (0.8)</td>
<td>.86</td>
</tr>
<tr>
<td>Muscle mass (kg), mean (SD)</td>
<td>49.8 (5.4)</td>
<td>49.2 (5.7)</td>
<td>.86</td>
</tr>
<tr>
<td>Grip strength (kg)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dominant hand, mean (SD)</td>
<td>24.2 (2.6)</td>
<td>10.6 (4.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Nondominant hand, mean (SD)</td>
<td>23.6 (2.7)</td>
<td>10.3 (4.8)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\( ^a \)False-discovery-rate adjusted \( P \) values; \( P \) values were obtained from \( t \) test.

**Blood Index Results**

The main biochemical indices of the 2 groups were normal. Among them, the creatinine (\( P=.03 \)) and uric acid (\( P=.02 \)) levels of the beekeepers group were significantly higher than those of the vegetable-farmers group, and the total protein (\( P=.001 \)) and albumin (\( P<.001 \)) levels of the beekeepers group were significantly lower than those of the vegetable-farmers group.

The results of serum vitamins and minerals test showed that all indices of the 2 groups were normal. Among them, the blood copper level in the beekeepers group was higher than that in the vegetable-farmers group, whereas calcium, sodium, potassium, phosphorus, folic acid, and vitamin B12 were lower than those in the vegetable-farmers group, and the differences were statistically significant (\( P<.03 \) for potassium and \( P<.001 \) for all other nutrients).
others). Table 3 lists the main blood index results from both groups. Figure 1 is the volcano plot of the comparative results, showing the relative difference of each index between the two groups. We obtained the spread of points (beekeepers vs vegetable farmers) along the first 3 principal components in a principal component analysis plot (Figure 2). This result shows that beekeepers have a much closer spread of points compared with vegetable farmers, which indicates that the blood indices of beekeepers are similar, whereas those of vegetable farmers have bigger variation in value.

Table 3. Main blood indices of beekeepers and vegetable farmers, sampled from Wuhan, China, between February and April 2016.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Reference value, range</th>
<th>Beekeepers, mean (SEM)</th>
<th>Vegetable farmers, mean (SEM)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glucose (mmol/L)</td>
<td>3.3-6.1</td>
<td>5.7 (0.1)</td>
<td>5.7 (0.1)</td>
<td>.90</td>
</tr>
<tr>
<td>Total cholesterol (mmol/L)</td>
<td>2.9-6.2</td>
<td>5.1 (0.7)</td>
<td>5 (0.7)</td>
<td>.90</td>
</tr>
<tr>
<td>Total triglyceride (mmol/L)</td>
<td>0.45-1.7</td>
<td>1.6 (0.1)</td>
<td>1.5 (0.1)</td>
<td>.90</td>
</tr>
<tr>
<td>Creatinine (mmol/L)</td>
<td>59-104</td>
<td>72.7 (1.4)</td>
<td>66.5 (1.3)</td>
<td>.03</td>
</tr>
<tr>
<td>Uric acid (μmol/L)</td>
<td>208-428</td>
<td>358.7 (6.5)</td>
<td>334.3 (7.2)</td>
<td>.02</td>
</tr>
<tr>
<td>High-density lipoprotein cholesterol (mmol/L)</td>
<td>1.03-1.55</td>
<td>1.46 (0.03)</td>
<td>1.54 (0.03)</td>
<td>.90</td>
</tr>
<tr>
<td>Low-density lipoprotein cholesterol (mmol/L)</td>
<td>1.9-4.1</td>
<td>2.82 (0.06)</td>
<td>2.71 (0.06)</td>
<td>.90</td>
</tr>
<tr>
<td>Homocysteine (μmol/L)</td>
<td>0.0-15</td>
<td>14.4 (0.4)</td>
<td>13.8 (0.6)</td>
<td>.90</td>
</tr>
<tr>
<td>Potassium (mmol/L)</td>
<td>3.5-5.3</td>
<td>4.1 (0.03)</td>
<td>4.3 (0.03)</td>
<td>.03</td>
</tr>
<tr>
<td>Sodium (mmol/L)</td>
<td>137-147</td>
<td>137.1 (0.4)</td>
<td>143.4 (0.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Calcium (mmol/L)</td>
<td>2.2-2.65</td>
<td>2.27 (0.01)</td>
<td>2.35 (0.01)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Phosphorous (mmol/L)</td>
<td>0.81-1.45</td>
<td>1.02 (0.1)</td>
<td>1.01 (0.01)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Iron (μmol/L)</td>
<td>7.9-34.4</td>
<td>20.0 (0.5)</td>
<td>20.1 (0.5)</td>
<td>.90</td>
</tr>
<tr>
<td>Magnesium (mmol/L)</td>
<td>0.7-1.05</td>
<td>0.93 (0.01)</td>
<td>0.93 (0.01)</td>
<td>.90</td>
</tr>
<tr>
<td>Copper (μmol/L)</td>
<td>11-24</td>
<td>14.8 (0.3)</td>
<td>11.7 (0.3)</td>
<td>.001</td>
</tr>
<tr>
<td>Zinc (μmol/L)</td>
<td>10.7-17.7</td>
<td>14.5 (0.2)</td>
<td>14.8 (0.2)</td>
<td>.90</td>
</tr>
<tr>
<td>Serum ferritin (ng/mL)</td>
<td>30-400</td>
<td>137 (8)</td>
<td>157 (9)</td>
<td>.90</td>
</tr>
<tr>
<td>Total protein (g/L)</td>
<td>65-85</td>
<td>71.8 (0.4)</td>
<td>74.1 (0.4)</td>
<td>.001</td>
</tr>
<tr>
<td>Albumin (g/L)</td>
<td>40-55</td>
<td>44.0 (0.2)</td>
<td>45.2 (0.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Folic acid (ng/mL)</td>
<td>4.2-19.8</td>
<td>9.7 (0.3)</td>
<td>12.3 (0.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Vitamin B12 (pg/mL)</td>
<td>197-771</td>
<td>290 (11)</td>
<td>467 (22)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>False-discovery rate–adjusted values.
Frequency of Distribution of Various Food Intake
Among the surveyed beekeepers and vegetable farmers, the daily diet included grain cereals (185/185 [100%] and 177/177 [100%], respectively) and fresh vegetables (178/185 [96.2%] and 167/177 [94.4%], respectively). The frequency of intake of beef, mutton, and chicken was very low. About 63.2% (117/185) of beekeepers and 93.8% (166/177) of vegetable farmers never ate beef and mutton. At the same time, 68.1% (126/185) of beekeepers and 72.3% (128/177) of vegetable farmers never drank milk.

Daily Intake Results of Various Foods
The intake of meat, fish, shrimp, eggs, milk, fruit, and bean products was lower than the recommended dietary pagoda for more than 50% of the individuals in both groups (92/185 beekeepers and 88/177 vegetable-farmers). About 70.3% (130/185) of the beekeepers and 82.5% (146/177) of the vegetable farmers consumed too much cooking oil (mean [SD]):
44.8 (25.0 g/day) in the beekeepers group and 55.2 (28.0 g/day) in the vegetable-farmers group.

**Daily Energy and Thermogenic Nutrient Intake Results**

The daily energy and protein intake of beekeepers and vegetable farmers was low for both men and women (Table 4). The beekeepers had a reasonable proportion of the 3 heat-producing nutrients, whereas the vegetable farmers had a low calorific proportion of protein and carbohydrate (the percentage of calories provided by protein and carbohydrate to total calories), and a high calorific proportion of fat.

**Table 4.** Mean daily energy and intake of 3 major heat-producing nutrients of beekeepers and vegetable farmers from Wuhan, China (sampled period February-April 2016).

<table>
<thead>
<tr>
<th>Sex and characteristic</th>
<th>Beekeepers</th>
<th>Vegetable farmers</th>
<th>Beekeepers</th>
<th>Vegetable farmers</th>
<th>Beekeepers</th>
<th>Vegetable farmers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intake, mean (SD)</td>
<td>1567 (23)</td>
<td>1516 (39)</td>
<td>62 (1)</td>
<td>57 (2)</td>
<td>63 (1)</td>
<td>64 (3)</td>
</tr>
<tr>
<td>Calorific proportion (%)</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
<td>N/A</td>
<td>15.9</td>
<td>14.9</td>
<td>36</td>
<td>37.9</td>
</tr>
</tbody>
</table>

**Female**

| Intake, mean (SD)      | 1396 (25)  | 1754 (40)         | 53 (1)     | 56 (5)            | 60 (1)     | 85 (6)            | 166 (4)            | 196 (15)            |
| Calorific proportion (%) | N/A | N/A | 15.2 | 12.8 | 29.9 | 33.9 | 47.7 | 44.8 |
| Reference calorific proportion (%) | N/A | N/A | 15-20 | N/A | 25-30 | N/A | 50-60 | N/A |

<sup>a</sup>N/A: Not applicable

**Intake of Other Nutrients**

The intake of vitamin A (P<.001) and selenium (P<.001) in the beekeepers group was higher than that in the vegetable-farmers group, and the difference was statistically significant, whereas there was no significant difference in other nutrients between the 2 groups (Table 5).
Table 5. Comparing average daily intakes for other nutrients between beekeepers and vegetable farmers from Wuhan, China (sampled period February-April 2016).

<table>
<thead>
<tr>
<th>Nutrient</th>
<th>Beekeeper male</th>
<th>Dietary reference intakes, %</th>
<th>Beekeeper female</th>
<th>Dietary reference intakes, %</th>
<th>Vegetable farmer male</th>
<th>Dietary reference intakes, %</th>
<th>Vegetable farmer female</th>
<th>Dietary reference intakes, %</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cellulose (g)</td>
<td>18.2 (5.7)</td>
<td>72.8</td>
<td>17.5 (5.2)</td>
<td>70</td>
<td>18.4 (7.4)</td>
<td>74</td>
<td>20.4 (21.9)</td>
<td>82</td>
<td>.96</td>
</tr>
<tr>
<td>Vitamin A (µg)</td>
<td>249.2 (181.4)</td>
<td>44.5</td>
<td>165.6 (136.4)</td>
<td>28.4</td>
<td>194.8 (201.2)</td>
<td>24.2</td>
<td>127.3 (208.5)</td>
<td>18.1</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Vitamin B1 (mg)</td>
<td>0.8 (0.2)</td>
<td>57.1</td>
<td>0.7 (0.2)</td>
<td>58.3</td>
<td>0.7 (0.2)</td>
<td>54.2</td>
<td>0.7 (0.8)</td>
<td>65.8</td>
<td>.39</td>
</tr>
<tr>
<td>Vitamin B2 (mg)</td>
<td>1.1 (0.3)</td>
<td>78.6</td>
<td>1.0 (0.3)</td>
<td>83.3</td>
<td>1.1 (0.4)</td>
<td>81</td>
<td>1.1 (1.2)</td>
<td>98.3</td>
<td>.14</td>
</tr>
<tr>
<td>Vitamin C (mg)</td>
<td>190.5 (90.1)</td>
<td>190.5</td>
<td>197.1 (80.8)</td>
<td>197.1</td>
<td>209.7 (107.0)</td>
<td>210</td>
<td>238.6 (258.5)</td>
<td>238</td>
<td>.77</td>
</tr>
<tr>
<td>Total vitamin E (mg)</td>
<td>32.1 (9.1)</td>
<td>N/A</td>
<td>31.7 (7.7)</td>
<td>N/A</td>
<td>32.3 (15.3)</td>
<td>N/A</td>
<td>43.9 (41.6)</td>
<td>N/A</td>
<td>.96</td>
</tr>
<tr>
<td>Folic acid (µg)</td>
<td>634.2 (237.7)</td>
<td>158.6</td>
<td>623.4 (215.9)</td>
<td>155.9</td>
<td>666.9 (305.3)</td>
<td>167</td>
<td>737.5 (787.9)</td>
<td>184.2</td>
<td>.42</td>
</tr>
<tr>
<td>Potassium (mg)</td>
<td>2093.2 (649.4)</td>
<td>104.7</td>
<td>1988.4 (620.9)</td>
<td>99.4</td>
<td>2101.2 (889.2)</td>
<td>105</td>
<td>2265.6 (2432.6)</td>
<td>113.2</td>
<td>.53</td>
</tr>
<tr>
<td>Calcium (mg)</td>
<td>704.3 (255.2)</td>
<td>70.4</td>
<td>692.3 (237.2)</td>
<td>69.2</td>
<td>730.5 (339.6)</td>
<td>73</td>
<td>807.6 (860.5)</td>
<td>80.7</td>
<td>.68</td>
</tr>
<tr>
<td>Magnesium (mg)</td>
<td>348.9 (89.0)</td>
<td>105.7</td>
<td>319.3 (86.0)</td>
<td>96.7</td>
<td>341.8 (127.6)</td>
<td>103.3</td>
<td>368.1 (379.9)</td>
<td>111.5</td>
<td>.65</td>
</tr>
<tr>
<td>Iron (mg)</td>
<td>27.3 (7.4)</td>
<td>227.5</td>
<td>24.8 (6.7)</td>
<td>206.7</td>
<td>26.6 (10.0)</td>
<td>222</td>
<td>28.1 (29.4)</td>
<td>233.3</td>
<td>.66</td>
</tr>
<tr>
<td>Manganese (mg)</td>
<td>6.3 (1.6)</td>
<td>140</td>
<td>5.7 (1.5)</td>
<td>126.7</td>
<td>6.1 (2.2)</td>
<td>135.5</td>
<td>6.7 (6.7)</td>
<td>148.8</td>
<td>.88</td>
</tr>
<tr>
<td>Zinc (mg)</td>
<td>11.0 (2.5)</td>
<td>88</td>
<td>9.8 (2.5)</td>
<td>130.7</td>
<td>10.5 (3.7)</td>
<td>84</td>
<td>11.2 (11.5)</td>
<td>149.3</td>
<td>.39</td>
</tr>
<tr>
<td>Copper (mg)</td>
<td>1.9 (0.5)</td>
<td>237.5</td>
<td>1.7 (0.5)</td>
<td>212.5</td>
<td>1.7 (0.6)</td>
<td>221.2</td>
<td>1.6 (2.0)</td>
<td>237.5</td>
<td>.93</td>
</tr>
<tr>
<td>Phosphorus (mg)</td>
<td>904.1 (218.0)</td>
<td>125.6</td>
<td>791.6 (224.2)</td>
<td>109.9</td>
<td>860.1 (332.2)</td>
<td>119.4</td>
<td>887.0 (942.0)</td>
<td>123.1</td>
<td>.13</td>
</tr>
<tr>
<td>Selenium (µg)</td>
<td>41.8 (13.3)</td>
<td>69.7</td>
<td>35.0 (12.3)</td>
<td>58.3</td>
<td>38.8 (18.4)</td>
<td>64.6</td>
<td>38.3 (42.9)</td>
<td>63.3</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aN/A: Not applicable.

Results of Cognitive Function Survey
As presented in Table 6, the total MMSE score of the beekeepers group was 28.1, which was significantly higher (P < .001) than that of the vegetable-farmers group (23.3). Among them, the beekeepers group showed significantly better cognitive performance in Auditory Verbal Learning Test (P = .01), Clock Drawing Test (P = .005), and Verbal Fluency Test (P = .005). The 2 groups of people were further divided into 2 subgroups according to whether they regularly consumed royal jelly or not. It was concluded that the total MMSE score of the subgroup consuming royal jelly for several years was significantly higher than that of the subgroup not consuming royal jelly (P = .006).

Table 6. Results of cognitive function survey in beekeepers and vegetable farmers from Wuhan, China (sampled between February and April 2016).

<table>
<thead>
<tr>
<th>Test</th>
<th>Beekeepers N</th>
<th>Score, mean (SD)</th>
<th>Vegetable farmers N</th>
<th>Score, mean (SD)</th>
<th>P value</th>
<th>Royal jelly group N</th>
<th>Score, mean (SD)</th>
<th>No royal jelly group N</th>
<th>Score, mean (SD)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Mini-Mental State Examination</td>
<td>180</td>
<td>28.1 (3.5)</td>
<td>165</td>
<td>23.3 (5.5)</td>
<td>&lt;.001</td>
<td>100</td>
<td>25.5 (3.4)</td>
<td>245</td>
<td>23.7 (5.0)</td>
<td>.006</td>
</tr>
<tr>
<td>Rey Auditory Verbal Learning Test</td>
<td>185</td>
<td>30.7 (13.4)</td>
<td>177</td>
<td>26.1 (13.6)</td>
<td>.01</td>
<td>106</td>
<td>30.0 (14.5)</td>
<td>256</td>
<td>27.1 (13.4)</td>
<td>.07</td>
</tr>
<tr>
<td>Delayed word recall test</td>
<td>185</td>
<td>5.3 (3.8)</td>
<td>177</td>
<td>4.1 (3.6)</td>
<td>.15</td>
<td>106</td>
<td>4.9 (3.8)</td>
<td>256</td>
<td>5.0 (3.6)</td>
<td>.66</td>
</tr>
<tr>
<td>Clock drawing test</td>
<td>180</td>
<td>3.8 (1.5)</td>
<td>158</td>
<td>3.1 (1.9)</td>
<td>.005</td>
<td>99</td>
<td>3.9 (1.5)</td>
<td>239</td>
<td>3.3 (1.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Verbal fluency test</td>
<td>182</td>
<td>14.1 (4.7)</td>
<td>160</td>
<td>12.0 (3.9)</td>
<td>.005</td>
<td>101</td>
<td>14.5 (5.2)</td>
<td>241</td>
<td>12.5 (4.0)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
Principal Findings

This study is the first to carry out a comprehensive epidemiological investigation on beekeepers. This population has a unique dietary structure, living habits, and disease distribution characteristics; additionally, its overall cognitive level is significantly higher than that of vegetable farmers from the same area. It is worth noting that the average age of the beekeepers and vegetable farmers investigated in this study was over 60, indicating the aging population of beekeepers, which is consistent with the research results of the National Bee Industry Technology System [14].

It is difficult to attract young labor force into the beekeeping industry, possibly due to poor beekeeping conditions, the need to chase flowers in the wild for honey, beekeeping facilities that are relatively backward, a low degree of mechanization, and a high physical consumption. The results showed that the rates of smoking and drinking were higher among beekeepers than those among vegetable farmers, which may be related to the higher proportion of males in the beekeepers group, compared with that in the vegetable-farmers group. A large number of studies have shown that overweight and obesity are risk factors for hypertension and cardiovascular diseases in the elderly. The Chinese Hypertension Survey [15] showed that the prevalence of hypertension in people aged 55-64 was 44.3%, and other scholars have concluded through meta-analysis that the prevalence of hypertension in rural areas in southern China was 20.2% [16]. According to the BMI classification standard of adults in China, the BMI of the beekeepers group and that of the vegetable-farmers group was in the “overweight” category. Waist circumference and body fat rate also exceeded the standard of normal adults in China [17], but these did not reach the diagnostic standard of obesity. Thus, it is not difficult to understand the prevalence of hypertension in both groups, which was significantly higher than 20.2% (identified in 80/185 [43.2%] beekeepers and 70/177 [39.5%] vegetable farmers). As hypertension is an independent risk factor of stroke, the prevalence of stroke (identified in 15/185 [8.1%] beekeepers and 21/177 [11.9%] vegetable farmers) is also significantly higher than the national average (2.06%) [18]. At the same time, the physical examination results showed that both men and women in the beekeepers group had a much stronger hand grip than those in the vegetable-farmers group. This significant difference in grip strength is likely due to the difference in labor intensity between the 2 groups: beekeepers need to follow the blooming period all year round, with trucks used to carry beehives from one flower field to the next. This kind of work characteristic is also common among the beekeepers in other areas of China. As a result of convenient transportation and rapid development of agricultural mechanization modernization, the labor intensity of vegetable farmers in the flat terrains of Huangpi District is far lower than that of the beekeepers.

Nearly 29.7% (5/185) of beekeepers reported consuming royal jelly regularly for more than 10 years, which is significantly higher than the proportion consumed by the common population and vegetable farmers in the same area. This is no surprise, as it is easier to obtain royal jelly due to the easy accessibility of work. Compared with vegetable farmers, beekeepers had higher intake of fish food, which mainly included preserved and dried fish. This might be mainly related to the special occupational requirements, whether fixed or transfer operations, of beekeepers, who need to work continuously in the rare natural environment for 5-8 months and keep up with the change in the flowering period [9]. The hard-working conditions in different provinces and regions might have resulted in the difficulty to obtain meat, soy products, eggs, milk, and other foods, while pickled vegetables, dried fish, cooking oil, and other food are easier to carry and eat over longer distances. This directly led to the insufficient intake of protein, most vitamins, calcium, zinc, and other nutrients in the beekeepers group. Moreover, salt in such preserved foods is well over standard limits. Long-term consumption of salted foods remains a risk factor for hypertension and chronic gastritis [19]. Whether this leads to a higher incidence of these 2 diseases among beekeepers remains to be further studied. In addition, the dietary structure has certain regional characteristics. Hubei is a land of fish and rice. Pickled fish, meat, rice, and other foods are popular in the province; however, seafood and dairy products are not popular enough [10,14]. Therefore, 68.1% (126/185) of the beekeepers and 72.3% (128/177) of the vegetable farmers in the study never drank milk. Although the average intake of cellulose in both groups were lower than the recommended amount (25 g) in China [12], it was significantly higher than the results of the epidemiological survey in the same gender and age group, which may be related to the fact that the vegetable supply is sufficient, and the daily diet of the residents mainly includes fresh vegetables and cereals [8].

The results of this study showed that the main biochemical indices of the 2 groups are normal, but the uric acid level of the beekeepers group was significantly higher than that of the vegetable-farmers group, and was close to the high uric acid level (360 μmol/L), which was speculated to be related to the long-term administration of royal jelly. In general, fructose and glucose account for 90% of total sugar in royal jelly. High consumption of fructose-containing products can lead to the accumulation of phosphorylated products and continuous consumption causes liver ATP (adenosine triphosphate) to produce a large amount of uric acid through metabolism. At the same time, the serum levels of folic acid (vitamin B9) and vitamin B12 in the beekeepers group were lower than those in the vegetable-farmers group, possibly because the B vitamins in royal jellies were mainly B5 (52.8 mg/100 g) and niacin (42.4 mg/100g), whereas the contents of folic acid (0.4 mg/100 g) and vitamin B12 (0.2 mg/100 g) were very low [20]. Although the mineral content in honey varies depending on plant sources, the mineral content in royal jelly is relatively stable, accounting for about 1.5% [21]. Royal jelly is considered to be a homeostasis-regulated larval lactation form that is generally harvested commercially after 4 days of age for queen bee larvae [22]. The blood indices of beekeepers were more concentrated than those of vegetable farmers, and the number of people exceeding the normal value was less, indicating that beekeepers were healthier than vegetable farmers. Possible reasons for this are the small lifestyle differences as well as more similar and healthier dietary structure and eating habits among beekeepers.

Discussion
Whether it is related to the long-term consumption of royal jelly needs further study and verification. Al-Kahtani and Taha [23] found that, due to different harvesting times, royal jellies harvested 24 hours after the hatching of larvae had the highest contents of phosphorus and zinc; 48 hours later, the contents of calcium, potassium, and sodium were the highest; 96 hours later, the content of copper was higher. Combined with the findings of this study, we suggest that the levels of different mineral nutrients in the body can be improved by consuming royal jelly at different harvest times.

In addition, the intake of vitamin C and folic acid was significantly higher than that of dietary reference intakes, and the intake of vitamin A and selenium was significantly higher than that of vegetable farmers. The worker bees must use honey and pollen as raw materials to produce royal jelly. The nectar source and powder source plants (ie, plants that provide pollen, such as rape and locust flowers) vary based on regions and soil composition; consequently, the mineral types and contents in the royal jelly produced are also different [24]. There are many selenium-rich zones in Hubei Province [25], and oilseed rape, as a cruciferous plant, has a strong ability to enrich selenium [26]. Therefore, we speculated that the royal jelly eaten by beekeepers in this study may have a higher selenium content. Selenium plays a certain role in the nutritional value of royal jelly, but as a micronutrient, some scholars believe that compared with potassium (K), sodium (Na), calcium (Ca), magnesium (Mg), and other elements, the content of selenium in royal jelly is very low [27]. Therefore, with the development of instrumental analysis technology, it is necessary to further compare the selenium content of royal jelly produced in different regions in future studies.

When screening for cognitive function, the total MMSE score of the beekeepers group was significantly higher than that of the vegetable-farmers group, and the cognitive performance of the beekeepers who regularly consumed royal jelly on auditory word learning, clock drawing test, and language fluency was better than that of the beekeepers and vegetable farmers who did not consume royal jelly. Studies have shown that brain-derived neurotrophic factor (BDNF), especially BDNF in the hippocampus, can regulate learning and memory processes through interaction with TrkB receptors, such as long-term enhancement, synaptic plasticity, axonal budding, and dendritic proliferation [28]. As a small unsaturated fatty acid, 10-HDA in royal jellies can pass through the blood–brain barrier and have effects similar to BDNF [29]. Alzheimer disease (AD) has complex causes, including nerve fiber tangles, amyloid beta deposition, inflammatory response, and oxidative stress response. In many animal experiments at home and abroad and in vitro cell experiments, it has been proved that royal jelly can improve the spatial learning and memory ability of AD model rats [30] by effectively alleviating the toxicity of β-amyloid in AD and significantly reducing β-amyloid species [31]. However, whether royal jelly and its functional components have a positive effect on the prevention and delaying of human AD and their possible mechanism of action remain to be further studied.

Study Limitation
A limitation of this study is that only the beekeepers in a certain area of Central China were taken as the research subject, which has certain regional limitations and needs to be further investigated and studied in more areas. Moreover, the participants’ recollections of how much they ate could be skewed.

Conclusions
To sum up, combined with the results of this survey, beekeepers in Hubei Province have their special dietary structure, human body composition, and disease characteristics. The lifestyle and nutritional status of beekeepers, a special occupational group, are closely related to their chronic diseases, which need more attention and in-depth study. The role of royal jelly in the prevention and treatment of dementia and its related mechanisms will become the focus of our future research.
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Abstract

Background: Aedes aegypti is a vector for the transmission of diseases such as dengue fever, chikungunya, Zika fever, and yellow fever. In 2016, over 1 million cases of these diseases were reported in Brazil, which is an alarming public health issue. One of the ways of controlling this disease is by inspecting and neutralizing the places where A. aegypti lays its eggs. The Ministry of Planning, Development, and Administration of Brazil maintains the inspection statistics.

Objective: We propose a multi-criteria analysis to create an index for A. aegypti inspections reported through the Ministry of Planning, Development, and Administration system of Brazil.

Methods: Based on the repository from urban cleaning services combined with data on inspections conducted by government agencies in several Brazilian cities and municipalities, we selected and combined metrics, which we further ranked using the analytic hierarchy process methodology. We also developed risk maps based on the analytic hierarchy process ranking of the A. aegypti breeding sites.

Results: Based on our analysis and the available data, the priority for inspections should consider the number of sick people (weight 0.350), medical evaluations (weight 0.239), inspections (weight 0.201), mosquito breeding sites (weight 0.126), and days of absence from work (weight 0.096).

Conclusions: The proposed index could aid public health practitioners in preventing the appearance of new A. aegypti breeding sites. This information technology application can help solve such public health challenges.

(JMIR Public Health Surveill 2021;7(5):e19502) doi:10.2196/19502
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Introduction

Background

Aedes aegypti is a vector for many diseases such as chikungunya, dengue fever, yellow fever, and Zika virus. The control of these diseases is difficult as there are several hard-to-find mosquito breeding places (eg, empty bottles, plant vases, car tires) that can be found at any abandoned lot or in any house. In Brazil, A. aegypti is the main vector for dengue fever. However, Aedes albopictus is also a vector of such arboviruses [1] and have been reported in Brazil since 1986 [2]. A. aegypti and A. albopictus tend to breed in similar sites, and researchers have documented competition between these species.
A. aegypti is more prevalent in densely populated highly urbanized areas, while A. albopictus is more prevalent in rural, suburban, and forested urban areas [2]. Although A. albopictus is still regarded as the potential vector of arboviruses in most countries of the Americas [3], our work focused mostly in urban areas, and the objective of this study is the control of the breeding of A. aegypti. Nevertheless, our work can be applied with minor modifications to the control of breeding of A. albopictus. The challenge in controlling this vector is one of the reasons for the significant numbers associated with the outbreaks of the diseases, which shows how important it is as a public health issue. There are approximately 390 million cases estimated each year for dengue alone [4]. In Brazil, in 2016, there were over 1 million cases of diseases caused by A. aegypti [5].

There are currently several methods to control the breeding of A. aegypti, which has led to a reduction in the cases of disease related to it. These methods are usually combined and include contaminating the female mosquitoes with Wolbachia strains so that they cannot spread diseases [6,7], eliminating mosquitoes using poison, controlling breeding sites through inspections and simple measures (eg, putting sand in vases, covering water recipients, storing empty bottles upside down), and neutralizing the breeding sites found.

In Brazil, the A. aegypti infestation index rapid survey (Levantamento Rápido de Índices para Aedes aegypti) is a simplified entomological surveillance method adopted by the Ministry of Health to determine the infestation rates of A. aegypti. Municipalities perform larval surveys through systematic sampling of buildings to calculate the Breteau index and the building infestation index. The sample depends on the population density and the number of buildings. The indexes predominantly identify breeding sites and are used as indicators to initiate actions to neutralize these sites and reduce the use of larvicides [8].

Controlling A. aegypti is a transdisciplinary effort, and information technology plays a role, mainly in the creation of a data repository to support analysis and decision making. An example of information technology is the Sigelu Aedes software developed by the Brazilian company Lemobs as commissioned by the Brazilian Ministry of Planning, Development, and Administration. This software helps public workers to inspect government buildings reporting Aedes breeding sites and the actions taken to control them.

**Goal of This Study**

Given this context, the goal of our work is to contribute to the effort of controlling A. aegypti breeding sites by proposing a georeferenced index that helps decision makers to identify places where mosquitoes could breed. We used a multi-criteria analysis, more specifically the analytic hierarchy process (AHP), to develop such an index. We tested our index by using real data from the Ministry of Planning, Development, and Administration of Brazil to produce a risk map layer in a multidimensional data model.

**Multi-criteria Analysis in Disease Vector Surveillance**

Multi-criteria analysis has been used previously in disease vector surveillance literature for supporting decision making. We review such related literature with a special focus on the methodology and outcomes of each study. Aenishaenslin et al [9] identified, evaluated, and ranked different strategies for Lyme disease management in Quebec. They identified 3 intervention areas (preventive communication strategies, surveillance strategies, and control strategies) but focused on the latter two. They defined a multi-criteria decision analysis (MCDA) process with 10 steps—the first 7 focus on problem structuring and the last 3 on the decision analysis. Stakeholders were involved in the identification of issues, definition of criteria, selection of interventions, and individual weighting of the criteria defined. The authors used DSight software to perform the Preference Ranking Organization Method for Enrichment of Evaluations (PROMETHEE) and produce a visual model (geometrical analysis for interactive aid [GAIA]) to display the analysis results. Finally, they produced group rankings analysis and assessed the performance of the selected interventions.

In a second study, Aenishaenslin et al [10] adapted and evaluated the decision model, which had been constructed to rank interventions for Lyme disease prevention in Quebec [9] for a different epidemiological context in Switzerland, where Lyme disease has been endemic for over 30 years. They used a group of Swiss stakeholders to define a new set of criteria to evaluate the problem. The stakeholders kept the original criteria from Quebec but added 4 new criteria. They subsequently performed the analysis by comparing the resulting criteria sets; however, the original criteria had their weights normalized so that their relative importance was in line with the Swiss stakeholders.

Cox et al [11] designed a standardized method to prioritize infectious diseases of humans and animals that may emerge due to the climate change in Canada. They developed user-friendly tools to aid pathogen prioritization, which provided a structure for the study and enabled the decision-making process to be recorded. They identified 40 criteria (from the published literature and experts) that might be used to prioritize potential emerging pathogens in Canada and divided them into 5 groups—3 criterion groups measure the likelihood of pathogen emergence in Canada and 2 criterion groups measure the pathogen impact. Expert opinion was used in the criterion selection and weighting. The weights of all the criteria were standardized. Cox et al [11] then used 2 tools: a spreadsheet developed in Microsoft Excel and the MACBETH tool present in the M-MACBETH software [12]. Santos et al [13] developed a knowledge-driven spatial model to identify risk areas for foot-and-mouth disease (FMD) occurrence—this disease affects cloven-hoofed livestock and wildlife. They evaluated the FMD surveillance performance in the southern Brazilian state of Rio Grande do Sul by using MCDA. Thirteen experts analyzed 18 variables associated with FMD introduction and dissemination pathways. For each pathway, experts defined several risk factors—variables associated with FMD introduction and dissemination. In the next step, the authors requested the experts to weigh each risk factor and pathway following the AHP methodology. The introduction risk and the dissemination risk...
were calculated separately, and they were then combined multiplicatively, thereby providing the likelihood of FMD occurrence. Finally, the authors built the spatial model using Idrisi 17.0 Selva GIS and Image Processing Software, with raster layers of 1 km \times 1 \text{ km} resolution.

Fruean and East [14] assessed Australia’s targeted surveillance for detecting incursions of the screw-worm fly. Screw-worm fly abundance and survival are affected by—among various criteria—the vegetation type and moisture levels. The authors made a grid of the territory in a map, and to each square, they assigned numeric values for each criterion. They used the multi-criteria analysis shell for spatial decision support package [15], which includes raster maps for feral animal distribution, land use, land cover, and climate data. The authors invited 20 experts to answer a questionnaire in order to assess the relative importance of the potential pathways for the introduction of the screw-worm fly into Australia. Finally, they produced maps of the relative likelihood for the introduction and establishment of the screw-worm fly and considered the seasonal effect of climate. Gosselin et al [16] discussed the implementation of the Integrated System for Public Health Monitoring of West Nile Virus, a real-time geographic information system for public health surveillance of the West Nile virus, in Quebec, Canada. This system gathers information on Corvidae, mosquitoes, humans, horses, climate, and larvicide interventions. It was designed to support the collection, localization, management, and analysis of monitoring data, and presents the results of analyses on maps, tables, and statistical diagrams. Ho et al [17] used a raster-based model to map heat health risks, and they compared this to the traditional vector-based model. Among their goals was the use of the proposed framework to predict and map the heat risk hotspots at multiple spatial scales for the Vancouver area. Heat exposure was estimated using land surface temperature. They used MCDA with 2 different data resampling approaches to visualize the influence of the modifiable areal unit problem (MAUP) issue on heat health risk maps. MAUP is a common source of bias in the results of statistical hypothesis tests in the aggregation of point-based measures. Ho et al [17] used 2 groups of layers: vulnerability layers and heat exposure layers. All vulnerability layers were associated with values ranging from 1 (lowest) to 9 (highest). Each group of layers was combined into a composite layer by assigning equal weights to each layer and normalizing the result. Finally, the composite heat exposure layer was combined with the composite vulnerability layer using the same process. After the modeling, they used the Getis-Ord Gi index [18] to mitigate the problems caused by the MAUP problem.

Hongoh et al [19] ranked possible risk reduction measures for the management of the West Nile virus in Quebec. This study used the methodology presented by Aenishaenslin et al [9]; however, they produced 6 scenarios of increasing potential risk, from low risk (current state) to high risk (epidemics). Hongoh et al [19] elaborated a preliminary list of 15 evaluation criteria in 5 categories. Hongoh et al [19] also used the D-Sight software, the PROMETHEE method, and GAIA maps, and they analyzed interventions at the individual and regional level. Finally, sensitivity analyses were performed on all criteria and for all stakeholders. Sarkar et al [20] performed a five-stage risk assessment for Chagas disease in Texas. First, using Maxent software, they built distribution models for the triatomine species. The environmental layers used were composed of 4 topographical variables and 15 climatic variables. The output of this step was the likelihood of the presence of triatomine. They then did a risk assessment, defining sets of ecological risks and incidence-based risks, which were analyzed using multi-criteria analysis to generate a composite risk. Finally, they combined the composite risk and the population that would be exposed to Chagas disease to produce a relative expected exposure rate.

Thanapongtharm et al [21] characterized the spatial habitat of the flying fox bat, which is a vector of the Nipah virus, in populations along Thailand’s central plain and the mapping zones for potential contact between flying fox bat habitats, pig farms, and human settlements. They collected geographic information about flying fox colonies—generally located in areas such as Buddhist temples, surrounded by bodies of water and vegetation—and combined them with the following layers: water bodies, human population density, elevation, and land cover. Thanapongtharm et al [21] used 7 species distribution models to map the ecological suitability for flying fox colonies. Their models were subject to 10 bootstraps to prevent overfitting and due to their very low proportion of positive samples in the data set. Finally, they applied potential surface analysis to map the risk area for the Nipah virus, assuming 2 potential scenarios for human infections: humans directly infected from the bats and humans infected through an intermediate pig host.

Vinhaes et al [22] analyzed data on the occurrence of domiciled triatomines—vectors of Chagas disease—in non-Amazonian regions of Brazil. MCDA was used to assess municipalities’ vulnerability based on socioeconomic, demographic, entomological, and environmental indicators. The program to support decision making based on indicators (PRADIN) software [23], which implements the PROMETHEE II algorithm, was used for MCDA. The authors conducted 6 simulations using PRADIN, in which the municipalities were ranked and classified into quintiles, and their geographic coordinates were then used in the TerraView [24] software to produce vulnerability maps for the occurrence of Chagas disease transmission via domiciled triatomines that were compared to acute vector-borne Chagas disease cases between 2001 and 2012.

Methods

Our proposed approach involves performing an analysis to create an index of the inspections to find places where A. aegypti lays their eggs. The data source for this study is the Ministry of Planning, Development, and Administration of Brazil through the Sigelu Aedes software. Like Santos et al [13], we adopted MCDA because such methods are widely used in the literature. Among MCDA methodologies, we chose to specifically use the AHP methodology. Similar to many other related works [3,6-9,11-14], we produced risk maps, which are useful for disease surveillance and prevention. The proposed approach does not use environmental variables that affect the density and distribution of the mosquito, such as temperature, precipitation, air humidity, and availability of water tanks. Instead, we used
indirect indicators, that is, number of inspections, number of sick people, number of medical evaluations, number of days of sickness absence, and number of mosquito breeding sites found. Although the use of nontraditional data sources to trace arbovirus transmission can be found in the literature [25], our approach provides a novel paradigm, since these governmental data can provide an independent indicator, which may be applied in conjunction with the current methodologies. The proposed approach also takes into account that mosquitoes can repopulate sites that have been inspected. We also consider that information about inspections may indicate regions where it is more likely to find mosquitoes. A new index based on this information may help to plan actions to fight against this vector of many diseases in cities. We created the new index using some metrics extracted from the repository.

Managers of urban cleaning services provide data to form a repository. Given that the main breeding sites of A. aegypti are abandoned sites that can be used as garbage dumps, the developers of this software decided to integrate resources to combat this mosquito species. Thus, this system contains data on inspections conducted by government agencies in several Brazilian cities and municipalities. However, the metrics used do not indicate possible future mosquito breeding sites—they only record the work done by government agents in the field.

Our proposed solution is presented in Figure 1. We compared each of the following alternatives: number of inspections, number of sick people, number of medical evaluations, number of days of sickness absence, and number of mosquito breeding sites. In our comparison, we selected the following criteria to use in the AHP: cost to obtain and use the data, time to acquire the metric, precision of the data, refresh rate of the data, and value of the data for predicting future mosquito breeding sites. For gathering the opinions of specialists about criteria and metrics (alternatives), in accordance with the AHP method, we used the AHP Excel template, with multiple inputs from Goepel [26]. To calculate the matrix for the criteria metrics and matrices for alternatives, we adapted a solution from Griffith [27]. The other calculations are shown in this paper. All inconsistencies related to coherence were less than 0.10, in accordance with the level suggested by Saaty [28]. After determining the final priorities, we assembled the new index, considering the data model that was populated using the repository presented in Figure 1. This set of metrics is used to calculate the new index of an inspection. It is crucial to note that only the metrics related to inspections were used as georeferenced metrics.

Figure 1. Proposed approach to assist in the prediction of Aedes aegypti breeding sites.

Results

The AHP criteria matrix is shown in Table 1. The prioritization of the criteria is shown in the last column (AHP values are shown in parentheses). The most important criterion was “value,” while the least important was “cost.” The priority value of the “value” criterion was almost double that of the next most important criterion (precision), which indicates the importance...
of analyzing each metric according to its value. The inconsistency was 0.093.

The matrix for the alternatives with respect to each criterion is presented in Table 2. In the “cost” section, lower values correspond to higher costs. The last column of “priority” shows the ranking of the alternatives. “Number of inspections” was considered the least important, while the “number of sick people” was the most important alternative for costs. In the “time” section, lower values correspond to a longer time. The least important criterion was “number of sick people” and the most important was “number of inspections” (we note that the least and most important criteria are inverted when compared to section “cost”). In the “precision” section, lower values correspond to lower precision. “Number of inspections” occupied the first position again, “number of medical evaluations” was second, and “sick people” was third. In the “value” section, lower values correspond to lower value. The “value” section is the most relevant, because the “value” criterion has higher priority according to Table 2. “Number of sick people” was the most important alternative followed by the “number of medical evaluations.” Finally, in the “refresh rate” section, lower values correspond to lower refresh rates. The alternative “number of days absent” is the most relevant metric.

At this point, it is possible to calculate the final priorities of the alternatives. Firstly, we must multiply the criterion values by the values for the alternatives, as shown in Table 3. We then obtained the final priorities, which are shown in Table 4. We ended up calculating the weighted arithmetic mean by considering the priorities of the alternatives.

Table 1. The analytic hierarchy process criteria matrix.a

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Cost</th>
<th>Time</th>
<th>Precision</th>
<th>Value</th>
<th>Refresh rate</th>
<th>Priority (AHPb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost</td>
<td>1</td>
<td>1</td>
<td>0.16</td>
<td>0.11</td>
<td>0.27</td>
<td>5 (0.042)</td>
</tr>
<tr>
<td>Time</td>
<td>1</td>
<td>1</td>
<td>0.24</td>
<td>0.17</td>
<td>0.52</td>
<td>4 (0.056)</td>
</tr>
<tr>
<td>Precision</td>
<td>1/0.16c</td>
<td>1/0.24</td>
<td>1</td>
<td>0.26</td>
<td>7</td>
<td>2 (0.292)</td>
</tr>
<tr>
<td>Value</td>
<td>1/0.11</td>
<td>1/0.17</td>
<td>1/0.26</td>
<td>1</td>
<td>4.72</td>
<td>1 (0.516)</td>
</tr>
<tr>
<td>Refresh rate</td>
<td>1/0.27</td>
<td>1/0.52</td>
<td>1/7</td>
<td>1/4.72</td>
<td>1</td>
<td>3 (0.094)</td>
</tr>
</tbody>
</table>

aThe values in this table are the results of a pairwise comparison between each one of the criteria to determine the relative priority of each one.
bAHP: analytic hierarchy process value.
cThe fractions in this table are the result of the pairwise comparisons, which generates a triangular matrix.
Table 2. Matrix for alternatives with respect to cost, time, precision, value, and refresh rate.\textsuperscript{a}

<table>
<thead>
<tr>
<th>Alternatives for</th>
<th>Inspections</th>
<th>Sick people</th>
<th>Medical evaluations</th>
<th>Days of absence</th>
<th>Mosquito breeding</th>
<th>Priority (AHP\textsuperscript{b})</th>
<th>Inconsistency\textsuperscript{c}</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cost</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inspections</td>
<td>1</td>
<td>1/7\textsuperscript{d}</td>
<td>1/7</td>
<td>1/7</td>
<td>1/5</td>
<td>5 (0.034)</td>
<td></td>
</tr>
<tr>
<td>Sick people</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>5</td>
<td>1 (0.459)</td>
<td></td>
</tr>
<tr>
<td>Medical</td>
<td>7</td>
<td>1/3</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>2 (0.207)</td>
<td></td>
</tr>
<tr>
<td>evaluations</td>
<td>Days of</td>
<td>7</td>
<td>1/3</td>
<td>1</td>
<td>1</td>
<td>3 (0.207)</td>
<td></td>
</tr>
<tr>
<td>absence</td>
<td>Mosquito</td>
<td>5</td>
<td>1/5</td>
<td>1/3</td>
<td>1</td>
<td>4 (0.094)</td>
<td></td>
</tr>
<tr>
<td>breeding</td>
<td><strong>Time</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inspections</td>
<td>1</td>
<td>7</td>
<td>3</td>
<td>5</td>
<td>3</td>
<td>1 (0.472)</td>
<td></td>
</tr>
<tr>
<td>Sick people</td>
<td>1/7</td>
<td>1</td>
<td>1/3</td>
<td>1/3</td>
<td>1/3</td>
<td>5 (0.051)</td>
<td></td>
</tr>
<tr>
<td>Medical</td>
<td>1/3</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>2 (0.235)</td>
<td></td>
</tr>
<tr>
<td>evaluations</td>
<td>Days of</td>
<td>1/5</td>
<td>3</td>
<td>1/3</td>
<td>1</td>
<td>3 (0.142)</td>
<td></td>
</tr>
<tr>
<td>absence</td>
<td>Mosquito</td>
<td>1/3</td>
<td>3</td>
<td>1/3</td>
<td>1</td>
<td>4 (0.099)</td>
<td></td>
</tr>
<tr>
<td>breeding</td>
<td><strong>Precision</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inspections</td>
<td>1</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>5</td>
<td>1 (0.454)</td>
<td></td>
</tr>
<tr>
<td>Sick people</td>
<td>1/5</td>
<td>1</td>
<td>1/5</td>
<td>3</td>
<td>1</td>
<td>3 (0.102)</td>
<td></td>
</tr>
<tr>
<td>Medical</td>
<td>1/3</td>
<td>5</td>
<td>3</td>
<td>5</td>
<td>3</td>
<td>2 (0.288)</td>
<td></td>
</tr>
<tr>
<td>evaluations</td>
<td>Days of</td>
<td>1/3</td>
<td>1/3</td>
<td>1/5</td>
<td>1</td>
<td>5 (0.074)</td>
<td></td>
</tr>
<tr>
<td>absence</td>
<td>Mosquito</td>
<td>1/5</td>
<td>1</td>
<td>1/3</td>
<td>1</td>
<td>4 (0.082)</td>
<td></td>
</tr>
<tr>
<td>breeding</td>
<td><strong>Value</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inspections</td>
<td>1</td>
<td>1/9</td>
<td>1/7</td>
<td>1/5</td>
<td>1/7</td>
<td>5 (0.029)</td>
<td></td>
</tr>
<tr>
<td>Sick people</td>
<td>9</td>
<td>1</td>
<td>3</td>
<td>5</td>
<td>5</td>
<td>1 (0.494)</td>
<td></td>
</tr>
<tr>
<td>Medical</td>
<td>7</td>
<td>1/3</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>2 (0.244)</td>
<td></td>
</tr>
<tr>
<td>evaluations</td>
<td>Days of</td>
<td>5</td>
<td>1/5</td>
<td>1/3</td>
<td>1</td>
<td>4 (0.086)</td>
<td></td>
</tr>
<tr>
<td>absence</td>
<td>Mosquito</td>
<td>7</td>
<td>1/5</td>
<td>1/3</td>
<td>3</td>
<td>3 (0.147)</td>
<td></td>
</tr>
<tr>
<td>breeding</td>
<td><strong>Refresh rate</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inspections</td>
<td>1</td>
<td>3</td>
<td>1/7</td>
<td>3</td>
<td>1/7</td>
<td>5 (0.042)</td>
<td></td>
</tr>
<tr>
<td>Sick people</td>
<td>1/3</td>
<td>1</td>
<td>1/3</td>
<td>1/3</td>
<td>1/3</td>
<td>4 (0.056)</td>
<td></td>
</tr>
<tr>
<td>Medical</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>2 (0.292)</td>
<td></td>
</tr>
<tr>
<td>evaluations</td>
<td>Days of</td>
<td>1/3</td>
<td>3</td>
<td>1/3</td>
<td>1</td>
<td>1 (0.516)</td>
<td></td>
</tr>
<tr>
<td>absence</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
## Table 3. Candidates considering the criteria.

<table>
<thead>
<tr>
<th>Criterion (A), alternative (B)</th>
<th>A × B</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cost (0.042)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inspections (0.034)</td>
<td>0.042 × 0.034 = 0.001</td>
<td></td>
</tr>
<tr>
<td>Sick people (0.459)</td>
<td>0.042 × 0.459 = 0.019</td>
<td></td>
</tr>
<tr>
<td>Medical evaluations (0.207)</td>
<td>0.042 × 0.207 = 0.009</td>
<td></td>
</tr>
<tr>
<td>Days of absence (0.207)</td>
<td>0.042 × 0.207 = 0.009</td>
<td></td>
</tr>
<tr>
<td>Mosquito breeding (0.094)</td>
<td>0.042 × 0.094 = 0.004</td>
<td></td>
</tr>
<tr>
<td><strong>Time (0.056)</strong></td>
<td></td>
<td>0.056</td>
</tr>
<tr>
<td>Inspections (0.472)</td>
<td>0.056 × 0.472 = 0.026</td>
<td></td>
</tr>
<tr>
<td>Sick people (0.051)</td>
<td>0.056 × 0.051 = 0.003</td>
<td></td>
</tr>
<tr>
<td>Medical evaluations (0.235)</td>
<td>0.056 × 0.235 = 0.013</td>
<td></td>
</tr>
<tr>
<td>Days of absence (0.142)</td>
<td>0.056 × 0.142 = 0.008</td>
<td></td>
</tr>
<tr>
<td>Mosquito breeding (0.099)</td>
<td>0.056 × 0.099 = 0.006</td>
<td></td>
</tr>
<tr>
<td><strong>Precision (0.292)</strong></td>
<td></td>
<td>0.293</td>
</tr>
<tr>
<td>Inspections (0.454)</td>
<td>0.292 × 0.454 = 0.133</td>
<td></td>
</tr>
<tr>
<td>Sick people (0.102)</td>
<td>0.292 × 0.102 = 0.030</td>
<td></td>
</tr>
<tr>
<td>Medical evaluations (0.288)</td>
<td>0.292 × 0.288 = 0.084</td>
<td></td>
</tr>
<tr>
<td>Days of absence (0.074)</td>
<td>0.292 × 0.074 = 0.022</td>
<td></td>
</tr>
<tr>
<td>Mosquito breeding (0.082)</td>
<td>0.292 × 0.082 = 0.024</td>
<td></td>
</tr>
<tr>
<td><strong>Value (0.516)</strong></td>
<td></td>
<td>0.516</td>
</tr>
<tr>
<td>Inspections (0.029)</td>
<td>0.516 × 0.029 = 0.015</td>
<td></td>
</tr>
<tr>
<td>Sick people (0.494)</td>
<td>0.516 × 0.494 = 0.255</td>
<td></td>
</tr>
<tr>
<td>Medical evaluations (0.244)</td>
<td>0.516 × 0.244 = 0.126</td>
<td></td>
</tr>
<tr>
<td>Days of absence (0.086)</td>
<td>0.516 × 0.086 = 0.044</td>
<td></td>
</tr>
<tr>
<td>Mosquito breeding (0.147)</td>
<td>0.516 × 0.147 = 0.076</td>
<td></td>
</tr>
<tr>
<td><strong>Refresh rate (0.094)</strong></td>
<td></td>
<td>0.105</td>
</tr>
<tr>
<td>Inspections (0.272)</td>
<td>0.094 × 0.272 = 0.026</td>
<td></td>
</tr>
<tr>
<td>Sick people (0.459)</td>
<td>0.094 × 0.459 = 0.043</td>
<td></td>
</tr>
<tr>
<td>Medical evaluations (0.073)</td>
<td>0.094 × 0.073 = 0.007</td>
<td></td>
</tr>
<tr>
<td>Days of absence (0.141)</td>
<td>0.094 × 0.141 = 0.013</td>
<td></td>
</tr>
<tr>
<td>Mosquito breeding (0.175)</td>
<td>0.094 × 0.175 = 0.016</td>
<td></td>
</tr>
</tbody>
</table>

The final priorities of each alternative in terms of the chosen criteria. We multiply the value of the priority column from Table 2 by the value of the priority of the criteria in Table 1.
Table 4. The final ranks of the alternatives.

<table>
<thead>
<tr>
<th>Alternatives</th>
<th>Criteria</th>
<th>Cost</th>
<th>Time</th>
<th>Precision</th>
<th>Value</th>
<th>Refresh rate</th>
<th>Priority (AHP(^b))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inspections</td>
<td></td>
<td>0.001</td>
<td>0.026</td>
<td>0.133</td>
<td>0.015</td>
<td>0.026</td>
<td>3 (0.201)</td>
</tr>
<tr>
<td>Sick people</td>
<td></td>
<td>0.019</td>
<td>0.003</td>
<td>0.030</td>
<td>0.255</td>
<td>0.043</td>
<td>1 (0.350)</td>
</tr>
<tr>
<td>Medical evaluations</td>
<td></td>
<td>0.009</td>
<td>0.013</td>
<td>0.084</td>
<td>0.126</td>
<td>0.007</td>
<td>2 (0.239)</td>
</tr>
<tr>
<td>Days of absence</td>
<td></td>
<td>0.009</td>
<td>0.008</td>
<td>0.022</td>
<td>0.044</td>
<td>0.013</td>
<td>5 (0.096)</td>
</tr>
<tr>
<td>Mosquito breeding</td>
<td></td>
<td>0.004</td>
<td>0.006</td>
<td>0.024</td>
<td>0.076</td>
<td>0.016</td>
<td>4 (0.126)</td>
</tr>
</tbody>
</table>

\(^a\)The values for each alternative are repeated and the final priority of each one is calculated by the total sum for each row.  
\(^b\)AHP: analytic hierarchy process value.

This new index is georeferenced by the inspection places retrieved from the data source, as seen in Figure 1. We used the results of inspections to indicate the future risk of mosquito breeding. The map of risks, considering the new index for 2016, 2017, and 2018, is presented in Figure 2. The visualization component lets specific regions be selected. The risk map considering only the number of mosquito breeding sites for the same period is shown in Figure 3. We note that the relevant regions in the graphs are strikingly different when comparing the maps. In both figures, the size of the bubble (the greater the risk, the larger the bubble) and its color (red indicates the highest risk) refer to the risk. The new index shows that the risk is not only concentrated in the southeast region (a richer region, where the number of inspections is higher) of Brazil but also is widely distributed across the country. However, the new index gives higher priority to the central region of Brazil, near Brasilia. The extra data show that mosquito-breeding sites may be insufficient to provide a reliable index, and extra data may improve the risk prediction accuracy.

Another interesting result is that a map elaborated with the new index can be more useful than the current map used by the decision makers (Figure 3) in predicting where the number of infections will be higher. This can be seen by analyzing Figure 4, which shows our proposed index considering data from 2016 and 2017, as well as Figure 5, which presents the number of cases in 2018. The regions where our index showed higher risks for 2016 and 2017 were mostly the same areas with the highest concentration of sick people in 2018.

Figure 2. Risk map, considering the proposed index, for 2016, 2017, and 2018.
Figure 3. Risk map, considering only the number of mosquito breeding sites, for 2016, 2017, and 2018.

Figure 4. Risk map, considering the proposed index, for 2016 and 2017.

Figure 5. Number of sick people, considering only 2018.

Discussion

Contributions of This Study

In this work, we proposed a georeferenced index to help in the identification of likely risk areas for the proliferation of *A. aegypti* breeding sites in Brazil. We applied multi-criteria analysis, specifically AHP, to prioritize the metric alternatives based on 5 criteria. By using this methodology, we were able to produce risk maps for *A. aegypti* disease control. This is a well-established approach as shown by the related works [3,6-9,11-14]. We then compared the map currently produced...
for the Ministry of Planning, Development, and Administration of Brazil with the one created by our proposed index. The information shown by these maps was entirely different, given that we sought to indicate which areas have a higher risk of *A. aegypti* breeding sites, instead of the places with more inspections or breeding sites already identified. We also tested the index’s capacity for identifying areas affected by the diseases caused by *A. aegypti* and showed that it can help in identifying these areas. It is our understanding that the proposed index—with its future orientation—could be another tool to public health practitioners in preventing the appearance of new *A. aegypti* breeding sites and in showing how information technology can be applied to help solve public health challenges. Other initiatives such as participatory disease surveillance can be used to provide additional data to be used as analysis source.

### Limitations

This work does not use environmental variables that affect the density and distribution of the mosquitoes (such as temperature, precipitation, air humidity, availability of water tanks), which can be added in further versions of this study. In this work, we were only able to georeference the index that resulted from the first AHP, which only involved the opinion of 3 of the authors. After presenting the results of this work as a poster at the Workshop on Big Social Data and Urban Computing that was held in the Very Large Databases Conference, we consulted a group of 3 experts on diseases caused by *A. aegypti*, regarding the use of AHP in conjunction with their opinions. A form was created to help fill out the AHP spreadsheet with the pairwise comparisons. The result of this effort, as well as a comparison between the executions of the AHP by the authors and experts, can be seen in Table 5. This new AHP with a group of experts on diseases caused by *A. aegypti* will allow us to improve our research.

### Table 5. The final ranking of the alternatives by the experts and the authors.

<table>
<thead>
<tr>
<th>Alternatives</th>
<th>Ranking by experts (AHP)</th>
<th>Ranking by authors (AHP)</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inspections</td>
<td>3 (0.215)</td>
<td>3 (0.201)</td>
<td>0.014</td>
</tr>
<tr>
<td>Sick people</td>
<td>2 (0.254)</td>
<td>1 (0.350)</td>
<td>−0.096</td>
</tr>
<tr>
<td>Medical evaluations</td>
<td>5 (0.091)</td>
<td>2 (0.239)</td>
<td>−0.148</td>
</tr>
<tr>
<td>Days of absence</td>
<td>4 (0.123)</td>
<td>5 (0.096)</td>
<td>0.027</td>
</tr>
<tr>
<td>Mosquito breeding</td>
<td>1 (0.316)</td>
<td>4 (0.126)</td>
<td>0.19</td>
</tr>
</tbody>
</table>

*a*AHP: analytic hierarchy process value.

### Conclusions

The proposed approach uses unconventional indicators based on the presence of mosquitoes: number of inspections, number of sick people, number of medical evaluations, number of days of sickness absence, and number of mosquito breeding sites found. Thus, this work provides a novel paradigm for public health practitioners in preventing the appearance of new *A. aegypti* breeding sites. This new index may also be applied in conjunction with the current methodologies. Besides the criteria we used in our index proposal, we will explore environmental criteria that affect the density and distribution of the mosquitoes (such as temperature, precipitation, air humidity, availability of water tanks), which are the standard variables in the identification of *A. aegypti* breeding sites.
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Abstract

Background: The assessment of geographical heterogeneity of HIV among men who have sex with men (MSM) and people who inject drugs (PWID) can usefully inform targeted HIV prevention and care strategies.

Objective: We aimed to measure HIV seroprevalence and identify hotspots of HIV infection among MSM and PWID in Nigeria.

Methods: We included all MSM and PWID accessing HIV testing services across 7 prioritized states (Lagos, Nasarawa, Akwa Ibom, Cross Rivers, Rivers, Benue, and the Federal Capital Territory) in 3 geographic regions (North Central, South South, and South West) between October 1, 2016, and September 30, 2017. We extracted data from national testing registers, georeferenced all HIV test results aggregated at the local government area level, and calculated HIV seroprevalence. We calculated and compared HIV seroprevalence from our study to the 2014 integrated biological and behavioural surveillance survey and used global spatial autocorrelation and hotspot analysis to highlight patterns of HIV infection and identify areas of significant clustering of HIV cases.

Results: MSM and PWID had HIV seroprevalence rates of 12.14\% (3209/26,423) and 11.88\% (1126/9474), respectively. Global spatial autocorrelation Moran I statistics revealed a clustered distribution of HIV infection among MSM and PWID with a <5\% and <1\% likelihood that this clustered pattern could be due to chance, respectively. Significant clusters of HIV infection (Getis-Ord-Gi* statistics) confined to the North Central and South South regions were identified among MSM and PWID. Compared to the 2014 integrated biological and behavioural surveillance survey, our results suggest an increased HIV seroprevalence among PWID and a substantial decrease among MSM.

Conclusions: This study identified geographical areas to prioritize for control of HIV infection among MSM and PWID, thus demonstrating that geographical information system technology is a useful tool to inform public health planning for interventions targeting epidemic control of HIV infection.

\textsuperscript{a}JMIR Public Health Surveill\textsuperscript{2021;7(5):e19587} doi:10.2196/19587
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Introduction

Geographic variation in HIV seroprevalence has been demonstrated in many sub-Saharan African countries [1-7]. According to the Nigeria AIDS Indicator and Impact Survey (NAIIS) 2018, HIV seroprevalence in Nigeria among adults aged 15-64 years was 1.5% (1.9% among females and 1.1% among males), ranging from 0.6% in the North West to 3.1% in the South South zone [8]. The spatial distribution of HIV infection in key populations (KPs), including in men who have sex with men (MSM) and people who inject drugs (PWID), is much less understood. Nigeria has a mixed epidemic, meaning that while HIV prevalence among the general population is high, certain groups still carry a far more significant HIV burden than the rest of the population. Men who have sex with men are the only group in Nigeria where HIV prevalence is still rising. In 2017, this group’s prevalence stood at 23%, significantly more than the next highest prevalence group—sex workers—at 14.4% [9]. Of all new HIV infections in the country, 10% occur among MSM [10]. HIV prevalence among people who inject drugs (sometimes referred to as PWID) in Nigeria was 3.4% in 2017 [11]. Women who inject drugs are particularly affected, with a prevalence of 13.9% compared to 2.6% among men [9]. Female sex workers who inject drugs face the highest HIV prevalence at around 43% [9]. According to the 2010 integrated biological and behavioral surveillance survey (IBBSS) in Nigeria, female injecting drug users had a 7-fold higher HIV prevalence than male injecting drug users [12].

In, sub-Saharan Africa, MSM are at increased risk for HIV infection compared to men in the general population [13]. The HIV epidemic in West Africa is mainly heterosexual driven, but recent data suggest that anal sex plays a significant independent role in HIV infection [14]. In the 2015 the Joint United Nations Programme on HIV/AIDS (UNAIDS) report, studies in sub-Saharan Africa indicated prevalence rates of HIV infection ranging from 6% to 37% among MSM [15]. According to the progress reports on the global AIDS response, the highest prevalence rates of HIV infection among MSM were as follows: 19% in Central and Western Africa, 15% in Southern and Eastern Africa, 12% in Latin America, 11% in the Asia-Pacific region, and 8% in Central and Western Europe and North America [16]. A recent study conducted among MSM across India reported a relatively high HIV prevalence of 7% [17]. These reports indicate that a substantial number of infections occur among MSM, many of whom also have sex with women [18]. Other studies have confirmed that MSM who engage in transactional sex have an increased HIV prevalence compared to MSM who do not engage in transactional sex [17,19]. The variability in HIV prevalence may be attributed to individual, social, and structural level factors. MSM who engage in transactional sex may not be responsive to HIV prevention services designed explicitly for gay-identified MSM. These men are affected by similar multilevel factors, such as stigma and discrimination, inability to negotiate condom use, substance use and misuse, and psychological distress [20]. MSM across many countries in sub-Saharan Africa face stigma and discrimination [21]. Stahlman et al’s [22] study revealed that stigmatization as gay and fear of being HIV positive present barriers to accessing available voluntary HIV testing, counseling, and treatment services. In Nigeria, the Same-Sex Marriage Prohibition law was passed by the Senate in 2011 and was implemented in January 2014. The new law criminalized same-sex practices, prohibiting participation in organizations, service provision, or meetings that support gay people, and instituting punishments for attempts to enter civil unions or publicly show same-sex relationships [23].

About one-third of global HIV infections outside sub-Saharan Africa are related to PWID, who account for a growing proportion of persons living with HIV. It is estimated that PWID are 22 times more likely to acquire HIV than those among the rest of the population [24]. This risk arises from sharing needles and injection equipment but is reinforced through criminalization, marginalization, and poverty. HIV prevalence among PWID in Nigeria was 3.4% in 2017 [10]. Women who inject drugs are particularly affected, with a prevalence of 13.9% compared to 2.6% among men [10]. Seroprevalence ranges from 3.4% in Nigeria to 8.5% in Sierra Leone [10]. However, Nigeria has the highest number of PWID in the West African region, estimated at 45,000 in 2017 [10]. A recent study in 2015 among PWID showed that the estimated HIV prevalence was 18.1% [25]. HIV seroprevalence among women who inject drugs is much higher than among men who inject drugs. For example, in Senegal, the HIV seroprevalence among women and men who inject drugs is 28% and 7%, respectively [26].

Previous studies, have focused on developing statistical models to predict the seroprevalence of HIV among KPs in sub-Saharan Africa [27,28]. These models included multiple risk factors (eg, circumcision, distance to road, and condom usage). They have shown that there can be considerable small-scale heterogeneity in HIV seroprevalence and risk behaviors. However, none of these models have tested whether there is a spatial pattern of HIV infection among KPs, and the size of the studies has been limited. In our study, we examined the spatial pattern of HIV prevalence among MSM and PWID in Nigeria. There is currently great interest among public health planners concerning whether this geographic variation of HIV could be used to improve the effectiveness of targeted HIV prevention interventions by focusing on areas of highest need [29-31]. The study is divided roughly into 3 phases, each of which covers a particular study objective. The first phase used an HIV testing program data to estimate the serorepervalence of HIV between MSM and PWID, the second phase used geographic information system techniques to assess the infection pattern and classify HIV infection hot spots, and the third phase compared the outcomes of HIV seroprevalence from program data and the last IBBSS 2014 [32] carried out in Nigeria by the Federal Ministry of Health.

Therefore, we aimed to quantify the geographic variation of HIV seroprevalence among MSM and PWID by age and sex through georeferenced HIV testing services data aggregated at the level of local government areas (LGAs). We planned to detect hot spots and compare HIV seroprevalence from our study to that of the 2014 IBBSS. We defined HIV seroprevalence as the overall occurrence of HIV within a defined population at a particular time, as measured by blood or serologic tests. The IBBSS was scheduled to occur every 5
years, with the last one taking place in 2014. The survey results served as the primary data source for the national response to AIDS among KPs in Nigeria. To track changes in HIV infection among MSM and PWID in the selected study and survey states, we compared HIV seroprevalence from our study with HIV prevalence from the 2014 IBBSS.

Methods

Study Setting and Data Source
Nigeria is organized into 36 federating states and the Federal Capital Territory, which hosts the national government. The states are further subdivided into 774 LGAs. The study was conducted in 93 LGAs spread across 7 prioritized states (Akwa Ibom, Rivers, Cross Rivers, Benue, Nasarawa, Lagos, and the Federal Capital Territory) in the 3 geographic regions of North Central, South South, and the South West. Under the national KP program, these states were prioritized for prevention and comprehensive HIV/AIDS treatment interventions due to their high population density and the high number of people living with HIV. The national KP program consists of an integrated HIV prevention and treatment program that identifies HIV-positive KPs in the community and links them to care and treatment at the LGA level. The primary source of data for this study was the performance HIV testing services data (disaggregated by fine age bands and sex) obtained from a Nigerian KP program, the Integrated Most-At-Risk Populations HIV/AIDS Prevention Program [33].

HIV Testing Algorithm
HIV testing delivery services to KPs in the target communities adopted a 2-step HIV rapid testing serial algorithm testing strategy. Fourth generation rapid test kits were used for HIV testing (Alere Determine HIV-1/2 Ag/Ab Combo, Alere Scarborough, Inc). A nonreactive HIV test result after the first test was considered HIV negative. A reactive result was tested with a second test. When the result was reactive again, it was considered HIV positive, and when it was nonreactive, it was considered HIV negative. All HIV test results were documented using the national HIV testing and counseling register. Based on program design and data reporting requirements, the HIV test results of each KP (MSM and PWID) were aggregated up by the program level performance indicator, “Number of individuals who received HIV Testing Services and received their test result,” and linked to the location or LGA where the KP was tested.

HIV Testing Modalities for KPs
The national HIV/AIDS program provides targeted HIV testing services to KP and their high-risk contacts. The following services are provided: index partner or index testing (also referred to as partner testing or partner notification) in which exposed contacts of an HIV-positive index case are offered HIV testing; KP testing in mobile or temporary testing locations, such as community centers, schools, workplaces, hotels, clubs, tents, and vans; and voluntary counseling and testing, which includes testing in voluntary counseling and testing centers outside of a health facility (i.e., “one-stop shops”). The one-stop shop model for KP establishes safe spaces in the communities for HIV prevention and treatment interventions. It integrates differentiated strategies that optimize efficiency along the 90-90-90 cascade [34]. HIV test results are aggregated by the KP group and the LGA where the test is conducted. To reduce double-counting of individuals and to account for retesters in a reporting period, tracking systems, such as “unique identifiers”, are established and used to monitor the frequency of contact or outreach of the KPs over time. A unique ID is generated and assigned to a KP group before HIV testing commences, and the results collected are entered into an electronic database. Data validation is conducted every quarter by running a query of all individual-level KP data on HIV testing using IDs to determine first-time testers and repeat testers. All duplicated KP data within the reporting period are deduplicated before data transmission. This is accomplished by community-level data review and reconciliation exercises between testing counselors and monitoring and evaluation officers to ensure that the first-time testers and repeat testers are adequately tracked. We divided the total number of KPs who tested HIV positive (numerator: first-time testers + previously known HIV-positive testers) by the total number of KP who received HIV testing services between October 1, 2016, and September 30, 2017, to measure the HIV prevalence.

The 2014 Integrated Biological Behavioral Sentinel Survey
The 2014 IBBSS was conducted by the Federal Ministry of Health through the National AIDS & STIs Control Programme (NASCP) and other stakeholders and used respondent-driven sampling, a modified form of snowball sampling to identify hard to reach populations [32], to select MSM and PWID. The 2014 IBBSS was conducted in 14 states, and only 4 of the 7 states in our study (i.e., Lagos, Rivers, Federal Capital Territory, and Cross River) had data on seroprevalence for MSM and PWID recorded in the 2014 IBBSS report. The goal of the IBBSS is to obtain serological, behavioral, and HIV service coverage data on key and vulnerable populations. Members of the communities, nongovernmental organizations working with the target populations, and key informants for each target group (recruited as seeds) helped identify various locations where the target groups could be found. Seeds were identified through the nongovernmental organizations’ networks that historically provide support and services for MSM and PWID. A list of sites where the population groups were located, how and when they can be reached for information and services, and the essential distinguishing characteristics of these sites were prepared and used for the 2014 IBBSS. All eligible key and vulnerable populations were tested for HIV, and results were documented in survey forms.

Study Population
All MSM and PWID aged ≥15 years with a documented HIV test result were included. At the time of analysis and in line with the Nigeria KP program, HIV testing data were disaggregated into 4 age categories, 15-19, 20-24, 25-49, and 50+ years. The age classification for the HIV test data was based solely on the nature of the KP program. MSM was defined as self-identification as male and report of oral or anal sex with a man in the previous 12 months [35]. A PWID was defined as
an individual meeting one of the following conditions: self-reporting ever injecting any illicit drug and having a visible injection site on the body and self-reporting injecting illicit drugs in the past month [36]. All KP groups were screened before enrollment by known MSM or PWID recruited as peer navigators by the national KP program to ensure clients were members of the target population.

Statistical Analyses
We analyzed aggregate-level data from index testing, mobile, and voluntary counseling and testing modalities by counting the number of KPs who received HIV testing services via The President's Emergency Plan for AIDS Relief (PEPFAR) and the Nigerian KP program between October 1, 2016, and September 30, 2017, at the LGA level. We georeferenced all MSM and PWID who accessed HIV testing services at the LGA level and performed 4 analyses. First, we constructed maps of HIV seroprevalence among MSM and PWID. Second, we used spatial autocorrelation (global Moran I) statistics to measure the degree to which HIV seroprevalence was clustered, dispersed, or randomly distributed. Under the null hypothesis, the expected value is that there is no pattern of HIV infection in selected LGAs. Moran I values range from –1 (indicating perfect dispersion) to 1 (indicating perfect spatial clustering). Third, we used hot pot analysis in the ArcGIS software (Environmental Systems Research Institute) to calculate the Getis-Ord Gi* statistic for each LGA. The resultant z score identified where LGAs with either high or low HIV seroprevalence cluster spatially. Each LGA was analyzed within the context of neighboring LGAs: the larger the z score, the more intense the clustering of high seroprevalences or hot spots. Similarly, smaller z scores indicated clustering of low seroprevalences. To be a statistically significant hot spot, an LGA required a high HIV seroprevalence and to be surrounded by other LGAs with high HIV seroprevalence. For the 2 study groups, the map scale used varied: 1:25,000 was used for MSM and 1:42,000 for PWID. A resolution of 300 dpi was consistent throughout the 2 maps. Fourth, our study’s calculated HIV seroprevalence was compared to the HIV seroprevalence among MSM and PWID from the 2104 IBBSS. Using Stata 14 (StataCorp) we developed 95% CIs of HIV seroprevalence by state with the normal approximation. We created dot plots to compare the distribution of the 2 different HIV seroprevalence results (study vs IBBSS) between MSM and PWID in Lagos, Rivers, the Federal Capital Territory, and Cross River.

Ethical Reviews
This analysis was conducted with routine data gathered through the national KP program. Informed consent was obtained for all clients who were tested for HIV in line with the HIV testing service policy of Nigeria. Ethical approval was obtained from the Federal Capital Territory, Health Research Ethics Committee, Nigeria (approval no. FHREC/2019/01/122/23-12-19). This study only analyzed anonymized and deidentified data. The 2014 IBBSS received appropriate ethical clearance from the National Health Research and Ethics Committee before the commencement of the survey.

Results

Overall HIV Seroprevalence by Age and Sex
Of the 26,423 MSMs and 9474 PWID who received HIV testing between October 1, 2016, and September 30, 2017, a total of 3209 MSM and 1126 PWID tested HIV positive for an overall seroprevalence of 12.1% (95% CI 9.7-13.1) and 11.8% (95% CI 9.312.7), respectively (Table 1). MSM aged 50 years and older had a considerably higher HIV seroprevalence (43/126, 34.1%,) than those aged 15-19 years (190/2648, 7.17%,). Middle-aged PWID (25-49 years old) had the highest HIV seroprevalence (905/6203, 14.58%,) over other PWID age groups. HIV seroprevalence among female PWID was twice as high as that among male PWID (female: 467/2485, 18.79%; male 659/6989, 9.42%). Female PWID aged 25-49 years had the highest HIV seroprevalence (345/1399, 24.66%,) than those aged 15-19 years (190/2648, 7.17%). Middle-aged PWID (25-49 years old) had the highest HIV seroprevalence (905/6203, 14.58%,) over other PWID age groups. HIV seroprevalence among female PWID was twice as high as that among male PWID (female: 467/2485, 18.79%; male 659/6989, 9.42%). Female PWID aged 25-49 years had the highest HIV seroprevalence (345/1399, 24.66%), while the seroprevalence among male PWID in the same age group was 11.65% (560/4804; Table 1).
<table>
<thead>
<tr>
<th>State by age group</th>
<th>No. of individuals tested for HIV positive</th>
<th>No. of individuals who tested HIV positive</th>
<th>SP (%) among MSM (n=26423)</th>
<th>SP (%) among male PWID (n=6989)</th>
<th>SP (%) among female PWID (n=2485)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MSM&lt;sup&gt;b&lt;/sup&gt; (n=26423)</td>
<td>PWID&lt;sup&gt;c&lt;/sup&gt;</td>
<td>MSM (n=3209)</td>
<td>PWID (n=659)</td>
<td>Female (n=467)</td>
</tr>
<tr>
<td></td>
<td>Male (n=659)</td>
<td>Female (n=2485)</td>
<td>Male (n=659)</td>
<td>Female (n=2485)</td>
<td>Male (n=6989)</td>
</tr>
<tr>
<td>Akwa Ibom State</td>
<td>10.3</td>
<td>2.7</td>
<td>11.0</td>
<td>10.3</td>
<td>18.0</td>
</tr>
<tr>
<td></td>
<td>24.4</td>
<td>4.6</td>
<td>24.4</td>
<td>24.4</td>
<td>18.0</td>
</tr>
<tr>
<td></td>
<td>35.1</td>
<td>33.3</td>
<td>35.1</td>
<td>33.3</td>
<td>35.1</td>
</tr>
<tr>
<td></td>
<td>40.6</td>
<td>40.6</td>
<td>40.6</td>
<td>40.6</td>
<td>40.6</td>
</tr>
<tr>
<td>Benue State</td>
<td>14.3</td>
<td>15.2</td>
<td>15.2</td>
<td>15.2</td>
<td>15.2</td>
</tr>
<tr>
<td></td>
<td>34.2</td>
<td>34.2</td>
<td>34.2</td>
<td>34.2</td>
<td>34.2</td>
</tr>
<tr>
<td></td>
<td>20.0</td>
<td>20.0</td>
<td>20.0</td>
<td>20.0</td>
<td>20.0</td>
</tr>
<tr>
<td>Cross River State</td>
<td>3.0</td>
<td>15.3</td>
<td>15.3</td>
<td>15.3</td>
<td>15.3</td>
</tr>
<tr>
<td></td>
<td>17.2</td>
<td>17.2</td>
<td>17.2</td>
<td>17.2</td>
<td>17.2</td>
</tr>
<tr>
<td></td>
<td>35.5</td>
<td>35.5</td>
<td>35.5</td>
<td>35.5</td>
<td>35.5</td>
</tr>
<tr>
<td></td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Federal Capital Territory</td>
<td>2.8</td>
<td>6.8</td>
<td>6.8</td>
<td>6.8</td>
<td>6.8</td>
</tr>
<tr>
<td></td>
<td>4.0</td>
<td>4.0</td>
<td>4.0</td>
<td>4.0</td>
<td>4.0</td>
</tr>
<tr>
<td></td>
<td>8.9</td>
<td>8.9</td>
<td>8.9</td>
<td>8.9</td>
<td>8.9</td>
</tr>
<tr>
<td></td>
<td>10.0</td>
<td>10.0</td>
<td>10.0</td>
<td>10.0</td>
<td>10.0</td>
</tr>
<tr>
<td></td>
<td>4.5</td>
<td>4.5</td>
<td>4.5</td>
<td>4.5</td>
<td>4.5</td>
</tr>
<tr>
<td></td>
<td>6.6</td>
<td>6.6</td>
<td>6.6</td>
<td>6.6</td>
<td>6.6</td>
</tr>
<tr>
<td></td>
<td>10.2</td>
<td>10.2</td>
<td>10.2</td>
<td>10.2</td>
<td>10.2</td>
</tr>
<tr>
<td>Nasarawa State</td>
<td>4.3</td>
<td>4.3</td>
<td>4.3</td>
<td>4.3</td>
<td>4.3</td>
</tr>
<tr>
<td></td>
<td>4.8</td>
<td>4.8</td>
<td>4.8</td>
<td>4.8</td>
<td>4.8</td>
</tr>
<tr>
<td></td>
<td>20.0</td>
<td>20.0</td>
<td>20.0</td>
<td>20.0</td>
<td>20.0</td>
</tr>
<tr>
<td>Rivers State</td>
<td>28.6</td>
<td>28.6</td>
<td>28.6</td>
<td>28.6</td>
<td>28.6</td>
</tr>
<tr>
<td></td>
<td>17.0</td>
<td>17.0</td>
<td>17.0</td>
<td>17.0</td>
<td>17.0</td>
</tr>
<tr>
<td></td>
<td>23.1</td>
<td>23.1</td>
<td>23.1</td>
<td>23.1</td>
<td>23.1</td>
</tr>
<tr>
<td>Overall</td>
<td>7.2</td>
<td>12.0</td>
<td>12.0</td>
<td>12.0</td>
<td>12.0</td>
</tr>
</tbody>
</table>
### HIV Seroprevalence by State: Comparison to Previous Surveys

Figure 1 shows the mean HIV seroprevalence for the various states. Among MSM in all states, the mean HIV seroprevalence in the Federal Capital Territory was the highest (14.6%; 95% CI 7.5-24.5), followed by Lagos (14.4%; 95% CI 9.5-19.3). The mean seroprevalence in Cross River was 12.3% (95% CI 7.7-16.9), while that among PWID was the lowest in Benue (6.6%; 95% CI 0.6-12.7; Figure 1). Figure 2 shows HIV seroprevalence for the various states compared to previous estimates from the 2014 IBBSS. Findings from the 2014 IBBSS have demonstrated that HIV seroprevalence increased among MSM: from 13.5% in 2007 to 17.2% in 2010 to 23.0% in 2014. Simultaneously, the seroprevalence among PWID decreased from 5.6% in 2007 to 4.2% in 2010 to 3.4% in 2014.

#### Figure 1. HIV seroprevalence among MSM and PWID by state, September 30, 2017. Mean HIV seroprevalence with 95% CIs. FCT: Federal Capital Territory; MSM: men who have sex with men; PWID: people who inject drugs.

#### Table 1. HIV seroprevalence by state:

<table>
<thead>
<tr>
<th>State by age group</th>
<th>No. of individuals tested for HIV</th>
<th>No. of individuals who tested HIV positive</th>
<th>SP (%) among MSM (n=26423)</th>
<th>SP (%) among male PWID (n=6989)</th>
<th>SP (%) among female PWID (n=467)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MSM&lt;sup&gt;b&lt;/sup&gt; (&lt;n=26423&gt;)</td>
<td>PWID&lt;sup&gt;c&lt;/sup&gt; (n=3209)</td>
<td>MSM (n=6989)</td>
<td>Female (n=467)</td>
<td>Male (n=659)</td>
</tr>
<tr>
<td>20-24 y</td>
<td>10,721</td>
<td>1709</td>
<td>954</td>
<td>65</td>
<td>94</td>
</tr>
<tr>
<td>25-49 y</td>
<td>12,928</td>
<td>4804</td>
<td>2022</td>
<td>560</td>
<td>345</td>
</tr>
<tr>
<td>50+ y</td>
<td>126</td>
<td>167</td>
<td>33</td>
<td>20</td>
<td>5</td>
</tr>
<tr>
<td>Total</td>
<td>26,423</td>
<td>6989</td>
<td>3209</td>
<td>659</td>
<td>467</td>
</tr>
</tbody>
</table>

<sup>a</sup>SP: seroprevalence.
<sup>b</sup>MSM: men who have sex with men.
<sup>c</sup>PWID: people who inject drugs.
<sup>d</sup>Data not available.
Figure 2. Comparison of HIV seroprevalence from the study to that in the 2014 IBBSS. The black circles and black triangles represent HIV seroprevalence among MSM as seen in our analysis and the 2014 IBBSS, respectively. The grey circles and grey triangles represent the PWID HIV seroprevalence as seen in our study and the 2014 IBBSS, respectively. FCT: Federal Capital Territory; IBSS: integrated biological and behavioural surveillance survey; MSM: men who have sex with men; PWID: people who inject drugs.

Variability of HIV Seroprevalence Within Different States

The interpolated HIV seroprevalence map reveals the geospatial distribution of HIV seroprevalence among MSM (Figure 3a, top panel) and PWID (Figure 3b, bottom panel) within various states. Seroprevalence in MSM was higher than in PWID. Large-scale spatial patterns are apparent, and they are more distinct for MSM than for PWID. Among MSM in Benue state, a high seroprevalence (>13%) was evident in the Logo community, while in the Gwer East and Vandeikya LGAs, the seroprevalence was below 10% (Figure 4a). HIV seroprevalence among MSM in Rivers state was the highest in the Asari-Toru, Emohua, Ahoada East, Ahoada West, and Abua/Odual LGAs (Figure 4b). Similarly, HIV seroprevalence was relatively higher in Rivers among PWID who live outside the mapped urban area settlements in Ahoada East, Ahoada West, Emohua, Abua/Odual, and Bonny (Figure 4c). Notably, in Rivers state, high HIV seroprevalence among MSM was recorded in large urban area settlements in the Asari-Toru LGA. Seroprevalence in Cross River among PWID was highest in urban area settlements in the northern region of the Obubra LGA (Figure 4d).
Figure 3. Map of Nigeria showing the interpolated areas with high and low HIV seroprevalence on from October 1, 2016, to September 30, 2017, among men who have sex with men (a) and people who inject drugs (b). Seroprevalence >13% is shown in red, and seroprevalence <4% is shown in green.
Figure 4. State level map of Nigeria showing urban locations and interpolated areas with high and low HIV seroprevalence by local government area among men who have sex with men (a: Benue; b: Rivers), and people who inject drugs (c: Rivers; d: Cross River). Seroprevalence >13% is shown in red, and seroprevalence <4% is shown in green.

Comparison of Program Data and the IBBSS 2014
Clear state differences in HIV seroprevalence between the 2014 IBBSS and our program data were observed for MSM in Lagos (41.3% vs 11.6%), Rivers (40.7% vs 13.6%), and the Federal Capital Territory (30.1% vs 7.7%). Seroprevalence from program data was higher than the seroprevalence from the 2014 IBBSS for MSM in the Cross River state (13.2% versus 11.3%). Seroprevalence among PWID was higher in our program data compared to the 2014 IBBSS data in Lagos (5.8% vs 2.5%), Rivers (20.9% vs 0.9%), and Cross River (16.4% vs 5.8%).

Detection of Spatial Patterns and Hot Spots of HIV Seroprevalence
The global spatial autocorrelation Moran I statistics confirmed the clustered distribution of HIV seroprevalence among MSM and PWID. We found more significant clustering among PWID (z score=4.03; P<.001) compared to MSM (z score=2.29; P<.02). Getis-Ord-Gi* statistics indicated significant clusters of HIV infection among MSM and PWID (Multimedia Appendix 1) that were confined to LGAs in the North Central (Abuja Municipal Area Council, Bwari, Karu, Keffi, and Gwer East) and South South (Calabar Municipal, Calabar South, Degema, Odukpani, and Akpabuyo) regions of the country.

Discussion
Principal Results
Our study shows a substantial geographic variation in the HIV seroprevalence of both MSM and PWID throughout the study areas. Similarly, mounting evidence suggests a large geographical variation in the sub-Saharan Africa HIV epidemic [37,38]. Although data on MSM in Eastern and Southern Africa are limited, HIV seroprevalence ranges from 2% in Angola to 31% in Zimbabwe [39]. The UNAIDS 2019 report suggests condom use by MSM exceeded 70% in South Africa, Kenya, and Rwanda, and was above 50% in Angola, Comoros, Eswatini, Madagascar, and Mauritius. Lesotho, Malawi, and Tanzania reported levels below 50% at 46%, 44%, and 14%, respectively [39]. Overall, around 1 in 5 (20%) MSM in the region are estimated to be living with HIV [36]. Evidence suggests the majority of the region’s MSM engage in heterosexual sex, often with wives or other long-term female partners [39]. The HIV epidemic among MSM is therefore interlaced with the epidemic in the wider population [40]. Kenya, Madagascar, Mauritius, Mozambique, South Africa, Tanzania, and Uganda are all home to PWID populations. Overall, just under a third (30%) of people who inject drugs in these regions are believed to have HIV, and the proportion of new HIV infections arising from injection drug users is estimated to be as high as 75% to 80% percent in Eastern European countries and some areas of South and
Southeast Asia [41]. According to previous study, the majority of PWID in Kenya (89%) reported injecting in groups, and nearly a quarter (27.6%) of those who reported distributive syringe sharing (sharing used syringes with others) reported being infected with HIV [41]. In Tanzania, it is estimated that 15.5% of PWID are living with HIV, with HIV prevalence among women who inject drugs thought to be higher than among their male counterparts [42]. Between 85% to 96% of female PWID engage in transactional sex, and half of those working in transactional sex reported they had never used a condom in the previous 30 days, although just 23% said they still used condoms [43]. In 2018, an estimated 21.8% of people who inject drugs in South Africa lived with HIV [10]. A 2015 study in 5 South African cities found 32% of men and 26% of women who inject drugs regularly shared syringes and other injecting equipment, and nearly half reused needles [44]. Evidence from Kenya, Mauritius, Seychelles, and Tanzania suggests many PWID acquire HIV before the age of 25 years [26]. The interpolated maps in our analysis identified significant clustered patterns of the spatial distribution of HIV seroprevalence in Nigeria that would have been missed using macro-level national data. Spatial clustering of HIV seroprevalence, as shown in our study, can be due to geographic mobility trends, high rates of risky injection and sexual behaviors, and stigma and discrimination. Studies have consistently linked residential instability with high-risk behaviors (eg, syringe sharing and exchanging sex for drugs or money) and HIV infection [45]. Overall, HIV seroprevalence in our study ranged from 9.6% to 13.1% among MSM and from 9.3% to 12.7% among PWID. Seroprevalence was disproportionately distributed across the states. The median seroprevalence of 20.0% (95% CI 1.0-24.0) and 19.0% (95% CI 2.2-23.0) for MSM and PWID, respectively, in the Federal Capital Territory, and 18.5% (95% CI 3.0-23.0) for PWID in Lagos shows a concentrated epidemic among these KP in Nigeria. Surveillance data have shown that women carry the highest burden of HIV on the African continent, with national-level statistics reporting that women have a higher HIV seroprevalence and incidence than men. These reports are substantiated by findings from our study, which showed that HIV seroprevalence among female PWID was twice as high as that in male PWID (female: 467/2485, 18.79%; male 659/6989, 9.42%).

Our study shows that, relative to the other age groups, MSM aged 50 years and older have higher HIV seroprevalence in all study areas. Our observation is consistent with previous studies suggesting a steady increase in the number of people living with HIV who are 50 years of age and older [46]. A study from Zimbabwe found that more than half of the adults aged 50 years and older included in the analysis had seroconverted after their 50th birthday [47]. Household survey results indicate that people 50 years of age and above are less likely than younger people 15-49 years old to have ever been tested for HIV [42]. In comparison, older persons were found to be less likely to use condoms during the most recent intercourse [48]. In our study, HIV seroprevalence among female PWID was twice as high as that in male PWID, with female PWID having higher HIV seroprevalence across all age groups. Data disaggregated by sex from PWID show considerable geographic variation in HIV prevalence among women who inject drugs (seroprevalence range 0%-65%) [49]. In Tanzania, 55% of young women (aged 17-25 years) who injected drugs were HIV positive compared with 12% of young men who injected drugs [50]. In a review of sex differences in settings in which HIV seroprevalence among PWID is greater than 20%, women who inject drugs were more likely than their male counterparts to be living with HIV infection (pooled odds ratio 1.18; 95% CI 1.10-1.26) [51]. These findings indicate that the considerable heterogeneity in HIV seroprevalence between and within the study states may be clarified by sex and age-specific behaviors or characteristics.

Among MSM, the substantial decrease in HIV seroprevalence observed in our study data compared to the IBBSS 2014 could be attributed to better surveillance [52] and effectiveness of HIV interventions in the study states over 4 years. The minimum comprehensive package of HIV interventions implemented in these states and targeted at the general population and key population groups included community and facility testing for HIV, linkage of HIV-positive individuals to antiretroviral treatment, and HIV treatment retention to improve viral suppression. The findings from our study are substantiated by reports from the NAIIS 2018, which showed a national HIV seroprevalence in Nigeria of 1.4% among adults aged 15-49 years compared to previous national seroprevalence estimates of 3.4% from the 2012 National HIV & AIDS and Reproductive Health Survey. The NAIIS also showed that Nigeria had demonstrated steady progress on increasing access to treatment for people living with HIV, adopting a test and treat policy in 2016. Among PWID, our results indicated a higher seroprevalence compared to the 2014 IBBSS. The disproportionately high seroprevalence among PWID in our study compared to the 2014 IBBSS could be linked to the HIV infection distribution pattern among PWID that suggests overlapping risk groups with multiple transmission routes. For example, some PWID are sex workers, buy or trade drugs for sex, or are MSM, and may acquire HIV through sexual and injecting routes [53]. The differences between the program data and the IBBSS in HIV seroprevalence estimates may be due to differences in the sample size and HIV testing strategies. The differences in the proportion of the KP tested for HIV by the state in the IBBSS suggests low participation in the survey mainly attributable to fear of stigma and criminalization by the Same-Sex Marriage Prohibition Act and discrimination against KPs. Although the IBBSS is implemented by the Federal Ministry of Health through NASCP, the national KP program is implemented by nongovernmental organizations through technical, logistics, and funding support from PEPFAR and bilateral development agencies (ie, United States Agency for International Development [USAID], Centers for Disease Control and Prevention, and the Department of Defense). The program provides all KP types with differentiated HIV testing and treatment services in a friendly and safe space at the community level. KP are extremely mobile [54], but they are more likely to participate in the program because of their regular involvement and consistent engagement with program personnel, i.e., program staff who are KP, and are hired as peer-outreach staff and HIV assessment counselors.

Recent studies outside sub-Saharan Africa have established a high seroprevalence of HIV among overlapping high-risk populations.
populations such as PWID, MSM, and female sex workers. There are multiple transmission routes. Epidemiological studies from 2003 to 2015 in Tijuana, Mexico, reported a pooled HIV seroprevalence of 3.4% among male PWID, but 8% among male PWID who have sex with men, and 5% among male PWID who are clients of female sex workers [51]. Similarly, pooled studies from 2003 to 2015 reported a 5% HIV seroprevalence among female sex workers, indicating a rise from 6.7% among female PWID and 7.3% among female sex workers who inject drugs [51]. The 2018 National Survey on Drug Use and Health in Nigeria reported that PWID constitutes a sizeable proportion of high-risk drug users in Nigeria, with 1 in 5 high-risk drug users injecting drugs [55]. The most common drugs injected in the past year were pharmaceutical opioids, followed by cocaine and heroin. Women who injected drugs were more likely than men to engage in high-risk sexual behaviors, further compounding their risk for acquiring HIV, among other infections [55]. These results corroborate findings from our study that showed a higher seroprevalence of HIV among female PWID than among male PWID.

**Limitations**

A fundamental limitation of our study was that criminalization through the Same-Sex Marriage Prohibition Act and discrimination against KPs has driven several KPs underground, limiting the study’s overall representation. Consequently, continued discrimination and criminalization of KPs impede access to health services and willingness to participate in surveys. In 2014, the Nigerian government increased the punishment for homosexuality to 14 years in jail. Anyone who assists homosexual couples may face up to 10 years in prison [56]. Mass arrests of suspected gay men in Nigeria have followed. For example, in July 2017, the police arrested 40 men at a private house party [57]. Laws criminalizing homosexuality such as these have pushed MSM into hiding, making them more vulnerable to HIV [58].

At the time of analysis, and in line with the Nigeria KP program, HIV testing data was disaggregated into 4 age categories, 15-19, 20-24, 25-49, and 50+ years. The age range for HIV test results was based purely on the nature of the program, and thus the age range of 25-49 years could not be broken down into broader age categories, which might have influenced the variability of HIV seroprevalence in that age group between MSM and PWID. Given the length of the HIV testing data period (between October 2016 and September 2017), the analysis findings provide valid benchmark evidence for potential program reviews evaluating improvements in the adoption of HIV testing services and tracking practices relevant to the study of HIV seroprevalence variability among KPs. Program data used for this analysis were collected at an aggregate level and did not include individual or patient-level socioeconomic and clinical characteristics of the study population that might have provided further insights into the variation of HIV seropositivity. Due to the unavailability of individual-level data, spatial regression analysis could not be conducted.

Consequently, the unavailability of the individual-level variables might have influenced the spatial analysis results, but the study identified significant subnational clusters of HIV infection that can be prioritized for tailored HIV prevention and treatment interventions. Identifying areas where the burden of HIV infection is concentrated might play a key role in identifying populations at higher risk of infection. Despite our study method of recruiting MSM and PWID for HIV testing being the same as that for the 2014 IBBSS, sample size variations might have influenced findings. Our study analyzed 89% of MSM and 84% of PWID compared with the 2014 IBBSS.

**Future Work**

Further studies are recommended to determine the immediate effect of this prohibitive act on stigma, discrimination, and engagement among MSM in HIV prevention and treatment services in Nigeria. We suggest more studies to explore the risk factors associated with spatial clustering of HIV infection between MSM and PWID.

**Optimizing the Impact of the KP Program**

The large sample of KP data collected and used in our study compared to other previous studies can be attributed to the peer outreach model. In this model, KPs are trained as peer-outreach workers to increase demand for tailored HIV services, improve the quality of behavior change communication, and increase access to HIV testing services—the starting point of the KP cascade—via social networks. This approach yielded veritable insights on the KP groups at the LGA level and offers a unique opportunity to estimate national and subnational key population size by scaling up the peer outreach method for data collection in HIV programming. As reflected in our study, the large sample of MSM and PWID data indicates that KPs can be effectively mobilized for HIV testing and treatment despite the legal, policy, and social barriers. Based on the 2018 national KP size estimation carried out by NASCP [59], the total KP in Nigeria is estimated to be 720,000. About three-quarters (69%) of the KP have been tested for HIV under the KP program. In our program, KP’s high coverage in HIV testing offers an additional viewpoint on the access and uptake of HIV testing services at the community levels. We acknowledge that while a significant proportion of KPs living with HIV have been tested for HIV by the national program, the study sample might not be representative, as our study did not compare KP characteristics included or not included in the national program. In our study, this was another limitation.

Two studies in Uganda confirmed that program data routinely collected from the prevention of mother-to-child transmission programs can be used to monitor HIV prevalence trends [60,61]. Nigeria has a mixed epidemic, and HIV prevalence is disproportionality distributed among KPs. As we must wait for every 5-years to conduct an IBBSS, which depends entirely on the availability of funds, it is imperative to ensure frequent measurements to monitor changes in new HIV infections. The use of routine program data from groups with high-risk behaviors like MSM and PWID can help monitor trends in HIV seroprevalence at the community level. Identification of high HIV prevalence regions using routine program data can guide timely program management decisions on potential locations to scale up antiretroviral treatment interventions (the era of test and treat). Across several sub-Saharan Africa countries (including Nigeria), UNAIDS currently uses routine program
data in Spectrum Software to estimate the national HIV prevalence and people living with HIV burden. The Spectrum package uses the HIV prevalence over time from routine program data or survey data together with demographic information and epidemiological assumptions to model age-specific HIV prevalence, incidence and mortality rates, and the total number of people living with HIV [62].

Conclusions

To our knowledge, this study represents the most extensive investigation on HIV seroprevalence among KPs in Sub-Saharan Africa. We showed that there is significant clustering and subnational variation in HIV seroprevalence among MSM and PWID. The geographical variations in HIV seroprevalence revealed by our analysis mean that HIV infection is disproportionately spread across Nigeria and confined to a particular region. To inform HIV prevention and care strategies in the more generalized HIV epidemics across sub-Saharan Africa, including in Nigeria, epidemiological assessment of the geographical heterogeneity of HIV among MSM and PWID is essential. Our results suggest that HIV seroprevalence among middle-aged adult female PWID is disproportionately greater than among male PWID. PWID could transmit their HIV infection to their sexual contacts and injecting partners, which in turn may lead to the spread of HIV to the general population, particularly in the context of transactional sex. Interventions that significantly focus on women and their sexual and injecting partners are essential to address these high HIV acquisitions and transmission risks among KPs, particularly PWID. The substantial decrease in HIV seroprevalence among MSM as observed in our study data compared to the 2014 IBBSS suggests improvements in the national HIV prevention and treatment programs over the past 4 years. Understanding heterogeneity in mixing patterns among KPs in concentrated HIV epidemics may help in designing more effective interventions. We recommend the use of routine HIV testing service program data for the implementation of HIV infection surveillance among KPs. They should serve as an essential input for statistical models that estimate the national and subnational burden and incidence of HIV using estimation and projections tools.
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Hot spot analysis (Getis-Ord-Gi*) of HIV infection distribution among men who have sex with men (a. left) and people who inject drugs (b. right).
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Abstract

Background: Cervical cancer is a growing health concern, especially in resource-limited settings.

Objective: The objective of this study was to assess the burden of cervical cancer mortality and disability-adjusted life years (DALYs) in the Eastern Mediterranean Region (EMR) and globally between the years 2000 and 2017 by using a pooled data analysis approach.

Methods: We used an ecological approach at the country level. This included extracting data from publicly available databases and linking them together in the following 3 steps: (1) extraction of data from the Global Burden of Disease (GBD) study in the years 2000 and 2017, (2) categorization of EMR countries according to the World Bank gross domestic product per capita, and (3) linking age-specific population data from the Population Statistics Division of the United Nations (20-29 years, 30-49 years, and >50 years) and GBD’s data with gross national income per capita and globally extracted data, including cervical cancer mortality and DALY numbers and rates per country. The cervical cancer mortality rate was provided by the GBD study using the following formula: number of cervical cancer deaths × 100,000/female population in the respective age group.

Results: The absolute number of deaths due to cervical cancer increased from the year 2000 (n=6326) to the year 2017 (n=8537) in the EMR; however, the mortality rate due to this disease decreased from the year 2000 (2.7 per 100,000) to the year 2017 (2.5 per 100,000). According to age-specific data, the age group ≥50 years showed the highest mortality rate in both EMR countries and globally, and the age group of 20-29 years showed the lowest mortality rate both globally and in the EMR countries. Further, the rates of cervical cancer DALYs in the EMR were lower compared to the global rates (2.7 vs 6.8 in 2000 and 2.5 vs 6.8 in 2017 for mortality rate per 100,000; 95.8 vs 222.2 in 2000 and 86.3 vs 211.8 in 2017 for DALY rate per 100,000; respectively). However, the relative difference in the number of DALYs due to cervical cancer between the year 2000 and year 2017 in the EMR was higher than that reported globally (34.9 vs 24.0 for the number of deaths and 23.5 vs 18.1 for the number of DALYs, respectively).

Conclusions: We found an increase in the burden of cervical cancer in the EMR as per the data on the absolute number of deaths and DALYs. Further, we found that the health care system has an increased number of cases to deal with, despite the decrease in the absolute number of deaths and DALYs. Cervical cancer is preventable if human papilloma vaccination is taken and early screening is performed. Therefore, we recommend identifying effective vaccination programs and interventions to reduce the burden of this disease.
Introduction

Globally, cervical cancer is one of the leading causes of mortality in women [1] mainly due to human papillomavirus (HPV) infection, smoking, and other risk factors [2]. Although cervical cancer is highly preventable [3], it contributes to the death of 260,000 women each year, of which nearly 85% occur in low- and middle-income countries (LMICs) [4]. Global cervical cancer incidence has increased from 378,000 cases in 1980 to 454,000 cases in 2010—an annual rate increase of 0.6% [5]. New cases of cervical cancer occur in all age groups more often in LMICs than in high-income countries (HICs), where 46,000 persons out of 200,000 persons are in the age range of 15-49 years [5]. Additionally, there is a link between cervical cancer and global inequalities, especially in the LMICs [6,7]. The cervical cancer mortality rate has decreased in HICs owing to effective screening, access to treatment, and vaccinations. Currently, the major burden of cervical cancer is present in the LMICs [8].

The Eastern Mediterranean Region (EMR) consists of 22 countries in the Middle East, North Africa, the Horn of Africa, and Central Asia. This region includes some of the greatest social inequalities within countries and between countries in the world [9]. Health disparities in this region are paralleled with disparities in socioeconomic development [10]. The profile of cancer prevalence in the EMR in 2017 showed that the highest proportions of cervical cancer were found in North Africa and the Horn of Africa [11]. In these countries, nationwide programs of cervical cancer screening do not exist or are based on a limited opportunistic cytology-based screening, which often lacks quality assurance [12].

This study examined the burden of cervical cancer and potential differences within the countries in the EMR in relation to the level of national economic development and age of the patients. The objective of this study was to assess the burden of cervical cancer mortality and disability-adjusted life years (DALYs) as the number of years lost due to disability or early death because of cervical cancer in countries of the EMR and globally. The following research questions were investigated:

1. What is the pattern of mortality and DALYs due to cervical cancer in the EMR and globally? Further, what changes in this pattern have occurred between the years 2000 and 2017?
2. Do these rates differ by the level of national economic development and age of the population?

Methods

Data Sources

This was an ecological study that was conducted at the country level. Three publicly available databases were linked together in a three-step process. The first step consisted of extracting cervical cancer data at the country level from the Global Burden of Disease (GBD) study in 2000 and 2017 [13] to provide the numbers and rates of cervical cancer mortality as well as the numbers and rates of DALYs. We chose the data from the years 2000 and 2017 as the most recent data available from the cancer registry system.

Measures and Analyses

The EMR consists of the following 22 countries: Afghanistan, Bahrain, Djibouti, Egypt, Iraq, Iran, Jordan, Kuwait, Lebanon, Libya, Morocco, Oman, Pakistan, Palestine (West Bank and Gaza), Qatar, Saudi Arabia, Somalia, Sudan, Syria, Tunisia, and the United Arab Emirates [14]. The cervical cancer mortality of 122 countries was expressed as the overall mortality and DALYs (number and rates) in the GBD study. As the countries vary significantly in terms of their levels of economic development, they were stratified, in the second step, to 3 standard world economy groups according to the World Bank definition based on the gross national income per capita in 2017: HICs at >US $12,056, MICS at US $996-12,055, and low-income countries (LICs) at <US $995 [14]. The LICs are Afghanistan and Somalia. The MICs are Djibouti, Egypt, Iraq, Iran, Jordan, Lebanon, Libya, Morocco, Pakistan, Palestine (West Bank and Gaza), Sudan, Syria, Yemen, and Tunisia. The HICs are Bahrain, Saudi Arabia, Kuwait, Oman, Qatar, and the United Arab Emirates [14]. The third step included extracting age-specific population data (rate and frequency) from the Population Statistics Division of the United Nations [15]. This was necessary as the GBD study data were different from those of the Population Statistics Division and they provide no rates at regional or income level.

Cervical cancer mortality rates and DALY rates per 100,000 persons were extracted from the GBD database for people older than 20 years at the country level in the years 2000 and 2017 and then combined for an EMR average (n=22) and global average of EMR plus all other countries (n=122). The mortality rate formula was as follows: cervical cancer deaths (n) × 100,000/female population in the respective age group. The results were then stratified by the 3 income levels (high, middle, low) and 3 age groups (20-29 years, 30-49 years, ≥50 years). The burden of cervical cancer mortality was presented through the compilation of 3 variables: (1) average mortality rates per 100,000 with minimum and maximum values to provide the range as a measure of spread for cervical cancer mortality and mortality from other diseases, (2) DALYs as a measure of total burden, whereby 1 DALY represents 1 healthy year of life lost to cervical cancer; the GBD study did estimate DALYs by summing the fatal burden (years of life lost) and nonfatal burden (years of life with disability) due to cervical cancer [16], and (3) relative difference (%) and absolute difference between years 2000 and 2017 to show the comparative changes in deaths and DALY numbers. The absolute difference equals the difference between the 2 comparing numbers of years 2000 and 2017. The relative difference is equal to the value of the absolute
difference divided by the value in the year 2000, and then we multiplied it by 100 [17].

**Results**

The rates of cervical cancer mortality and DALYs in the EMR were lower than the global rates; however, the relative difference in the number of deaths and DALYs due to cervical cancer between the years 2000 and 2017 in the EMR was higher than that of the global data. Further, according to age-specific data, the age group of ≥50 years had the highest mortality rates in both EMR countries and globally and the age group of 20-29 years had the lowest mortality rate both globally and in the EMR countries. The EMR average mortality rate due to cervical cancer was lower than the global average for both reference years and all 3 income levels (Table 1). Within income levels, the differences between EMR countries and the global average is the most remarkable in the HICs. During the period 2000-2017, there was a decline in the mortality rate in the LMICs, both globally and in the EMR. Although there was a decline in the average mortality rate in the EMR, there was an increase in the mortality rates in Egypt, Iran, Libya, Morocco, Syria, Tunisia, and Yemen. Further, although the mortality rate in the EMR according to the 3 income levels compared to the global mortality rate was lower, the relative difference in the number of deaths compared to the global relative difference in the number of deaths was higher (Table 1). The relative change in the number of deaths due to cervical cancer in the EMR for all income levels over the course of 2000 and 2017 was greater than that seen globally (relative difference 34.9 vs 24.0, respectively) (Table 1). In the EMR, the HICs showed the greatest relative increase in the number of deaths (85.5%), and among LICs, Afghanistan had greater relative increase compared to Somalia. Among MICs, Iran had the greatest relative difference and Iraq had the lowest; among the HICs, United Arab Emirates showed the greatest relative increase and Bahrain the lowest (Table 1).
Table 1. Cervical cancer mortality among women older than 20 years in the Eastern Mediterranean Region by country and income level compared to the global average in the years 2000 and 2017.

<table>
<thead>
<tr>
<th>Group by income level, country</th>
<th>Cervical cancer mortality rate per 100,000 women in year 2000, mean (min-max)</th>
<th>Cervical cancer deaths (n) in year 2000</th>
<th>Cervical cancer mortality rate per 100,000 women in year 2017, mean (min-max)</th>
<th>Cervical cancer deaths (n) in year 2017</th>
<th>Relative difference (%) in the number of deaths between years 2000 and 2017&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Absolute difference in the number of deaths between years 2000 and 2017&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low-income countries globally</td>
<td>12.4 (9.1-16.2)</td>
<td>26,884</td>
<td>10.0 (7.1-13.6)</td>
<td>33,591</td>
<td>24.9</td>
<td>6707</td>
</tr>
<tr>
<td>Low-income countries in the EMR&lt;sup&gt;c&lt;/sup&gt;</td>
<td>10.7 (6.3-15.0)</td>
<td>1448</td>
<td>7.9 (4.7-11.5)</td>
<td>1930</td>
<td>33.3</td>
<td>482</td>
</tr>
<tr>
<td>Afghanistan</td>
<td>5.3 (1.9-7.9)</td>
<td>468</td>
<td>3.9 (1.7-5.7)</td>
<td>631</td>
<td>34.9</td>
<td>163</td>
</tr>
<tr>
<td>Somalia</td>
<td>20.9 (14.7-28.3)</td>
<td>980</td>
<td>15.8 (10.6-22.9)</td>
<td>1299</td>
<td>32.5</td>
<td>319</td>
</tr>
<tr>
<td>Middle-income countries globally</td>
<td>6.5 (5.7-7.7)</td>
<td>149,272</td>
<td>6.7 (5.4-8.0)</td>
<td>192,643</td>
<td>29.1</td>
<td>43,370</td>
</tr>
<tr>
<td>Middle-income countries in the EMR</td>
<td>2.3 (1.9-2.8)</td>
<td>4755</td>
<td>2.2 (1.6-2.8)</td>
<td>6380</td>
<td>34.2</td>
<td>1625</td>
</tr>
<tr>
<td>Djibouti</td>
<td>16.0 (10.6-22.9)</td>
<td>48</td>
<td>13.8 (8.7-21.8)</td>
<td>72</td>
<td>50.4</td>
<td>24</td>
</tr>
<tr>
<td>Egypt</td>
<td>0.9 (0.8-1.0)</td>
<td>292</td>
<td>1.0 (0.8-1.2)</td>
<td>449</td>
<td>53.6</td>
<td>157</td>
</tr>
<tr>
<td>Iran</td>
<td>1.2 (1.0-1.3)</td>
<td>397</td>
<td>1.8 (1.4-1.9)</td>
<td>726</td>
<td>82.7</td>
<td>329</td>
</tr>
<tr>
<td>Iraq</td>
<td>1.5 (1.0-2.1)</td>
<td>186</td>
<td>0.8 (0.7-0.9)</td>
<td>168</td>
<td>–9.4</td>
<td>–18</td>
</tr>
<tr>
<td>Jordan</td>
<td>1.5 (1.2-1.9)</td>
<td>35</td>
<td>1.0 (0.8-1.3)</td>
<td>48</td>
<td>37.2</td>
<td>13</td>
</tr>
<tr>
<td>Lebanon</td>
<td>2.4 (2.0-2.8)</td>
<td>63</td>
<td>2.0 (1.7-2.3)</td>
<td>82</td>
<td>31.2</td>
<td>20</td>
</tr>
<tr>
<td>Libya</td>
<td>2.5 (2.0-3.0)</td>
<td>61</td>
<td>3.2 (2.4-4.1)</td>
<td>106</td>
<td>74.4</td>
<td>45</td>
</tr>
<tr>
<td>Morocco</td>
<td>5.5 (4.5-6.4)</td>
<td>823</td>
<td>5.7 (4.1-7.5)</td>
<td>1011</td>
<td>22.8</td>
<td>187</td>
</tr>
<tr>
<td>Pakistan</td>
<td>3.3 (2.8-3.8)</td>
<td>2213</td>
<td>2.8 (2.0-3.8)</td>
<td>2886</td>
<td>30.4</td>
<td>673</td>
</tr>
<tr>
<td>Palestine</td>
<td>1.2 (1.0-1.4)</td>
<td>18</td>
<td>1.2 (0.9-1.4)</td>
<td>28</td>
<td>56.2</td>
<td>10</td>
</tr>
<tr>
<td>Syria</td>
<td>0.9 (0.8-1.1)</td>
<td>73</td>
<td>1.1 (0.8-1.4)</td>
<td>98</td>
<td>34.1</td>
<td>25</td>
</tr>
<tr>
<td>Tunisia</td>
<td>2.4 (2.0-2.9)</td>
<td>119</td>
<td>2.5 (1.8-3.4)</td>
<td>145</td>
<td>22.5</td>
<td>27</td>
</tr>
<tr>
<td>Sudan</td>
<td>1.8 (1.0-2.6)</td>
<td>242</td>
<td>1.4 (0.9-2.0)</td>
<td>281</td>
<td>15.9</td>
<td>39</td>
</tr>
<tr>
<td>Yemen</td>
<td>0.9 (0.8-1.1)</td>
<td>185</td>
<td>1.9 (1.2-2.6)</td>
<td>279</td>
<td>50.8</td>
<td>94</td>
</tr>
<tr>
<td>High-income countries globally</td>
<td>6.0 (5.8-6.2)</td>
<td>32,475</td>
<td>5.4 (5.0-5.9)</td>
<td>32,444</td>
<td>–0.1</td>
<td>–31</td>
</tr>
<tr>
<td>High-income countries in the EMR</td>
<td>1.0 (0.8-1.2)</td>
<td>123</td>
<td>1.0 (0.8-1.4)</td>
<td>227</td>
<td>85.5</td>
<td>105</td>
</tr>
<tr>
<td>Bahrain</td>
<td>1.9 (1.7-2.3)</td>
<td>5</td>
<td>1.5 (1.2-1.8)</td>
<td>8</td>
<td>51.1</td>
<td>3</td>
</tr>
<tr>
<td>Kuwait</td>
<td>1.1 (1.0-1.1)</td>
<td>8</td>
<td>0.7 (0.6-0.8)</td>
<td>14</td>
<td>59.5</td>
<td>5</td>
</tr>
<tr>
<td>Oman</td>
<td>1.7 (1.2-2.2)</td>
<td>17</td>
<td>1.5 (1.1-1.8)</td>
<td>23</td>
<td>35.9</td>
<td>6</td>
</tr>
<tr>
<td>Qatar</td>
<td>1.4 (1.1-1.8)</td>
<td>3</td>
<td>1.0 (0.7-1.2)</td>
<td>6</td>
<td>122.9</td>
<td>4</td>
</tr>
<tr>
<td>Saudi Arabia</td>
<td>0.7 (0.6-0.9)</td>
<td>68</td>
<td>0.8 (0.6-1.1)</td>
<td>117</td>
<td>71.1</td>
<td>49</td>
</tr>
<tr>
<td>United Arab</td>
<td>2.0 (1.5-2.4)</td>
<td>21</td>
<td>2.3 (1.7-3.1)</td>
<td>60</td>
<td>187.2</td>
<td>39</td>
</tr>
<tr>
<td>Emirates</td>
<td>Global average (122 countries)</td>
<td>6.8 (6.4-7.6)</td>
<td>208,631</td>
<td>6.8 (6.3-7.1)</td>
<td>258,678</td>
<td>24.0</td>
</tr>
<tr>
<td></td>
<td>EMR average (22 countries)</td>
<td>2.7 (2.1-3.4)</td>
<td>6326</td>
<td>2.5 (1.8-3.4)</td>
<td>8537</td>
<td>34.9</td>
</tr>
</tbody>
</table>

<sup>a</sup>Relative difference (%) in the number of deaths = (absolute difference in the number of deaths/number of cervical cancer deaths in 2000)*100.

<sup>b</sup>Absolute difference in the number of deaths = number of cervical cancer deaths in 2017 – number of cervical cancer deaths in 2000.

<sup>c</sup>EMR: Eastern Mediterranean Region.
increase in 2017. Within this income level, Emirates and Bahrain had the highest rate of 65.6 DALYs per 100,000 in the year 2000 and Emirates had the highest rate of 81.9 DALYs per 100,000 in the year 2017 (Table 2). The relative difference in the number of DALYs in the EMR for the 3 income levels was higher than that in the DALYs globally (Table 2). Among LICs in the EMR, Afghanistan had the highest relative difference in the number of DALYs and among the MICs in the EMR, Libya had the highest relative difference and Iraq had the lowest relative difference in the number of DALYs. Among the HICs in the EMR, Emirates had the highest relative difference in the number of DALYs and Oman had the lowest relative difference in the number of DALYs (Table 2).
Table 2. Disability-adjusted life years data due to cervical cancer among women older than 20 years in the Eastern Mediterranean Region by country and income level compared to the global average in the years 2000 and 2017.

<table>
<thead>
<tr>
<th>Group by income level, country</th>
<th>Cervical cancer DALY&lt;sup&gt;a&lt;/sup&gt; rate per 100,000 women in year 2000, mean (min-max)</th>
<th>DALY number in year 2000</th>
<th>Cervical cancer DALY rate per 100,000 women in year 2017, mean (min-max)&lt;sup&gt;b&lt;/sup&gt;</th>
<th>DALY number in year 2017</th>
<th>Relative difference (%) in the number of DALYs between years 2000 and 2017&lt;sup&gt;c&lt;/sup&gt;</th>
<th>Absolute difference in the number of DALYs between years 2000 and 2017&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low-income countries globally</td>
<td>435.3 (312.8-566.6)</td>
<td>941,128</td>
<td>343.9 (239.4-472.8)</td>
<td>1,157,715</td>
<td>23.0</td>
<td>216,587</td>
</tr>
<tr>
<td>Low-income countries in the EMR&lt;sup&gt;d&lt;/sup&gt;</td>
<td>388.8 (227.8-553.0)</td>
<td>52,554</td>
<td>287.0 (162.8-424.4)</td>
<td>69,812</td>
<td>32.8</td>
<td>17,258</td>
</tr>
<tr>
<td>Afghanistan</td>
<td>191.2 (65.2-296.4)</td>
<td>16,895</td>
<td>150.6 (64.5-227.1)</td>
<td>24,265</td>
<td>43.6</td>
<td>7371</td>
</tr>
<tr>
<td>Somalia</td>
<td>761.5 (534.7-1037.1)</td>
<td>35,659</td>
<td>554.5 (355.7-811.5)</td>
<td>45,546</td>
<td>27.7</td>
<td>9887</td>
</tr>
<tr>
<td>Middle-income countries globally</td>
<td>217.4 (187.6-260.8)</td>
<td>5,003,701</td>
<td>213.0 (167.5-255.4)</td>
<td>6,086,292</td>
<td>21.6</td>
<td>1,082,592</td>
</tr>
<tr>
<td>Middle-income countries in the EMR</td>
<td>80.5 (64.7-97.8)</td>
<td>165,567</td>
<td>73.3 (52.9-98.2)</td>
<td>216,480</td>
<td>30.8</td>
<td>50,913</td>
</tr>
<tr>
<td>Djibouti</td>
<td>585.7 (389.7-840.8)</td>
<td>1754</td>
<td>497.6 (308.6-795.5)</td>
<td>2598</td>
<td>48.1</td>
<td>844</td>
</tr>
<tr>
<td>Egypt</td>
<td>31.2 (27.1-36.3)</td>
<td>10,191</td>
<td>32.3 (25.7-40.2)</td>
<td>15,065</td>
<td>47.8</td>
<td>4875</td>
</tr>
<tr>
<td>Iran</td>
<td>39.5 (33.3-43.3)</td>
<td>13,058</td>
<td>51.8 (41.6-55.6)</td>
<td>20,993</td>
<td>60.8</td>
<td>7936</td>
</tr>
<tr>
<td>Iraq</td>
<td>51.8 (32.5-74.8)</td>
<td>6619</td>
<td>26.8 (22.2-32.4)</td>
<td>5636</td>
<td>–14.9</td>
<td>–983</td>
</tr>
<tr>
<td>Jordan</td>
<td>52.2 (42.9-64.8)</td>
<td>1223</td>
<td>29.8 (22.9-39.4)</td>
<td>1482</td>
<td>21.2</td>
<td>259</td>
</tr>
<tr>
<td>Lebanon</td>
<td>77.4 (63.4-91.9)</td>
<td>2043</td>
<td>59.3 (49.4-72.1)</td>
<td>2505</td>
<td>22.6</td>
<td>461</td>
</tr>
<tr>
<td>Libya</td>
<td>85.0 (68.0-104.7)</td>
<td>2092</td>
<td>112.2 (81.8-145.0)</td>
<td>3758</td>
<td>79.7</td>
<td>1667</td>
</tr>
<tr>
<td>Morocco</td>
<td>182.7 (147.2-215.1)</td>
<td>27,265</td>
<td>181.1 (131.0-239.0)</td>
<td>31,984</td>
<td>17.3</td>
<td>4720</td>
</tr>
<tr>
<td>Pakistan</td>
<td>118.4 (100.9-139.9)</td>
<td>80,013</td>
<td>100.8 (71.4-141.5)</td>
<td>105,213</td>
<td>31.5</td>
<td>25,200</td>
</tr>
<tr>
<td>Palestine</td>
<td>36.6 (29.3-42.7)</td>
<td>545</td>
<td>34.7 (26.2-41.2)</td>
<td>825</td>
<td>51.5</td>
<td>280</td>
</tr>
<tr>
<td>Syria</td>
<td>32.0 (26.8-39.2)</td>
<td>2592</td>
<td>34.3 (25.1-44.2)</td>
<td>3051</td>
<td>17.7</td>
<td>459</td>
</tr>
<tr>
<td>Tunisia</td>
<td>73.4 (59.7-87.3)</td>
<td>3604</td>
<td>71.0 (50.7-94.7)</td>
<td>4075</td>
<td>13.1</td>
<td>471</td>
</tr>
<tr>
<td>Sudan</td>
<td>60.8 (31.9-90.8)</td>
<td>8142</td>
<td>48.5 (28.6-69.5)</td>
<td>9644</td>
<td>18.5</td>
<td>1502</td>
</tr>
<tr>
<td>Yemen</td>
<td>70.4 (38.8-105.6)</td>
<td>6426</td>
<td>64.1 (39.1-92.6)</td>
<td>9648</td>
<td>50.1</td>
<td>3222</td>
</tr>
<tr>
<td>High-income countries globally</td>
<td>158.4 (152.4-164.8)</td>
<td>854,589</td>
<td>131.7 (119.7-144.8)</td>
<td>787,560</td>
<td>–7.8</td>
<td>–67,028</td>
</tr>
<tr>
<td>High-income countries in the EMR</td>
<td>32.8 (26.7-41.1)</td>
<td>4193</td>
<td>38.0 (28.7-50.3)</td>
<td>8274</td>
<td>97.3</td>
<td>4081</td>
</tr>
<tr>
<td>Bahrain</td>
<td>65.6 (57.3-78.7)</td>
<td>183</td>
<td>46.8 (39.2-57.1)</td>
<td>261</td>
<td>42.9</td>
<td>78</td>
</tr>
<tr>
<td>Kuwait</td>
<td>39.3 (35.7-43.2)</td>
<td>315</td>
<td>26.5 (22.9-30.5)</td>
<td>515</td>
<td>63.5</td>
<td>200</td>
</tr>
<tr>
<td>Oman</td>
<td>58.9 (42.9-78.7)</td>
<td>598</td>
<td>50.6 (38.1-64.3)</td>
<td>790</td>
<td>32.2</td>
<td>193</td>
</tr>
<tr>
<td>Qatar</td>
<td>47.7 (37.6-61.5)</td>
<td>99</td>
<td>33.8 (25.5-44.0)</td>
<td>228</td>
<td>131.7</td>
<td>130</td>
</tr>
<tr>
<td>Saudi Arabia</td>
<td>24.4 (20.2-30.7)</td>
<td>2302</td>
<td>30.1 (22.8-40.4)</td>
<td>4348</td>
<td>88.9</td>
<td>2046</td>
</tr>
<tr>
<td>United Arab Emirates</td>
<td>65.6 (51.8-82.0)</td>
<td>697</td>
<td>81.9 (58.6-111.6)</td>
<td>2132</td>
<td>205.8</td>
<td>1435</td>
</tr>
<tr>
<td>Global average (122 countries)</td>
<td>222.2 (206.2-245.9)</td>
<td>6,799,418</td>
<td>211.8 (197.8-220.8)</td>
<td>8,031,567</td>
<td>18.1</td>
<td>1,232,149</td>
</tr>
<tr>
<td>Group by income level, country</td>
<td>Cervical cancer DALY(^a) rate per 100,000 women in year 2000, mean (min-max)</td>
<td>DALY number in year 2000</td>
<td>Cervical cancer DALY rate per 100,000 women in year 2017, mean (min-max)(^c)</td>
<td>DALY number in year 2017</td>
<td>Relative difference (%) in the number of DALYs between years 2000 and 2017(^b)</td>
<td>Absolute difference in the number of DALYs between years 2000 and 2017(^d)</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>EMR average (22 countries)</td>
<td>95.8 (72.1-121.2)</td>
<td>222,314</td>
<td>86.3 (59.2-118.4)</td>
<td>294,566</td>
<td>32.5</td>
<td>72,252</td>
</tr>
</tbody>
</table>

\(^a\)DALY: disability-adjusted life year.

\(^b\)Relative difference (%) in the number of DALYs = (absolute difference in the number of DALYs/number of cervical cancer DALYs in 2000)\(^a\)100.

\(^c\)Absolute difference in the number of DALYs = number of cervical cancer DALYs in 2017 – number of cervical cancer DALYs in 2000.

\(^d\)EMR: Eastern Mediterranean Region.

The age group of ≥50 years had the highest mortality rate in both EMR countries and globally and the age group of 20-29 years showed the lowest mortality rate both globally and in the EMR countries. Among EMR countries, Somalia and Djibouti showed the highest mortality rate in all the age groups. Kuwait had the lowest mortality rate for the age group of ≥50 years (5.9 per 100,000 in 2000 and 3.3 per 100,000 in 2017) and Qatar had the lowest mortality rate in the age group of 30-49 years (1.5 per 100,000 in 2000 and 0.7 per 100,000 in 2017). Oman had the lowest mortality rate of 0 per 100,000 in 2017 for the age group of 20-29 years (Table 3).

The relative difference in the number of deaths between 2000 and 2017 in EMR-LICs for age groups 20-29 years and 30-49 years was higher than the global difference (12.8% and 49.6% vs 4.7% and 21.9, respectively), but it was lower for the age group >50 years (25.1% vs 27.3%) (Table 3). In MICs, this variable in EMR countries was lower than that seen globally for the age groups 20-29 years and 30-49 years (13.5% and 27.4% vs –24.4% and 4.3%, respectively), but it was higher for the age group >50 years (39.0% vs 43.7%). The relative difference in the number of deaths in EMR-HICs for the 3 age groups was higher than that reported globally (25.6%, 110%, and 74.8% vs –16.5%, –26.9%, and 6.7%, respectively). Among the EMR countries, the United Arab Emirates and Saudi Arabia showed an increase in the relative difference in the number of deaths in 2017. Further, in the EMR-MICs, Egypt, Iran, Libya, and Syria showed an increase in the relative difference in the number of deaths in 2017, while LICs showed a decrease in the relative difference in 2017 (Table 3).
<table>
<thead>
<tr>
<th>Group by income level, country</th>
<th>Average cervical cancer mortality rate per 100,000 women by age range</th>
<th>Relative difference (%) in the number of deaths between years 2000 and 2017&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Year 2000, mean (min-max)</td>
<td>Year 2017, mean (min-max)</td>
</tr>
<tr>
<td></td>
<td>20-29 years</td>
<td>30-49 years</td>
</tr>
<tr>
<td>Low-income countries globally</td>
<td>2.5 (1.3-4.2)</td>
<td>53.0 (32.3-79.4)</td>
</tr>
<tr>
<td>Low-income countries in the EMR&lt;sup&gt;b&lt;/sup&gt;</td>
<td>2.0 (0.8-3.7)</td>
<td>57.8 (28.7-96.4)</td>
</tr>
<tr>
<td>Afghanistan</td>
<td>1.3 (0.4-2.7)</td>
<td>31.1 (8.6-57.8)</td>
</tr>
<tr>
<td>Somalia</td>
<td>3.3 (1.7-5.7)</td>
<td>90.8 (53.5-143.2)</td>
</tr>
<tr>
<td>Middle-income countries globally</td>
<td>1.0 (0.7-1.4)</td>
<td>16.9 (13.5-21.3)</td>
</tr>
<tr>
<td>Middle-income countries in the EMR</td>
<td>0.5 (0.3-0.8)</td>
<td>7.7 (4.9-11.3)</td>
</tr>
<tr>
<td>Djibouti</td>
<td>2.1 (1.1-3.7)</td>
<td>63.2 (37.1-101.8)</td>
</tr>
<tr>
<td>Egypt</td>
<td>0.1 (0.1-0.2)</td>
<td>2.8 (1.9-4.0)</td>
</tr>
<tr>
<td>Iran</td>
<td>0.2 (0.2-0.3)</td>
<td>3.3 (2.7-3.8)</td>
</tr>
<tr>
<td>Iraq</td>
<td>0.3 (0.5-0.1)</td>
<td>6.3 (3.1-10.3)</td>
</tr>
<tr>
<td>Jordan</td>
<td>0.2 (0.1-0.4)</td>
<td>5.8 (3.9-8.2)</td>
</tr>
<tr>
<td>Lebanon</td>
<td>0.3 (0.2-0.5)</td>
<td>7.2 (4.7-10.5)</td>
</tr>
<tr>
<td>Libya</td>
<td>0.4 (0.2-0.7)</td>
<td>8.8 (5.7-12.9)</td>
</tr>
<tr>
<td>Morocco</td>
<td>0.5 (0.3-0.9)</td>
<td>15.5 (9.9-22.1)</td>
</tr>
<tr>
<td>Pakistan</td>
<td>1.1 (0.6-1.7)</td>
<td>11.8 (7.8-17.0)</td>
</tr>
<tr>
<td>Palestine</td>
<td>0.2 (0.1-0.2)</td>
<td>3.8 (2.5-5.4)</td>
</tr>
<tr>
<td>Syria</td>
<td>0.2 (0.1-0.3)</td>
<td>3.6 (2.5-5.1)</td>
</tr>
<tr>
<td>Tunisia</td>
<td>0.2 (0.1-0.3)</td>
<td>5.4 (3.5-7.7)</td>
</tr>
<tr>
<td>Group by income level, country</td>
<td>Average cervical cancer mortality rate per 100,000 women by age range</td>
<td>Relative difference (%) in the number of deaths between years 2000 and 2017(^a)</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>-----------------------------</td>
<td>---------------------------------</td>
</tr>
<tr>
<td></td>
<td>Year 2000, mean (min-max)</td>
<td>Year 2017, mean (min-max)</td>
</tr>
<tr>
<td>Sudan</td>
<td>0.4 (0.1-0.7)</td>
<td>16.6 (9.2-22.2)</td>
</tr>
<tr>
<td>Yemen</td>
<td>0.4 (0.2-0.7)</td>
<td>16.3 (11.1-28.4)</td>
</tr>
<tr>
<td>High-income countries globally</td>
<td>0.4 (0.3-0.4)</td>
<td>15.7 (18.6-20.5)</td>
</tr>
<tr>
<td>High-income countries in the EMR</td>
<td>0.1 (0.1-0.2)</td>
<td>2.3 (1.6-3.4)</td>
</tr>
<tr>
<td>Bahrain</td>
<td>0.2 (0.1-0.4)</td>
<td>2.5 (1.9-3.3)</td>
</tr>
<tr>
<td>Kuwait</td>
<td>0.1 (0.1-0.2)</td>
<td>2.5 (1.9-3.3)</td>
</tr>
<tr>
<td>Oman</td>
<td>0.2 (0.1-0.4)</td>
<td>5.8 (3.3-8.1)</td>
</tr>
<tr>
<td>Qatar</td>
<td>0.1 (0.0-0.1)</td>
<td>1.5 (0.9-2.3)</td>
</tr>
<tr>
<td>Saudi Arabia</td>
<td>0.1 (0.1-0.1)</td>
<td>2.0 (1.4-2.8)</td>
</tr>
<tr>
<td>United Arab Emirates</td>
<td>0.1 (0.1-0.2)</td>
<td>2.5 (1.6-3.8)</td>
</tr>
<tr>
<td>Global average (122 countries)</td>
<td>1.0 (0.9-1.1)</td>
<td>15.3 (13.3-19.5)</td>
</tr>
<tr>
<td>EMR average (22 countries)</td>
<td>0.6 (0.3-1.0)</td>
<td>14.0 (13.8-24.2)</td>
</tr>
</tbody>
</table>

\(^a\)Relative difference (%) in the number of deaths = ([number of cervical cancer deaths in 2017 – number of cervical cancer deaths in 2000]/number of cervical cancer deaths in 2000)\(^*\)100.

\(^b\)EMR: Eastern Mediterranean Region.

Both globally and in the EMR, DALYs declined for all age groups in the period of 2000-2017. The global average of DALYs for the 3 age groups was higher than the EMR average in both the reference years, and the age group of 30-49 years showed the highest number of DALYs for all 3 age groups (Table 4). The age group of 30-49 years showed the highest rate of DALY’s both globally and in the EMR and for the 3 income levels. HICs in the EMR was the exception in this age group as they showed a lower rate of DALYs compared to the age group of 20-29 years. LICs, both globally and in the EMR, showed a decline in the DALYs for the 3 age groups in 2017 compared to 2000. Somalia had the highest number of DALYs for all 3 age groups and both reference years. MICs in the EMR showed lower rates of DALYs for the 3 age groups and in both reference years. Djibouti had the highest rates of DALYs for all age groups and in both reference years. Egypt had the lowest rates of DALYs for all 3 age groups in 2000 and for the age group ≥50 years in 2017. Jordan had the lowest number of DALYs for the age groups of 20-29 years and 30-49 years in 2017 (Table 4). The distribution of the relative difference in the number of DALYs for the different age groups showed that the DALYs of EMR-LICs were higher than those of the global countries for the age groups of 20-29 years and 30-49 years (14% and 50.6% vs 5.5% and 21.8%, respectively). Further, it was lower for the age group >50 years (18.2% vs 26%, respectively). Afghanistan had the highest relative difference in the number of DALYs of 35.7%, and the age group of 30-49 years for MICs in the EMR showed the highest relative difference in the number of DALYs of 22.1%, and the age group of 30-49 years in Libya had the highest relative difference of 95.9%. For Somalia had the highest relative difference in the number of DALYs of 35.7%, and the age group of 30-49 years for MICs in the EMR showed the highest relative difference in the number of DALYs of 22.1%, and the age group of 30-49 years in Libya had the highest relative difference of 95.9%. For...
the age group >50 years, Iran had the highest relative difference in the number of DALYs of 98.0%. Finally, EMR-HICs had higher relative difference in the number of DALYs than global HICs for all 3 age groups (28.1%, 111.6%, and 90.6% vs –15.4%, –26.2%, and 3.4%, respectively). Among EMR-HICs, the age group of 20-29 years in Qatar had the highest relative difference in the number of DALYs of 192.8% and age groups of 30-49 years and >50 years in Emirates had the highest relative difference of 258.9% and 185.6%, respectively (Table 4).
### Table 4. Disability-adjusted life years data due to cervical cancer among women older than 20 years in the Eastern Mediterranean Region by age, country, and income level compared to the global average in the years 2000 and 2017.

<table>
<thead>
<tr>
<th>Group by income level, country</th>
<th>Average cervical cancer DALY$^a$ rate per 100,000 women by age range</th>
<th>Relative difference (%) in number of DALYs$^b$ (2000 vs 2017)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Year 2000, mean (min-max)</td>
<td>Year 2017, mean (min-max)</td>
</tr>
<tr>
<td>Low-income countries globally</td>
<td>161.5 (85.5-268.9)</td>
<td>2473.0 (1496.9-3715.7)</td>
</tr>
<tr>
<td>Low-income countries in the EMR$^c$</td>
<td>128.1 (53.6-235.7)</td>
<td>2637.7 (1294.6-4425.8)</td>
</tr>
<tr>
<td>Afghanistan</td>
<td>85.8 (25.8-169.6)</td>
<td>1456.7 (402.8-2719.2)</td>
</tr>
<tr>
<td>Somalia</td>
<td>213.8 (109.5-370.0)</td>
<td>4186.9 (2458.3-6609.7)</td>
</tr>
<tr>
<td>Middle-income countries globally</td>
<td>65.6 (47.3-88.9)</td>
<td>801.3 (638.8-1011.8)</td>
</tr>
<tr>
<td>Djibouti</td>
<td>34.5 (19.7-55.9)</td>
<td>368.1 (232.7-452.7)</td>
</tr>
<tr>
<td>Egypt</td>
<td>8.9 (5.1-14.4)</td>
<td>134.6 (90.5-193.0)</td>
</tr>
<tr>
<td>Iran</td>
<td>16.7 (13.0-20.1)</td>
<td>158.8 (130.4-182.6)</td>
</tr>
<tr>
<td>Iraq</td>
<td>17.4 (7.4-31.6)</td>
<td>298.5 (145.6-486.0)</td>
</tr>
<tr>
<td>Jordan</td>
<td>15.2 (8.9-24.0)</td>
<td>274.6 (185.5-394.6)</td>
</tr>
<tr>
<td>Lebanon</td>
<td>21.5 (12.3-35.3)</td>
<td>348.6 (225.5-506.7)</td>
</tr>
<tr>
<td>Libya</td>
<td>24.5 (13.0-44.1)</td>
<td>420.5 (267.5-618.9)</td>
</tr>
<tr>
<td>Morocco</td>
<td>34.5 (18.9-56.0)</td>
<td>717.9 (458.0-1030.1)</td>
</tr>
<tr>
<td>Pakistan</td>
<td>70.2 (40.3-115.1)</td>
<td>565.8 (372.8-824.1)</td>
</tr>
<tr>
<td>Palestine</td>
<td>10.7 (6.5-16.3)</td>
<td>182.8 (119.6-261.9)</td>
</tr>
<tr>
<td>Syria</td>
<td>12.0 (7.1-19.0)</td>
<td>173.2 (117.2-243.8)</td>
</tr>
</tbody>
</table>

$a$DALYs: Disability-adjusted life years; $b$Relative difference compared to global average; $c$EMR: Eastern Mediterranean Region.
Although the number of deaths due to cervical cancer has increased in the year 2017 (n=8537) compared to that in the year 2000 (n=6326) in the EMR, the mortality rate decreased in 2017 (2.5 per 100,000) compared to that in 2000 (2.7 per 100,000). The population expansion in the younger age groups may have contributed to the reduction in the mortality rates. For example, the population size in EMR-LICs in 2017 (n=195,000) showed a 10% increase compared to that in the year 2000 (n=177,000). The mortality rate decreased in the younger age groups, with a relative difference of 10% (2000 vs 2017) in the younger age groups.

### Discussion

#### Principal Findings

In this study, we report the results of the data analysis on both mortality and DALYs associated with cervical cancer in 22 countries in the EMR. We found a change in the number of deaths and mortality rates from the year 2000 to the year 2017. Although the number of deaths due to cervical cancer has increased in the year 2017 (n=8537) compared to that in the year 2000 (n=6326) in the EMR, the mortality rate decreased in 2017 (2.5 per 100,000) compared to that in 2000 (2.7 per 100,000). The population expansion in the younger age groups may have contributed to the reduction in the mortality rates. For example, the population size in EMR-LICs in 2017 (n=195,000) showed a 10% increase compared to that in the year 2000 (n=177,000). The mortality rate decreased in the younger age groups, with a relative difference of 10% (2000 vs 2017) in the younger age groups.

#### Table: Average cervical cancer DALY\(^a\) rate per 100,000 women by age range

<table>
<thead>
<tr>
<th>Group by income level, country</th>
<th>Average cervical cancer DALY(^a) rate per 100,000 women by age range</th>
<th>Relative difference (%) in number of DALYs (^b) (2000 vs 2017)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Year 2000, mean (min-max)</td>
<td>Year 2017, mean (min-max)</td>
</tr>
<tr>
<td>Tunisia</td>
<td>13.2 (7.6-20.9)</td>
<td>259.1 (168.2-375.4)</td>
</tr>
<tr>
<td>Sudan</td>
<td>23.7 (9.4-43.9)</td>
<td>339.9 (134.9-595.9)</td>
</tr>
<tr>
<td>Yemen</td>
<td>25.2 (10.3-45.3)</td>
<td>448.1 (192.1-769.9)</td>
</tr>
<tr>
<td>High-income countries globally</td>
<td>24.6 (20.6-29.7)</td>
<td>399.8 (357.9-445.7)</td>
</tr>
<tr>
<td>High-income countries in the EMR</td>
<td>7.6 (4.5-12.1)</td>
<td>112.0 (75.3-162.9)</td>
</tr>
<tr>
<td>Bahrain</td>
<td>16.1 (8.0-25.3)</td>
<td>160.0 (109.8-226.1)</td>
</tr>
<tr>
<td>Kuwait</td>
<td>8.6 (5.9-12.1)</td>
<td>121.8 (90.5-158.9)</td>
</tr>
<tr>
<td>Oman</td>
<td>14.7 (8.1-24.9)</td>
<td>254.5 (157.3-388.9)</td>
</tr>
<tr>
<td>Qatar</td>
<td>5.4 (3.1-8.9)</td>
<td>72.0 (45.5-111.6)</td>
</tr>
<tr>
<td>Saudi Arabia</td>
<td>6.1 (3.7-9.6)</td>
<td>95.8 (66.6-135.4)</td>
</tr>
<tr>
<td>United Arab Emirates</td>
<td>9.1 (5.0-15.6)</td>
<td>113.7 (72.8-176.0)</td>
</tr>
<tr>
<td>Global average (122 countries)</td>
<td>65.8 (57.2-73.7)</td>
<td>795.3 (726.2-875.5)</td>
</tr>
<tr>
<td>EMR average (22 countries)</td>
<td>29.9 (21.0-42.1)</td>
<td>413.6 (340.7-501.7)</td>
</tr>
</tbody>
</table>

\(^a\)DALY: disability-adjusted life year.

\(^b\)Relative difference (%) in the number of DALYs = ((number of cervical cancer DALYs in 2017 – number of cervical cancer DALYs in 2000)/number of cervical cancer DALYs in 2000)\(^*\)100.

\(\text{EMR: Eastern Mediterranean Region.}\)
Among the EMR countries, Libya [31] has had a national HPV vaccination program since 2013, and Emirates [37] had a partial program since 2008. In addition, in the EMR, education and knowledge on cervical cancer are reported as important determinative factors in primary prevention [38]. The increased education of women and their families about cervical cancer, its causes, signs, symptoms, and prevention will engage them more in the preventive and screening practices [38]. The WHO’s other primary preventive measures are “Girls and boys, as appropriate—Health information and warnings about tobacco use—Sexuality education tailored to age and culture—Condom promotion/provision for those engaged in sexual activity—Male circumcision” [1]. Almost all of the countries of the EMR report more than 80% male circumcision, and the usage of condom is low from 0.0% in Somalia [29] and Sudan [39] up to 13.8% in Iran [33]. With regard to the sexual education for girls and boys, a study conducted in Iran generalized the matter to all Muslim countries and reported the social unacceptability of sexual health education for unmarried people due to religious and cultural prohibition of extramarital sex, in particular, for girls. Further, sexual education highlights the effect of technology improvement and internet on the sexual behaviors of youth, including extramarital relationships, and this should not be denied [40]. The WHO’s second step to comprehensive prevention and control of cervical cancer is related to secondary prevention through effective screening of women older than 30 years and treatment as needed with low-cost technology, for example, visual inspection with acetic acid (VIA) followed by cryotherapy [1]. In the EMR, Somalia [29], Djibouti [30], Libya [32], Sudan [39], and Yemen [41] have no cervical cancer screening programs. Two countries, Tunisia [42] and Morocco [31], have quality assurance structures, which supervise and monitor the screening; however, none of them has an active invitation for screening. In Egypt, the cost of screening and treatment is not covered by public funding; therefore, this is considered as a nonaffordable service by over 40% of the Egyptian women [43]. Cytology is considered as the main screening test in EMR, except for Morocco [31] and Pakistan [35] where VIA is used. The VIA is suggested especially in LICs and rural areas that do not have access to health care facilities [44]. Further, women face additional challenges such as language, transportation, insurance, and family pressure as inhibitors for obtaining regular cervical cancer screening, especially in case it is perceived as a threat to their cultural and religious values [45]. The reported barriers in the rural areas are the financial costs, acceptance by husbands, and availability of a female health care provider [43].

The early detection of cancer reduces financial burdens, both on the health care system and economically [46]. Screening and vaccination programs are considered to be more accessible and effective than relying only on cancer treatment. For example, in Saudi Arabia, the pap test is fully subsidized in public hospitals, and it costs US $50 in private clinics. Yet, these costs are negligible compared to the costs of cervical cancer treatment, where it can vary between US $14,000-US $30,000 during the first year of therapy [21].

The WHO recommends a comprehensive prevention and control of cervical cancer, which is related to tertiary prevention for women older than 30 years. This includes treating invasive
cancer at any age, including ablative surgery, radiotherapy, and chemotherapy palliative care [1]. However, radiotherapy is not generally available in Afghanistan [22], Somalia [23], Djibouti [24], Egypt [47], and Pakistan [26] and is generally available in other countries of the EMR. The availability of radiotherapy centers ranges from 1 center in Yemen [48], Bahrain [49], Kuwait [50], Oman [51], and Qatar [52] up to 40 centers in Iran [53]. The availability of radiation clinics ranges from 3 centers in Qatar [52] up to 237 centers in Egypt [47]. Chemotherapy is not available in Afghanistan [22], Somalia [23], Djibouti [24], Egypt [47], and Pakistan [26], but it is available in other countries of the EMR. Finally, community/home care for people with advanced-stage cancer is only available in 2 countries of the EMR, namely, Bahrain [49] and Kuwait [50].

References

Study Limitations
The ongoing civil unrest may have affected the quality of the health data in the EMR, as the GBD study uses modelling techniques to generate the estimates based on other available variables or data from countries with a similar health profile in the neighboring region for countries that have insufficient data. In this study, we used data on the numbers of mortality, crude death rate, and DALY rate. Moreover, the incidence of cervical cancer was not examined.

Conclusion
Cervical cancer is becoming a major problem in the EMR, and its burden might increase due to the population growth. There is a need for effective interventions to reduce the burden of cervical cancer. This includes prevention measures such as HPV vaccination, early detection of cervical cancer, and reducing the risk factors associated with cervical cancer.
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Abstract

Background: Unsafe worker behavior is often identified as a major cause of dangerous incidents in the petrochemical industry. Behavioral safety models provide frameworks that may help to prevent such incidents by identifying factors promoting safe or unsafe behavior. We recently conducted a qualitative study to identify factors affecting workers’ unsafe behaviors in an Iranian petrochemical company.

Objective: The aims of this study were to (1) conduct a review of the relevant research literature between the years 2000 and 2019 to identify theoretical models proposed to explain and predict safe behavior in the workplace and (2) to select the model that best reflects our qualitative findings and other evidence about the factors influencing safe behaviors among petrochemical workers.

Methods: This research used mixed methods. Initially, we conducted a qualitative study of factors that Iranian petrochemical workers believed affected their safety behavior. Four themes emerged from the semistructured interviews: (1) poor direct safety management and supervision; (2) unsafe workplace conditions; (3) workers’ perceptions, skills, and training; and (4) broader organizational factors. Electronic databases, including PubMed, Embase, Scopus, Google Scholar, EBSCOhost, and Science Direct, were then searched for eligible studies on models to explain and predict safe behavior, which were published between the years 2000 and 2019. Medical subject headings were used as the primary analytical element. Medical subject headings and subheadings were then extracted from the literature. One researcher conducted the search and 3 researchers performed screening and data extraction. Then, constructs described in each study were assessed to determine which were the most consistent with themes derived from our qualitative analysis.

Results: A total of 2032 publications were found using the search strategy. Of these, 142 studies were assessed and 28 studies met the inclusion criteria and were included in the review. The themes identified in the qualitative study most closely matched 3 scales included in Wu et al’s model that measured safety behavior and performance, safety leadership, and safety climate in petrochemical industries. Poor direct safety management and supervision matched with safety leadership and its subscales; unsafe workplace conditions matched with safety climate and its subscales; workers’ perceptions, skills, and training matched with safety performance and its subscales; and broader organizational factors matched with some subscales of the model.
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Conclusions: This is the first literature review to identify models intended to explain and predict safe behavior and select the model most consistent with themes elicited from a qualitative study. Our results showed that effective safety leadership and management and safety climate and culture systems are the most frequently identified factors affecting safe behaviors in the petrochemical industry. These results can further help safety researchers and professionals design effective behavior-based safety interventions, which can have a more sustainable and persistent impact on workers’ safety behaviors.
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Introduction

The International Labor Organization estimates that 1 worker in the world dies every 15 seconds because of occupational injuries and 160 workers develop work-related illnesses [1,2]. Workplace accidents not only cause occupational injuries and illness but also lead to financial losses for organizations [3]. Most behavior-based safety researchers consider that dangerous incidents are principally caused by workers acting unsafely or inappropriately and many studies have focused on worker behaviors that promote safety and prevent injuries [4]. Workplace safety is not solely explained by human error, and many other factors may contribute to this [5].

A substantial body of research indicates that organizational factors, including managers’ behavior and decisions, have a significant impact on safety-related attitudes and behaviors in industrial contexts [6]. Several studies, for example, indicate that safety performance is affected by leadership [6-8]. There is evidence that leadership and effective occupational health and safety management, particularly by direct managers and supervisors, is necessary to promote safe behavior [9,10]. Hald [11] noted that the role of leaders and managers typically involves various functions such as setting goals and monitoring and controlling workers’ performance. Other evidence indicates that broader organizational variables such as work intensification arising from increases in expected output or extended working hours are associated with poorer safety outcomes [12,13]. Another organizational factor is the contextual impact of safety climate [14,15]. Several studies have found a significant positive relationship between safety climate and safe behavior [16-18]. Safety climate is usually regarded as a subset of organizational climate that shapes workers’ behaviors through a coherent set of perceptions and expectations about an organization’s values and reward systems [19,20]. Various studies indicate that a poor safety climate leads to a reduction in compliance with safety procedures, which, in turn, causes an increase in the potential for workplace injuries and incidents [7,21-23].

Reason [24] describes 2 different ways to understand human errors at work: the individual (“person”) approach and the system approach. The first approach focusses on unsafe acts by workers, inappropriate ways of doing tasks that could result in a dangerous incident, for example, lack of or inappropriate use of personal protective equipment, operating equipment without qualification or authorization, or operating equipment at unsafe speeds [24]. The second approach focusses on unsafe working conditions or the state of the workplace system that could result in a workplace accident. Examples include defective tools, equipment or supplies, lack of emergency exits, and inadequate warning systems. Recent studies have placed importance on psychosocial conditions in policy and demonstrated the value of workers’ psychological well-being at work. Organizations that aim to concentrate on both physical and psychological factors together have safer working environments at lower risk of employee mental and physical health harm, and consequently, lead to positive workplace behaviors such as work engagement and safety incident reporting [25]. Many safe behavior studies have been based upon generic safety theories and models such as the Health Belief Model [26-29], the Theory of Planned Behavior [30-33], the Risk Perception Attitude Framework [34-36], and Social Cognitive Theory [37-39]. There is also a growing literature supporting the positive effects of safety behavior interventions on safety compliance and participation, injury rates, and near misses in various high-risk industries, including the oil, gas, and petrochemical industry [40-42].

A recent study by our research team [43] identified 4 sets of factors that workers believe discourage safe behaviors in an Iranian petrochemical company: (1) poor direct safety management and supervision, (2) unsafe workplace conditions, (3) workers' perceptions, skills, and training, and (4) broader organizational factors. The first aim of this study was to identify theoretical models proposed to explain and predict safe behavior in the workplace by reviewing relevant research studies published between the years 2000 and 2019. The second aim was to select the model that best reflects the results of our above-mentioned qualitative study [43] and other evidences on the factors influencing safe behaviors among petrochemical workers.

Methods

Study Design

The study protocol of this research has been published recently [44]. This study was a mixed methods research, which was carried out in 2 phases. In the first phase, semistructured interviews were conducted using a qualitative approach to gain detailed understanding of the factors associated with workers' unsafe behaviors in the petrochemical industry. In the second phase, models that have been applied to explain and predict safe behavior in the industrial settings were investigated. The
findings of the first phase were matched with the constructs of the reviewed models to select a well-suited theoretical model.

**Qualitative Data Analysis**

The interviews were conducted between May and July 2017 at a mutually convenient time and private areas at the participants’ workplaces. To obtain a broad cross-section of the worker opinions and experiences, multi-stage sampling was used. This approach involves a combination of 2 or more sampling techniques. By combining sampling methods at different stages of research, researchers can increase confidence that they are mitigating biases and engaging hard-to-reach, vulnerable participants [45]. In this study, purposive sampling was supplemented by snowball sampling to enhance recruitment. Purposive and snowball sampling approaches were selected because the research team considered the combination of the two was the most practical means to secure a representative sample of the company employees. The research team utilized purposive sampling, also known as judgmental sampling, to recruit particular interview subjects deliberately in order to provide important information and then snowball sampling to seek out further potential interviewees from the social network of the initial respondents [43]. Both techniques are used to achieve hard-to-reach participants in qualitative research studies [45].

Members of the company’s Safety, Health, and Environment unit, who were not part of the research team, assisted with the sampling process. They invited workers, supervisors, and safety managers from various occupational groups working in the operations department and the maintenance and repair department who had experienced accidents and injuries or had witnessed colleagues’ accidents to participate in the study (purposive sampling). Workers were eligible to participate if they had worked in the petrochemical industry for at least 2 years. All workers in the petrochemical industry were males. During the interviews, respondents identified employees who had information about workplace accidents in the company and were key informants (snowball sampling). These employees were also invited to participate in the study. Before the start of each interview, a member of the safety staff introduced the participant to the first author, who provided clear verbal information about the study [43].

Data saturation is a criterion that is used to justify adequate sample sizes in qualitative studies. Data saturation is reached when the final interviews do not reveal any new themes or introduce new elements of an existing theme. When saturation is achieved, additional interviews only generate redundant data rather than novel findings. A total of 20 interviews were conducted before saturation was reached. The 20 participants consisted of workers, supervisors, and safety staff members. For the analysis of the responses from Iranian petrochemical workers [43], conventional content analysis, described by Graneheim and Lundman [46], was used to interpret the content of the interview transcripts through a systematic classification process involving coding and identifying themes [47]. A team of 6 coders (4 in Iran and 2 in Australia) reviewed the transcripts and conducted analysis in both languages. Open coding was carried out to allow codes to emerge from the qualitative data and avoid codes based on preconceptions of the authors. Codes were repeatedly discussed and revised by the authors to achieve consensus and memos written to explain the analysis [48]. To increase interrater coding reliability, only the codes and themes that were validated by at least 2 of the 3 coders (the first author, an Iranian and 2 Australian authors) were included in the results. Immersion in the data was an important first stage in the analysis process during which transcripts were read and reread many times to ensure familiarity with the data. Repeated reading and rereading of transcripts without coding helped identify emergent themes from the data without losing the connections between key concepts and their context.

Content analysis was performed using MAXQDA (version 2018) software (VERBI Software GmbH) to facilitate and document the coding process and retrieve codes afterwards. While software can assist researchers in organizing qualitative data, computer software for qualitative analysis do not analyze data and the researcher makes decisions about the coding participants’ responses and the relationships between codes, coding categories, and broader themes. MAXQDA allows the researcher to upload raw data such as transcribed interviews that can be then coded and cross-referenced in ways that facilitate organizing the data for easy retrieval.

**Literature Search Sources and Strategy**

A literature search of publications in academic journals and conference papers covering the period 2000-2019 was conducted using the following web-based databases: PubMed, Embase, Scopus, Google Scholar, EBSCOhost, and Science Direct. A review of the literature revealed a lack of consensus among research studies regarding factors that discourage safe work behaviors and the risk of incidents occurring in industrial settings. The gap in the literature was identified in the 2000s. These eligibility dates were chosen to provide a sample of studies, including the constructs to explain and predict safe behavior using models. The reference lists of the included studies were also searched to identify additional relevant studies. We applied a predefined search strategy by using free terms and medical subject heading terms. Terms referring to safety were combined with OR, terms referring to safe behavior were combined with OR, and terms referring to both were combined with AND. The following free terms were used in all electronic databases: safety, behavior, worker, and workplace. The following medical subject heading terms were employed: safety, safety behavior, safe work behavior, behavior-based safety, workers’ behavior, safety models, and workplace safety. The references provided in the publications identified were also examined. When full-text publications were not available directly from electronic databases, the authors of the studies were contacted and copies of their articles were requested. The search results were updated using Google alerts.

The publications were filtered using a set of inclusion and exclusion criteria. Inclusion criteria were that the publication described the (1) development of a theoretical model as a tool to assess safe work behavior, (2) application of a theoretical approach and method that had been used to assess workplace safety, or (3) definitions used to describe and evaluate safe work behaviors. Publications that did not describe the development
or application of a safe work behavior model were excluded. Non-English papers, conference abstracts, literature reviews, editorials, commentaries, letters to the editor, theses, and full texts that were not accessible were also excluded.

**Investigation Models**

Publications were reviewed to identify theoretical models that have been used to explain and predict safe behavior in the petrochemical industry or other industrial settings. The key constructs in the models were then evaluated for consistency with the themes identified in our qualitative study of workers in the Iranian petrochemical industry [43]: poor direct safety management and supervision; unsafe workplace conditions; workers’ perceptions, skills, and training; and broader organizational factors. The model including constructs that were the most consistent with the qualitative findings was then identified.

**Results**

**Study Selection**

This review was conducted in accordance with the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) statement [49]. A flow diagram describing the process for reviewing the studies is provided in Figure 1. In total, 2032 publications were retrieved from the databases listed in the Methods section. Duplicate publications were removed, and 142 (84 academic journal articles, 55 reports and other publications, and 3 PhD theses) were screened by reading the title, abstract, and key words. By using the inclusion and exclusion criteria, 99 studies were excluded from the review, leaving 43 studies eligible for full-text review. During this review, 15 publications were excluded, because they did not meet the inclusion criteria. Ultimately, 28 studies were included in this review. The themes, categories, and codes that emerged from the content analysis of the semistructured interviews are listed in Table S1 of Multimedia Appendix 1. An overview of the final chosen set of publications eligible for review and the constructs used in each of them is provided in Table 1. All study selection processes were performed using EndNote X8.1 (Clarivate Analytics).
Figure 1. Flow diagram of the search results and the study selection process using the PRISMA template.
Table 1. Description of the included studies (listed by the year of publication) and the constructs used in each of them.

<table>
<thead>
<tr>
<th>Study</th>
<th>Country of origin</th>
<th>Industry context</th>
<th>Constructs included in the model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Griffin and Neal (2000) [50]</td>
<td>Australia</td>
<td>A range of manufacturing and mining organizations</td>
<td>Manager values, safety inspections, personal training, safety communication, safety knowledge, safety compliance, safety participation</td>
</tr>
<tr>
<td>Hong et al (2004) [52]</td>
<td>Taiwan</td>
<td>Petrochemical industry</td>
<td>Training courses, workers’ cognition and attitude, behavior and normative belief, behavior attitude, subjective norm, behavior</td>
</tr>
<tr>
<td>Seo (2005) [53]</td>
<td>United States of America</td>
<td>Grain industry</td>
<td>Perceived safety climate, perceived hazard level, perceived work pressure, perceived risk, perceived barriers, unsafe work behavior</td>
</tr>
<tr>
<td>Lu and Yang (2010) [57]</td>
<td>Taiwan</td>
<td>Container terminal companies</td>
<td>Safety motivation, safety policy, safety concern, safety compliance, safety participation</td>
</tr>
<tr>
<td>Wu et al (2011) [42]</td>
<td>Taiwan</td>
<td>Petrochemical company</td>
<td>Safety leadership, safety coaching, safety caring, safety controlling</td>
</tr>
<tr>
<td>Li et al (2013) [58]</td>
<td>China</td>
<td>Oil company</td>
<td>Job demands, job resources, emotional exhaustion, safety compliance, safety outcomes</td>
</tr>
<tr>
<td>Qinquin et al (2014) [59]</td>
<td>China</td>
<td>Petrochemical industry</td>
<td>Hazardous materials, production process, equipment condition, environmental safety and health, vulnerability of receptor</td>
</tr>
<tr>
<td>Wu et al (2015) [61]</td>
<td>China</td>
<td>Railway construction</td>
<td>Safety leadership, design and planning for safety, preconstruction hazard inspection, construction process safety, emergency preparedness, management auditing and organizational learning, safety performance</td>
</tr>
<tr>
<td>Study</td>
<td>Country of origin</td>
<td>Industry context</td>
<td>Constructs included in the model</td>
</tr>
<tr>
<td>-------</td>
<td>-------------------</td>
<td>------------------</td>
<td>---------------------------------</td>
</tr>
<tr>
<td>Azadeh et al (2015) [62]</td>
<td>Iran</td>
<td>Petrochemical plant</td>
<td>Physical factors of workplace(^b), environmental features and issues(^b), management systems and control(^a), individual protection tools(^a), workplace safety actions, on-the-job training(^a), passing ways, monitors and displays(^a), muscular and skeletal disorders(^c), anthropometric features and issues, job characteristics, layout feature and issues, job and environmental satisfactions, overall health, safety, and environment management and performance(^a), mental workload and stress(^b)</td>
</tr>
<tr>
<td>Alshahrani et al (2015) [63]</td>
<td>Saudi Arabia</td>
<td>Petrochemical industry</td>
<td>Safety culture(^d), safety attitudes(^b), safety and health requirements to circumvent accidents at workplace, safety behavior(^c), safety performance(^c)</td>
</tr>
<tr>
<td>Wang et al (2016) [64]</td>
<td>China</td>
<td>Construction</td>
<td>Personal subjective perception(^b), work knowledge and experiences(^c), work characteristics, safety management(^c), workers’ safety risk tolerance</td>
</tr>
<tr>
<td>Zhang et al (2016) [65]</td>
<td>China</td>
<td>Coal mining</td>
<td>Safety management agency(^a), rules and regulations of safety production(^b), defect of technology and design(^b), lack of safety education and training(^c), incomplete or poor execution of rules and regulations, rules and regulations and inspection(^a), safety culture(^d), operator error, venturing into dangerous places, protections, device signal deficiencies(^a), equipment, facilities and tools(^a), poor workplace environment(^b)</td>
</tr>
<tr>
<td>Petitta et al (2017) [14]</td>
<td>Italy</td>
<td>Manufacturing, construction, transportation, military, energy, health care, and distribution/service</td>
<td>Safety compliance(^c), supervisor enforcement(^d), organizational safety climate(^b), organizational safety culture(^d)</td>
</tr>
<tr>
<td>Zaira and Hadikusumo (2017) [66]</td>
<td>Malaysia</td>
<td>Construction</td>
<td>Management safety intervention(^a), human safety intervention, technical safety intervention, safety behavior(^c)</td>
</tr>
<tr>
<td>Jafari et al (2017) [67]</td>
<td>Iran</td>
<td>Petrochemical company</td>
<td>Management commitment(^a), workers’ empowerment, communication(^b), blame culture, safety training(^b), safety supervision(^a), interpersonnal relationship(^b), continuous improvement, reward system(^b), job satisfaction</td>
</tr>
<tr>
<td>Razmara et al (2018) [27]</td>
<td>Iran</td>
<td>Taxi stations</td>
<td>Perceived susceptibility, perceived severity, perceived benefits(^c), perceived barriers(^c), self-efficacy(^c), cues to action, safe driving behavior(^c)</td>
</tr>
<tr>
<td>Nioi et al (2018) [30]</td>
<td>United Kingdom</td>
<td>Construction</td>
<td>Behavioral beliefs(^c), normative beliefs, control beliefs, attitudes toward the behavior(^d), subjective norms, perceived control(^c), behavioral intention(^c), behavior(^d)</td>
</tr>
<tr>
<td>Hald (2018) [11]</td>
<td>China</td>
<td>Electronics industry</td>
<td>Safety climate(^b), safety hazards, experience with safety and health problems(^c), pressure(^b), employees’ knowledge of the factory(^b), cavalier attitudes toward safety(^b), safety efficacy(^c), safe workplace behavior(^c)</td>
</tr>
<tr>
<td>Zhang et al (2018) [68]</td>
<td>China</td>
<td>Petrochemical enterprise</td>
<td>Personnel training(^d), fire facilities, fire management, technical level</td>
</tr>
</tbody>
</table>
The purpose of reviewing the models of safe work behaviors was to (1) identify constructs included in the selected models and (2) identify the model that included constructs most consistent with the findings of the preceding qualitative study of Iranian petrochemical workers’ perceptions of factors affecting safe work behaviors [43]. The constructs identified in the model described by Wu et al (see Table 1 [42]) most closely matched those identified in our qualitative study. Wu et al [42] proposed a theoretical model relating to safety behaviors in a petrochemical company and explored 3 major factors, namely, safety leadership, safety climate, and safety performance. Safety
leadership consists of 3 subscales: safety coaching, safety caring, and safety controlling. Safety climate also consists of 3 subscales: workers’ commitment to safety, perceived risk, and emergency response. Safety performance consists of 4 subscales: safety inspection, accident investigation, safety training, and safety motivation. The constructs described by Wu et al [42] were well matched to the contributing factors identified in our qualitative study: safety leadership and its subscales matched with poor direct safety management and supervision; safety climate and its subscales matched with unsafe workplace conditions; safety performance and its subscales matched with workers’ perceptions, skills, and training; and codes from several subscales matched with broader organizational factors.

Discussion

Principal Findings

This study evaluated the consistency between 28 theoretical models proposed to explain and predict safe behaviors in industrial settings and qualitative findings of our previous study examining the factors that petrochemical workers perceived to affect safe behaviors. The first aim of this study was to identify the theoretical models that were developed to explain and predict safe behavior in both the petrochemical industry and general industrial settings. The second aim was to select the model that corresponds most closely with our qualitative findings. The majority of the included studies were found to focus on some aspects of our qualitative data. Most of the studies were conducted in various industrial domains. Our findings indicate that the key elements of the model described by Wu et al [42] corresponded most strongly with the themes derived from our qualitative interview study. Several of the other models identified in the review also included elements that corresponded closely with the themes identified in our interview study.

Comparison With Previous Studies

Based on the findings from our review, the safety concern of managers and supervisors was identified as the most key factor affecting the workers’ risk perception and their understanding of safety issues [19,42,56,62,72]. In addition, supervisors’ safe behaviors such as regular safety inspection, motivating and supporting the subordinates, and providing resources for appropriate training of the workforce can motivate safety performance, encourage workers’ participation as well as reporting potential incidents and unsafe behaviors [41,50,61,64,69,71]. Managers have a crucial role in the success of workplace health promotion activities and changing employee health behavior. Managers and supervisors are able to create a safe organizational climate and positively influence employees’ healthy and safe work behavior by providing necessary resources for planning, implementing, and evaluating workplace health promotion interventions. Supporting workplace health promotion programs can enhance the engagement of the employees and benefit both organizations and employees in the long run [73]. These findings are consistent with the poor direct safety management and supervision theme of our qualitative study. The included studies assessed the relationship between safety climate and workers’ perceptions of safety issues and various aspects of safety-related behavior. These studies examined work safety climate and aspects of working conditions and their associations with occupational safety and work-related injuries among various workplace settings [11,42,51,53,69]. They focus mainly on improving working conditions and its organizational and psychological aspects such as perceived work pressure, emergency response, physical and psychosocial hazards at work, job demands, physical factors of workplace, mental workload and stress, and defect of technology and design [42,53,58,62,65,72]. A Korean study reported that working conditions are important key factors that could influence workers’ behavior at the workplace. The employment status of workers impacts the organizational commitment and safety performance. Even within the same organization, workers in different employment statuses are treated differently. Because of the health inequalities of temporary employment such as workers’ compensation and welfare programs, employment status affects workers’ health and causes disparities in safety, which is compounded by unsafe workplace settings. In fact, occupational injury rates for part-time and temporary contract workers are significantly higher than those for regular and permanent workers in the same occupation [74]. These results support our qualitative findings related to the unsafe workplace conditions theme. According to the review of 28 studies, adequate and appropriate job training, workers’ perception of risk, and their knowledge of health and safety issues were negatively correlated with occupational accident rates [50,52,71]. Workers’ skills and perceptions of their own behavior plays a significant role in producing better safety outcomes [27,30,42,64,75]. These findings are also consistent with the workers’ perceptions, skills, and training theme of the qualitative study. The findings of the included studies also focused on the importance of management culture and organizational impact on workers’ safety. These findings highlight that workers’ cognition and attitude, safety culture, and prioritizing safety can influence workers to adopt positive behavioral intentions toward safety at workplace [6,14,42,52,56,63,72,76]. These findings also support the fourth theme of our qualitative findings: broader organizational factors.

Nixon and Braithwaite [77] in their detailed qualitative investigation suggest that a well-developed conceptual model can be employed to train employees, manage their progress, and develop high work performance culture. Wu et al’s [42] model suggests that 2 important prior causes greatly affect safe behaviors and performance: safety leadership and safety climate. In this context, the role of managers and supervisors in shaping subordinates’ safe behaviors is likely to be considerably greater than that of managers and supervisors in work settings with routine production processes [78]. Consistent with our qualitative findings, the results of a sample of 103 industrial organizations located in Spain indicated that supervisor enforcement and managers’ commitment to safety is significantly related to workers’ safety compliance [79]. Supervisors have the most frequent contact with employees and workers among the hierarchical levels of an organization and are directly responsible for guaranteeing safety performance at the workplace. Managers’ responses to safety are a key determinant in the creation of subordinates’ beliefs about the importance of safety to the work settings [80,81]. As expected, a positive safety culture will be developed when managers commit to the priority
of safety [41]. In addition, workers perceive that the role of both the managers and supervisors in combination with their safety commitments enables workers to develop a mutual obligation with them and these obligations will lead to safer behavior of workers [82].

The findings of our qualitative study indicated that unsafe workplace conditions may be a particularly strong influence on whether work is done safely or not. Wu et al [42] defined safety climate as “employees' perception, attitudes, beliefs, and values of safety of an environment or organization, which is affected by personal and organizational factors, and affects employees' safety performance.” The relationship between safety climate and safe work behavior has been well established in safety research, and safety climate has been identified as a critical indicator for enhanced safety, which has been linked to increased safe behaviors and decreased injury severity in industrial settings [83-85]. Safety climate is therefore related to how workers perceive organizational priorities in their workplace and has a major role in motivating workers to work safely [86]. Safety climate is indicated by the perceptions of norms and actions that help to prevent unsafe acts [20]. Furthermore, Beus et al [87] reported that a supportive safety climate is associated with higher rule compliance and fewer work-related injuries. A positive organization’s safety climate provides workers with cues and vital information regarding the extent to which safe behaviors are valued, supported, and rewarded in the workplace [88]. Studies have shown that safety climate scores are significantly predictive of worker safety attitudes, safety compliance and performance, workplace accidents, injuries, near misses, safety knowledge, and safety motivation [89-91].

Another factor identified in our qualitative study was workers' perceptions, skills, and training. Occupational hazards and safety performances are affected by factors, including workers' safety attitude and knowledge [42]. Findings indicate that workers with more knowledge of the products, work environment, and objectives of the organization demonstrated a higher level of safe behaviors in their contexts as compared to their ignorant colleagues [92]. Workers' knowledge, skills, and competence with regard to safety are the required content of safety training [93,94]. Workers who do not fully understand the safety and health instructions that are related to their jobs tend to experience higher accident rates. In addition, owing to differences in the education level, safety training should be provided separately according to workers' education levels and ages. Therefore, safety training should be designed in accordance with the requirements for workers to be aware of safety at work [75,95]. Korkmaz and Park [75] also agreed that workers who are familiar with their job tasks could help by being involved in the risk assessment in the workplace. Researchers [96,97] found that organizations can have low injury and accident rates when they predict and implement practical safety training regularly.

In Wu et al’s model [42], safety performance reflects the workers’ perceptions, skills, and training. Safety leadership has been associated with safety management and supervision, in general. Further, the dimensions of safety climate (workers' commitment to safety, perceived risk, and emergency response) are consistent with categories and codes of the unsafe workplace conditions theme. Since our qualitative findings align with the dimensions of the established model by Wu et al [42], we evaluate this model as applicable in order to design educational interventions for petrochemical workers. Technical intervention safety practices have a positive effect on safe work behaviors. In addition, the management safety intervention plays a significant role in the implementation of safety practices. Therefore, this model provides some guidance to industrial companies to better focus on specific safety intervention practices that improve workers’ safe behaviors and their safety awareness to work safely.

Implications for Research and Practice

The current literature search identified 28 studies that served as examples for the translation of a safety model into intervention efforts, which can guide workplaces to improve their safety conditions and reduce accident rates. When reviewing the models in the 28 selected studies, the main feature of the model was assumed from the assessment of general levels of safety and major components of conceptualizing safety (eg, safety management, safety climate) to special and detailed latent hazard conditions such as levels of organizational support, and risk perceptions might be seen to imply that safety models are seen as ways to assess the wider and bigger picture of how safety promotion might work in industrial contexts.

Limitations of This Study

This study enhances understanding of the factors affecting safe work behavior and highlights directions for further research. However, some important limitations should be recognized. A key limitation, which was difficult to avoid, is the exclusive focus on published research. This review included studies published in peer-reviewed journals. Although this was done to provide a high quality of evidence and findings, the criteria excluded a number of potentially valuable research and industry reports or unpublished studies. Evidence suggests that use of workplace safety models may be underreported. The studies identified, which were drawn from a variety of settings (eg, petrochemical, construction, oil and gas), indicated that safety models are widely used by organizations that are eager to develop better understanding of safety risks in their workplaces. A key weakness of the safety model approach may be that results obtained at one point in time may not prove to be repeatable at another. The studies reviewed in this paper do not allow firm conclusions to be drawn about the reliability, validity, and overall robustness of using safety models in practice. Deeper investigation into these issues would be a valuable focus for future research. The aim of the improvement plan is to have a better safety status by making suggestions for the Iranian petrochemical industry for workers. However, this may be applied in other countries. Nevertheless, this subject should be studied more for other industrial settings and countries in order to reach a more generalized result.

Conclusions

This study is the first, to the best of our knowledge, to examine the key variables in theoretical frameworks designed to explain safety behaviors in industrial settings, identify potentially relevant theoretical models, and evaluate the suitability and
applicability of the models identified to explaining the safety of petrochemical workers based on independent qualitative findings about the factors that discourage safe work behaviors. The findings indicate growth in terms of the use of safety models to assess workers’ safe behaviors and significant variation in the ways in which they are used and reported in the safety literature. For safety researchers and practitioners, the results are important because the models provide guidance on how workers may be influenced to work more safely. By identifying the conditions in which workers can be encouraged to change unsafe behaviors to safe ones, integrated safety intervention models can provide a valuable tool for enhancing safety performance. Lastly, this study has implications for leadership at both the supervisory and management levels by identifying the effects of supervisor’ behaviors and safety climate as determinants of safety performance. Taken as a whole, our findings encourage a holistic approach that takes into account both safety management and climate to comprehensively understand the individual and contextual factors that shape safe work behaviors in the petrochemical industry. It is important that future theoretical and conceptual frameworks address the inconsistencies identified in this study to enable the adoption and replication of safe behavior interventions in industries, thereby preventing workplace injuries and fatalities and making workplaces healthier and safer.
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Abstract

Background: The opioid crisis in the United States may be exacerbated by the COVID-19 pandemic. Increases in opioid use, emergency medical services (EMS) runs for opioid-related overdoses, and opioid overdose deaths have been reported. No study has examined changes in multiple naloxone administrations, an indicator of overdose severity, during the COVID-19 pandemic.

Objective: This study examines changes in the occurrence of naloxone administrations and multiple naloxone administrations during EMS runs for opioid-related overdoses during the COVID-19 pandemic in Guilford County, North Carolina (NC).

Methods: Using a period-over-period approach, we compared the occurrence of opioid-related EMS runs, naloxone administrations, and multiple naloxone administrations during the 29-week period before (September 1, 2019, to March 9, 2020) and after NC’s COVID-19 state of emergency declaration (ie, the COVID-19 period of March 10 to September 30, 2020). Furthermore, historical data were used to generate a quasi-control distribution of period-over-period changes to compare the occurrence of each outcome during the COVID-19 period to each 29-week period back to January 1, 2014.

Results: All outcomes increased during the COVID-19 period. Compared to the previous 29 weeks, the COVID-19 period experienced increases in the weekly mean number of opioid-related EMS runs (25.6, SD 5.6 vs 18.6, SD 6.6; P<.001), naloxone administrations (22.3, SD 6.2 vs 14.1, SD 6.0; P<.001), and multiple naloxone administrations (5.0, SD 1.9 vs 2.7, SD 1.9; P<.001), corresponding to proportional increases of 37.4%, 57.8%, and 84.8%, respectively. Additionally, the increases during the COVID-19 period were greater than 91% of all historical 29-week periods analyzed.

Conclusions: The occurrence of EMS runs for opioid-related overdoses, naloxone administrations, and multiple naloxone administrations during EMS runs increased during the COVID-19 pandemic in Guilford County, NC. For a host of reasons that need to be explored, the COVID-19 pandemic appears to have exacerbated the opioid crisis.

(JMIR Public Health Surveill 2021;7(5):e29298) doi:10.2196/29298
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Introduction

The United States remains in an unrelenting opioid crisis. According to the latest official mortality data from the Centers for Disease Control and Prevention (CDC), 49,860 Americans died from an opioid-related overdose in 2019 (~137 per day), a substantial increase from 2018 [1]. Furthermore, there is mounting concern that the COVID-19 pandemic will exacerbate the crisis [2,3]. Provisional data indicate that 81,003 people died from a drug overdose during the 12 months ending in May 2020, the highest ever recorded in a 1-year period in the United
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States and a trend driven largely by heroin and synthetic opioids [4].

The magnitude and volatility of the opioid crisis warrants up-to-date data to monitor and guide intervention in the quickest manner possible, especially during potentially aggravating circumstances such as the COVID-19 pandemic [5]. However, the primary data used to track the opioid crisis in the United States (ie, verified opioid-related deaths from the CDC) are outdated by at least a year, a lag that substantially limits their value for surveillance purposes. Alternative timelier data have been leveraged by several studies to explore the opioid crisis generally [6,7] and how it has shifted since the onset of the COVID-19 pandemic.

To our knowledge, no study has examined changes in multiple naloxone administrations during the COVID-19 pandemic. This study examines changes in naloxone administrations during EMS runs for opioid-related overdoses during COVID-19 pandemic in Guilford County, the third most populous county in North Carolina (NC). We focused on Guilford County for two reasons. First, the confluence of the opioid crisis and COVID-19 in Guilford County is evident. The number of opioid overdose deaths increased in the county during the study period (47 in 2015, 71 in 2016, 98 in 2017, 96 in 2018, and 108 in 2019) [1,26]. Likewise, COVID-19 deaths in the county increased and, by the end of the study period, recorded a fatality rate (35.3 per 100,000) resembling the rate for NC (34.9 per 100,000) [27]. Second, one of the study investigators secured an ongoing data use agreement with the Guilford County EMS department to regularly share EMS data. For these reasons, we compared opioid overdose–related EMS runs, naloxone administrations, and multiple naloxone administrations before and during the COVID-19 pandemic in Guilford County.

**Methods**

**Data**

This study used data from the Guilford County, NC EMS department on opioid overdose–related EMS runs from January 1, 2014, to September 30, 2020. These dates correspond respectively to the earliest and latest data available to us prior to manuscript submission. Opioid overdose–related runs were identified using the fields primary impression and secondary impression, as indicated by the EMS personnel for the reasons for the encounter. The data set also included an observation for each treatment (eg, naloxone) administered during an opioid overdose–related EMS run. Because the data set was deidentified, we used a combination of the incident date, patient’s birth date, and patient’s gender to generate a quasi-unique run identifier to identify runs that included multiple naloxone administrations. We then grouped the data set to the unit of analysis of opioid overdose–related EMS runs and calculated weekly counts by calendar week to allow for comparison over time.

**Outcomes**

We studied three weekly count outcomes: (1) opioid overdose–related EMS runs, (2) naloxone administrations during opioid overdose–related EMS runs, and (3) multiple naloxone administrations during opioid overdose–related EMS runs. Together, these outcomes permit the analyses of change in the occurrence (1 and 2) and severity (3) of opioid overdoses [14,16-20,22,23]. To measure change in these outcomes in the 29 weeks following NC’s COVID-19 state of emergency declaration on March 10, 2020 (ie, the COVID-19 period), we calculated the mean of each outcome during the 29-week COVID-19 period, then expressed it as a percent change from the mean of the outcome during a comparison period.
Period-Over-Period Approach

We evaluated period-over-period change between the COVID-19 period and two other comparison periods. For the first, we compared the COVID-19 period to the 29 calendar weeks immediately preceding the state of emergency declaration (September 1, 2019, to March 9, 2020). For the second, we compared the COVID-19 period to the same 29 calendar weeks of the previous year (March 13 to October 5, 2019). The second comparison accounts for potential seasonality in opioid overdoses [28]. We chose to include the second comparison after time series decomposition showed yearly seasonality in opioid overdose–related EMS runs.

This period-over-period approach is a generalization of the year-over-year growth rate commonly used in finance and business analytics [29]. The period-over-period changes between the COVID-19 period and the comparison periods can be considered the absolute effect size. To test the hypothesis that the COVID-19 period and comparison periods had unequal means, we conducted Welch unequal variances $t$ tests for each outcome and comparison period. We treated the means in each 29-week period as independent samples. We used a critical value of 0.05 and two-tailed tests. Although these comparisons depict the magnitude of change of the outcomes during the COVID-19 period, they alone cannot convey how unique such a change is compared to more distal past periods. What may seem like a large increase may not be noteworthy (nor connected to the COVID-19 pandemic) if changes of similar magnitude occurred frequently in the past. Therefore, we used historical data to generate a quasi-control distribution of period-over-period changes to compare to the change observed during the COVID-19 period.

This produced 270 possible comparisons of a 29-week period to the previous 29 weeks, and 246 possible comparisons of a 29-week period to the same 29 weeks of the previous year. We repeated this process for both comparison periods. We then compared the change during the COVID-19 period to the distribution of past period-over-period changes. This provides a measurement of how extreme the change in outcomes during the COVID-19 period was relative to past changes.

Illustration of Period-Over-Period Approach

Figure 1 depicts the process used to calculate these period-over-period changes for the COVID-19 period (shown in orange) and the comparison periods (shown in blue). In the top timeline, the period-over-period change for the COVID-19 period is calculated by comparing the outcome from March 10 to September 30, 2020, to the outcome during the previous 29 weeks. The next three timelines depict how the quasi-control distribution was generated for more distal periods. In the second timeline (control period 1), the first control observation was calculated by comparing the outcome from January 1 to July 18, 2015, with the outcome from July 19, 2015, to January 30, 2016. The ellipses indicate that, from this starting point to the beginning of the COVID-19 state of emergency declaration, a control observation was calculated for each calendar week.

Statistical Analyses

The equations in Figure 1 show how period-over-period change was calculated for each period. This analytic approach is similar in concept to the common difference in difference (DID) quasi-experimental research design [30]. In DID terms, we treated each possible 29-week period as a unit $p$ that is observed...
twice \((t, t-1)\). For each period, \(p_t\) is the mean of the outcome during the primary period and \(p_{t-1}\) is the mean of the outcome during the comparison period (either the previous 29 weeks or the same 29 weeks of the previous year). We calculated the percent change in period \(p\) as \(\Delta_p = (p_t - p_{t-1}) / p_{t-1}\). We can consider the COVID-19 period to be the treatment group, which is exposed to the treatment condition (the COVID-19 pandemic) in \(t\) and to the control condition in \(t-1\). The distribution of past period-over-period changes forms the control group, which is exposed to the control condition in both \(t\) and \(t-1\). This results in a control group of \(n=270\) or \(n=246\) (depending on the comparison period used) and a treatment group of \(n=1\).

This treatment group of \(n=1\) precluded the usual regression analysis and statistical inference used with DID study data. Instead, we used two simple heuristics to express how extreme the change in outcomes during the COVID-19 period was relative to past changes. First, we calculated the percentile of the COVID-19 period \(\Delta\) within the distribution of past changes. This allowed us to determine how often period-over-period changes of greater magnitude had occurred in the past. We then plotted period-over-period changes over time and graphically compared the change in outcomes during the COVID-19 period to the recent trend. The plot shows how each period forms one observation in a timeline where period-over-period change is calculated for each calendar week.

Finally, a series of figures further illustrates how the increases in outcomes during the COVID-19 period represent departures from historical trends. For each figure (Figures 2-4), the x-axis represents time from the first possible comparison period (February 8, 2015) since the beginning of the data set (January 1, 2014) to the end of the COVID-19 period (September 30, 2020). The y-axis represents period-over-period change or the percent change in each period relative to its comparison period. Each bar shows a 29-week period’s change from its comparison period, 1 calendar week at a time as previously described. The furthest right bar (in orange) shows the outcome during the COVID-19 period. Period-over-period changes are shown for opioid overdose–related EMS runs (Figure 2), naloxone administrations (Figure 3), and multiple naloxone administrations (Figure 4).

All data analysis was conducted using Python 3.8 (Python Software Foundation) and the Python packages NumPy 1.19.0, SciPy 1.5.0, and pandas 1.0.5.
Figure 2. Historical period-over-period change in emergency medical services runs involving opioid overdoses in Guilford County, North Carolina before and after the COVID-19 state of emergency declaration.
Figure 3. Historical period-over-period change in emergency medical services runs involving naloxone administrations in Guilford County, North Carolina before and after the COVID-19 state of emergency declaration.
Results

All three outcomes increased sharply and significantly during the COVID-19 period (Table 1).

Table 1 shows that, compared to either 29-week comparison period, the mean number of opioid overdose–related EMS runs, naloxone administrations, and multiple naloxone administrations increased during the COVID-19 period. For each outcome, the magnitude of change during the COVID-19 period was greater when compared to the previous 29 weeks than when compared to the same 29 weeks of the previous year. This suggests that seasonality may account for some, but not all, of the increase from the previous 29 weeks.

Further, the increases in outcomes during the COVID-19 period were extreme historically. Table 2 shows, for both comparison periods, the COVID-19 period change expressed as a percentile of the quasi-control distribution of all past period-over-period changes. Across the three outcomes, the increase during the COVID-19 period was greater than 91% of all past 29-week period-over-period changes. When compared to the same 29 weeks of the previous year, the increase for each outcome during the COVID-19 period exceeded at least 63% of all past changes.
Table 1. Mean and percent change in EMS runs involving opioid overdoses, naloxone administrations, and multiple naloxone administrations in Guilford County, North Carolina before and after the COVID-19 state of emergency declaration.

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>COVID-19 perioda, mean (SD)b</th>
<th>Comparison period</th>
<th>Same 29 weeks of previous yeard</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)b</td>
<td>COVID-19 period change (%)c,d</td>
<td>Mean (SD)b</td>
</tr>
<tr>
<td></td>
<td>Previous 29 weeksc</td>
<td>P value</td>
<td>COVID-19 period change (%)c,d</td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>COVID-19 period change (%)c,d</td>
<td>P value</td>
</tr>
<tr>
<td>Opioid overdose–related EMS runs</td>
<td>25.6 (5.6)</td>
<td>.003</td>
<td>2.0 (6.5)</td>
</tr>
<tr>
<td>Naloxone administrations</td>
<td>22.3 (6.2)</td>
<td>.006</td>
<td>.4 (6.9)</td>
</tr>
<tr>
<td>Multiple naloxone administrations</td>
<td>5.0 (1.9)</td>
<td>.001</td>
<td>3.3 (1.8)</td>
</tr>
</tbody>
</table>

aMarch 10 to September 30, 2020.
bWeekly mean and SD of outcome during period.
cSeptember 2, 2019, to March 9, 2020.
dMarch 13 to October 5, 2019.
e(CCOVID-19 period mean – comparison period mean) / comparison period mean.
fThe percentage changes shown may not correspond exactly to the values shown due to rounding.
gEMS: emergency medical services.

Table 2. Magnitude of period-over-period change in EMS runs involving opioid overdoses, naloxone administrations, and multiple naloxone administrations in Guilford County, North Carolina before the COVID-19 state of emergency declaration.

<table>
<thead>
<tr>
<th>Comparison period</th>
<th>Percentile (%)a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Opioid overdose–related EMSb runs</td>
<td></td>
</tr>
<tr>
<td>Previous 29 weeksc</td>
<td>94.8</td>
</tr>
<tr>
<td>Same 29 weeks of previous yeard</td>
<td>81.7</td>
</tr>
<tr>
<td>Naloxone administrations</td>
<td></td>
</tr>
<tr>
<td>Previous 29 weeksc</td>
<td>91.1</td>
</tr>
<tr>
<td>Same 29 weeks of previous yeard</td>
<td>63.0</td>
</tr>
<tr>
<td>Multiple naloxone administrations</td>
<td></td>
</tr>
<tr>
<td>Previous 29 weeksc</td>
<td>98.1</td>
</tr>
<tr>
<td>Same 29 weeks of previous yeard</td>
<td>76.8</td>
</tr>
</tbody>
</table>

aPercentile of COVID-19 period-over-period change within quasi-control distribution of all past period-over-period changes.
bEMS: emergency medical services.
cSeptember 1, 2019, to March 9, 2020.
dMarch 13 to October 5, 2019.

All outcomes showed mostly positive period-over-period changes from 2015 to 2017. An inflection point occurred in mid to late 2017 when naloxone administrations and multiple naloxone administrations started to drop (in July 2017), followed by a drop in opioid overdose–related runs (in November 2017). From 2018 to 2020, the outcomes continued to decrease, and most period-over-period changes were negative. In the COVID-19 period, a sharp increase occurred for all outcomes. The large positive period-over-period changes in the COVID-19 period are thus an abrupt and large departure from the recent trend of mostly negative period-over-period changes. Most notably, multiple naloxone administrations increased by 84.8% when compared to the previous 29 weeks and by 53.7% when compared to the same 29 weeks of 2019.

Discussion

This study detected increases in the occurrence of EMS runs for opioid-related overdoses, naloxone administrations, and multiple naloxone administrations during EMS runs in the course of the COVID-19 pandemic in Guilford County, NC. The findings confirm and extend research on the convergence of the opioid epidemic and the COVID-19 pandemic. The study replicates previous research [11,24,25] by showing increases in opioid overdose–related EMS runs and EMS-administered...
naloxone during the COVID-19 pandemic in a large metropolitan county in NC. The sharp increase in multiple naloxone administrations, an indicator of the potential lethality of opioid overdoses [13,21,22], constitutes new evidence linking COVID-19 to an increase in the severity of the overdose crisis. Moreover, the period-over-period analytic approach demonstrates unequivocally that the increases observed for each outcome were historically uncharacteristic of prior periods dating back to 2014 and not explained by seasonality effects. Together, these findings indicate that opioid overdoses have increased in occurrence and severity in Guilford County during COVID-19 to a great extent, thereby contributing to growing empirical support for the hypothesis that the COVID-19 pandemic exacerbates the opioid epidemic [31,32].

To help interpret the findings reported here and elsewhere, we refer to a host-agent-vector-environment model to synthesize the multifactorial evolution of the opioid overdose crisis in the United States [33]. Based upon a modification of the epidemiological triangle model of disease for chronic health conditions [34-36], the model posits that the risk of opioid overdose results from an interaction of risk factors associated with the host (ie, individual-level factors such as addiction susceptibility or opioid tolerance), the agent (ie, external factors such as heroin or fentanyl), the vector (ie, purveyors of licit and illicit drugs), and the environment (ie, contextual external factors such as the economy or geography). With this model in mind, this study offers compelling evidence that the COVID-19 pandemic serves as a potent environmental factor that increases the risk of opioid overdoses, perhaps by augmenting the risk-conferring nature of other factors in the model.

There are a variety of ways by which the environmental strain of the COVID-19 pandemic could interact with host, agent, and vector factors to potentiate opioid overdose risk. Host factors (eg, central nervous system depression) associated with overdose risk may intensify under conditions of social isolation by using opioids alone and without the availability of a bystander to administer naloxone [3]. Indeed, Friedman et al [10] reported increases in EMS runs for opioid overdose cardiac arrests that corresponded with decreases in mobility, an indicator of social isolation. Other host factors (eg, tolerance to opioids) may temporarily decrease due to pandemic-related barriers that limit acquiring and using opioids, only to be supplanted with an escalation of overdose risk when opioids become more available and used at prehiatus dosage [3,37]. Consistent with this notion, Currie et al [38] reported an initial fentanyl-fueled spike in opioid overdose deaths in Ohio approximately 6 weeks following the declaration of a national public health emergency on March 13, 2020. Notably, opioid overdose deaths returned to comparable historical levels within approximately 3 months. Regarding agent factors, it is evident that the COVID-19 pandemic began during the third wave of the opioid epidemic when overdoses were increasingly attributable to the use of heroin and fentanyl [39]. With its estimated 50 times potency of heroin, fentanyl and other synthetic opioids substantially intensify the risk of fatal and nonfatal overdoses [40]. Additionally, polysubstance abuse increases overdose risk [41] and has now been empirically linked to risk of opioid overdoses during COVID-19 [26]. Regarding vector factors, COVID-19 may potentiate supply-side pressures that intensify overdose risk [3,42]. Fentanyl increasingly dominates the illegal drug market [43] and remains highly prevalent in drugs tested during the pandemic [9]. National drug positivity rates increased especially for fentanyl and heroin despite a decrease in overall positivity during the study period [8], suggesting a net increase in lethality due to greater exposure of fentanyl in the drugs that were used.

Regarding specific environmental factors, reduced access to treatment and other services for opioid use disorders likely contributed to overdoses [44]. Opioid use disorder treatment and harm reduction services have been substantially impacted by COVID-19 social distancing regulations due to limits on face-to-face contact [45]. Historically, harm reduction services such as syringe exchange programs, drug consumption rooms, naloxone distribution, and fentanyl test strips have been provided in an in-person capacity. In fact, Schlosser and Harris [46] argue that harm reduction services are predicated on the “physical, social, and emotional intimacies” associated with drug use, conditions that were limited after social distancing regulations were introduced. Bartholomew et al [47] found that 15% of needle and syringe programs across nine states closed during COVID-19, 72% were operating at limited capacity, and 25% eventually pivoted to provide virtual harm reduction services. These trends in closures, reduced hours, and service modifications are reflected across the United States [48] and 25 countries in Europe [49].

Our study has several limitations. The use of a convenience sample of EMS records in a single county limits the generalizability of the findings. Although our finding of increased naloxone administrations during COVID-19 replicates a study conducted in Marion County (Indiana) [24], investigations in other geographical locations are needed. By using only EMS data, the use of naloxone by bystanders or other first responders (eg, law enforcement) are not included. Furthermore, part of the increase in opioid-related EMS runs during the pandemic may be driven by temporary redirection of other treatment access points, perhaps due to a disincentive to seek care at hospitals during the pandemic. There is also a potential for misclassification of overdose events, as EMS responders may overseize naloxone in some cases. Because of their anonymized nature, EMS data were not linked to death records; doing so would help verify multiple naloxone administrations as a proxy for severity. It also remains unclear the extent that the increases in naloxone administrations and multiple naloxone administrations reported here are attributable to the COVID-19 pandemic independent of fentanyl’s effect; research on this is needed.

To our knowledge, this study is the first to report an increase in both occurrence and severity of opioid overdoses during the COVID-19 pandemic. Our study also encourages additional research on the use of EMS data on naloxone administrations and multiple naloxone administrations to monitor opioid overdoses. The timeliness, ubiquity, and specificity to the opioid crisis make EMS data on naloxone administrations especially viable proxy measures of the evolving opioid epidemic, even during public health disasters such as the COVID-19 pandemic. More broadly, our study reiterates the value of data sharing
among public health and safety, research, community, and academic organizations for tracking the opioid crisis [5,7,50,51]. The global sharing of COVID-19 data clearly shows that this is possible.
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Abstract

Background: The COVID-19 global pandemic has disrupted structures and communities across the globe. Numerous regions of the world have had varying responses in their attempts to contain the spread of the virus. Factors such as public health policies, governance, and sociopolitical climate have led to differential levels of success at controlling the spread of SARS-CoV-2. Ultimately, a more advanced surveillance metric for COVID-19 transmission is necessary to help government systems and national leaders understand which responses have been effective and gauge where outbreaks occur.

Objective: The goal of this study is to provide advanced COVID-19 surveillance metrics for Canada at the country, province, and territory level that account for shifts in the pandemic including speed, acceleration, jerk, and persistence. Enhanced surveillance identifies risks for explosive growth and regions that have controlled outbreaks successfully.

Methods: Using a longitudinal trend analysis study design, we extracted 62 days of COVID-19 data from Canadian public health registries for 13 provinces and territories. We used an empirical difference equation to measure the daily number of cases in Canada as a function of the prior number of cases, the level of testing, and weekly shift variables based on a dynamic panel model that was estimated using the generalized method of moments approach by implementing the Arellano-Bond estimator in R.

Results: We compare the week of February 7-13, 2021, with the week of February 14-20, 2021. Canada, as a whole, had a decrease in speed from 8.4 daily new cases per 100,000 population to 7.5 daily new cases per 100,000 population. The persistence of new cases during the week of February 14-20 reported 7.5 cases that are a result of COVID-19 transmissions 7 days earlier. The two most populous provinces of Ontario and Quebec both experienced decreases in speed from 7.9 and 11.5 daily new cases per 100,000 population for the week of February 7-13 to speeds of 6.9 and 9.3 for the week of February 14-20, respectively. Nunavut experienced a significant increase in speed during this time, from 3.3 daily new cases per 100,000 population to 10.9 daily new cases per 100,000 population.

Conclusions: Canada excelled at COVID-19 control early on in the pandemic, especially during the first COVID-19 shutdown. The second wave at the end of 2020 resulted in a resurgence of the outbreak, which has since been controlled. Enhanced surveillance identifies outbreaks and where there is the potential for explosive growth, which informs proactive health policy.
Introduction

Background

On January 30, 2020, the World Health Organization officially declared the outbreak of SARS-CoV-2, the virus that causes COVID-19, a public health emergency of international concern [1]. The virus has disrupted communities across the globe [2]. Numerous factors, including public health policies, climate, population characteristics, governance, and sociopolitical factors, led to varying levels of success at controlling the spread of SARS-CoV-2 [3-7]. Despite sharing many similarities, COVID-19 could not have played out more differently between Canada and the United States [8]. Canada reported a total of 849,517 COVID-19 infections or 2235 cases per 100,000 population and 21,723 COVID-19 deaths or 57 deaths per 100,000 population as of February 22, 2021 [9,10]. In comparison, as of February 22, 2021, the United States had a total of 28,221,129 COVID-19 infections or 8598 per 100,000 population and 501,663 COVID-19 deaths or 153 deaths per 100,000 population [9,10]. The COVID-19 infection and death rates of the United States are 3.8 times and 2.7 times those of Canada’s, respectively. Understanding the context in which the COVID-19 pandemic occurs and the dynamics of the pandemic will inform not only Canada but also those nations struggling to control the multiple outbreaks, such as the United States. Unfortunately, existing surveillance suffers from reporting biases, undercounts, missing data, and data contamination.

How the Pandemic Unfolded in Canada

On January 25, 2020, Canada saw its first case of SARS-CoV-2 after a man returned to Toronto from Wuhan, China [11]. Cases in Ontario rose a month later [12]. Quebec soon became Canada’s first epicenter, likely due to southern travel into the United States during its winter school break, which occurred two weeks prior to lockdown measures implemented in mid-March [5]. Figure 1 shows the timeline of COVID-19 in Canada.

Fast forward one year later, Canada has had a resurgence of COVID-19 infections and has reimplemented public health guidelines to control the COVID-19 epidemic. As of February 22, 2021, Ontario and Quebec account for 68% of confirmed cases and 79% of deaths in Canada [10]. Nunavut, with a population of 38,780, remained the only geographical jurisdiction in North America without a single confirmed case of SARS-CoV-2 until early November 2020, when it began to see cases accelerate quickly [13]. Nunavut has one hospital and struggles with food security [14] and tuberculosis outbreaks [15]. Nunavut faced potentially catastrophic consequences from the introduction of SARS-CoV-2 to its region. Strict prevention measures barred anyone but residents and critical workers from entering—with required self-isolation for 14 days prior to entering [16]. The measures put in place by the Nunavut government were not entirely unique among its neighboring provinces and territories. The Northwest Territories had even stricter isolation measures, barring all travel to the territory except for residents, who were required to quarantine for 14 days in a government-run location [16]. Despite the substantial administrative authority each province possesses, Canadian leaders worked well together, constructing a unified response [17-19]. Across the country, mass gatherings were prohibited, schools and nonessential businesses were required to close, and fines were implemented for failing to follow social distancing policies [18,19]. Furthermore, there has been consistent messaging in regard to public health guidelines such as mask wearing [18]. This is in stark contrast to the United States, which has no national policies and failed to issue clear guidance on mask wearing, quarantines, hand hygiene, and social distancing, as many states have not implemented public health guidelines or supported the benefits of mask wearing [20-23].
Politics

Furthermore, Canada’s response to the COVID-19 pandemic and social unity in public health adherence has likely benefited from the country’s experience with the 2003 severe acute respiratory syndrome (SARS) epidemic that killed 44 Canadians [17]. A number of improvements were made in response to the SARS dress rehearsal in 2003, creating better federal-provincial collaboration and more effective public health communication strategies [17].

Canadian Prime Minister Justin Trudeau did not downplay the SARS-CoV-2 threat [18,24]. Trudeau began wearing a mask in May 2020 and practiced self-isolation for several weeks following his wife's diagnosis with SARS-CoV-2 in March [24,25]. Adherence to evidence-based guidelines that prevent the transmission of SARS-CoV-2 by political leaders is a critical component to promoting safe behavior and cooperation in the general population with public health guidelines [26]. Furthermore, in Canada, provincial leaders on polar ends of the political spectrum shared a cross-partisan consensus on how to manage the COVID-19 pandemic [18,19], whereas in the United States, political leaders of each political party have found little agreement on standard pandemic control measures including stay-at-home orders and mask mandates.

Significance

Ideally, the development of a more advanced methodology for tracking and estimating COVID-19 transmission in regions within Canada will allow for more reliable analysis of which policies are effective and what other factors may be associated with transmission rates. Public health departments, as well as several universities and media outlets, are tracking the novel coronavirus using raw data including the number of new infections, testing, positivity, Rho, and deaths, in addition to other measures such as local hospital capacity [27-36]. To remove temporal effects, many surveillance systems have shifted to 7-day moving averages to counter the dearth of reporting during holidays and weekends. Although moving averages temper volatility of data and testing/reporting affects, surveillance still suffers from missing cases. General public health surveillance is helpful and provides a proxy of the pandemic, but surveillance data still suffer from significant bias due to undercounts, reporting delays, testing errors, dearth of testing, asymptomatic carriers, and other types of data contamination. In fact, surveillance systems are limited by the fact that they tend to include only the more severe cases while missing the mild cases and undiagnosed infections and deaths [37,38].

Objective

To that end, the objective of our research is to provide standard surveillance metrics, which are necessary but not sufficient to detect the dynamics of the pandemic at the province level, even though they are limited to more severe cases and suffer from incomplete case ascertainment and data contamination. To address these data limitations, we validated additional novel surveillance metrics: (1) speed, (2) acceleration, (3) jerk (change in acceleration), (4) 7-day lag, and (5) 7-day persistence effect [39-43]. The basic question we are trying to inform is the following: how are we doing this week relative to previous weeks? From a public health perspective, in the midst of a pandemic, we would like (at least) three affirmative responses: (1) there are fewer new cases per day this week than last week, (2) the number of new cases is declining from day to day, and (3) the day-to-day decline in the number of cases is even bigger this week than last week. Additionally, we would like some indicative information about significant shifts in how the pandemic is progressing—positive shifts could be the first indicators of the emergence of a new or recurrent hotspot, and negative shifts could be the first indicators of successful public health policy.

We use a longitudinal trend analysis study design in concert with dynamic panel modeling and the method of moments to correct for existing surveillance data limitations [39,40]. Specifically, we will measure significant weekly shifts in the transmission of COVID-19 (ie, increase, decrease, or plateau). Our study will measure the underlying causal effect from a given prior week that persists through the following week, with a 7-day persistence rate to explain a clustering/declustering effect. The 7-day persistence represents an underlying disease transmission wave, where a large number of transmissions in a given prior week that results in a large number of infections the following week then “echoes” forward into a large number of new transmissions and hence a large number of new cases 7 days forward.

In summary, we will measure negative and positive shifts in the transmission of SARS-CoV-2 and the dynamics of the pandemic with acceleration/deceleration and jerk. Our novel indicator of persistence does not suffer from sampling bias. Our surveillance system measures the dynamics of the pandemic so that provincial governments can be proactive rather than reactive to outbreaks at the subnational level. This informs decision making regarding disease control, mitigation strategies, and reopening policies as Canada continues to manage this pandemic.

Methods

The Government of Canada compiles data from each of the provinces and territories. Data have been accessed daily through their official government website [44] since January 2020 and static measures are updated. Persistence and shifts in the pandemic are calculated biweekly. The current panel included 13 provinces and territories to include the entire country of Canada, with 62 days in each panel (n=806). An empirical difference equation was specified in which the number of new positive cases in each province each day is a function of the prior number of cases, the level of testing, and weekly shift variables that measure whether the outbreak was growing faster than, slower than, or at the same rate as the previous weeks. This resulted in a dynamic panel model that was estimated using the generalized method of moments (GMM) approach by implementing the Arellano-Bond estimator in R [45]. Dynamic panel models allow us to derive novel metrics of COVID-19 transmissions by using data collected from the government. Hence, we can provide additional useful metrics
that are less labor intensive. Although this is less of a benefit for Canada because of the notable health system and immense resources, dynamic panel models are useful in low-income countries that do not have the resources to have teams of epidemiologists model COVID-19. Dynamic panel data using GMM are the same methods used to measure the expansion and contraction of the economy. These methods lend themselves well to measuring the pandemic. Given the extensive detail necessary to derive novel metrics that are necessary for this study, we refer to original works by Oehmke and colleagues [40], followed by a proof of concept of a surveillance system with enhanced surveillance techniques to measure the dynamics of the pandemic [39].

Existing surveillance metrics are helpful at gauging the spread of COVID-19 and to that end, we provide traditional measures that include the number of new COVID-19 cases, cumulative cases since the outbreak began, a 7-day moving average to control for temporal effects such as dearth of reporting during weekends and holidays, the rate of infection per 100,000 population, new daily number of deaths, cumulative number of deaths, the 7-day moving average of deaths, and the death rate per 100,000 population. We consider these metrics as a proxy for the ongoing epidemic as surveillance systems tend to pick up on the more severe cases.

The dynamic measures include a temporal element to better understand how past cases affect the present and present cases affect the future. Dynamic measures include the following: (1) speed (the number of new observed COVID-19 cases per day per 100,000, averaged over a week), (2) acceleration (the change in speed from the prior week to the current week), (3) jerk (the week-over-week change in acceleration as a function of time over the course of 2 weeks), and (4) 7-day persistence effect on speed (the average of the number of new cases per day in a given week that are statistically attributable to new cases seven days earlier). We compare the week of February 7-13, 2021, with the week of February 14-20, 2021.

### Results

#### Country Regression Results

Regression results for 13 Canadian provinces and territories are presented in Table 1. Weekly surveillance data in Tables 2-6 are based on these regressions. The regression Wald statistic is significant ($\chi^2 = 615.617, P<.001$). The Sargan test is not significant, failing to reject the validity of overidentifying restrictions, which further supports our model ($\chi^2 = 13, P=.99$). The coefficient on the 7-day lag was both positive and statistically significant ($P=.01$), demonstrating that the number of infections one week prior to data collection had a significant effect on number of infections at the point of data collection. The shift parameter coefficient 14 days prior was positive but not significant (.116, $P=.49$), suggesting that exogenous shift events did not have an effect on cases. The cumulative number of tests administered was significant (coefficient .001, $P=.02$).

Table 1. Arellano-Bond dynamic panel data model of COVID-19 dynamics at the province level in Canada.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Chi-square (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>7-day lag</td>
<td>.332</td>
<td>N/A$^a$</td>
<td>.01</td>
</tr>
<tr>
<td>Cumulative tests</td>
<td>.001</td>
<td>N/A</td>
<td>.02</td>
</tr>
<tr>
<td>7-day lag shift</td>
<td>.116</td>
<td>N/A</td>
<td>.49</td>
</tr>
<tr>
<td>Wald statistic for regression</td>
<td>N/A</td>
<td>615.617 (2, 8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sargan statistic for validity</td>
<td>N/A</td>
<td>13 (2, 511)</td>
<td>.99</td>
</tr>
</tbody>
</table>

$^a$N/A: not applicable.

Tables 2-5 show static and novel dynamic surveillance measures for the weeks of February 7-13 and February 14-20, 2021. Additional weeks can be found in Tables S1-S10 in the Multimedia Appendix 1. Canada as a whole had a decrease in 7-day average COVID-19 cases from 2728 per 100,000 during the week of February 7-13 to 2502 per 100,000 during the week of February 14-20 (Tables 2 and 3). As of February 20, 2021, Canada had a relatively low caseload of 843,284 infections and 21,630 deaths. There are 37,742,154 people that reside in Canada and relative to the United States, their rate of infection is much lower.

Between the weeks of February 7-13 and February 14-20, 2021, we found indicators demonstrating an increase from the first to the second week of 19,947 cumulative cases (Tables 2 and 3).
Canada’s speed of infection decreased from 8.38 new cases per 100,000 per week the week of February 7-13, 2021, to 7.5 new cases per 100,000 per week the week of February 14-20. Nunavut’s speed increased dramatically from 3.3 to 10.9 per 100,000; Quebec’s speed decreased from 11.5 to 9.3 per 100,000; Saskatchewan decreased from 14.3 to 12.7 per 100,000 over the two-week period from February 7-20. Saskatchewan’s persistent rate decreased from 8.6 to 6.4 between February 7 and February 20, 2021 (Table 6). Canada had deceleration in new cases and a negative jerk from February 7 to February 20 (Tables 4 and 5). Looking at provinces individually, the overall countrywide pattern holds, as all provinces had acceleration of <1 or deceleration and jerk of <1 or negative jerk from February 7-20.

### Table 2. Static surveillance metrics for the week of February 7-13, 2021.

<table>
<thead>
<tr>
<th>Province</th>
<th>New cases</th>
<th>Cumulative cases</th>
<th>7-day moving average</th>
<th>Infection rate</th>
<th>Deaths</th>
<th>Cumulative deaths</th>
<th>7-day moving average of death</th>
<th>Death rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alberta</td>
<td>305</td>
<td>128,532</td>
<td>303.43</td>
<td>6.90</td>
<td>15</td>
<td>1775</td>
<td>10</td>
<td>0.34</td>
</tr>
<tr>
<td>British Columbia</td>
<td>0</td>
<td>72,750</td>
<td>433.43</td>
<td>0</td>
<td>0</td>
<td>1288</td>
<td>6.00</td>
<td>0</td>
</tr>
<tr>
<td>Manitoba</td>
<td>99</td>
<td>30,687</td>
<td>75.57</td>
<td>7.18</td>
<td>0</td>
<td>866</td>
<td>3.43</td>
<td>0</td>
</tr>
<tr>
<td>New Brunswick</td>
<td>16</td>
<td>1398</td>
<td>8.71</td>
<td>2.05</td>
<td>0</td>
<td>22</td>
<td>0.29</td>
<td>0</td>
</tr>
<tr>
<td>Newfoundland and Labrador</td>
<td>26</td>
<td>686</td>
<td>38.71</td>
<td>4.98</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Northwest Territories</td>
<td>0</td>
<td>43</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Nova Scotia</td>
<td>2</td>
<td>1592</td>
<td>1.14</td>
<td>0.20</td>
<td>0</td>
<td>65</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Nunavut</td>
<td>5</td>
<td>308</td>
<td>1.29</td>
<td>12.71</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Ontario</td>
<td>1300</td>
<td>284,887</td>
<td>1167.00</td>
<td>8.82</td>
<td>19</td>
<td>6651</td>
<td>24</td>
<td>0.13</td>
</tr>
<tr>
<td>Prince Edward Island</td>
<td>0</td>
<td>114</td>
<td>0.29</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Quebec</td>
<td>1049</td>
<td>275,880</td>
<td>986.14</td>
<td>12.23</td>
<td>28</td>
<td>10,201</td>
<td>28.86</td>
<td>0.33</td>
</tr>
<tr>
<td>Saskatchewan</td>
<td>244</td>
<td>26,389</td>
<td>168.57</td>
<td>20.70</td>
<td>4</td>
<td>354</td>
<td>2.57</td>
<td>0.34</td>
</tr>
<tr>
<td>Yukon</td>
<td>0</td>
<td>71</td>
<td>0.14</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Canada</td>
<td>3046</td>
<td>823,337</td>
<td>2727.86</td>
<td>8.01</td>
<td>66</td>
<td>21,228</td>
<td>75.14</td>
<td>0.17</td>
</tr>
</tbody>
</table>

### Table 3. Static surveillance metrics for the week of February 14-20, 2021.

<table>
<thead>
<tr>
<th>Province</th>
<th>New cases</th>
<th>Cumulative cases</th>
<th>7-day moving average</th>
<th>Infection rate</th>
<th>Deaths</th>
<th>Cumulative deaths</th>
<th>7-day moving average of death</th>
<th>Death rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alberta</td>
<td>380</td>
<td>130,727</td>
<td>313.57</td>
<td>8.59</td>
<td>6</td>
<td>1818</td>
<td>6.14</td>
<td>0.14</td>
</tr>
<tr>
<td>British Columbia</td>
<td>0</td>
<td>75,835</td>
<td>440.71</td>
<td>0</td>
<td>0</td>
<td>1327</td>
<td>5.57</td>
<td>0</td>
</tr>
<tr>
<td>Manitoba</td>
<td>94</td>
<td>31,329</td>
<td>91.71</td>
<td>6.82</td>
<td>3</td>
<td>882</td>
<td>2.29</td>
<td>0.22</td>
</tr>
<tr>
<td>New Brunswick</td>
<td>3</td>
<td>1420</td>
<td>3.14</td>
<td>0.38</td>
<td>0</td>
<td>24</td>
<td>0.29</td>
<td>0</td>
</tr>
<tr>
<td>Newfoundland and Labrador</td>
<td>38</td>
<td>901</td>
<td>30.71</td>
<td>7.28</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Northwest Territories</td>
<td>0</td>
<td>47</td>
<td>0.57</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Nova Scotia</td>
<td>4</td>
<td>1608</td>
<td>2.29</td>
<td>0.41</td>
<td>0</td>
<td>65</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Nunavut</td>
<td>6</td>
<td>338</td>
<td>4.29</td>
<td>15.25</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Ontario</td>
<td>1228</td>
<td>291,999</td>
<td>1016</td>
<td>8.33</td>
<td>28</td>
<td>6848</td>
<td>28.14</td>
<td>0.19</td>
</tr>
<tr>
<td>Prince Edward Island</td>
<td>0</td>
<td>114</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Quebec</td>
<td>769</td>
<td>281,456</td>
<td>796.57</td>
<td>8.97</td>
<td>14</td>
<td>10,292</td>
<td>13</td>
<td>0.16</td>
</tr>
<tr>
<td>Saskatchewan</td>
<td>193</td>
<td>27,438</td>
<td>149.86</td>
<td>16.37</td>
<td>3</td>
<td>368</td>
<td>2</td>
<td>0.25</td>
</tr>
<tr>
<td>Yukon</td>
<td>0</td>
<td>72</td>
<td>0.14</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Canada</td>
<td>2715</td>
<td>843,284</td>
<td>2502.14</td>
<td>7.14</td>
<td>54</td>
<td>21,630</td>
<td>57.43</td>
<td>0.14</td>
</tr>
</tbody>
</table>
Table 4. Novel surveillance metrics for the week of February 7-13, 2021.

<table>
<thead>
<tr>
<th>Province</th>
<th>Speed: daily positives per 100,000 (weekly average of new daily cases per 100,000)</th>
<th>Acceleration: day-to-day change in the number of positives per day, weekly average, per 100,000</th>
<th>Jerk: week-over-week change in acceleration, per 100,000</th>
<th>7-day persistence effect on speed (number of new cases per day per 100,000 attributed to new cases 7 days ago)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alberta</td>
<td>6.86</td>
<td>-0.14</td>
<td>0.13</td>
<td>3.86</td>
</tr>
<tr>
<td>British Columbia</td>
<td>8.42</td>
<td>0</td>
<td>0.07</td>
<td>3.65</td>
</tr>
<tr>
<td>Manitoba</td>
<td>5.48</td>
<td>0.20</td>
<td>0.50</td>
<td>3.30</td>
</tr>
<tr>
<td>New Brunswick</td>
<td>1.12</td>
<td>0.07</td>
<td>0.11</td>
<td>0.88</td>
</tr>
<tr>
<td>Newfoundland and Labrador</td>
<td>7.42</td>
<td>0.63</td>
<td>-0.71</td>
<td>0.09</td>
</tr>
<tr>
<td>Northwest Territories</td>
<td>2.21</td>
<td>0</td>
<td>0</td>
<td>0.14</td>
</tr>
<tr>
<td>Nova Scotia</td>
<td>0.12</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>Nunavut</td>
<td>3.27</td>
<td>0.73</td>
<td>0.73</td>
<td>2.44</td>
</tr>
<tr>
<td>Ontario</td>
<td>7.92</td>
<td>-0.09</td>
<td>0.49</td>
<td>4.49</td>
</tr>
<tr>
<td>Prince Edward Island</td>
<td>0.18</td>
<td>0</td>
<td>0</td>
<td>0.04</td>
</tr>
<tr>
<td>Quebec</td>
<td>11.50</td>
<td>-0.26</td>
<td>-0.06</td>
<td>5.68</td>
</tr>
<tr>
<td>Saskatchewan</td>
<td>14.30</td>
<td>-0.23</td>
<td>0.72</td>
<td>8.58</td>
</tr>
<tr>
<td>Yukon</td>
<td>0.34</td>
<td>0</td>
<td>-0.34</td>
<td>0</td>
</tr>
<tr>
<td>Canada</td>
<td>8.38</td>
<td>-0.10</td>
<td>0.23</td>
<td>4.37</td>
</tr>
</tbody>
</table>

In general, between February 7, 2021, and February 20, 2021, the speed of the COVID-19 pandemic slowed slightly in Canada as it went from 8.4 to 7.5 cases per day per 100,000 population. The pandemic was decelerating during the week of February 13, 2021, by −0.1 cases per day per 100,000 population and maintained that minor deceleration the following week at −0.1 per day per 100,000 population. Moreover, comparing the acceleration week over week, the rate of acceleration jerked downward by −0.1 per day per 100,000 population.

Table 5. Novel surveillance metrics for the week of February 14-20, 2021.

<table>
<thead>
<tr>
<th>Province</th>
<th>Speed: daily positives per 100,000 (weekly average of new daily cases per 100,000)</th>
<th>Acceleration: day-to-day change in the number of positives per day, weekly average, per 100,000</th>
<th>Jerk: week-over-week change in acceleration, per 100,000</th>
<th>7-day persistence effect on speed (number of new cases per day per 100,000 attributed to new cases 7 days ago)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alberta</td>
<td>7.09</td>
<td>0.24</td>
<td>0.21</td>
<td>3.07</td>
</tr>
<tr>
<td>British Columbia</td>
<td>8.56</td>
<td>0</td>
<td>-0.17</td>
<td>3.77</td>
</tr>
<tr>
<td>Manitoba</td>
<td>6.65</td>
<td>-0.05</td>
<td>-0.15</td>
<td>2.45</td>
</tr>
<tr>
<td>New Brunswick</td>
<td>0.40</td>
<td>-0.24</td>
<td>-0.26</td>
<td>0.50</td>
</tr>
<tr>
<td>Newfoundland and Labrador</td>
<td>5.88</td>
<td>0.33</td>
<td>0.05</td>
<td>3.32</td>
</tr>
<tr>
<td>Northwest Territories</td>
<td>1.27</td>
<td>0</td>
<td>0</td>
<td>0.99</td>
</tr>
<tr>
<td>Nova Scotia</td>
<td>0.23</td>
<td>0.03</td>
<td>0</td>
<td>0.05</td>
</tr>
<tr>
<td>Nunavut</td>
<td>10.89</td>
<td>0.36</td>
<td>-0.36</td>
<td>1.46</td>
</tr>
<tr>
<td>Ontario</td>
<td>6.90</td>
<td>-0.07</td>
<td>-0.14</td>
<td>3.54</td>
</tr>
<tr>
<td>Prince Edward Island</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.08</td>
</tr>
<tr>
<td>Quebec</td>
<td>9.29</td>
<td>-0.47</td>
<td>-0.16</td>
<td>5.15</td>
</tr>
<tr>
<td>Saskatchewan</td>
<td>12.71</td>
<td>-0.62</td>
<td>-0.11</td>
<td>6.40</td>
</tr>
<tr>
<td>Yukon</td>
<td>0.34</td>
<td>0</td>
<td>0.34</td>
<td>0.15</td>
</tr>
<tr>
<td>Canada</td>
<td>7.50</td>
<td>-0.12</td>
<td>-0.10</td>
<td>3.75</td>
</tr>
</tbody>
</table>
The persistence rate, which is the number of cases this week that are statistically linked to novel infections a week ago, shows the pandemic shifting downward with the exception of British Columbia, which had a modest increase (Table 6). Less densely populated areas of Newfoundland and Labrador, the Northwest Territories, Nova Scotia, and Prince Edward Island experienced modest increases in the persistence of infections during the week of February 20, 2021.

The most populous provinces and their populations are shown in Table 7. Of the most populous provinces, Ontario and Quebec both had a decrease in speed, deceleration, and negative jerk during February 7-20, 2021. All dynamic indicators of the two largest provinces show that the pandemic is slowing. Of concern are British Columbia, Alberta, and Manitoba because they are headed in the opposite direction. Specifically, the speed of the pandemic is increasing in these three provinces. Acceleration of the daily speed, which is the week-to-week change in the number of new daily cases per 100,000 population increased slightly for Manitoba the week of February 20, 2021. Although the speed is increasing, the day-to-day increase in COVID-19 transmissions jerked downward for British Columbia and Manitoba, with Alberta’s jerk slightly increasing (Tables 4 and 5). Jerk can be interpreted as a given week’s acceleration minus the prior week’s acceleration. Jerk helps us to understand how the pandemic is increasing or decreasing relative to last week. Nunavut’s rates indicated an outbreak between the weeks of February 7-13 and February 14-20, 2021, when the rate of speed increased from 3.3 to 10.9 new infections per day per 100,000 population. Fortunately, there is evidence that this outbreak is slowing. The acceleration of speed slowed during this time, down from 0.7 per 100,000 per day during the week of February 7-13 to 0.4 per 100,000 per day during the week of February 14-20. The persistence rate also decreased from 2.4 to 1.5 cases that are directly attributable to the number of new infections 7 days earlier. Although Nunavut experienced an outbreak, we also see the pandemic slowing, indicating a favorable response to mitigation efforts.

### Table 6. Provinces with the highest 7-day persistence.

<table>
<thead>
<tr>
<th>Date and provinces</th>
<th>7-day persistence values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>February 13, 2021</strong></td>
<td></td>
</tr>
<tr>
<td>Saskatchewan</td>
<td>8.58</td>
</tr>
<tr>
<td>Quebec</td>
<td>5.68</td>
</tr>
<tr>
<td>Ontario</td>
<td>4.49</td>
</tr>
<tr>
<td>Alberta</td>
<td>3.86</td>
</tr>
<tr>
<td>British Columbia</td>
<td>3.65</td>
</tr>
<tr>
<td><strong>February 20, 2021</strong></td>
<td></td>
</tr>
<tr>
<td>Saskatchewan</td>
<td>6.40</td>
</tr>
<tr>
<td>Quebec</td>
<td>5.15</td>
</tr>
<tr>
<td>British Columbia</td>
<td>3.77</td>
</tr>
<tr>
<td>Ontario</td>
<td>3.54</td>
</tr>
<tr>
<td>Newfoundland and Labrador</td>
<td>3.32</td>
</tr>
</tbody>
</table>

### Table 7. Most populous Canadian provinces.

<table>
<thead>
<tr>
<th>Province</th>
<th>Population as of 2020</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ontario</td>
<td>14,734,014</td>
</tr>
<tr>
<td>Quebec</td>
<td>8,574,571</td>
</tr>
<tr>
<td>British Columbia</td>
<td>5,147,712</td>
</tr>
<tr>
<td>Alberta</td>
<td>4,421,876</td>
</tr>
<tr>
<td>Manitoba</td>
<td>1,379,263</td>
</tr>
</tbody>
</table>

### Province Regression Results

Due to the nature of publications, the moment we publish our research findings, the data become outdated. To that end, the active surveillance system that informed this study, which contains more recent data, can be accessed online [46]. Figure 2 provides a visualization of our novel metrics over a 3-week period.
Discussion

Principal Findings
The novel metrics applied in this paper advance Canada’s surveillance capacity for monitoring the COVID-19 pandemic. In particular, acceleration and jerk provide a more complete picture of day-to-day and week-to-week changes in the pandemic than do traditional surveillance measures. The 7-day persistence rate helps identify areas where a high incidence of cases one week is passed forward to create a high incidence of cases the next week, and high persistence rates indicate an underlying problem with pandemic control. These measures, available through an online data dashboard, provide valuable information to Canada (as well as other countries) to monitor the pandemic.

Canada initially had an outbreak of COVID-19 around the same time as the initial outbreak in the United States. At many levels, the Unites States and Canada are similar in that they are both located in North America and both are developed, high-income countries, with vast geographical areas and heterogeneous populations. Beyond this, the similarities end between the Unites States and Canada as it relates to COVID-19 transmissions. Canada developed a coordinated national plan between political parties and among its provinces and territories. First and foremost, Canada successfully implemented a widespread shutdown, which led to the initial reduction in COVID-19 transmissions. In addition, social isolation, distancing, masking, testing, and contact tracing have resulted in a coordinated effort that has mitigated the pandemic. Fortunately, this has worked well for a number of provinces and territories. Though Canada overall still has new daily cases, the pandemic is slowing based on measures of acceleration, jerk, and 7-day persistence rate, meaning cases and transmission were trending downward during the week of February 14-20. These rates were trending upward the week before. The most alarming metric is that speed in Nunavut increased from 3.3 new cases per day per 100,000 population to 10.9 cases per day per 100,000 population, which...
is a three-fold increase. This is indicative of an outbreak; however, the Canadian response to novel infections in Nunavut resulted in the speed decelerating, which is evident in the decrease in the acceleration rate as well as a negative jerk during the week of February 14-20, 2021.

Canada is successfully tamping down the pandemic, evident by the decrease in daily cases of daily transmissions from 3046 to 2715, concurrent with a decrease in the 7-day moving average, decrease in deaths, and decrease in death rates. Regardless, the weekly number of new cases remains at 2715 for the week of February 20, 2021. Such a large caseload could quickly escalate to a large outbreak if prevention efforts wane.

Conclusion
Canada has maintained good COVID-19 control policies that resulted in fewer transmissions for the week of February 14-20, 2021, compared to the previous week; however, it is not time for Canada to declare victory over COVID-19 transmissions or to be complacent. The opposite is necessary. Canada must remain vigilant and continue implementing those policies that caused the Canadian outbreak to reverse course and decrease.

In summary, we understand what causes COVID-19 and how it is transmitted. Enhanced surveillance is the first indicator that an outbreak is occurring and that immediate action is needed. Conversely, enhanced surveillance also informs policy makers when policies put into place to control the COVID-19 pandemic are successfully decreasing the spread of disease.

Acknowledgments
This study and the resulting surveillance system were funded in part by the Davee Innovations Research Endowment for North America. Any opinions, findings, conclusions, or recommendations expressed here are those of the authors alone and do not necessarily reflect the opinions of funders or authors’ employers. The opinions expressed in this paper are those of the authors and do not necessarily represent the opinions of the US Agency for International Development.

Conflicts of Interest
None declared.

Multimedia Appendix 1

References


19. Turnbull S. COVID-19 in Canada: This is how each province is handling the pandemic. CTV News. URL: https://www.ctvnews.ca/politics/covid-19-in-canada-this-is-how-each-province-is-handling-the-pandemic-1.4867626 [accessed 2021-05-05]


46. The Global SARS-CoV-2 Surveillance Project. Northwestern University. URL: https://sites.northwestern.edu/covidglobalsurveillance/ [accessed 2021-05-06]

Abbreviations

GMM: generalized method of moments
SARS: severe acute respiratory syndrome
Protective Behaviors and Secondary Harms Resulting From Nonpharmaceutical Interventions During the COVID-19 Epidemic in South Africa: Multisite, Prospective Longitudinal Study

Guy Harling1,2,3,4,5,6, ScD; Francesc Xavier Gómez-Olivé3,7, MBMCh, PhD; Joseph Tlouyamma8,9, MSc; Tinofa Mutevedzi10, MSc; Chodziwadziwa Whiteson Kabudula3, PhD; Ruth Mahlako8, BSc (Hons); Urisha Singh1, PhD; Daniel Ohene-Kwofie3, MSc; Rose Buckland2, MSc; Pedzisai Ndagurwa3, PhD; Dickman Gareta1, MSc; Resign Gunda1,6, PhD; Thobeka Mngomezulu1, DipM; Siyabonga Nxumalo1, BSc; Emily B Wong1,11, MD; Kathleen Kahn3,7, MBBC, PhD; Mark J Siedner1,12, MD; Eric Maimela8,13, PhD; Stephen Tollman3,7, MBBC, PhD; Mark Collinson3,10, PhD; Kobus Herbst1,10, MBBC, MSc

1Africa Health Research Institute, KwaZulu-Natal, South Africa
2Institute for Global Health, University College London, London, United Kingdom
3Medical Research Council/Wits Rural Public Health and Health Transitions Research Unit (Agincourt), School of Public Health, Faculty of Health Sciences, University of the Witwatersrand, Johannesburg, South Africa
4Department of Epidemiology, Harvard T.H. Chan School of Public Health, Harvard University, Boston, MA, United States
5Center for Population and Development Studies, Harvard T.H. Chan School of Public Health, Harvard University, Boston, MA, United States
6School of Nursing and Public Health, University of KwaZulu-Natal, Durban, South Africa
7International Network for the Demographic Evaluation of Populations and Their Health Network, Accra, Ghana
8Dikgale-Mamabolo-Mothiba Population Health Research Centre, School of Health Care Sciences, Faculty of Health Sciences, University of Limpopo, Mankweng, South Africa
9Department of Computer Science, School of Mathematical and Computer Sciences, Faculty of Science and Agriculture, University of Limpopo, Mankweng, South Africa
10Department of Science and Innovation-Medical Research Council South African Population Research Infrastructure Network, Johannesburg, South Africa
11Division of Infectious Diseases, University of Alabama, Birmingham, Birmingham, AL, United States
12Harvard Medical School and the Medical Practice Evaluation Center, Massachusetts General Hospital, Boston, MA, United States
13Department of Public Health, School of Health Care Sciences, Faculty of Health Sciences, University of Limpopo, Mankweng, South Africa

Corresponding Author:
Guy Harling, ScD
Africa Health Research Institute
P.O. Box 198, Mtabutuba 3935
KwaZulu-Natal
South Africa
Phone: 27 0355507500
Email: guy.harling@ahri.org

Abstract

Background: In March 2020, South Africa implemented strict nonpharmaceutical interventions (NPIs) to contain the spread of COVID-19. Over the subsequent 5 months, NPI policies were eased in stages according to a national strategy. COVID-19 spread throughout the country heterogeneously; the disease reached rural areas by July and case numbers peaked from July to August. A second COVID-19 wave began in late 2020. Data on the impact of NPI policies on social and economic well-being and access to health care are limited.

Objective: We aimed to determine how rural residents in three South African provinces changed their behaviors during the first COVID-19 epidemic wave.

Methods: The South African Population Research Infrastructure Network nodes in the Mpumalanga (Agincourt), KwaZulu-Natal, (Africa Health Research Institute) and Limpopo (Dikgale-Mamabolo-Mothiba) provinces conducted up to 14 rounds of longitudinal telephone surveys among randomly sampled households from rural and periurban surveillance populations every 2-3 weeks.
Interviews included questions on the following topics: COVID-19–related knowledge and behaviors, the health and economic impacts of NPIs, and mental health. We analyzed how responses varied based on NPI stringency and household sociodemographics.

**Results:** In total, 5120 households completed 23,095 interviews between April and December 2020. Respondents’ self-reported satisfaction with their COVID-19–related knowledge and face mask use rapidly rose to 85% and 95%, respectively, by August. As selected NPIs were eased, the amount of travel increased, economic losses were reduced, and the prevalence of anxiety and depression symptoms fell. When the number of COVID-19 cases spiked at one node in July, the amount of travel dropped rapidly and the rate of missed daily medications doubled. Households where more adults received government-funded old-age pensions reported concerns about economic matters and medication access less often.

**Conclusions:** South Africans complied with stringent, COVID-19–related NPIs despite the threat of substantial social, economic, and health repercussions. Government-supported social welfare programs appeared to buffer interruptions in income and health care access during local outbreaks. Epidemic control policies must be balanced against the broader well-being of people in resource-limited settings and designed with parallel support systems when such policies threaten people’s income and access to basic services.

(JMIR Public Health Surveill 2021;7(5):e26073) doi:10.2196/26073
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**Introduction**

Since the emergence of COVID-19 in humans in late 2019, the epidemic has spread to every country in the world, resulting in direct mortality and morbidity [1] and indirect impacts on physical and mental health and economic well-being [2-4]. Shortly after COVID-19 was declared a Public Health Emergency of International Concern on January 30, 2020, South Africa was identified as a highly vulnerable country due to (1) its extensive internal and international transportation links [5]; (2) its burden of infectious and noncommunicable health conditions [6,7]; and (3) its large, socioeconomically vulnerable population [8]. The national government rapidly announced strict, nationwide nonpharmaceutical interventions (NPIs; Level 5 lockdown) on March 26, 2020. Under these NPIs, leaving home was only allowed for grocery shopping, obtaining medicine and medical care, or conducting permitted essential work. Furthermore, tobacco and alcohol sales were banned, and from May 1 onward, face mask use was mandatory in public spaces. These regulations were accompanied with guidance on enhanced handwashing, sanitizer use, and surface cleaning.

The lockdown was intended to (1) reduce COVID-19 transmission through strictly restricting physical interactions; (2) prevent rapid epidemic growth and allow health care providers to prepare for a subsequent rise in the demand for care; (3) promote widespread educational campaigns to reduce COVID-19 transmission; and (4) initiate an ambitious, country-wide, community-based COVID-19 screening and testing program [9]. Between May and September 2020, the lockdown was gradually eased, allowing people to return work and school and engage in limited public gatherings. For example, under Level 4 lockdown, restrictions were eased to allow the restarting of work in high-value sectors, meal deliveries, and nongroup daytime exercise. Under Level 3 lockdown, limited religious gatherings, professional noncontact sports, and sit-down meals were allowed.

Although the cumulative number of COVID-19 cases slowly grew during April 2020, the disease incidence curve rapidly rose from May onward, peaking between June and August. By September 1, 2020, South Africa had reported over 625,000 confirmed COVID-19 cases and over 14,000 deaths [10]; the COVID-19 epidemic in South Africa was among the 10 largest epidemics reported worldwide by that date [11]. The true impact of the epidemic appears to be even greater, with an excess of 42,396 deaths reported in South Africa between January and August 2020 compared to those reported in the same period in 2018 and 2019 [12].

The relaxation of lockdown regulations, which occurred even as the epidemic grew, reflected competing health and economic vulnerabilities and priorities as well as sustained popular pressures [13-15]. There was widespread concern that the lockdown was substantially affecting the national economy; individual household livelihoods; and access to education, health care, and medication [8,16]. Additionally, some expected the lockdown to be futile, since much of the population could neither maintain physical distancing nor implement NPIs due to household and community overcrowding and limited access to running water and sanitation [17].

Robust data are essential for evaluating the hypotheses that lockdowns cause substantial harm or are futile and for targeting locations that are the most in need of resources. The impact of NPIs has been evaluated in various low- and middle-income countries, generating evidence of early reductions in income and food security and the rapid, substantial uptake of protective behaviors [18-22].

Although South Africa has effective national health care surveillance systems, there is limited capacity for monitoring the social and behavioral effects of NPIs on the COVID-19 epidemic at a local level. NPIs, such as those implemented in South Africa, might be expected to generate differing risks and benefits across socioeconomic settings. For example, there was unease in rural areas regarding water access for hand hygiene and imilindo (funeral night vigils held in crowded rooms) [23].
while people from urban areas worried about dwelling proximity and shared ablutions [24]. The number of robust comparisons between urban and rural settings has been limited, but such comparisons are vital if public sector responses are to be effectively aligned with prevailing conditions.

To date, most evaluations of the impact of COVID-19 in South Africa have been limited to web-based or urban settings [25-27]. Studies on the initial weeks of lockdown reported that although people had substantial concerns about the disease and its economic impact, they also had a strong willingness to abide by travel restrictions and other measures [26,27]. To date, the most comprehensive longitudinal study of the impact of the COVID-19 epidemic in South Africa on behavior is the National Income Dynamics Study (NIDS)-Coronavirus Rapid Mobile Survey (CRAM). The NIDS is an ongoing panel survey that began in 2008 and follows a nationally representative sample of households and their members [28]. The NIDS-CRAM recontacted NIDS respondents from the most recent interview wave in 2017 [29]. In 2020, 3 rounds of telephonic data collection were completed (first round: May and June; second round: July and August; third round: November and December), and data on a wide range of social and economic impacts of the epidemic were captured [25,30,31]. Employment dropped sharply after lockdown was imposed, but by October 2020 the overall employment rate appeared to have recovered, although not for women or respondents with low levels of education. The provision of increased government support, including top-ups for existing unconditional grants (which ended after October) and the new, temporary Social Relief of Distress grant for working-aged adults with no other sources of support appeared to aid households, particularly those in rural areas [32]. However, the withdrawal of these grants has caused concern. Mental health concerns remained substantial throughout the year and were positively associated with household child hunger [33].

The NIDS-CRAM has substantial strengths in terms of its national reach and wide-ranging topic coverage. However, it only provides sporadic snapshots of the epidemic. We therefore used an existing research infrastructure in three South African provinces to evaluate how health, social, and economic behaviors continuously changed between April and December 2020. We used a high-frequency survey of a panel of households for which substantial, pre-epidemic data were already available. Our first hypothesis was that behaviors would change as regulations and the national epidemic changed. Our second hypothesis was that these changes would vary based on socioeconomic characteristics (those that reflected households’ ability to maintain their compliance with NPI and social distancing policies) and households’ needs and resources.

Methods

Study Site

The South African Population Research Infrastructure Network (SAPRIN)—an initiative that is hosted by the South African Medical Research Council and receives long-term from the National Department of Science and Innovation—integrates three Health and Demographic Surveillance System (HDSS) nodes for population and health surveillance: (1) the Medical Research Council (MRC)/Wits Rural Public Health and Health Transitions Research Unit (Agincourt) in Ehlanzeni district, Mpumalanga [34]; (2) the Dikgale-Mamabolo-Mothiba (DIMAMO) Population Health Research Centre in Capricorn district, Limpopo [35]; and (3) the Africa Health Research Institute (AHRI) in uMkhanyakude district, KwaZulu-Natal [36]. Other urban nodes are under development. The nodes, which each contain over 100,000 individuals residing in approximately 20,000 households, vary in settlement structure and density. The three districts are rural or periurban areas that are located on the east side of South Africa (Figure S1 in Multimedia Appendix 1) and have low average income levels relative to the rest of the country. Nodes conduct multiple in-person and telephonic surveys per year to update health and sociodemographic data. However, DIMAMO had only partially captured socioeconomic data for the first time before the COVID-19 epidemic began in South Africa.

Study Design and Implementation

In March 2020, SAPRIN initiated plans for each HDSS node to implement a high-intensity, longitudinal telephonic survey that covered at least 750 randomly selected households in each province, by using telephone numbers extracted from each node’s most recent census. This sample was selected to obtain estimates of survey- and wave-specific proportions with a precision of no less than 4 percentage points, under the assumption of an 80% response rate based on past SAPRIN surveys. Every 2-3 weeks, a central call center at each node contacted households and asked a primary respondent to answer questions on behalf of the household. Primary respondents had to be resident adult members of the household (aged ≥18 years). To combat survey fatigue, from mid-September onward or after the seventh survey wave (whichever was earlier), one-third of the cohort was rotated out at each subsequent wave, and a new random sample that included the same number of households was rotated in for 4-6 survey waves. Details for each node are shown in Figure S2 in Multimedia Appendix 1.

The questionnaire included both household-level and individual-specific questions; the latter could be directly answered by other household members if they were present. Otherwise, the primary respondent served as a proxy. The questionnaire included COVID-19 symptom screening; individuals who met the Department of Health’s COVID-19 symptom criteria were referred for further investigation, possible testing, and care. Data were captured on laptop computers by call center interviewers who used electronic data capture software, including automated skip patterns and validation checks. Telephone calls continued from April to December 2020 with continuous quality monitoring. The survey implementation process at one node (AHRI) is described in detail elsewhere [37]. The study questionnaire is provided in Multimedia Appendix 1.

Outcomes

Our outcomes for this study were based on answers to questions related to COVID-19 and NPIs in three key domains: (1) COVID-19–related knowledge and behavior; (2) the health and economic impacts of NPIs; and (3) mental health. For behavior,
the primary respondent was asked to rate their perceived knowledge about COVID-19 on a 5-point scale; we classified respondents as (1) those who self-reported that they did not have enough knowledge or (2) those who reported that they had enough or more than enough knowledge. Respondents were then asked about household behavior changes that they made in response to the COVID-19 epidemic. They were asked whether any resident household member had left the house in the past 7 days and whether any nonhousehold members had visited the house during the preceding day; we classified respondents as either (1) those who reported any number of household or nonhousehold members or (2) those who reported “none” for each question. Respondents were also asked if household members had, over the past 7 days, avoided crowded areas or social events, travelled (using local minibus taxis or long-distance travel methods), or used face masks when going out.

For health and economic impacts, primary respondents were asked about household members’ ability to (1) access all needed daily medications, (2) access needed health care, and (3) earn money. Finally, for mental health, we asked primary respondents to answer the Generalized Anxiety Disorder 2-item (GAD-2) and Patient Health Questionnaire 2-item (PHQ-2) scales. GAD-2 and PHQ-2 scores of ≥3 were considered positive, as per the standard, South African–validated cutoffs [38]. The Cronbach α values in this study were .85 for the PHQ-2 and .91 for the GAD-2.

Statistical Analysis
We linked data from the high-intensity SAPRIN survey to the following routine individual and household sociodemographic data, which were collected from households in 2019: the number of children, working-aged adults, and pension-aged adults; the maximum education level attained; node-specific asset index quintiles; levels of employment; and the receipt of unconditional social grants. South African noncontributory pensions are available to all citizens, permanent residents, or documented refugees aged >60 years, although pension applications require proof of status.

In this study, we included anyone who was interviewed in 2020. First, we described survey response rates at each node and time period as well as key, pre–COVID-19 epidemic household characteristics. Second, we described changes in each of the 11 measures across the three domains (behavior, health and economic impact, and mental health) based on node and month of data collection. Third, we used multivariable regression models to assess independent predictors of our outcomes of interest via complete case analysis. For each outcome, we fitted a Poisson model with household-level random effects and robust SEs to calculate prevalence ratios. All models included variables for node, interview round number, month of the interview, and household characteristics. Data analysis was conducted with Stata version 15.1 (StataCorp LLC) and R version 4.0.2 (The R Foundation) [39]. Results were considered statistically significant at the .05 level.

Ethical Considerations
All households previously provided consent to be contacted by phone and each primary respondent provided recorded, verbal consent. Households were not directly compensated for study participation; however, one node annually provided a shopping voucher (value of around US $3) to each participating household to thank them for their participation in all SAPRIN-related activities. Responses to questions were electronically captured in secure, on-premise databases with role-based security. Personally identifiable data were sequestered in separate database tables with restricted access, and all analytic data sets were pseudonymized prior to analysis. All study procedures were approved by Limpopo, Mpumalanga, and KwaZulu-Natal’s provincial Department of Health Research Ethics Committees (RECs), the University of KwaZulu-Natal’s Biomedical REC, the University of the Witwatersrand’s Human REC (Medical), and the University of Limpopo’s Turfloop REC.

Patient and Public Involvement
The adaptation of the existing SAPRIN surveillance program was discussed with and approved by each nodes’ existing community advisory groups prior to the finalization of the study protocol. The results of the studies were routinely shared with the community through a range of engagement activities that were conducted by the teams at each node.

Data Availability
The data collected in the SAPRIN COVID-19 surveillance survey, including those reported in this paper, will be made available in pseudonymized form through the SAPRIN data repository [40].

Results

Study Implementation
Between April 15 and December 24, 2020, AHRI (in KwaZulu-Natal) completed 14 waves of data collection, Agincourt (in Mpumalanga) completed 12 waves of data collection, and DIMAMO (in Limpopo) completed 11 waves of data collection (Figure 1). These waves covered the entire period of the first COVID-19 epidemic wave in South Africa, including outbreaks of varying sizes that occurred in the three provinces under observation, and part of the early phase of the second national wave. The average response rate was 71% (23,095/31,643), and response rates varied from 56.9% (427/750) to 90.3% (1013/1122) depending on wave and node. Direct refusal was rare (1242/31,643, 3.8%), while unanswered calls were more common (4304/31,643, 13.2%). Phone numbers were quite often out of service or claimed to be wrong numbers (3002/31,643, 9.2%; Table S1 in Multimedia Appendix 1). Nonresponding households had lower levels of maximum education and fewer employed members, but responding and nonresponding households did not differ greatly based on household wealth or grant receipt (based on 2019 data; Table S2 in Multimedia Appendix 1). In total, 23,095 household interviews were completed with 5120 unique households in 2020.
Descriptive Results

Descriptive statistics for all respondent households with valid telephone numbers and members who consented to and completed an interview are shown in Table 1. In one-sixth (894/3932, 21.7%) of the households, no one had completed secondary education, while 19.3% (797/3932) included a household member who had completed a postsecondary qualification. Wealthier households were more likely to have a valid telephone number; at the AHRI and Agincourt nodes they were also more likely to participate in study surveys. Households were large (median of 5 resident and nonresident members, of whom 2 were aged <18 years). Households had a mean of 1.2 employed members. In total, 38.9% (1979/5083) of all households received 1 or more old-age pensions and 66.2% (3364/5083) received other government grants.
Table 1. Descriptive statistics for participating households at South African Population Research Infrastructure Network nodes from April to December 2020.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Totala</th>
<th>Nodeb</th>
<th>Agincourt</th>
<th>DIMAMOd</th>
<th>P valuee</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of households</td>
<td>5120</td>
<td>1608</td>
<td>1797</td>
<td>1715</td>
<td>N/A f</td>
</tr>
<tr>
<td>Highest education attained, %g</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Less than complete secondary education</td>
<td>21.7</td>
<td>23.4</td>
<td>22.5</td>
<td>16.3</td>
<td></td>
</tr>
<tr>
<td>Complete secondary education</td>
<td>59</td>
<td>59.7</td>
<td>77.3</td>
<td>17.3</td>
<td></td>
</tr>
<tr>
<td>Diploma/certificate/degree</td>
<td>19.3</td>
<td>16.9</td>
<td>0.2</td>
<td>66.4</td>
<td></td>
</tr>
<tr>
<td>Node-specific household wealth quintile, %h</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Lowest</td>
<td>14</td>
<td>16.3</td>
<td>9.6</td>
<td>18.1</td>
<td></td>
</tr>
<tr>
<td>Second lowest</td>
<td>18.2</td>
<td>19.8</td>
<td>16.5</td>
<td>18.4</td>
<td></td>
</tr>
<tr>
<td>Middle</td>
<td>20.9</td>
<td>20.1</td>
<td>20.8</td>
<td>22.6</td>
<td></td>
</tr>
<tr>
<td>Second highest</td>
<td>22.8</td>
<td>20.4</td>
<td>25.4</td>
<td>22.2</td>
<td></td>
</tr>
<tr>
<td>Highest</td>
<td>24.1</td>
<td>23.5</td>
<td>27.7</td>
<td>18.6</td>
<td></td>
</tr>
<tr>
<td>Household size in 2020, median (IQR)i</td>
<td>5 (3-8)</td>
<td>5 (3-8)</td>
<td>6 (4-8)</td>
<td>5 (3-7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Number of children</td>
<td>2 (1-3)</td>
<td>2 (1-4)</td>
<td>2 (1-3)</td>
<td>1 (0-3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Number of working age adults</td>
<td>3 (2-4)</td>
<td>2 (1-4)</td>
<td>3 (2-5)</td>
<td>3 (2-4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Number of people aged over 60</td>
<td>0 (0-1)</td>
<td>0 (0-1)</td>
<td>0 (0-1)</td>
<td>0 (0-1)</td>
<td>.79</td>
</tr>
<tr>
<td>Number of full-time or part-time employed people, median (IQR)j</td>
<td>1 (0-2)</td>
<td>1 (0-2)</td>
<td>1 (0-2)</td>
<td>0 (0-1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Number of pension grant receivers, median (IQR)k</td>
<td>0 (0-1)</td>
<td>0 (0-1)</td>
<td>0 (0-1)</td>
<td>0 (0-1)</td>
<td>.06</td>
</tr>
<tr>
<td>Number of nonpension grant receivers, median (IQR)k</td>
<td>1 (0-3)</td>
<td>1 (0-3)</td>
<td>2 (0-3)</td>
<td>1 (0-2)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aPercentages refer to all participating households.
bPercentages refer to all households with nonmissing values.
cAHRI: Africa Health Research Institute.
dDIMAMO: Dikgale-Mamabolo-Mothiba
eP values were based on the differences in characteristics between groups and were calculated from Chi-square tests for categorical variables and Wilcoxon rank-sum tests (participation comparison) or Kruskal-Wallis tests (node comparisons) for continuous variables.
fN/A: not applicable.
gData are missing from 1.4% (22/1608) of households surveyed by AHRI, 4.8% (86/1797) of households surveyed by Agincourt, and 48.3% (828/1715) of households surveyed by DIMAMO.
hData are missing from 0.5% (8/1608) of households surveyed by AHRI, 6.6% (118/1797) households surveyed by Agincourt, and 47.7% (818/1715) of households surveyed by DIMAMO.
iHousehold sizes in 2020 were only determined for participating households.
jData are missing from 23 households surveyed by AHRI, 10 households surveyed by Agincourt, and 4 households surveyed by DIMAMO.

Figure 2 describes the questionnaire responses across time and location. Respondents’ self-reported satisfaction with their knowledge about COVID-19 rose over time at all three nodes from 53.7% (972/1811) in April and May 2020 to 92.1% (1997/2169) in December 2020. The number of daily visitors to households was consistently low; the proportion of households that had 1 or more visitors on the day before the survey peaked in May (202/1693, 11.9%). The proportion of households with members who left home increased over time, ranging from 28.2% (33/117) in April to a peak of 79.5% (1459/1836) in June. There was however a notable drop in this proportion at AHRI in KwaZulu-Natal (June: 641/842, 76.1%; August: 192/1064, 18%) that occurred concurrently with reports of local COVID-19 transmission. The proportion somewhat increased again by October (400/1133, 35.3%). Face mask use rose rapidly and became almost universal at all three nodes by June.
Figure 2. Knowledge about, behavior relating to, and impact of COVID-19 and related regulations at South African Population Research Infrastructure Network nodes from April to December 2020. Graphs A, D, E, F, J, and K reflect individual-level responses of the primary household respondents. Graphs B, C, G, H, and I reflect household-level responses reported by the primary household respondents. Values are proportions of household primary respondents and 95% CIs. Precise values are provided in Table S3 in Multimedia Appendix 1. AHRI: Africa Health Research Institute; DIMAMO: Dikgale-Mamabolo-Mothiba; GAD-2: Generalized Anxiety Disorder 2-item; PHQ-2: Patient Health Questionnaire 2-item.

Respondents’ reported inability to access health care remained low and relatively stable over time. However, households reported that members missed daily medications in the past week at 52.9% (12,155/22,974) of interviews. Although rates of missed daily medications were stable over time at Agincourt and DIMAMO, they almost doubled at AHRI from 37.4% (315/843) in June to 64.9% (634/979) in July, as the epidemic arrived in the local area. The proportion of households that reported that members lost earnings due to COVID-19 regulations dropped substantially as the lockdown was reduced from Level 5 to Level 4. This proportion dropped again when the lockdown was lowered to Level 3 and remained steadily low thereafter. Finally, the proportion of individuals who screened positive for possible anxiety and depression fell over time at AHRI and DIMAMO and stayed low at Agincourt throughout the period studied.

Multivariable Results

After accounting for study node and month of interview, and despite variation in household composition, no household characteristics were substantively associated with (1) respondents self-reporting satisfaction with their COVID-19–related knowledge; (2) residents leaving their homes in the week before the interview; or (3) residents avoiding travel or face mask use (Tables 2 and 3). Households with individuals who had attained more education were more likely to report that they had had visitors on the day before the interview and less likely to report that they had avoided crowded spaces. These associations may reflect that more educated individuals are likelier to live in more urban locations.
Table 2. COVID-19–related knowledge and home behaviors in South Africa from April to August 2020a.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Individual has enough knowledge (n=17,292), prevalence ratio (95% CI)</th>
<th>Household had any visitors (n=17,282), prevalence ratio (95% CI)</th>
<th>Any member left home (n=17,164), prevalence ratio (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Node</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AHRIb (KwaZulu-Natal)</td>
<td>1.00 (N/A)</td>
<td>1.00 (N/A)</td>
<td>1.00 (N/A)</td>
</tr>
<tr>
<td>Agincourt (Mpumalanga)</td>
<td>1.09 (1.07-1.11)</td>
<td>2.07 (1.76-2.43)</td>
<td>2.26 (2.18-2.35)</td>
</tr>
<tr>
<td>DIMAMOc (Limpopo)</td>
<td>0.91 (0.88-0.95)</td>
<td>1.42 (1.07-1.88)</td>
<td>2.58 (2.46-2.72)</td>
</tr>
<tr>
<td><strong>Month of interview</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>April</td>
<td>0.93 (0.77-1.13)</td>
<td>1.08 (0.57-2.04)</td>
<td>0.76 (0.57-1.02)</td>
</tr>
<tr>
<td>May</td>
<td>1.00 (N/A)</td>
<td>1.00 (N/A)</td>
<td>1.00 (N/A)</td>
</tr>
<tr>
<td>June</td>
<td>1.32 (1.25-1.39)</td>
<td>0.72 (0.59-0.88)</td>
<td>1.29 (1.24-1.35)</td>
</tr>
<tr>
<td>July</td>
<td>1.45 (1.38-1.52)</td>
<td>0.71 (0.60-0.84)</td>
<td>0.98 (0.94-1.03)</td>
</tr>
<tr>
<td>August</td>
<td>1.64 (1.56-1.71)</td>
<td>0.64 (0.53 0.77)</td>
<td>0.91 (0.87-0.96)</td>
</tr>
<tr>
<td>September</td>
<td>1.69 (1.62-1.77)</td>
<td>0.69 (0.57-0.83)</td>
<td>1.00 (0.95-1.04)</td>
</tr>
<tr>
<td>October</td>
<td>1.71 (1.63-1.79)</td>
<td>0.79 (0.65-0.96)</td>
<td>1.05 (1.00-1.10)</td>
</tr>
<tr>
<td>November</td>
<td>1.72 (1.64-1.80)</td>
<td>0.87 (0.72-1.05)</td>
<td>1.03 (0.98-1.08)</td>
</tr>
<tr>
<td>December</td>
<td>1.80 (1.71-1.88)</td>
<td>0.48 (0.37-0.62)</td>
<td>0.98 (0.93-1.03)</td>
</tr>
<tr>
<td><strong>Household members (per person)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Children</td>
<td>1.00 (1.00-1.01)</td>
<td>0.96 (0.91-1.01)</td>
<td>1.02 (1.02-1.03)</td>
</tr>
<tr>
<td>Working-aged adults</td>
<td>1.00 (1.00-1.00)</td>
<td>0.99 (0.96-1.03)</td>
<td>1.02 (1.01-1.02)</td>
</tr>
<tr>
<td>Pension-aged adults</td>
<td>0.98 (0.96-1.00)</td>
<td>1.09 (0.95-1.26)</td>
<td>1.01 (0.98-1.04)</td>
</tr>
<tr>
<td><strong>Maximum education of household members</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than complete secondary education</td>
<td>1.00 (N/A)</td>
<td>1.00 (N/A)</td>
<td>1.00 (N/A)</td>
</tr>
<tr>
<td>Complete secondary education</td>
<td>1.02 (1.00-1.04)</td>
<td>0.92 (0.78-1.08)</td>
<td>1.00 (0.97-1.03)</td>
</tr>
<tr>
<td>Diploma/certificate/degree</td>
<td>1.02 (0.98-1.06)</td>
<td>1.06 (0.80-1.39)</td>
<td>1.01 (0.96-1.07)</td>
</tr>
<tr>
<td><strong>Household income sources in 2019</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time and part-time employees</td>
<td>1.01 (1.00-1.01)</td>
<td>1.06 (1.01-1.11)</td>
<td>1.01 (1.00-1.02)</td>
</tr>
<tr>
<td>Pension grants</td>
<td>0.99 (0.97-1.01)</td>
<td>0.96 (0.83-1.11)</td>
<td>0.97 (0.94-1.00)</td>
</tr>
<tr>
<td>Nonpension grants</td>
<td>1.00 (1.00-1.01)</td>
<td>0.99 (0.94-1.04)</td>
<td>0.99 (0.99-1.00)</td>
</tr>
<tr>
<td>Household asset index quintiles</td>
<td>1.00 (0.99-1.01)</td>
<td>0.99 (0.94-1.03)</td>
<td>1.00 (1.00-1.01)</td>
</tr>
</tbody>
</table>

aEach column (knowledge, the number of visitors, and members leaving home) is a single Poisson regression with household-level random effects and robust SEs for calculating prevalence ratios and 95% CIs. In total, 17,384 observations have complete covariate data and 5704 observations from 1475 households have missing covariate values: 33 households surveyed by AHRI, 103 surveyed by Agincourt, and 1339 surveyed by DIMAMO are missing data. The remaining missing observations reflect missing outcome values.

bAHRI: Africa Health Research Institute.

cN/A: not applicable.

dDIMAMO: Dikgale-Mamabolo-Mothiba

<table>
<thead>
<tr>
<th>Variable</th>
<th>Individual avoided crowds (n=17,043), prevalence ratio (95% CI)</th>
<th>Individual avoided transport (n=17,043), prevalence ratio (95% CI)</th>
<th>Individual used face mask (n=17,043), prevalence ratio (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Node</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AHRIb (KwaZulu-Natal)</td>
<td>1.00 (N/A)</td>
<td>1.00 (N/A)</td>
<td>1.00 (N/A)</td>
</tr>
<tr>
<td>Agincourt (Mpumalanga)</td>
<td>0.77 (0.75-0.79)</td>
<td>1.05 (1.01-1.10)</td>
<td>0.98 (0.97-0.99)</td>
</tr>
<tr>
<td>DIMAMOd (Limpopo)</td>
<td>1.24 (1.19-1.29)</td>
<td>1.87 (1.76-1.98)</td>
<td>1.00 (0.98-1.01)</td>
</tr>
<tr>
<td>Month of interview</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>April</td>
<td>1.51 (1.39-1.63)</td>
<td>1.40 (1.12-1.75)</td>
<td>0.28 (0.20-0.40)</td>
</tr>
<tr>
<td>May</td>
<td>1.00 (N/A)</td>
<td>1.00 (N/A)</td>
<td>1.00 (N/A)</td>
</tr>
<tr>
<td>June</td>
<td>1.36 (1.29-1.43)</td>
<td>1.54 (1.41-1.68)</td>
<td>1.30 (1.26-1.34)</td>
</tr>
<tr>
<td>July</td>
<td>1.15 (1.09-1.22)</td>
<td>1.37 (1.26-1.49)</td>
<td>1.28 (1.24-1.32)</td>
</tr>
<tr>
<td>August</td>
<td>1.30 (1.23-1.38)</td>
<td>1.31 (1.20-1.43)</td>
<td>1.32 (1.28-1.36)</td>
</tr>
<tr>
<td>September</td>
<td>1.35 (1.28-1.42)</td>
<td>1.48 (1.36-1.60)</td>
<td>1.33 (1.30-1.37)</td>
</tr>
<tr>
<td>October</td>
<td>1.18 (1.12-1.25)</td>
<td>1.40 (1.29-1.52)</td>
<td>1.34 (1.31-1.38)</td>
</tr>
<tr>
<td>November</td>
<td>1.13 (1.07-1.19)</td>
<td>1.48 (1.36-1.61)</td>
<td>1.34 (1.30-1.38)</td>
</tr>
<tr>
<td>December</td>
<td>1.08 (1.01-1.15)</td>
<td>1.30 (1.19-1.43)</td>
<td>1.34 (1.30-1.39)</td>
</tr>
<tr>
<td>Household members (per person)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Children</td>
<td>1.00 (1.00-1.01)</td>
<td>1.01 (1.00-1.02)</td>
<td>1.00 (1.00-1.00)</td>
</tr>
<tr>
<td>Working-aged adults</td>
<td>1.02 (1.01-1.02)</td>
<td>1.02 (1.01-1.03)</td>
<td>1.00 (1.00-1.00)</td>
</tr>
<tr>
<td>Pension-aged adults</td>
<td>1.02 (1.00-1.05)</td>
<td>1.00 (0.96-1.04)</td>
<td>1.00 (0.99-1.01)</td>
</tr>
<tr>
<td>Maximum education of household members</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than complete secondary education</td>
<td>1.00 (N/A)</td>
<td>1.00 (N/A)</td>
<td>1.00 (N/A)</td>
</tr>
<tr>
<td>Complete secondary education</td>
<td>1.00 (0.97-1.03)</td>
<td>1.02 (0.98-1.07)</td>
<td>1.00 (0.99-1.01)</td>
</tr>
<tr>
<td>Diploma/certificate/degree</td>
<td>0.96 (0.92-1.00)</td>
<td>1.00 (0.94-1.07)</td>
<td>1.00 (0.98-1.01)</td>
</tr>
<tr>
<td>Household income sources in 2019</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time and part-time employees</td>
<td>0.99 (0.98-1.00)</td>
<td>0.99 (0.98-1.00)</td>
<td>1.00 (1.00-1.00)</td>
</tr>
<tr>
<td>Pension grants</td>
<td>1.00 (0.97-1.02)</td>
<td>1.00 (0.97-1.05)</td>
<td>1.00 (0.99-1.01)</td>
</tr>
<tr>
<td>Nonpension grants</td>
<td>1.00 (0.99-1.00)</td>
<td>0.99 (0.98-1.00)</td>
<td>1.00 (1.00-1.00)</td>
</tr>
<tr>
<td>Household asset index quintiles</td>
<td>1.00 (0.99-1.01)</td>
<td>1.00 (0.99-1.01)</td>
<td>1.00 (1.00-1.00)</td>
</tr>
</tbody>
</table>

*Each column (knowledge, the number of visitors, and members leaving home) is a single Poisson regression with household-level random effects and robust SEs for calculating prevalence ratios and 95% CIs. In total, 17,384 observations have complete covariate data and 5704 observations from 1475 households have missing covariate values: 33 households surveyed by AHRI, 103 surveyed by Agincourt, and 1339 surveyed by DIMAMO are missing data. The remaining missing observations reflect missing outcome values.

bAHRI: Africa Health Research Institute.

cN/A: not applicable.

dDIMAMO: Dikgale-Mamabolo-Mothiba

Households with a higher number of older individuals and pension recipients were more likely to have a recent unmet health need (nonsignificantly for older members; P=.55) but were less likely to have been unable to access medicine (Table 4). These same two factors predicted a lower prevalence of lost earnings, as did having a household member who had completed secondary education; having a household member who had completed postsecondary education was not predictive of lost earnings. Finally, the prevalence of depression and anxiety symptoms was higher in households with a member that had a postsecondary qualification, and the prevalence of depression symptoms was nonsignificantly (P=.18) greater in households that received pension grants compared to those that did not receive pension grants (either due to households having no eligible members or not having applied for such grants; Table 5).
Table 4. Health care and economic behaviors at South African Population Research Infrastructure Network nodes from April to August 2020\(^a\).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Any member missed daily medication (n=17,277), prevalence ratio (95% CI)</th>
<th>Any member unable to access health care (n=17,272), prevalence ratio (95% CI)</th>
<th>Any member lost earnings (n=17,256), prevalence ratio (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Node</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AHRI(^b) (KwaZulu-Natal)</td>
<td>1.00 (N/A(^c))</td>
<td>1.00 (N/A)</td>
<td>1.00 (N/A)</td>
</tr>
<tr>
<td>Agincourt (Mpumalanga)</td>
<td>1.20 (1.14-1.27)</td>
<td>0.34 (0.29-0.40)</td>
<td>0.90 (0.80-1.01)</td>
</tr>
<tr>
<td>DIMAMO(^d) (Limpopo)</td>
<td>1.60 (1.48-1.74)</td>
<td>1.66 (1.31-2.09)</td>
<td>0.27 (0.19-0.38)</td>
</tr>
<tr>
<td>Month of interview</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>April</td>
<td>1.08 (0.88-1.33)</td>
<td>0.64 (0.38-1.09)</td>
<td>1.56 (1.29-1.89)</td>
</tr>
<tr>
<td>May</td>
<td>1.00 (N/A)</td>
<td>1.00 (N/A)</td>
<td>1.00 (N/A)</td>
</tr>
<tr>
<td>June</td>
<td>1.06 (0.99-1.13)</td>
<td>0.51 (0.41-0.64)</td>
<td>0.58 (0.52-0.66)</td>
</tr>
<tr>
<td>July</td>
<td>1.22 (1.15-1.28)</td>
<td>0.52 (0.42-0.64)</td>
<td>0.57 (0.52-0.64)</td>
</tr>
<tr>
<td>August</td>
<td>1.10 (1.04-1.17)</td>
<td>0.35 (0.28-0.44)</td>
<td>0.57 (0.51-0.64)</td>
</tr>
<tr>
<td>September</td>
<td>0.81 (0.76-0.87)</td>
<td>0.33 (0.26-0.42)</td>
<td>0.42 (0.37-0.48)</td>
</tr>
<tr>
<td>October</td>
<td>0.93 (0.87-1.00)</td>
<td>0.17 (0.13-0.23)</td>
<td>0.27 (0.23-0.33)</td>
</tr>
<tr>
<td>November</td>
<td>0.98 (0.92-1.05)</td>
<td>0.48 (0.39-0.59)</td>
<td>0.27 (0.22-0.32)</td>
</tr>
<tr>
<td>December</td>
<td>1.02 (0.94-1.10)</td>
<td>0.48 (0.37-0.63)</td>
<td>0.37 (0.31-0.45)</td>
</tr>
<tr>
<td>Household members (per person)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Children</td>
<td>0.99 (0.98-1.01)</td>
<td>1.00 (0.96-1.04)</td>
<td>1.01 (0.97-1.04)</td>
</tr>
<tr>
<td>Working-aged adults</td>
<td>0.98 (0.96-0.99)</td>
<td>1.03 (0.99-1.07)</td>
<td>1.07 (1.04-1.10)</td>
</tr>
<tr>
<td>Pension-aged adults</td>
<td>0.81 (0.76-0.86)</td>
<td>1.04 (0.91-1.20)</td>
<td>0.82 (0.72-0.92)</td>
</tr>
<tr>
<td>Maximum education of household members</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than complete secondary education</td>
<td>1.00 (N/A)</td>
<td>1.00 (N/A)</td>
<td>1.00 (N/A)</td>
</tr>
<tr>
<td>Complete secondary education</td>
<td>1.07 (1.00-1.14)</td>
<td>0.98 (0.82-1.16)</td>
<td>1.15 (1.00-1.32)</td>
</tr>
<tr>
<td>Diploma/certificate/degree</td>
<td>1.08 (0.99-1.18)</td>
<td>1.02 (0.82-1.28)</td>
<td>1.03 (0.83-1.28)</td>
</tr>
<tr>
<td>Household income sources in 2019</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time and part-time employees</td>
<td>1.02 (1.00-1.04)</td>
<td>1.01 (0.96-1.05)</td>
<td>1.04 (1.00-1.08)</td>
</tr>
<tr>
<td>Pension grants</td>
<td>0.92 (0.86-0.98)</td>
<td>1.21 (1.05-1.40)</td>
<td>0.92 (0.81-1.05)</td>
</tr>
<tr>
<td>Nonpension grants</td>
<td>1.01 (0.99-1.02)</td>
<td>0.98 (0.94-1.02)</td>
<td>1.04 (1.00-1.07)</td>
</tr>
<tr>
<td>Household asset index quintiles</td>
<td>1.01 (0.99-1.03)</td>
<td>1.00 (0.95-1.05)</td>
<td>0.99 (0.95-1.03)</td>
</tr>
</tbody>
</table>

\(^a\)Each column (knowledge, the number of visitors, and members leaving home) is a single Poisson regression with household-level random effects and robust SEs for calculating prevalence ratios and 95% CIs. In total, 17,384 observations have complete covariate data and 5704 observations from 1475 households have missing covariate values: 33 households surveyed by AHRI, 103 surveyed by Agincourt, and 1339 surveyed by DIMAMO are missing data. The remaining missing observations reflect missing outcome values.

\(^b\)AHRI: Africa Health Research Institute.

\(^c\)N/A: not applicable.

\(^d\)DIMAMO: Dikgale-Mamabolo-Mothiba
### Table 5. Mental health impacts of COVID-19 and household characteristics at South African Population Research Infrastructure Network nodes from April to August 2020.\(^a\)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Individual PHQ-2(^b) screened positive (n=17,257), prevalence ratio (95% CI)</th>
<th>Individual GAD-2(^c) screened positive (n=17,256), prevalence ratio (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Node</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AHRI(^d) (KwaZulu-Natal)</td>
<td>1.00 (N/A(^e))</td>
<td>1.00 (N/A)</td>
</tr>
<tr>
<td>Agincourt (Mpumalanga)</td>
<td>0.35 (0.30-0.41)</td>
<td>0.46 (0.39-0.54)</td>
</tr>
<tr>
<td>DIMAMO(^f) (Limpopo)</td>
<td>1.16 (0.93-1.44)</td>
<td>2.83 (2.23-3.60)</td>
</tr>
<tr>
<td><strong>Month of interview</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>April</td>
<td>1.34 (0.87-2.05)</td>
<td>2.15 (1.55-2.99)</td>
</tr>
<tr>
<td>May</td>
<td>1.00 (N/A)</td>
<td>1.00 (N/A)</td>
</tr>
<tr>
<td>June</td>
<td>0.37 (0.27-0.50)</td>
<td>0.72 (0.57-0.91)</td>
</tr>
<tr>
<td>July</td>
<td>0.93 (0.76-1.14)</td>
<td>0.61 (0.50-0.75)</td>
</tr>
<tr>
<td>August</td>
<td>0.59 (0.47-0.74)</td>
<td>0.41 (0.33-0.51)</td>
</tr>
<tr>
<td>September</td>
<td>0.56 (0.44-0.71)</td>
<td>0.25 (0.19-0.33)</td>
</tr>
<tr>
<td>October</td>
<td>0.34 (0.26-0.46)</td>
<td>0.06 (0.04-0.10)</td>
</tr>
<tr>
<td>November</td>
<td>0.60 (0.47-0.77)</td>
<td>0.32 (0.25-0.43)</td>
</tr>
<tr>
<td>December</td>
<td>0.88 (0.67-1.16)</td>
<td>0.63 (0.47-0.84)</td>
</tr>
<tr>
<td><strong>Household members (per person)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Children</td>
<td>1.01 (0.97-1.05)</td>
<td>1.03 (0.98-1.07)</td>
</tr>
<tr>
<td>Working-aged adults</td>
<td>1.03 (0.99-1.07)</td>
<td>1.01 (0.97-1.05)</td>
</tr>
<tr>
<td>Pension-aged adults</td>
<td>0.88 (0.76-1.02)</td>
<td>0.91 (0.78-1.07)</td>
</tr>
<tr>
<td><strong>Maximum education of household members</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than complete secondary</td>
<td>1.00 (N/A)</td>
<td>1.00 (N/A)</td>
</tr>
<tr>
<td>Complete secondary</td>
<td>1.07 (0.91-1.27)</td>
<td>0.89 (0.75-1.07)</td>
</tr>
<tr>
<td>Diploma/certificate/degree</td>
<td>1.33 (1.08-1.65)</td>
<td>1.16 (0.92-1.46)</td>
</tr>
<tr>
<td><strong>Household income sources in 2019</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full/part-time employees</td>
<td>0.97 (0.92-1.02)</td>
<td>0.98 (0.93-1.03)</td>
</tr>
<tr>
<td>Pension grants</td>
<td>1.11 (0.95-1.29)</td>
<td>0.99 (0.84-1.16)</td>
</tr>
<tr>
<td>Non-pension grants</td>
<td>0.98 (0.94-1.02)</td>
<td>0.99 (0.95-1.03)</td>
</tr>
<tr>
<td><strong>Household asset index quintiles</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.01 (0.96-1.06)</td>
<td>1.06 (1.00-1.11)</td>
</tr>
</tbody>
</table>

\(^a\)Each column (knowledge, the number of visitors, and members leaving home) is on a single Poisson regression with household-level random effects and robust SEs for calculating prevalence ratios and 95% CIs. In total, 17,384 observations have complete covariate data and 5704 observations from 1475 households have missing covariate values; 33 households surveyed by AHRI, 103 surveyed by Agincourt, and 1339 households surveyed by DIMAMO are missing data. The remaining missing observations reflect missing outcome values.

\(^b\)PHQ-2: Patient Health Questionnaire 2-item.

\(^c\)GAD-2: Generalized Anxiety Disorder 2-item.

\(^d\)AHRI: Africa Health Research Institute.

\(^e\)N/A: not applicable.

\(^f\)DIMAMO: Dikgale-Mamabolo-Mothiba

### Discussion

**Principal Findings**

By conducting rapid, repeated telephonic interviews at sites in three provinces in South Africa, we observed how households in rural and periurban areas responded to and were affected by national NPIs that were enacted to minimize the epidemic spread of COVID-19. As both NPIs and the epidemic spread across the country, our longitudinal surveillance program captured the impact of both processes.

Our first key finding was that the South African national public health measures and messages implemented were effective in several ways. Respondents across three provinces showed consistent improvements over time in satisfaction with their...
understanding of the epidemic. There was early concern that South Africa’s public health messages were insufficiently contextualized to the country’s varying social and economic conditions. Both politicians and scientists conducted televised national press conferences that were supported by provincial and local follow-up events. Although causality cannot be proven between these events and changes in behavior, in line with other evidence from South Africa and other countries [21,31], our respondents reported that they rapidly and comprehensively complied with public health messages, including those about face mask use, and actively avoided crowds and public transport. Several of these protective behaviors remained prevalent even as formal, lockdown-related NPIs were relaxed and even after the first national epidemic wave had passed. This continued adherence to policies, which persisted even after they were no longer formally required, highlights the importance of considering how infection-related fears and prosocial desires to protect others can drive epidemic dynamics [41-43]; formal lock downs may be less vital than carefully crafted public health communication.

Second, we identified substantial behavior changes as the COVID-19 epidemic arrived in the local study areas. This was particularly noticeable at the KwaZulu-Natal node, where rapid epidemic growth in the local district during early July coincided with a rapid decline in the proportion of household members leaving home and concomitant increases in levels of missed daily medications and the inability to access needed health care. There were also smaller behavior changes that occurred after mid-December at the Mpumalanga and Limpopo nodes (the KwaZulu-Natal node stopped data collection early in the month) as the second epidemic wave spread across the country.

These behavioral responses reflected local epidemic dynamics. The first national epidemic started in the Western Cape and spread first to the adjacent Eastern Cape before spreading to the densely populated Gauteng province and urban eThekwini in KwaZulu-Natal and then finally reaching the rural eastern and northern areas of South Africa, which were analyzed in this study. The second wave began in the Eastern Cape during November before spreading nationwide. The patterns of rapid behavior change in the face of a rising epidemic wave seen in this study were congruent with those seen worldwide. However, there are limited data on behavior in low- and middle-income countries either after first waves have receded or during subsequent waves. The impact of regulations and epidemic trajectories on travel is particularly pertinent in our study settings, as medium- and long-distance circular labor migration to urban areas is highly prevalent and vital to the economic well-being of rural and periurban South African households [44]. Bans on long-distance travel have potentially substantial economic implications for people who are not able to return to work, although such travel bans might also partially explain the limited epidemics that were seen in these rural areas even as NPIs were relaxed.

Third, our mental health findings are reassuring. At all three nodes, we observed declines over time in the prevalence of depression and anxiety symptoms (based on validated screening scales). The prevalence of such symptoms was notably higher at the DIMAMO periurban node in Limpopo earlier in the year. This higher prevalence perhaps reflected concerns of being at greater risk of SARS-CoV-2 infection due to respondents’ proximity to the nearby city of Polokwane. However, it was encouraging that even when the COVID-19 epidemic arrived at AHRI in KwaZulu-Natal during July 2020, depression and anxiety prevalence did not increase, though the uptick in these rates that occurred late in the year as the second wave arrived at Agincourt in Mpumalanga may be concerning. Mental health concerns were much more prevalent at some sites than at others, particularly earlier in the year, but it is also notable that households with postsecondary-educated members were significantly more likely to report depression (prevalence ratio: 1.33; 95% CI 1.08-1.65; \( P = .008 \)) and nonsignificantly more likely to report anxiety (prevalence ratio: 1.16; 95% CI 0.92-1.46; \( P = .21 \)). Comparisons are complex, but our findings align with national South African data, which suggest that COVID-19–related mental health impacts were more limited in low-income and rural areas [31]. Longitudinal surveillance across a range of settings via harmonized measures will help determine the extent to which mental health is directly affected by COVID-19–related fears and indirectly affected by secondary social and economic effects.

Fourth, our analysis raises concern about unmet needs for health care. Households reported that members had recently missed daily medication doses at almost half of all interviews (10,819/22,974, 47.1%) and that a member had wanted but was unable to access health care in the 7 days before the interview 6.7% (1538/22,967) of the time. These levels are similar to those of other South African surveys [25]. Notably, the epidemic’s arrival at AHRI had diverging effects; unmet health care needs did not change much, but missed medication rates almost doubled. These patterns suggest that household members may be calculating the trade-offs between COVID-19 and non–COVID-19 risks and are potentially willing to risk physical proximity to others to attend clinics [45] but not to collect medicine [46]. However, unmet health care and medication needs at the other study sites were stable throughout the observation period. Additional information is needed to determine (1) whether unmet health care needs are indicative of operational, mobility, transport cost, and transport availability issues or other issues; and (2) the extent to which such needs were the result of or were exacerbated by the COVID-19 epidemic or related regulations. Data that cover the pre-epidemic and postepidemic periods would help identify these effects, as would qualitative investigations of household decision making during lockdowns.

Finally, we found that households with higher numbers of older members and pension recipients reported more unmet health care needs but fewer instances of missed daily medication or lost earnings. South African noncontributory pensions—broad national government support schemes that are often the largest household income source in these relatively rural settings with very high unemployment rates—have previously been linked to positive physical and mental health outcomes [47,48]. Our study suggests that such government support structures likely play an essential role in maintaining household security in crisis contexts such as the COVID-19 epidemic by providing a guaranteed income to vulnerable populations. The government’s
temporary supplementation of grant programs through top-up payments and novel noncontributory unemployment support early in the epidemic may have also helped [13]. However, it will be important to observe if the ending of income supplementation (grant top-ups ended in October 2020; unemployment payments have continued in 2021) reverses these supplements’ beneficial effects. The lack of substantive associations between household characteristics and social distancing measures is also noteworthy. In some instances, such as mask use, this likely reflects an overwhelming uptake of protective behaviors, which made statistically significant associations impossible. In other instances, our results suggest either that behavior was primarily driven by the epidemic cycle—as measured by interview month—or that key drivers of household behavior were not included in our analysis. Further investigations of this and other data sources may help determine which (if any) characteristics predict changes in protective behaviors during the COVID-19 epidemic.

This study presents an overview of key insights across time from multiple sites across South Africa. However, there are several additional analyses that could further contextualize our findings. First, data can be longitudinally analyzed at the household or individual level to evaluate trajectories of behavior and impact as the COVID-19 epidemic continues to affect rural and periurban environments. For example, it will be important to evaluate the impact of new government policies, such as the ending of temporary increases in noncontributory grants. Second, these behavior-related data can be linked to COVID-19 symptoms and individual and population health outcomes to evaluate how risk perceptions and reactions are associated with health outcomes. Third, a more in-depth analysis of how household members’ historical and current age, gender, employment status, and migration composition, as well as preexisting comorbidities, affect the impacts of COVID-19 and NPIs will help identify those who are most in need of support during such crises. The ongoing SAPRIN COVID-19 surveillance program will enable the longitudinal measurement of these factors throughout the epidemic’s course.

**Strengths and Limitations**

This study has limitations. As with all observational studies, the generalizability of our results to those outside our study population—in this case, households in rural and periurban areas of eastern South Africa—is uncertain. This concern was tempered by our ability to compare and combine data across multiple sites and compare our results to those of other studies on the COVID-19 epidemic’s impact in South Africa and Sub-Saharan African. Additionally, while household cellphone ownership was high, there was evidence that lower-wealth households in these areas were somewhat less likely to participate in the survey. Although nonrandom response may have affected prevalence measures, it should have very limited scope to affect the trend measures we focused on. Further, our data were self-reported and thus represented perceived needs and impacts, and changes in reported behavior may have reflected desirability biases. However, even with such biases, our findings provide insight into the perceptions and lived experiences of these communities. Comparing our findings to digital data sources can help alleviate such biases. Finally, we did not have data on identical questions from the pre-epidemic period; however, we were able to include similar information on many topics from earlier surveillance studies.

This study also has several strengths, including a clearly defined sampling base, high response rates, low attrition rates, frequent follow-up, and linkages to pre-epidemic household data. Although we were not able to interview the same people in every survey wave, our longitudinal household cohort design, which allowed for repeated interviews with the same households over multiple months, reduced the risk of confounding by time-invariant household factors that could have arisen if we had used multiple cross-sectional surveys. Many of these benefits arise from the nature of the existing SAPRIN surveillance infrastructure, which reinforces the importance of long-term, population-based surveillance systems that collect social, demographic, and health data. This study demonstrates that surveillance systems can be rapidly repurposed to respond to emergency health needs, including (1) rapid pathogen data acquisition; (2) the identification of susceptible populations; (3) the assessment of behavioral and biomedical interventions; and (4) the development of mitigation strategies [49].

SAPRIN nodes have been working with their local communities for 20-28 years. Such long-term engagement promotes deep understanding and community buy-in, which in turn enables rapid implementation and sustained, high-intensity follow-ups with minimal dropout. The network nature of SAPRIN also allowed each node to flexibly implement an overarching protocol. Furthermore, the use of telephonic call centers at each node allowed for rapid survey rollout that was based on previously provided informed consent for personal calls and substantially reduced the risk of SARS-CoV-2 infection among study staff and research participants. Since these call centers employed locally recruited staff, we were able to reach population segments that web-based surveys (in a country with rural areas that have limited access to internet) and even random-digit dialing approaches (in a country with 11 official spoken languages and numerous dialects) struggle to capture. Additionally, we could link self-response survey data to other data sources within the SAPRIN databases. These include the previously collected sociodemographic data used in this study and biological samples that were collected as part of the COVID-19 surveillance project. SAPRIN data can also be linked to data on public sector health care use and laboratory test results through memoranda of understanding with government departments. SAPRIN’s ongoing expansion will also allow comparisons with well-characterized urban sites to be made in the future.

**Conclusion**

South Africans in three rural and periurban areas were largely willing and able to comply with national government regulations and recommendations regarding social interaction and other risk behaviors related to COVID-19, despite limited resources and the substantial economic need to travel. This rapid uptake of preventative behaviors reflects the clarity of government messages and the population’s willingness to comply with such measures, even in settings where enforcement measures were limited. Even as official NPIs were relaxed, the arrival of the
epidemic in local areas led to further self-imposed behavioral restrictions, several of which led to difficulties in accessing health care. However, the economic and mental health effects of NPIs continued to decline as the measures were eased. Our findings highlight the importance of monitoring the possibly deleterious secondary impacts of NPIs in epidemic situations. Our results reinforce the principle that NPIs should be adjusted based on epidemic cycles and show that mitigation measures will be required to combat anticipated and unanticipated secondary impacts. All of these factors should be considered when setting, adjusting, and relaxing NPIs in low-income settings, especially as urgently established national policies give way to differentiated, decentralized approaches across diverse subnational environments.
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Abstract

Background: Social media has become a ubiquitous part of daily life during the COVID-19 pandemic isolation. However, the role of social media use in depression and suicidal ideation of the general public remains unclear. Related empirical studies were limited and reported inconsistent findings. Little is known about the potential underlying mechanisms that may illustrate the relationship between social media use and depression and suicidal ideation during the COVID-19 pandemic.

Objective: This study tested the mediation effects of social loneliness and posttraumatic stress disorder (PTSD) symptoms on the relationship between social media use and depressive symptoms and suicidal ideation, as well as the moderation effect of age on the mediation models.

Methods: We administered a population-based random telephone survey in May and June 2020, when infection control measures were being vigorously implemented in Hong Kong. A total of 1070 adults (658 social media users and 412 nonusers) completed the survey. Structural equation modeling (SEM) and multigroup SEM were conducted to test the mediation and moderation effects.

Results: The weighted prevalence of probable depression was 11.6%; 1.6% had suicidal ideation in the past 2 weeks. Both moderated mediation models of depressive symptoms ($\chi^2_{62}=335.3; P<.05$; comparative fit index [CFI]=0.94; nonnormed fit index [NNFI]=0.92; root mean square error of approximation [RMSEA]=0.06) and suicidal ideation ($\chi^2_{34}=50.8; P<.05$; CFI=0.99; NNFI=0.99; RMSEA=0.02) showed acceptable model fit. There was a significantly negative direct effect of social media use on depressive symptoms among older people ($\beta=-.07; P=.04$) but not among younger people ($\beta=0.04; P=.55$). The indirect effect via PTSD symptoms was significantly positive among both younger people ($\beta=0.09; P=.02$) and older people ($\beta=0.10; P=.01$). The indirect effect via social loneliness was significant among older people ($\beta=-0.1; P=0.04$) but not among younger people ($\beta=0.01; P=.31$). The direct effect of social media use on suicidal ideation was not statistically significant in either age group ($P>.05$). The indirect effects via PTSD symptoms were statistically significant among younger people ($\beta=.02; P=.04$) and older people ($\beta=.03; P=.01$). Social loneliness was not a significant mediator between social media use and suicidal ideation among either age group ($P>.05$).
Conclusions: Social media may be a “double-edged sword” for psychosocial well-being during the COVID-19 pandemic, and its roles vary across age groups. The mediators identified in this study can be addressed by psychological interventions to prevent severe mental health problems during and after the COVID-19 pandemic.

(KEYWORDS) social media; depression; suicidal ideation; social loneliness; posttraumatic stress; suicide; mental health; COVID-19; loneliness; age; mediation

Introduction

Unprecedented control measures, such as lockdown, quarantine, social distancing, and home confinement, have been implemented to contain the spread of COVID-19, an infectious disease caused by a coronavirus that was newly discovered in 2019 [1,2]. These measures have brought marked changes in our social worlds and digital lifestyles within a short time frame. As a large proportion of the global population hunkers down in isolation away from their family and friends, social media and social networking sites (SNSs) have become a crutch for human connection and information sharing [3]. Although the World Health Organization (WHO) has expressed support for the gaming industry’s online social media campaign #PlayApartTogether, which incorporates WHO guidelines on coronavirus prevention [4], the role of social media use in the mental health of the general public during the COVID-19 pandemic remains unclear. Related empirical studies have been limited and have reported inconsistent findings [5-8]. The inconsistent results highlight the need to explore the potential underlying mechanisms that may illustrate the link between social media use and mental health during the COVID-19 pandemic; however, we did not identify such studies. In addition, there have been growing concerns about people experiencing increased suicidal ideation or self-harming behavior during the COVID-19 pandemic isolation [9]. No study tested whether or how social media use status may influence suicidal ideation during the COVID-19 pandemic.

Reduced social loneliness and increased trauma-related stress (eg, posttraumatic stress disorder [PTSD] symptoms) may serve as two important psychosocial mechanisms that explain the relationship between social media use and depression and suicidal ideation. Social loneliness refers to the situation where an individual has a smaller number of relationships, stemming from the absence of a broader group of contacts or an engaging social network, such as friends, colleagues, and neighbors. Meanwhile, social media has been demonstrated to play an important role in forming and maintaining social networks and social capital, which may counter social loneliness [10-12]. While isolation during the COVID-19 pandemic may have reduced physical interpersonal encounters and increased social loneliness, social media can maintain social connections (eg, Shah et al [13]). Thus, social media may help to reinforce interpersonal resources and ameliorate social loneliness, which may help people cope with stress and mitigate the adverse impact of the COVID-19 pandemic on mental health [14,15].

On the other hand, intensified trauma-related stress and PTSD symptoms may explain the positive association between social media use and mental health (eg, Chao et al [5] and Riehm et al [6]). Social media may allow for the spread of rumors, fake news, and negative emotions, such as hopelessness, anxiety, and fear (eg, Depoux et al [16] and Kramer et al [17]). Ubiquitous and repeated social media exposure to anxiety-provoking topics related to the health crisis can also lead users to inaccurately estimate the threat of infection within their communities [18]. This can trigger acute and posttraumatic stress responses as well as panic responses during collective traumatic events, which may, in turn, aggravate depressive symptoms and suicidal ideation during a pandemic [19].

Theoretically, the proposed mediation effects of social loneliness and PTSD symptoms can be supported by the conservation of resources (COR) theory [20]. This theory suggests that perceived and actual loss or gain of interpersonal resources (eg, social connection and loneliness) and personal resources (eg, perceived stress and self-efficacy) serves as the central mechanism that explains how people may develop psychological distress. This theory has been applied to explain the relationships between the use of digital technology and psychological well-being; that is, social media can significantly affect the psychosocial resources of users, which, in turn, affect their mental health and distress (eg, Feldman et al [21] and van der Velden et al [22]). Social loneliness and perceived trauma-related stress are well-documented interpersonal and personal factors of severe mental health problems [23,24]. However, we have not identified any studies that tested their mediation effects on the relationship between social media use and mental health during collective traumatic events.

Furthermore, an increasing number of older adults have been using the internet and social media. In Hong Kong, people aged 45 years or above have caught up rapidly with their social media participation rate (ie, 78% in 2018) [25]. Social media applications are considered helpful in reducing loneliness and enhancing well-being among older adults, while concerns about the negative consequences on well-being have been highlighted in some studies (eg, Leist [26] and Berrymen et al [27]). Most research on the effects of social media use has focused on younger people only, with few studies conducted among older people (eg, van der Velden et al [22]). It is unclear how age may moderate the effect of social media use on psychosocial status during the COVID-19 pandemic.

In this study, we randomly recruited both social media users and nonusers to create a representative sample of the Hong Kong population; we examined whether and how social media use is associated with depressive symptoms and suicidal ideation through two psychosocial processes: social loneliness and PTSD symptoms. We hypothesized the following:
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1. Social media use would be negatively associated with social loneliness; in turn, loneliness would be positively associated with depressive symptoms and suicidal ideation.

2. Social media use would be positively associated with PTSD symptoms; in turn, PTSD symptoms would be positively associated with depressive symptoms and suicidal ideation.

In addition, we also tested whether these mediation effects would be constant among younger and older people.

**Methods**

**Recruitment of Participants**

We administered a population-based, random telephone survey between May 14 and June 4, 2020, when infection control measures (eg, social distancing, business restrictions, and border control) were being vigorously implemented in Hong Kong. Participant inclusion criteria included the following: (1) Chinese speaking, (2) 18 years old or above, and (3) Hong Kong resident (ie, holder of a Hong Kong identification card). The telephone interviews were conducted between 6 PM and 10 PM in order to avoid undersampling working individuals. The interviewers were well trained and had at least 6 months of interviewing experience. They were supervised on site by a senior project coordinator. Telephone numbers were randomly drawn from the latest residential telephone directory by a random phone number generator program. Telephone numbers were selected randomly from an updated landline telephone directory as seed numbers. Another three sets of numbers were then generated using the randomization of the last two digits to recruit unlisted numbers. Eligible household members whose day and month of birth was closest to the survey date were invited to join the study. Two follow-up calls were conducted for unanswered calls before a telephone number was considered invalid. Verbal informed consent was obtained from the participants. The anonymous interview took 10 to 15 minutes. No incentive was given to the participants. Of the 1882 eligible participants identified and invited, 1070 completed the interviews, resulting in a modest response rate (56.9%).

**Ethical Approval**

The study was approved by the Survey and Behavioural Research Ethics Committee of the corresponding author’s affiliated university, the Chinese University of Hong Kong (reference No. SBRE-19-645). The study followed the ethical standards of the responsible committee on human experimentation, institutional and national, and of the Helsinki Declaration of 1975, as revised in 2000.

**Measures**

**Status of Social Media Use**

The participants were asked whether they had used an SNS in the past 12 months, such as Facebook, Twitter, WhatsApp, or WeChat, which are platforms for communicating with one another [28]. Those who said “yes” to the question were further asked how many hours per day they had spent, on average, on these SNSs during the COVID-19 pandemic. Similar questions were used in previous studies on social media use [8,29,30].

**PTSD Symptoms**

The 8-item Posttraumatic Stress Disorder scale (PTSD-8) [31] was used to assess posttraumatic stress responses and symptoms in the past month. The items correspond to the DSM-IV (Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition) criteria for PTSD. They are answered on a 4-point Likert scale, ranging from 1 (not at all) to 4 (all the time). Higher summed scores indicate greater symptoms of PTSD. The internal consistency as measured by Cronbach α was .76 and was acceptable in the current sample.

**Depressive Symptoms**

The 3-item social loneliness subscale of the De Jong Gierveld Loneliness Scale [32] was used to assess social loneliness during the COVID-19 pandemic. Response options include no, more or less, and yes. Summed scores range from 3 to 9. Higher scores suggest higher levels of loneliness. The Cronbach α for this scale was .94.

**Suicidal Ideation**

Item 9 of the 9-item Patient Health Questionnaire (PHQ-9) [37] (ie, “How often have you been bothered by the following problem: Thoughts that you would be better off dead, or thoughts of hurting yourself in some way?”) was used to assess the frequency of suicidal ideation in the past 2 weeks. Participants rated the question on a 4-point Likert scale, ranging from 0 (less than 1 day) to 3 (5 to 7 days). The Chinese version of the scale was validated in the Hong Kong population [36]. The Cronbach α was .78 in the current sample.

**Statistical Analyses**

Descriptive statistics were computed for both background and psychological variables. Age-standardized weighted prevalence of probable depression was calculated by the direct method and the age distribution for the 2020 census population. Simple logistic regression analyses were conducted to test the associations between background, independent, and mediation variables and probable depression and suicidal ideation. Odds ratios and 95% CIs were reported. Structural equation modeling (SEM) was conducted to test the proposed mediation models.
of depressive symptoms and suicidal ideation. For the variables of PTSD symptoms and depressive symptoms, indicators were created by the item parceling method. Since the two scales are unidimensional, the random method of combining items was used to create item parcels. For the latent factors of social loneliness, all three individual items of the scale were used as indicators. The observed variable of suicidal ideation was created by using item 9 of the PHQ-9. Goodness of fit was tested by using the chi-square test, the comparative fit index (CFI), the nonnormed fit index (NNFI), and the root mean square error of approximation (RMSEA). Standardized regression coefficients (β) and 95% CIs were reported. Bootstrapping based on 5000 bootstrap samples was performed to test for indirect effects. A statistically significant indirect effect would be observed when the CI did not include zero. Multigroup SEM analyses were conducted to test the moderation effect of age on the mediation models. The age of retirement of most people in Hong Kong ranges from 55 to 65 years [39]. Hence, participants aged 18 to 55 years were classified as younger adults and those older than 55 years were classified as older adults. The level of statistical significance was .05. SPSS, version 21.0, and Amos (IBM Corp) were used to conduct statistical analysis.

Results

The background characteristics of the participants are presented in Table 1. The sample of 1070 participants included 367 (34.3%) young adults and 684 (63.9%) older adults; 60.4% (646/1070) of the participants reported that they used social media in the past year and were classified as social media users. The weighted prevalence of probable depression was 11.6%. Younger adults (14.8%) had higher weighted prevalence of probable depression than older adults (8.4%). A total of 1.6% (17/1070) of the participants had suicidal ideation in the past 2 weeks (younger adults: 10/367, 2.7%; older adults: 7/684, 1.0%). Associations between the background or mediator variables and probable depression and suicidal ideation are presented in Table 2. The significant background variables of probable depression included age, current marital status, educational level, monthly household income, and mental health status before and during the COVID-19 pandemic. Social media use status, time spent on social media, PTSD symptoms, and social loneliness were significantly and positively associated with depressive symptoms. Income, being diagnosed with mental health problems before or during the COVID-19 pandemic, mandatory quarantine status, and PTSD symptoms were positively associated with suicidal ideation.
Table 1. Background characteristics of the participants recruited from the adult population in Hong Kong during the COVID-19 pandemic.

<table>
<thead>
<tr>
<th>Background characteristic</th>
<th>All participants (N=1070)</th>
<th>Younger adults (aged 18-55 years; n=367)</th>
<th>Older adults (older than 55 years; n=684)</th>
<th>P valuea</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.01</td>
</tr>
<tr>
<td>Male</td>
<td>346 (32.3)</td>
<td>137 (37.3)</td>
<td>204 (29.8)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>724 (67.7)</td>
<td>230 (62.7)</td>
<td>480 (70.2)</td>
<td></td>
</tr>
<tr>
<td><strong>Age group (years), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>N/A b</td>
</tr>
<tr>
<td>18-35</td>
<td>115 (10.7)</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>36-55</td>
<td>252 (23.6)</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>56-65</td>
<td>301 (28.1)</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>&gt;65</td>
<td>383 (35.8)</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Refused to answer</td>
<td>19 (1.8)</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td><strong>Current marital status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Single</td>
<td>201 (18.8)</td>
<td>148 (40.3)</td>
<td>50 (7.3)</td>
<td></td>
</tr>
<tr>
<td>Cohabitating or married</td>
<td>745 (69.6)</td>
<td>209 (56.9)</td>
<td>528 (77.2)</td>
<td></td>
</tr>
<tr>
<td>Separated, divorced, or widowed</td>
<td>107 (10.0)</td>
<td>5 (1.4)</td>
<td>101 (14.8)</td>
<td></td>
</tr>
<tr>
<td>Refused to answer or missing value</td>
<td>17 (1.6)</td>
<td>5 (1.4)</td>
<td>5 (0.7)</td>
<td></td>
</tr>
<tr>
<td><strong>Educational level, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Primary school or below</td>
<td>355 (33.2)</td>
<td>7 (1.9)</td>
<td>345 (50.4)</td>
<td></td>
</tr>
<tr>
<td>Secondary school</td>
<td>384 (35.9)</td>
<td>139 (37.9)</td>
<td>239 (34.9)</td>
<td></td>
</tr>
<tr>
<td>College or above</td>
<td>294 (27.5)</td>
<td>211 (57.5)</td>
<td>81 (11.8)</td>
<td></td>
</tr>
<tr>
<td>Refused to answer</td>
<td>37 (3.5)</td>
<td>10 (2.7)</td>
<td>19 (2.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Monthly household income (HK $), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>≤20,000</td>
<td>627 (58.6)</td>
<td>92 (25.1)</td>
<td>526 (76.9)</td>
<td></td>
</tr>
<tr>
<td>20,001-30,000</td>
<td>124 (11.6)</td>
<td>77 (21.0)</td>
<td>47 (6.9)</td>
<td></td>
</tr>
<tr>
<td>30,001-50,000</td>
<td>103 (9.6)</td>
<td>64 (17.4)</td>
<td>39 (5.7)</td>
<td></td>
</tr>
<tr>
<td>&gt;50,000</td>
<td>84 (7.9)</td>
<td>62 (16.9)</td>
<td>22 (3.2)</td>
<td></td>
</tr>
<tr>
<td>Refused to answer or missing value</td>
<td>132 (12.3)</td>
<td>72 (19.6)</td>
<td>50 (7.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Have chronic diseases</strong>, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>716 (66.9)</td>
<td>334 (91.0)</td>
<td>369 (53.9)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>354 (33.1)</td>
<td>33 (9.0)</td>
<td>315 (46.1)</td>
<td></td>
</tr>
<tr>
<td><strong>Diagnosed with mental health problems before the pandemic, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.25</td>
</tr>
<tr>
<td>No</td>
<td>1045 (97.7)</td>
<td>361 (98.4)</td>
<td>665 (97.2)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>25 (2.3)</td>
<td>6 (1.6)</td>
<td>19 (2.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Diagnosed with mental health problems during the pandemic, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.64</td>
</tr>
<tr>
<td>No</td>
<td>1050 (98.1)</td>
<td>361 (98.4)</td>
<td>670 (98.0)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>20 (1.9)</td>
<td>6 (1.6)</td>
<td>14 (2.0)</td>
<td></td>
</tr>
<tr>
<td><strong>Subjected to mandatory quarantine, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>No</td>
<td>1055 (98.6)</td>
<td>358 (97.5)</td>
<td>679 (99.3)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>15 (1.4)</td>
<td>9 (2.5)</td>
<td>5 (0.7)</td>
<td></td>
</tr>
<tr>
<td><strong>Social media user in the past year, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>412 (38.5)</td>
<td>25 (6.8)</td>
<td>379 (55.4)</td>
<td></td>
</tr>
</tbody>
</table>

a: P values were calculated using chi-square tests or Fisher’s exact tests as appropriate. b: N/A due to small sample size. c: HK $, Hong Kong dollars. d: Chronic diseases include heart disease, hypertension, diabetes, chronic obstructive pulmonary disease, cancer, and neurological disorders. e: Mental health problems include depression, anxiety, PTSD, and ADHD.
<table>
<thead>
<tr>
<th>Background characteristic</th>
<th>All participants (N=1070)</th>
<th>Younger adults (aged 18-55 years; n=367)</th>
<th>Older adults (older than 55 years; n=684)</th>
<th>$P$ value$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>658 (61.5)</td>
<td>342 (93.2)</td>
<td>305 (44.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hours spent per day on social media during the pandemic (n=658), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0-2.0</td>
<td>232 (35.3)</td>
<td>89 (26.0)</td>
<td>137 (44.9)</td>
<td></td>
</tr>
<tr>
<td>2.5-4.0</td>
<td>261 (39.7)</td>
<td>133 (38.9)</td>
<td>126 (41.3)</td>
<td></td>
</tr>
<tr>
<td>4.5-6.0</td>
<td>110 (16.7)</td>
<td>77 (22.5)</td>
<td>30 (9.8)</td>
<td></td>
</tr>
<tr>
<td>&gt;6.0</td>
<td>55 (8.4)</td>
<td>43 (12.6)</td>
<td>12 (3.9)</td>
<td></td>
</tr>
<tr>
<td>Posttraumatic stress disorder symptoms, mean (SD)$^f$</td>
<td>4.2 (3.8)</td>
<td>4.7 (3.6)</td>
<td>4.0 (3.9)</td>
<td>.008</td>
</tr>
<tr>
<td>Social loneliness, mean (SD)$^g$</td>
<td>4.4 (1.7)</td>
<td>4.4 (1.8)</td>
<td>4.3 (1.7)</td>
<td>.76</td>
</tr>
</tbody>
</table>

$^a$Based on chi-square tests or independent-samples $t$ tests where appropriate.

$^b$N/A: not applicable; the number of participants in each age group was reported for the total sample only (hence, the $P$ value was not calculated).

$^c$A currency exchange rate of HK $1=US $0.1287 is applicable.

$^d$Chronic diseases included hypertension, diabetes, cancer, etc.

$^e$Mental health problems included depression, anxiety, insomnia, etc.

$^f$The 8-item Posttraumatic Stress Disorder scale (PTSD-8) was used to assess posttraumatic stress responses and symptoms in the past month. Summed scores range from 0 to 23; higher summed scores indicate greater symptoms of PTSD.

$^g$The 3-item social loneliness subscale of the De Jong Gierveld Loneliness Scale was used to assess social loneliness. Summed scores range from 3 to 9; higher scores suggest higher levels of loneliness.
### Table 2. Associations between the background or mediator variables and depressive symptoms and suicidal ideation among the adult population in Hong Kong during the COVID-19 pandemic (N=1070).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Probable depression OR (95% CI)</th>
<th>P value</th>
<th>Suicidal ideation OR (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1.09 (0.71-1.67)</td>
<td>.69</td>
<td>0.68 (0.26-1.80)</td>
<td>.44</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-35</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>36-55</td>
<td>0.90 (0.49-1.66)</td>
<td>.73</td>
<td>0.68 (0.19-2.45)</td>
<td>.55</td>
</tr>
<tr>
<td>56-65</td>
<td>0.55 (0.29-1.04)</td>
<td>.07</td>
<td>0.37 (0.09-1.52)</td>
<td>.17</td>
</tr>
<tr>
<td>&gt;65</td>
<td>0.39 (0.21-0.75)</td>
<td>.004</td>
<td>0.22 (0.05-0.99)</td>
<td>.049</td>
</tr>
<tr>
<td><strong>Current marital status (n=1053)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cohabiting or married</td>
<td>0.61 (0.39-0.96)</td>
<td>.03</td>
<td>0.53 (0.18-1.58)</td>
<td>.26</td>
</tr>
<tr>
<td>Separated, divorced, or widowed</td>
<td>0.46 (0.20-1.04)</td>
<td>.06</td>
<td>0.75 (0.14-3.91)</td>
<td>.73</td>
</tr>
<tr>
<td><strong>Educational level (n=1033)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary school or below</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secondary school</td>
<td>1.41 (0.83-2.39)</td>
<td>.21</td>
<td>2.18 (0.56-8.49)</td>
<td>.26</td>
</tr>
<tr>
<td>College or above</td>
<td>2.45 (1.46-4.09)</td>
<td>.001</td>
<td>2.86 (0.73-11.17)</td>
<td>.13</td>
</tr>
<tr>
<td><strong>Monthly household income (HK $; n=938)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤20,000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20,001-30,000</td>
<td>2.41 (1.38-4.18)</td>
<td>.002</td>
<td>1.45 (0.30-7.07)</td>
<td>.64</td>
</tr>
<tr>
<td>30,001-50,000</td>
<td>1.56 (0.80-3.04)</td>
<td>.20</td>
<td>2.66 (0.68-10.45)</td>
<td>.16</td>
</tr>
<tr>
<td>&gt;50,000</td>
<td>2.78 (1.50-5.15)</td>
<td>.001</td>
<td>4.43 (1.27-15.46)</td>
<td>.02</td>
</tr>
<tr>
<td><strong>Have chronic diseases</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>0.84 (0.55-1.29)</td>
<td>.43</td>
<td>0.84 (0.29-2.41)</td>
<td>.75</td>
</tr>
<tr>
<td><strong>Diagnosed with mental health problems before the pandemic</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>12.44 (5.50-28.15)</td>
<td>&lt;.001</td>
<td>15.12 (4.55-50.26)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Diagnosed with mental health problems during the pandemic</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>40.21 (13.18-122.72)</td>
<td>&lt;.001</td>
<td>28.83 (9.03-92.08)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Subjected to mandatory quarantine</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>2.19 (0.61-7.89)</td>
<td>.23</td>
<td>10.67 (2.21-51.45)</td>
<td>.003</td>
</tr>
<tr>
<td><strong>Social media use in the past year</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1.98 (1.27-3.10)</td>
<td>.003</td>
<td>2.96 (0.85-10.38)</td>
<td>.09</td>
</tr>
<tr>
<td><strong>Hours spent per day on social media during the pandemic (n=658)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0-2.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.5-4.0</td>
<td>1.29 (0.72-2.29)</td>
<td>.39</td>
<td>0.29 (0.08-1.08)</td>
<td>.06</td>
</tr>
<tr>
<td>Variable</td>
<td>Probable depression OR (95% CI)</td>
<td>P value</td>
<td>Suicidal ideation OR (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td>-----------------------------------------------</td>
<td>---------------------------------</td>
<td>---------</td>
<td>-----------------------------</td>
<td>---------</td>
</tr>
<tr>
<td>4.5-6.0</td>
<td>2.12 (1.10-4.08)</td>
<td>.02</td>
<td>0.23 (0.03-1.82)</td>
<td>.16</td>
</tr>
<tr>
<td>&gt;6.0</td>
<td>2.12 (0.94-4.79)</td>
<td>.07</td>
<td>0.46 (0.06-3.70)</td>
<td>.46</td>
</tr>
<tr>
<td>Posttraumatic stress disorder symptoms</td>
<td>1.38 (1.31-1.46)</td>
<td>&lt;.001</td>
<td>1.21 (1.11-1.31)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Social loneliness</td>
<td>1.17 (1.05-1.30)</td>
<td>.004</td>
<td>1.20 (0.93-1.54)</td>
<td>.16</td>
</tr>
</tbody>
</table>

\textsuperscript{a}OR: odds ratio; based on logistic regression analyses.
\textsuperscript{b}Variable items with a value of 1 are the reference items.
\textsuperscript{c}A currency exchange rate of HK $1=US $0.1287 is applicable.
\textsuperscript{d}Chronic diseases included hypertension, diabetes, cancer, etc.
\textsuperscript{e}Mental health problems included depression, anxiety, insomnia, etc.

Both the measurement model ($\chi^2_{30} = 294.3; P < .05; \text{CFI}=0.95; \text{NNFI}=0.92; \text{RMSEA}=0.08$) and the structural model of depressive symptoms ($\chi^2_{31} = 294.6; P < .05; \text{CFI}=0.95; \text{NNFI}=0.92; \text{RMSEA}=0.08$) showed acceptable model fit. Multigroup SEM analyses further revealed that the mediation model fitted the data well across younger and older adults ($\chi^2_{62} = 335.3; P < .05; \text{CFI}=0.94; \text{NNFI}=0.92; \text{RMSEA}=0.06$). As Figures 1 and 2 show, there was a significantly negative direct effect of social media use on depressive symptoms among older people ($\beta=-.07; P=.04$) (Figure 2) but not among younger people ($\beta=.03; P=.55$) (Figure 1). The indirect effect via PTSD symptoms was significantly positive among both younger people ($\beta=.09, 95\% \text{ CI } .02-.14; P=.02$) (Figure 1) and older people ($\beta=.10, 95\% \text{ CI } .05-.16; P=.01$) (Figure 2). The indirect effect via social loneliness was significant among older people ($\beta=-.01, 95\% \text{ CI } -.02 to -.001; P=.04$) (Figure 2) but not among younger people ($\beta=.01, 95\% \text{ CI } -.01 to .03; P=.31$) (Figure 1).

**Figure 1.** The proposed mediation model of depressive symptoms with standardized regression coefficients ($\beta$) among younger adults in Hong Kong during the COVID-19 pandemic (n=367).
**Figure 2.** The proposed mediation model of depressive symptoms with standardized regression coefficients ($\beta$) among older adults in Hong Kong during the COVID-19 pandemic ($n=684$).

Both the measurement model ($\chi^2_{16}=34.4; P<.05; CFI=0.99; \text{NNFI}=0.99; \text{RMSEA}=0.03$) and the structural model of suicidal ideation ($\chi^2_{17}=34.7; P<.05; CFI=0.99; \text{NNFI}=0.99; \text{RMSEA}=0.03$) showed excellent model fit. Multigroup SEM analyses showed that the mediation model fitted the data well across age groups ($\chi^2_{34}=50.8; P<.05; CFI=0.99; \text{NNFI}=0.99; \text{RMSEA}=0.02$). As Figures 3 and 4 show, the direct effect of social media use on suicidal ideation was not statistically significant in either age group ($P>.05$). The indirect effects via PTSD symptoms were statistically significant among younger people ($\beta=.02, 95\% \text{ CI } .001-.06; P=.04$) (Figure 3) and older people ($\beta=.03, 95\% \text{ CI } .01-.06; P=.01$) (Figure 4). Social loneliness was not a significant mediator between social media use and suicidal ideation among younger and older adults.

**Figure 3.** The proposed mediation model of suicidal ideation with standardized regression coefficients ($\beta$) among younger adults in Hong Kong during the COVID-19 pandemic ($n=367$).
Discussion

Principal Findings

This population-based study investigated the prevalence of probable depression and suicidal ideation in Hong Kong adults during the COVID-19 pandemic. Furthermore, the study tested a complex relationship between social media use and mental health (ie, depressive symptoms and suicidal ideation). Findings suggest that this relationship could be explained by the mediation effects of PTSD symptoms and social loneliness and moderated by age. Specifically, social media use was indirectly and positively associated with depressive symptoms and suicidal ideation through PTSD symptoms in both younger and older adults. In addition, social media use was directly and indirectly associated with depressive symptoms through social loneliness in older adults.

The weighted prevalence of probable depression was higher than that reported in pre–COVID-19 research conducted in 2007 (11.6% versus 8.6%) [40]. It may suggest an increase in mental distress among the Hong Kong population during the COVID-19 pandemic. Some subgroups may need particular attention, as they showed higher risks of depression or suicidal ideation, including those who were younger or single, had higher educational levels, had higher household incomes, had been diagnosed with mental health problems before or during the COVID-19 pandemic, had been under mandatory quarantine, used social media, or spent more hours on social media during the COVID-19 pandemic. Higher scores of depression among the younger sample seem to confirm findings from both COVID-19 and pre–COVID-19 studies [41,42]: the younger participants tended to obtain a large amount of information from social media that could easily trigger stress. Interestingly, the results appear to suggest that people with higher social capital, such as having higher educational levels, having higher household incomes, or using social media, may be more vulnerable to mental distress during the COVID-19 pandemic. Recent studies reported similar findings and suggested that it may be because these groups tend to have higher self-awareness of, and concern about, their health [41,43]. Time spent on social media was positively associated with depressive symptoms during the COVID-19 pandemic, consistent with recently published studies [5-7]. It may be due to the fact that during the COVID-19 pandemic, spending excessive time on social media implies more social media exposure to COVID-19 news and greater likelihood of experiencing the infodemic and emotional contagion through online social networks [44]. These findings are susceptible to reverse causality, whereby mental distress might lead to rumination on social media.

Furthermore, this study brings novel information to the field about the underlying mechanisms of the relationships between social media use and depression and suicidal ideation. The proposed mediation models based on the COR theory were well supported by the acceptable model fit. This is the first study that applied this theory to understand the roles of social media use in the context of the COVID-19 pandemic. From the COR perspectives, people strive to develop, maintain, or restore important resources, such as social relationships, well-being, and a low state of stress, and a loss of these resources can, in turn, lead to mental health problems [20,45]. Our SEM results suggest that during the COVID-19 crisis, social media use might intensify PTSD symptoms, which were, in turn, associated with more depressive symptoms and suicidal ideation; these mediation effects are broadly applicable to both younger and older adults. Our findings support the assertion that the heightened PTSD symptoms due to media exposure to collective crises may have profound repercussions for mental health [46]. Consistently, recent studies also suggested that social media use, especially long times spent on social media for COVID-19–related information, was positively associated with a range of negative psychological statuses, including negative

Figure 4. The proposed mediation model of suicidal ideation with standardized regression coefficients (β) among older adults in Hong Kong during the COVID-19 pandemic (n=684).
affect, mental distress, anxiety, and depression [5-7]. Previous studies in the contexts of other infectious diseases and traumatic events (eg, the Ebola virus disease outbreak) also argued that a state of stress could be triggered and intensified by social media exposure [16,17,47]. Reverse causality may also be applicable, as people experiencing more stress and mental health problems may tend to use social media to escape from the real world, which is stressful during the COVID-19 pandemic. Follow-up studies are warranted to better understand their dynamic relationships at different stages of the COVID-19 pandemic and to monitor whether social media exposure during the crisis would lead to PTSD in the long run. Other personal resources, such as information deficiency as well as positive and negative affect, may also serve as mediators between social media use and mental health. In addition, other mental and emotional statuses, such as anxiety, can be induced by the false, fearful, and anxiety-increasing messages—due to politicization, rumination, sensationalizing, or catastrophizing—spread by social media, and can explain the development of depression and suicidal ideation [48]. Pervasive uncertainty and hopelessness increased by repeated exposures to online information related to the health crisis may also be a robust predictor of suicidal ideation and suicide, especially for vulnerable groups (eg, people who need ongoing mental health care) [49]. These potential mediators should be explored in future work.

On the other hand, social media use might indirectly reduce depression because it can provide opportunities to maintain and enhance interpersonal resources (eg, reduced social loneliness) by using SNSs, such as Facebook, WeChat, and WhatsApp, during the COVID-19 pandemic isolation. This result provides preliminary empirical evidence for the assertion of recently published commentaries [50]. However, such mediation effects might vary across age groups. We found that social media use might only benefit older adults’ mental health by ameliorating their social loneliness, as the negative direct and indirect effects of social media use on depressive symptoms through social loneliness were statistically significant among older adults but not among younger adults. Consistently, a study by Cotten et al, which was conducted among retired residents, estimated that internet use reduced depression (CESD-8 score ≥4) by about 30% among this older group [51]; in addition, van Ingen et al found that social media use was predictive of social loneliness among older adults [52]. The age differences may be due to the fact that for younger people, social media is the “real” and default mode of social networks, which is less likely to change because of the COVID-19 pandemic. However, older adults might have taken up social media because of the COVID-19 pandemic—or the 2019-2020 social movement in Hong Kong—and that would have a more dynamic implication for older adults than for younger adults. The life span theory of selective optimization with compensation [53] can also be used to explain such age differences. This theory suggests that older people may experience various age-related losses, including those in social reserves [54]. Thus, social media use may be a particularly useful strategy that older adults can use to compensate for reduced mobility and social connection and that can contribute to their own successful aging and well-being [55]. Social media use may help to gain other interpersonal and social resources, such as social support, timely health communication, and access to and utilization of technology-based health care services, which may explain the relationship between social media use and mental health.

Unexpectedly, social loneliness was not a significant mediator between social media use and suicidal ideation because it was not significantly associated with suicidal ideation. Inconsistently, previous studies found that loneliness and social connection were significant interpersonial factors of suicidal ideation [23,24]. The insignificant association in our study may be because the lack of social networks during the COVID-19 pandemic isolation has been seen as normal, which may temporarily mitigate its harmful effect on hopelessness and suicidal ideation. However, given that social connection is a basic human psychological need [56], the long-term effects of social loneliness on suicidal ideation should be investigated.

Implications

The positive mediation effect of PTSD symptoms among younger and older people and the negative mediation effect of social loneliness among older people suggest that social media use may have both beneficial and harmful effects on mental health during the COVID-19 pandemic, and that age plays a significant role. Notably, the mediation effect of PTSD symptoms was larger than that of social loneliness. This is consistent with the principle of the COR theory, in that resource loss is disproportionally more salient than resource gain [20]. The effect sizes of both mediation effects were relatively small. Hence, the results should be interpreted with caution. Nevertheless, these findings highlight the importance of further exploration of underlying mechanisms in understanding the complex relationship between social media use and mental health during different times across the life span and in different social contexts.

Such results have important practical and political implications. First, the high prevalence of mental health problems during the COVID-19 pandemic is a significant public health concern, and high-risk groups (eg, younger people) need particular attention from health care service providers. From a public health perspective, there are effective mental health interventions (eg, cognitive behavioral therapy and mindfulness-based interventions) available, which can be delivered via the internet during the COVID-19 pandemic isolation. Second, since the COVID-19 pandemic might persist and a digital lifestyle could become inevitable, it is important to understand the psychological mechanisms that may explain how digital technology users and nonusers may be different in psychosocial status and mental health. Our studied psychosocial mediators can be modified by interventions and can be used to guide prevention programs for mental health problems. For example, health education programs and public health strategies are recommended to enhance awareness of digital literacy, strategic social media use, and potential harms of social media use in the general public to reduce their trauma-related stress. A large-scale online relaxation training program is also feasible to help the general public manage their trauma-related stress [57,58]. Efforts at the environmental, political, and structural levels, such as timely and accurate information of the pandemic from official
sources (e.g., local health agencies and the WHO), may also help to reduce individuals’ stress and panic responses to the COVID-19 pandemic. It is imperative that trusted sources are available to provide risk assessments and recommendations for the general public [59]. Last but not least, promoting healthy use of social media among older people may be particularly beneficial for their social and mental well-being. This population has been vulnerable during the COVID-19 pandemic isolation. Community services should be provided to teach older adults how to use new technology. Policy makers should also pay attention to the potential digital inequality and inequity between generations and should improve accessibility of social media for the older generations.

Limitations and Future Research
This study has several limitations. First, it was cross-sectional in nature. It is plausible that people with the greatest concerns and depressive symptoms may be more likely to seek out media coverage of the event. Longitudinal studies to monitor the trajectories of social media use and psychological responses are warranted. Second, we recruited the participants via landline telephone numbers, and this sampling method might exclude those without landline telephones or those who were not at home during the survey period (e.g., younger adults who are more likely to use mobile phones and less likely to have landline telephones). Thus, this sampling method might also have influenced the representativeness of the sample. Third, this study only focused on the use of SNSs that people use to build social networks or social relationships with other people. We did not investigate the content and functions of the SNSs in this study, or those of other types of SNSs, that may cause different psychological responses to the COVID-19 pandemic [5]. Future studies should investigate these domains of social media use to better understand its impacts on mental health during the COVID-19 pandemic. Fourth, this study used self-reported measures. Thus, the results might be subject to social desirability or recall bias. Fifth, we did not look at other mental health variables, such as anxiety, which may play a role in the mechanisms analyzed in this study. Last but not least, we used item 9 of the PHQ-9 to measure suicidal ideation. Future studies need to validate the results using well-validated scales of suicidal ideation, such as the Suicidal Ideation Questionnaire.

Conclusions
The findings suggest that social media may be a “double-edged sword” for psychosocial well-being during the COVID-19 pandemic and its roles vary across age groups. The mediators identified in this study should be further validated through qualitative inquiry and longitudinal cohort studies and can be addressed by psychological interventions to prevent severe mental health problems.
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Abstract

Background: Two psychosocial constructs that have shown consistent associations with negative health outcomes are discrimination and perceived unfairness.

Objective: The current analyses report the effects of discrimination and unfairness on medical, psychological, and behavioral outcomes from a recent cross-sectional survey conducted in a multiethnic sample of adults in Michigan.

Methods: A cross-section survey was collected using multiple approaches: community settings, telephone-listed sample, and online panel. Unfairness was assessed with a single-item previously used in the Whitehall study, and everyday discrimination was assessed with the Williams 9-item scale. Outcomes included mental health symptoms, past-month cigarette use, past-month alcohol use, past-month marijuana use, lifetime pain medication use, and self-reported medical history.

Results: A total of 2238 usable surveys were collected. In bivariate analyses, higher unfairness values were significantly associated with lower educational attainment, lower age, lower household income, and being unmarried. The highest unfairness values were observed for African American and multiracial respondents followed by Middle Eastern or North African participants. Unfairness was significantly related to worse mental health functioning, net adjustment for sociodemographic variables, and everyday discrimination. Unfairness was also related to self-reported history of depression and high blood pressure although, after including everyday discrimination in the model, only the association with depression remained significant. Unfairness was significantly related to 30-day marijuana use, 30-day cigarette use, and lifetime opiate use.

Conclusions: Our findings of a generally harmful effect of perceived unfairness on health are consistent with prior studies. Perceived unfairness may be one of the psychological pathways through which discrimination negatively impacts health. Future studies examining the relationships we observed using longitudinal data and including more objective measures of behavior and health status are needed to confirm and extend our findings.

(JMIR Public Health Surveill 2021;7(5):e26622) doi:10.2196/26622
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Introduction

There has been considerable interest on the part of researchers and policy makers in understanding the social, economic, psychological, and behavioral factors that account for the many health disparities that are evident in the United States and the world [1-5]. Although socioeconomic factors are the most commonly examined drivers of disparities, social and interpersonal factors have also received considerable attention [3,6-9]. Two psychosocial constructs that have shown consistent associations with health outcomes are discrimination and perceived unfairness. The former has been extensively examined in both the United States [3,9-13] and globally [8,9,14], while studies of unfairness and health have been limited to a handful of studies in the United Kingdom and the Netherlands [15-17]. No studies have reported the joint effects of these 2 constructs.

In perhaps the first published study on unfairness, DeVogli et al [16] used the prospective data of 8298 individuals from The Whitehall II study, who were civil servants originally ages 35-55 at the study onset in 1985 through 1998. Baseline unfairness data were collected between 1991 and 1993 (during phase 3 of the study), and respondents were tracked for health outcomes on average 11 years through 2003 to 2004 (phase 7 of the study). The authors found that their single-item unfairness measure was associated with higher odds of clinically verified heart disease as well as worse physical and mental functioning, with the latter being assessed with the 36-Item Short Form Survey (SF-36) questionnaire [18,19] adjusted for sociodemographic and other risk factors. Unfairness was also positively related with being female, obese, and less physically active. Higher unfairness was associated with higher cigarette use but also higher rates of alcohol abstinence.

In a second study [15], again based on the Whitehall study, phase 3 data on unfairness were used to predict cardiovascular risk factors, over the subsequent 6 years through phase 5. The authors found that baseline unfairness was significantly associated with higher rates of low serum high-density lipoprotein, high serum triglycerides, hypertension, high fasting blood glucose, and elevated waist circumference.

A third study, conducted in the Netherlands, used a 9-item perception of unfairness scale, administered in 2008 [17]. Of those completing this unfairness questionnaire, 1282 adults also completed the SF-36 [18,19] in 2003, 2008, and 2010, which was used to classify respondents as experiencing either physical or mental health decline between 2003 and 2010 and between 2008 and 2010, with unfairness scores from 2008 being used as the predictor. In general, higher scores on unfairness were associated with significantly higher odds of both physical and mental health decline. Higher scores on the unfairness measure were also associated with lower socioeconomic position (eg, a composite of income and education).

The health effects of discrimination have been reported in hundreds of studies. One measure of discrimination that has been particularly popular is the Everyday Discrimination Scale developed by Williams and others [3,10,11]. The Everyday Discrimination Scale focuses on what are sometimes referred to as microaggressions, smaller acts of discrimination, racism, or prejudice; for example, the scale includes items such as “people act as if you are inferior,” “you are treated with less respect than others,” and “people act as if you are dishonest.” Everyday discrimination is distinguished from more major experiences of discrimination, such as being unfairly fired from a job, maltreated by the police, or denied a bank loan.

The everyday discrimination scale has been associated with a wide range of adverse mental and physical health outcomes including depression, anxiety, distress [8,9,12-14], and overall well-being [9,13], breast cancer among women under the age of 50 years [20], and high blood pressure, although the relationship with the latter is often conditional on other variables [9]. Some studies have used unfair treatment as the measure of discrimination [21], although the 2 constructs likely represent different psychological and social phenomena [22]. One distinction between the 2 constructs is that everyday discrimination measures the occurrence of events, whereas unfairness can be thought of as more related to the perception of such events. Additionally, while discrimination measures multiple potential events, unfairness in the Whitehall studies and in the current investigation was measured with a single global item.

No study has reported the relationship of both discrimination and unfairness with either mental or physical health outcomes. The current analyses from a recent cross-sectional survey conducted in a multiethnic sample of adults in the state of Michigan provide insight into the effects of discrimination and unfairness on medical, psychological, and behavioral outcomes.

Methods

Measures

Independent Variables

Unfairness

Unfairness was assessed with a single-item from the Whitehall study [15,16], which was worded as follows: “I often have the feeling that I am being treated unfairly.” Participants rated their response on a 6-point scale (1, strongly disagree; 2, moderately disagree; 3, slightly disagree; 4, slightly agree; 5, moderately agree; and 6, strongly agree). We analyzed unfairness both as a continuous variable and as a categorical variable recoded into 3 levels low (responses 1 and 2), medium (responses 3 and 4), and high (responses 5 and 6) to facilitate data presentation.

Discrimination

We used the 9-item Everyday Discrimination scale developed by Williams [3,11]. Respondents indicated how often they experience 9 types of discrimination with responses ranging from “Never” to “Almost Everyday.” We computed a mean across the 9 items, which resulted in a score range of 1-6. Respondents were required to answer at least 5 of the 9 items to be included in the analyses.

Dependent Variables

Mental health symptoms were assessed with the Patient Health Questionnaire-4 (PHQ-4) [23] which asks how often over the past 2 weeks participants have experienced the following:

- Major depressive symptom (feels depressed all day, for most or all of the day, more than half the days in the past 2 weeks).
- Loss of interest or pleasure (feels little interest or pleasure in doing things, for most or all of the day, more than half the days in the past 2 weeks).
- Feeling down, depressed, or hopeless (feels down, depressed, or hopeless, for most or all of the day, more than half the days in the past 2 weeks).
- Loss of energy (feels tired or run down, for most or all of the day, more than half the days in the past 2 weeks).

We dichotomized scores into absence and presence of mental health symptoms.
problems: little interest or pleasure in doing things; feeling down, depressed, or hopeless; feeling nervous, anxious, or on edge; and not being able to stop or control worrying. All items were answered with a 1-4 scale, with 4 being "not at all" and 1 being "nearly every day". Higher scores are indicative of better mental health status. The Cronbach $\alpha$ for the 4 items in our sample was .91.

Health behaviors assessed included current cigarette use, defined as consuming at least 100 cigarettes all time and having smoked on at least some days in the past month [24]; past month alcohol, defined as having consumed at least one drink of any alcoholic beverage at least once in the past 30 days [24]; past month marijuana, defined as any use in the past 30 days; lifetime pain medication, which was queried with an item from the 2017 Youth Risk Behavior Survey [25]: “During your life, how many times have you taken prescription pain medicine without a doctor’s prescription or differently than how a doctor told you to use it? (Count drugs such as codeine, Vicodin, OxyContin, Hydrocodone, and Percocet.)” Use was considered more than 2 times in one’s lifetime.

Self-reported medical history was assessed by asking if the respondent had ever been diagnosed with cancer; diabetes or high blood sugar; high blood pressure or hypertension; depression; or a heart condition, such as heart attack, angina, or congestive heart failure. Each variable was answered with 0 (no) or 1 (yes).

Demographic variables assessed included age (collapsed into 4 groups: 18-35, 30-45, 45-65, and >65 years), household income (collapsed into 4 groups: under US $10,000, US $10,000 to US $49,999, US $50,000 to US $99,999, and >US $100,000), education (collapsed into 4 groups: high school or lower, some college, college graduate, graduate school or higher), gender, country of birth (United States vs not United States), and marital status (no or yes). These are presented in Table 1.
Table 1. Sample demographics (N=2238).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Respondents, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>726 (32.50)</td>
</tr>
<tr>
<td>Female</td>
<td>1508 (67.50)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>High school or lower</td>
<td>558 (25.04)</td>
</tr>
<tr>
<td>Some college</td>
<td>690 (30.97)</td>
</tr>
<tr>
<td>College graduate</td>
<td>659 (29.58)</td>
</tr>
<tr>
<td>Graduate school</td>
<td>321 (14.41)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>18-35</td>
<td>566 (25.76)</td>
</tr>
<tr>
<td>30-45</td>
<td>493 (22.44)</td>
</tr>
<tr>
<td>45-65</td>
<td>881 (40.10)</td>
</tr>
<tr>
<td>&gt; 65</td>
<td>257 (11.70)</td>
</tr>
<tr>
<td><strong>Income (US$)</strong></td>
<td></td>
</tr>
<tr>
<td>Under $10,000</td>
<td>227 (10.79)</td>
</tr>
<tr>
<td>$10,000 to $49,999</td>
<td>887 (42.18)</td>
</tr>
<tr>
<td>$50,000 to $99,999</td>
<td>611 (29.05)</td>
</tr>
<tr>
<td>$&gt;100,000</td>
<td>378 (17.97)</td>
</tr>
<tr>
<td><strong>Born in the United States</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1902 (85.29)</td>
</tr>
<tr>
<td>No</td>
<td>328 (14.71)</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>1183 (53.00)</td>
</tr>
<tr>
<td>African American</td>
<td>525 (23.52)</td>
</tr>
<tr>
<td>Middle Eastern</td>
<td>403 (18.06)</td>
</tr>
<tr>
<td>Multiracial</td>
<td>105 (4.70)</td>
</tr>
<tr>
<td>Other</td>
<td>16 (0.72)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
</tr>
<tr>
<td>Married/living as married</td>
<td>1134 (50.90)</td>
</tr>
<tr>
<td>Not married</td>
<td>1094 (49.10)</td>
</tr>
<tr>
<td><strong>Modality</strong></td>
<td></td>
</tr>
<tr>
<td>Online</td>
<td>1415 (63.23)</td>
</tr>
<tr>
<td>Telephone</td>
<td>496 (22.16)</td>
</tr>
<tr>
<td>Paper</td>
<td>327 (14.61)</td>
</tr>
</tbody>
</table>

**Procedures**

Surveys were collected in 2019 using multiple methodologies including community settings, telephone, and online panel. The community sample was a convenience sample, whereas the telephone and online sample was built to match the demographic representation of the University of Michigan Rogel Cancer Center catchment area.

**Community Administration for Middle Eastern and North African Participants**

The Middle Eastern and North African (MENA) sample was collected at community settings across 3 Michigan counties that included 2 supermarkets frequented by the MENA community, 1 health clinic serving a predominantly Arab American population, 1 health clinic serving a predominantly Chaldean population, a state university with a high number of Arab American students, 4 mosques with a high proportion of Yemeni
Participants were given the option of completing surveys using pen and paper or online forms (tablet provided), with or without assistance, in English or Arabic. For those opting to complete surveys at home, we provided a self-addressed stamped envelopes or a web address to complete the online version. Both paper and electronic surveys required active consent and testament that the respondent was over 18 and self-identified as Arab or Chaldean. Data collectors, many of whom were fluent in both English and Arabic, were trained in interviewing by study staff. Participants received a US $25 gift card after completing their survey. A total of 406 participants were accrued through this method, 87 of whom completed their survey in Arabic.

**Community Administration for White and African American Participants**

We distributed surveys at 5 community-based educational events sponsored by the University of Michigan Rogel Cancer Center. Participants were able to complete surveys using printed forms or online with provided tablets, and they received a US $25 gift card after completing their survey. A total of 214 participants were accrued through this method.

**Telephone**

The telephone survey, conducted by Harris Interactive Inc, used a quota sample to reach 501 adults who indicated that they were aged 18 years or over, living in zip codes serviced by the University of Michigan Rogel Cancer Center, and self-identified as either White/Caucasian or Black/African American. The survey, conducted in English, averaged about 23 minutes and consisted of 44 substantive questions and 18 demographic questions. The survey was fielded from May 1, 2019, to July 9, 2019.

Known landline and cell phone numbers were obtained from Dynata, formerly Survey Sampling International. Numbers were randomly selected from within identified zip codes. We oversampled (with a target of at least 40% of the final sample) African American participants by selecting telephone exchanges that were estimated to have an at least 50% African American population.

A maximum of 8 contacts were attempted for each number: the initial dialing attempt plus up to 7 subsequent dialing attempts. A US $10 incentive was offered to the survey participants. The overall response rate was 9%: 8% for landline numbers and 9% from cell phone numbers. A total of 496 participants were accrued through this method, approximately half through landline and half through cell phone.

**Online**

A quota sample was recruited via an online panel through a commercial survey research organization (Dynata), which maintains a demographically diverse web panel of people who opt in to taking selected surveys. Panel members who log on to Dynata’s site are routed (in a randomized fashion) to available surveys based on their demographic characteristics and needs of open surveys. We provided specific county level quotas for individuals aged 18-80 years in 40 Michigan counties served by the University of Michigan Rogel Cancer Center. We oversampled African American participants so that they would comprise at least 20% of the sample. Additional details about Dynata can be found at their website [26]. A total of 1122 participants were accrued through this method. It is possible that participants could have appeared in both the telephone and online panels; however, given the anonymous nature of the data collection and the fact they were conducted independently, we cannot determine how many might have been duplicated. Based on the number of participants available in the targeted zip codes and the number that completed the surveys, the likelihood is small.

**Analyses**

We first present mean unfairness and discrimination values by sociodemographic variables (Table 2). For mental health symptoms, we present (labeled Model 1) linear regression results for the association of unfairness (trichotomized into low, medium, and high to facilitate data presentation) with mental health symptoms, adjusting for income, education, age, gender, and marital status (this is Model 1 referenced in Table 3, Table 4, and Table 5). We then present results (labeled Model 2) with discrimination added to the regression model (this is Model 2 referenced in Table 3, Table 4, and Table 5).

For health behaviors and medical history, we first report multivariate logistic regression (ORs and 95% CIs), using unfairness (trichotomized as the primary independent variable, adjusting for income, education, age, gender, and marital status, and then we report a model adding discrimination (labeled Model 2).

**Results**

A total of 2238 usable surveys were collected, of which two-thirds (n=1508) were completed by females. A little less than half (980/2228, 43.79%) had college or higher educational attainment, and about half were aged 45 or higher, married, and reported a household income above US $50,000 per year. Most (1902/2230, 85.29%), were born in the United States. About half (1183/2232, 53.00%) were White, 23.52% (2232/2238) were African American, 18.06% (403/2232) were MENA, and 4.70% (105/2232) were multiracial.

As shown in Table 2, the mean value for the unfairness item was 2.62 (SD 1.61), with a range of 1-6; meanwhile, the mean for everyday discrimination was 1.87 (SD 1.06) with a range of 1-6. The 2 variables were moderately correlated (r=0.54; P<.001).

In bivariate analyses, higher unfairness values were significantly associated with lower educational attainment, lower age, lower household income, and being unmarried. Birthplace was unrelated to unfairness. For race, the highest values were observed for African American and multiracial respondents followed by MENA respondents. White respondents reported the lowest values, and they were significantly lower than African American, multiracial, and MENA respondents in pairwise comparisons.
### Table 2. Mean scores for unfairness and everyday discrimination by demographic variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Unfairness, mean (SD)</th>
<th>Everyday discrimination, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>2.62 (1.66)</td>
<td>1.88 (1.12)</td>
</tr>
<tr>
<td>Female</td>
<td>2.63 (1.59)</td>
<td>1.87 (1.03)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>2.82 (1.67)&lt;sup&gt;b,c&lt;/sup&gt;</td>
<td>1.97 (1.18)&lt;sup&gt;b,c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Some college</td>
<td>2.76 (1.59)&lt;sup&gt;d,e&lt;/sup&gt;</td>
<td>1.94 (1.06)&lt;sup&gt;d,e&lt;/sup&gt;</td>
</tr>
<tr>
<td>College graduate</td>
<td>2.42 (1.53)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>1.79 (1.03)&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Graduate school</td>
<td>2.43 (1.63)&lt;sup&gt;c,e&lt;/sup&gt;</td>
<td>1.72 (0.90)&lt;sup&gt;c,e&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-35</td>
<td>2.94 (1.58)&lt;sup&gt;b,c,d&lt;/sup&gt;</td>
<td>2.27 (1.18)&lt;sup&gt;b,c,d&lt;/sup&gt;</td>
</tr>
<tr>
<td>30-45</td>
<td>2.71 (1.61)&lt;sup&gt;b,e,f&lt;/sup&gt;</td>
<td>2.05 (1.17)&lt;sup&gt;b,e,f&lt;/sup&gt;</td>
</tr>
<tr>
<td>45-65</td>
<td>2.45 (1.58)&lt;sup&gt;c,e&lt;/sup&gt;</td>
<td>1.66 (0.89)&lt;sup&gt;c,e&lt;/sup&gt;</td>
</tr>
<tr>
<td>&gt;65</td>
<td>2.31 (1.63)&lt;sup&gt;d,f&lt;/sup&gt;</td>
<td>1.40 (0.70)&lt;sup&gt;d,f,g&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Income</strong></td>
<td>(US $)</td>
<td></td>
</tr>
<tr>
<td>Under 10,000</td>
<td>2.97 (1.68)&lt;sup&gt;b,c&lt;/sup&gt;</td>
<td>2.12 (1.24)&lt;sup&gt;b,c,d&lt;/sup&gt;</td>
</tr>
<tr>
<td>10,000 to 49,999</td>
<td>2.85 (1.62)&lt;sup&gt;d,e&lt;/sup&gt;</td>
<td>1.95 (1.07)&lt;sup&gt;b,e,f&lt;/sup&gt;</td>
</tr>
<tr>
<td>50,000 to 99,999</td>
<td>2.43 (1.51)&lt;sup&gt;b,d&lt;/sup&gt;</td>
<td>1.81 (0.97)&lt;sup&gt;c,e&lt;/sup&gt;</td>
</tr>
<tr>
<td>&gt;100,000</td>
<td>2.26 (1.55)&lt;sup&gt;c,e&lt;/sup&gt;</td>
<td>1.75 (1.08)&lt;sup&gt;b,f&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Born in the United States</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>2.62 (1.61)</td>
<td>1.92 (1.08)</td>
</tr>
<tr>
<td>No</td>
<td>2.68 (1.61)</td>
<td>1.56 (0.89)</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>2.25 (1.48)&lt;sup&gt;b,c,d&lt;/sup&gt;</td>
<td>1.75 (0.97)&lt;sup&gt;b,c&lt;/sup&gt;</td>
</tr>
<tr>
<td>African American</td>
<td>3.27 (1.67)&lt;sup&gt;b,e&lt;/sup&gt;</td>
<td>2.12 (1.15)&lt;sup&gt;b,d,e&lt;/sup&gt;</td>
</tr>
<tr>
<td>Middle Eastern</td>
<td>2.73 (1.58)&lt;sup&gt;c,e,f&lt;/sup&gt;</td>
<td>1.69 (0.97)&lt;sup&gt;d,f&lt;/sup&gt;</td>
</tr>
<tr>
<td>Multiracial</td>
<td>3.20 (1.69)&lt;sup&gt;b,f&lt;/sup&gt;</td>
<td>2.55 (1.36)&lt;sup&gt;e,f&lt;/sup&gt;</td>
</tr>
<tr>
<td>Other</td>
<td>2.75 (1.39)</td>
<td>2.17 (1.04)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married/living as married</td>
<td>2.38 (1.56)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1.72 (0.97)&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Not married</td>
<td>2.87 (1.62)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>2.03 (1.12)&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Total</td>
<td>2.62 (1.61)</td>
<td>1.87 (1.06)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Group means differ $P<.01$.

<sup>b</sup>-<sup>g</sup>Rows with common superscript differ $P<.05$.

<sup>h</sup>Group means in everyday discrimination differ $P<.01$.

As shown in Table 3, unfairness was significantly related to mental health symptoms, after adjustment for sociodemographic variables (Model 1), with higher unfairness values associated with worse (lower scores) mental health status. In addition to an overall significant effect, all pairwise contrasts were significant. The association, both overall and pairwise, remained significant after inclusion of everyday discrimination scores in the regression model (Model 2). The $R^2$ increased from 0.17 to 0.22 when everyday discrimination was added to the model.
Table 3. Adjusted least squares mean mental health symptoms by unfairness and discrimination\textsuperscript{a}.

<table>
<thead>
<tr>
<th>Model values</th>
<th>Mental health symptoms, mean (SE)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model 1\textsuperscript{b,c}</strong></td>
<td></td>
</tr>
<tr>
<td>Low unfairness</td>
<td>13.70 (0.23\textsuperscript{d,e})</td>
</tr>
<tr>
<td>Medium unfairness</td>
<td>12.45 (0.23\textsuperscript{d,f})</td>
</tr>
<tr>
<td>High unfairness</td>
<td>10.80 (0.30\textsuperscript{e,f})</td>
</tr>
<tr>
<td><strong>Model 2\textsuperscript{c,g}</strong></td>
<td></td>
</tr>
<tr>
<td>Low unfairness</td>
<td>13.43 (0.22\textsuperscript{d,e})</td>
</tr>
<tr>
<td>Medium unfairness</td>
<td>12.84 (0.24\textsuperscript{d,f})</td>
</tr>
<tr>
<td>High unfairness</td>
<td>11.70 (0.30\textsuperscript{e,f})</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Lower scores indicate worse mental health status.
\textsuperscript{b}Model 1: adjusted for age, gender, race, income, education, and marital status; \(R^2=0.17\).
\textsuperscript{c}Group means differ \(P<.01\).
\textsuperscript{d-f}Rows with common superscript differ \(P<.05\).
\textsuperscript{g}Model 2: adjusted for age, gender, race, income, education, marital status, and everyday discrimination; \(R^2=0.22\).

As shown in Table 4, unfairness was significantly related to self-reported history of depression and high blood pressure, after adjustment for sociodemographic variables (Model 1). Higher unfairness values were significantly associated with higher odds of depression, when both the middle and high groups were compared to the lowest group, and for high blood pressure, when the highest group was compared to the lowest group. After inclusion of everyday discrimination scores in the model (Model 2), there was still an overall association with depression, and the pairwise contrast of highest to lowest remained significant. In Model 2, the effect of unfairness on high blood pressure disappeared. The addition of everyday discrimination to the model increased the \(R^2\) value by 0.01% to 0.02%.

Table 4. Adjusted odds of self-reported history of illness by unfairness and discrimination\textsuperscript{a}.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>History of depression\textsuperscript{b}</th>
<th>History of diabetes</th>
<th>History of heart disease</th>
<th>History of high blood pressure</th>
<th>History of cancer</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model 1\textsuperscript{d} unfairness ((R^2))</strong></td>
<td>0.12</td>
<td>0.09</td>
<td>0.05</td>
<td>0.20</td>
<td>0.06</td>
</tr>
<tr>
<td>Low</td>
<td>REF\textsuperscript{d}</td>
<td>REF</td>
<td>REF</td>
<td>REF</td>
<td>REF</td>
</tr>
<tr>
<td>Middle</td>
<td>1.57 (1.24-1.98) \textsuperscript{e}</td>
<td>1.21 (0.92-1.58)</td>
<td>1.01 (0.69-1.48)</td>
<td>1.11 (0.87-1.42)</td>
<td>1.18 (0.82-1.69)</td>
</tr>
<tr>
<td>High</td>
<td>2.93 (2.18-3.95)</td>
<td>1.03 (0.72-1.45)</td>
<td>1.31 (0.84-2.06)</td>
<td>1.49 (1.08-2.05)</td>
<td>1.14 (0.71-1.82)</td>
</tr>
<tr>
<td><strong>Model 2\textsuperscript{i} unfairness ((R^2))</strong></td>
<td>0.14</td>
<td>0.10</td>
<td>0.07</td>
<td>0.21</td>
<td>0.07</td>
</tr>
<tr>
<td>Low</td>
<td>REF</td>
<td>REF</td>
<td>REF</td>
<td>REF</td>
<td>REF</td>
</tr>
<tr>
<td>Middle</td>
<td>1.19 (0.92-1.54)</td>
<td>1.15 (0.82-1.54)</td>
<td>0.80 (0.52-1.22)</td>
<td>1.00 (0.76-1.309)</td>
<td>0.99 (0.67-1.48)</td>
</tr>
<tr>
<td>High</td>
<td>1.89 (1.35-2.64)</td>
<td>0.84 (0.57-1.234)</td>
<td>0.87 (0.52-1.45)</td>
<td>1.22 (0.85-1.74)</td>
<td>0.78 (0.46-1.32)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Unless otherwise stated, the data are reported as OR (95% CI).
\textsuperscript{b}Overall variable \(P<.01\).
\textsuperscript{c}Model 1: adjusted for age, gender, race, income, education, and marital status.
\textsuperscript{d}REF: reference group.
\textsuperscript{e}Italicized CIs indicate statistically significant ORs.
\textsuperscript{i}Model 2: adjusted for age, gender, race, income, education, marital status, and everyday discrimination.

As shown in Table 5, unfairness was significantly related to 30-day marijuana use, 30-day cigarette use, and lifetime opiate use, after adjustment for sociodemographic variables (Model 1). There was no association with 30-day alcohol use. Specifically, higher unfairness values, when both the middle and highest groups were compared to the lowest group, were associated with significantly higher odds of cigarette and opiate use, whereas for marijuana, the contrast was significant only for the highest compared to the lowest group. When everyday discrimination scores were added to the model (model 2), the effect on marijuana was no longer significant and the effect on cigarettes was only significant for the comparison of the middle to the lowest group. In addition, the effect on alcohol use became significant. However, the effect was in the opposite direction.
than with the other substances. That is, higher unfairness was significantly associated with lower odds of 30-day alcohol use. 

The addition of everyday discrimination to the model increased the R² value by 0.01% to 0.02%.

Table 5. Adjusted odds of self-reported substance use by unfairness a.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>30-day alcohol</th>
<th>30-day marijuana</th>
<th>30-day cigarettes</th>
<th>Lifetime opiates</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model 1 b unfairness (R²)</strong></td>
<td>0.14</td>
<td>0.08</td>
<td>0.05</td>
<td>0.07</td>
</tr>
<tr>
<td>Low</td>
<td>REF</td>
<td>REF</td>
<td>REF</td>
<td>REF</td>
</tr>
<tr>
<td>Middle</td>
<td>0.82 (0.64-1.04)</td>
<td>1.14 (0.82-1.59) f d</td>
<td>1.69 (1.28-2.23) e f</td>
<td>1.37 (1.07-1.74) d</td>
</tr>
<tr>
<td>High</td>
<td>0.76 (0.54-1.07)</td>
<td>1.74 (1.17-2.57) d</td>
<td>1.96 (1.39-2.76) f</td>
<td>1.41 (1.03-1.92) d</td>
</tr>
<tr>
<td><strong>Model 2 e unfairness (R²)</strong></td>
<td>0.14 t</td>
<td>0.09</td>
<td>0.08</td>
<td>0.08</td>
</tr>
<tr>
<td>Low</td>
<td>REF</td>
<td>REF</td>
<td>REF</td>
<td>REF</td>
</tr>
<tr>
<td>Middle</td>
<td>0.73 (0.56-0.96) d</td>
<td>0.89 (0.62-1.28)</td>
<td>1.38 (1.01-1.87)</td>
<td>1.00 (0.76-1.30)</td>
</tr>
<tr>
<td>High</td>
<td>0.65 (0.45-0.95) d</td>
<td>1.22 (0.79-1.89)</td>
<td>1.42 (0.972-2.10)</td>
<td>0.84 (0.59-1.19)</td>
</tr>
</tbody>
</table>

aUnless otherwise stated, the data are reported as OR (95% CI).

bModel 1: adjusted for age, gender, race, income, education, and marital status.

cREF: reference group.

dP<.05.

eItalicized CIs indicate statistically significant ORs.

fP<.01.

gModel 2: adjusted for age, gender, race, income, education, marital status, and everyday discrimination.

**Discussion**

Unfairness was significantly related to worse mental health functioning, net adjustment for sociodemographic variables, and everyday discrimination. Unfairness was related to self-reported history of depression and high blood pressure after an adjustment for sociodemographic variables was made although after including everyday discrimination in the model, only the association with depression remained significant.

Unfairness was also significantly related to 30-day marijuana use, 30-day cigarette use, and lifetime opiate use. Adding everyday discrimination scores to the model attenuated these effects, with the association with marijuana no longer being significant and the effect on cigarettes only being significant for the comparison of the middle group to the lowest group.

Our findings of a generally harmful effect of perceived unfairness on health are consistent with prior studies [15-17]. Perceived unfairness, although moderately correlated with everyday discrimination, appears to serve as a unique predictor of health status and health behavior. Alternatively, given that, in some instances, adding everyday discrimination to the model attenuated the impact of unfairness on outcomes, unfairness may also serve as a partial mediator of discrimination; that is, it may be one of the psychological pathways through which discrimination negatively impacts health: it may be a consequence of discrimination. On the other hand, adding discrimination to the model (except for mental health) generally only increased the R² value by 1% or 2%, suggesting that unfairness captures most of the same variance in health outcomes as does discrimination.

In our study, we found that higher unfairness was associated with lower educational attainment, lower age, lower household income, and being unmarried. The higher rates of unfairness observed for individuals with lower education and income is consistent with both UK [15,16] and Dutch studies [17]. Age was unrelated to unfairness in the Whitehall study [16], which differs from our findings. We found no differences by gender, which is inconsistent with the Whitehall study, where women had higher levels of reported unfairness [16].

With regard to race, we found the highest unfairness values were observed among African American and multiracial respondents, followed by MENA respondents. White respondents reported the lowest unfairness values, and they were significantly lower than African American, multiracial, and MENA respondents in pairwise comparisons. Prior studies did not report race effects, as their samples were more homogeneous than that of this study. The Whitehall study sample, for example, consisted of 90% White and 5% South Asian participants [27].

We found that the effect of unfairness on 30-day alcohol was in the opposite direction to the other substances we examined. That is, higher unfairness was associated with lower odds of 30-day alcohol use. The protective effect of unfairness on alcohol intake was not entirely unexpected. A few previous studies have found that higher levels of unfairness and discrimination were not associated with increased alcohol use [9,16,28]. In our study, this relationship was in part confounded by religiosity, as more religious respondents were both more likely to abstain from alcohol and to report higher levels of unfairness (data not shown). Controlling for religion reduced the protective effect of unfairness on alcohol use.
The study has several limitations. First, the data were all cross-sectional, which limits our ability to determine causation; reverse causality cannot be excluded. For example, higher rates of illness or substance use could drive higher perceptions of unfairness or discrimination, rather than the inverse.

Secondly, unfairness may be caused by everyday discrimination. Experiencing discrimination could lead one to perceive life as unfair. Given the 2 variables were moderately correlated (r=0.54) and that the effects of unfairness on health outcomes generally remained after adjustment for discrimination, it appears that unfairness may function as a unique contributor to health outcomes, above that of discrimination. It should also be noted that while the 9-item everyday discrimination scale assesses various types of discriminatory behaviors, the single-item unfairness measure we used only assesses global perceptions. Perhaps more granular assessment of unfairness, more akin to how discrimination is typically assessed, would yield more robust findings.

Furthermore, illness outcomes were all self-reported, which likely increased the error of these measures. Given this, the analyses might have underestimated the association of unfairness on health, unless they share a common reporting bias, which then would have spuriously inflated their association. Finally, our sample was recruited in Michigan, so the generalizability of our findings to other populations is unclear.

Our findings have implications for both research and practice. With regard to research, our results indicate that unfairness should be included as a potential variable in studies of health and health disparities in addition to the standard set of socioeconomic and social indicators. Unfairness may also be more amenable to intervention than discrimination and other disparity drivers. Because unfairness relates more to the perception or perseveration of events rather than simply their occurrence, cognitive interventions that help individuals cope with these perceptions may merit investigation.
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Abstract

Background: The Neonatal Tetanus Surveillance System (NTSS) in Yemen was established in 2009 to identify high-risk areas, determine trends, and evaluate elimination activities. Since its launch, the NTSS had never been evaluated.

Objective: This study aimed to assess the performance of NTSS and determine its strengths and weaknesses to recommend improvements.

Methods: The US Centers for Disease Control and Prevention (CDC) guidelines were used for evaluating the NTSS. Stakeholders at the central, district, and facility levels were interviewed to rate the attributes of the NTSS. The percentage scores for attributes were ranked as poor (<60%), average (≥60% to <80%) and good (≥80%).

Results: The overall usefulness score percentage was 38%, which indicates a poor performance. The performance of the NTSS was rated as average on flexibility (score percent: 68%) and acceptability (score percent: 64%) attributes and poor on stability (score percentage: 33%), simplicity (score percentage: 57%), and representativeness (score percentage: 39%) attributes. About 65% of investigation forms were completed within 48 hours of notification date. Data quality was poor, as 41% of the core variables were missing.

Conclusions: The overall performance of the NTSS was poor. Most of the system attributes require improvement, including stability, simplicity, quality of data, and completeness of investigation. To improve the performance of NTSS, the following are recommended: capacity building of staff (focal points), strengthening NTSS through technical support and government funding to ensure its sustainability, establishing electronic investigation forms for improving the system data quality, and expansion of NTSS coverage to include all private health care facilities.

(JMIR Public Health Surveill 2021;7(5):e27606) doi:10.2196/27606
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Introduction

Background

Neonatal tetanus (NT) is a life-threatening vaccine-preventable disease and one of the most underreported diseases in many developing countries. It is caused by the toxin of Clostridium tetani, a ubiquitous, spore-forming, gram-positive bacillus found in high concentrations in soil and animal excrement. The disease usually occurs in rural settings with poor access to health facilities, characterized by generalized rigidity and convulsive
spasms of skeletal muscles that usually involve the jaw and neck and then become generalized [1]. Newborns can become infected through contaminated instruments used to cut the umbilical cord or by improper handling of the umbilical stump [1,2].

NT remains a major cause of infant and neonatal mortality in many developing countries, but it is preventable by immunization and/or assuring clean delivery and postdelivery practices [2]. According to the World Health Organization (WHO), an NT case is defined as "a neonate with the normal ability to suck and cry during the first 2 days of life, between 3 to 28 days of age cannot suck normally and becomes stiff or has spasms" [3]. Global elimination is defined as an annual rate of <1 case of NT per 1000 live births at the district level [4].

Globally, good progress has been made in the last two decades. The number of reported NT cases worldwide declined by 90%, from 17,935 in 2000 to 1803 in 2018, and estimated NT deaths decreased by 85%, from 170,829 in 2000 to 25,000 in 2018 [4]. This disease accounts for 1% of worldwide neonatal mortality, compared with 7% in 2000 [5].

Despite the appreciable drop in the number of NT cases attributed to the global NT elimination strategies, NT still remains among the leading causes of death in 14 developing countries that have not yet eliminated NT [6]. The Eastern Mediterranean Region (EMR) has been ranked at the fourth position among WHO regions in term of NT burden. In 2018, 181 (10% of NT cases were reported from 6 countries in the region: Afghanistan, Saudi Arabia, Iraq, Morocco, Egypt, and Yemen [4].

**Neonatal Tetanus Surveillance in Yemen**

Yemen is one of the 5 remaining countries in the EMR that have not achieved the global elimination target set by WHO [6]. NT remains a public health problem in Yemen, where it is one of the major causes of neonatal mortality. In 2018, more than 64% of all NT cases in EMR were reported from Yemen. A total of 2069 NT cases were reported from 1980 to 2018 [4].

Tetanus immunization has been included in the national expanded program of immunization in Yemen since 1977, and includes 5 doses of tetanus toxoid vaccine for women of child-bearing age. Despite the availability of an inexpensive and effective tetanus vaccine, Yemen is far behind in tetanus toxoid vaccine coverage. Over the last decade, 17% to 21% of women received at least 2 doses of the tetanus toxoid vaccine in Yemen [7].

The Neonatal Tetanus Surveillance System (NTSS) was established in Yemen in 2009, with the objectives to identify high-risk areas, determine trends of NT, and evaluate tetanus elimination activities. NTSS in Yemen is a passive surveillance system that relies on the identification of NT cases collected at the health facility level and then reported to the next higher level at a specified frequency (weekly), even if there are zero cases (referred to as zero reporting). In addition, all NT cases are reported through community-based surveillance (CBS) and the Electronic Disease Early Warning System (eIDEWS). Particularly in high-risk areas, the NTSS relies on CBS through traditional birth attendants, community leaders, traditional healers, or other community members who are sensitized to report NT cases and deaths to health authorities. The eIDEWS network of reporting sites includes both public and private health facilities.

**Objectives**

High-quality NT surveillance is a key component of the NT elimination strategy, and its data are used to identify areas or subpopulations at high-risk for NT and guide effective public health response for NT elimination. However, since its launch in Yemen, NTSS had never been evaluated. Therefore, this study aimed to assess the level of usefulness and performance of the NTSS attributes, determine its strengths and weaknesses, and suggest recommendations for improvement.

**Methods**

**Study Design**

A descriptive evaluation study was conducted to describe NTSS and its performance according to the Centers for Disease Control and Prevention (CDC) guideline for evaluating disease surveillance systems [8]. The study was performed in the city of Sana’a from October to December 2018.

**Study Population and Sampling**

The study population involved 31 stakeholders: 5 from the central level, 3 from governorate level, 3 from districts level, and 20 health facility focal points. At the district and health facility levels, samples were selected using a multistage sampling method. Using simple random sampling, 30% (3/10) of the districts—Assabain, Ma’ain, and Assafi’yah—were selected. A total of 33% (20/60) of health facilities were selected by stratified random sampling distributed proportionally among the chosen districts according to the curative services (public and private) in each district. The selection of health facilities from each chosen district was based on simple random sampling.

**Data Collection**

Desk review of the main NTSS documents and literature was conducted to describe the system. In depth interviews were conducted with NTSS stakeholders at the central and governorate levels to measure usefulness, flexibility, and stability. A semistructured questionnaire was used to collect data from surveillance coordinators of governorates, districts, and focal points at health facility levels to evaluate simplicity and acceptability (Multimedia Appendix 1). In addition, data registries from 2009 to 2018 were obtained to measure data quality, timeliness of investigation, completeness of investigation, and representativeness.

**Performance of the System**

The indicators of the level of usefulness, flexibility, and stability attributes were assessed using yes or no (yes = 1; no = 0) questions. The indicators of simplicity and acceptability were assessed using a 5-point Likert scale (1 = strongly disagree, 2 = disagree, 3 = neutral, 4= agree, and 5 = strongly agree). Quality of the data was assessed by measuring the percentages of missing variables. Timeliness of investigation was measured by the percentage of all suspected cases investigated within 48
hours of notification. Completeness of investigation was measured by the proportion of NT suspected cases reported that have been investigated. Representativeness was measured by the percentage of all public and private health facilities in Sana'a that were covered by NTSS.

**Data Analysis and Interpretation**

The usefulness, flexibility, and stability indicators were scored as 0 or 1, whereas the simplicity and acceptability indicators were scored from 1 to 5. For each indicator, the score percentage was calculated as the following:

The overall attribute score percentage was calculated as the following:

Each indicator and overall attribute score percentage was represented as score rank and interpreted as poor \(<60\%\), average \(\geq60\%\) to \(<80\%\), or good \(\geq80\%\). Missing data were measured by selecting 1-year data to calculate the percentage of the missed core variables. The core variables included case identification, date of birth, sex, place of usual residence, date of illness onset, date of notification, date of investigation, symptoms in case definition, outcome (alive/dead), maternal vaccination history, place/type of delivery, tool used for cutting cord, and material applied to cord. For any case, if information on any of the core variables is missing, the investigation was considered inadequate.

Timeliness of investigation was calculated by dividing the number of suspected NT cases investigated within 48 hours of notification by the number of suspected NT cases reported \(\times 100\). Completeness of investigation was calculated by dividing the number of NT case investigations by the number of suspected NT cases reported \(\times 100\). Representativeness was calculated by dividing the number of public and private health facilities in Sana’a that are covered by NTSS by the total number of public and private health facilities in Sana’a \(\times 100\). Epi Info (version 7.2, Division of Health Informatics and Surveillance, CDC) was used for data entry and analysis. Data were described using frequencies, score percentages, and score rank.

**Results**

**Participant Characteristics**

A total of 31 participants (61\% [19/31] male and 39\% [12/31] female) were interviewed from 4 levels: central, governorate, district, and health facility. The median of their ages was 42 years (range 24 to 65 years) and the median years of their experience in surveillance systems was 4.0 years (range 1 to 20 years).

**Level of Usefulness**

Based on 8 in-depth interviews with stakeholders at central and governorate levels, the overall usefulness score percentage was 38\%, which indicates a poor performance. Only one usefulness indicator (“The system data are used to estimate NT magnitude, incidence, and mortality rates”) was ranked as good (Table 1). One of the respondents said “Unfortunately, NT is neglected by researchers and the Ministry of Public Health and Population.”

**Table 1.** The score, score percentage, and rank of usefulness indicators of the Neonatal Tetanus Surveillance System in Sana’a, 2018 (n=8).

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Score</th>
<th>Score percentage</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>The system data are used to estimate NT magnitude, incidence, and mortality rates.</td>
<td>7</td>
<td>88</td>
<td>Good</td>
</tr>
<tr>
<td>The system data are used to monitor the trend of NT spread over time.</td>
<td>4</td>
<td>50</td>
<td>Poor</td>
</tr>
<tr>
<td>The system data are used to identify high-risk areas.</td>
<td>4</td>
<td>50</td>
<td>Poor</td>
</tr>
<tr>
<td>The system data are used to update and develop the national policy strategy for NT elimination.</td>
<td>1</td>
<td>13</td>
<td>Poor</td>
</tr>
<tr>
<td>The system data are used to assess the effect of interventions.</td>
<td>1</td>
<td>13</td>
<td>Poor</td>
</tr>
<tr>
<td>The system provides a basis for epidemiologic research.</td>
<td>1</td>
<td>13</td>
<td>Poor</td>
</tr>
<tr>
<td>Overall usefulness</td>
<td>18</td>
<td>38</td>
<td>Poor</td>
</tr>
</tbody>
</table>

\(^aNT: \text{neonatal tetanus.}\)

**Flexibility**

The overall score of flexibility was 68\%, which reveals an average performance (Table 2). Three of the flexibility indicators (“The system can be adapted to accommodate new additional information” [eg, change in case definition], “The system can be adapted to increases in the reporting sources,” and “The system can be adapted to integrate with other surveillance”) had good rank. One indicator (“The system is not affected by fund variation”) was ranked as poor.
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Table 2. The score, score percentage, and rank of flexibility indicators of the Neonatal Tetanus Surveillance System in Sana’a, 2018 (n=8).

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Score</th>
<th>Score percentage</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>The system can be adapted to accommodate new health-related events with little resources and time.</td>
<td>5</td>
<td>60</td>
<td>Average</td>
</tr>
<tr>
<td>The system can be adapted to accommodate new additional information (eg, change in case definition).</td>
<td>7</td>
<td>88</td>
<td>Good</td>
</tr>
<tr>
<td>The system is not affected by fund variation.</td>
<td>0</td>
<td>0</td>
<td>Poor</td>
</tr>
<tr>
<td>The system can be adapted to increases in the reporting sources.</td>
<td>7</td>
<td>88</td>
<td>Good</td>
</tr>
<tr>
<td>The system can be adapted to integrate with other surveillance.</td>
<td>8</td>
<td>100</td>
<td>Good</td>
</tr>
<tr>
<td>Overall flexibility</td>
<td>27</td>
<td>68</td>
<td>Average</td>
</tr>
</tbody>
</table>

**Stability**

The overall stability of the system scored 33%, which reveals a poor performance. Of 5 stability indicators, only one (“The system does not require time for collecting, sending, receiving, and managing data”) had a good rank (Table 3). One of the respondents said “There is no qualified coordinator capable of working continuously, and the most important obstacle is the lack of funding.”

Table 3. The score, score percentage, and rank of stability indicators of the Neonatal Tetanus Surveillance System in Sana’a, 2018 (n=8).

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Score</th>
<th>Score percentage</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>The system has funds from nongovernmental organizations.</td>
<td>0</td>
<td>0</td>
<td>Poor</td>
</tr>
<tr>
<td>The system has governmental funds.</td>
<td>1</td>
<td>13</td>
<td>Poor</td>
</tr>
<tr>
<td>The system is stable without sponsor funds.</td>
<td>0</td>
<td>0</td>
<td>Poor</td>
</tr>
<tr>
<td>The system does not require time for collecting, sending, receiving, and managing data.</td>
<td>8</td>
<td>100</td>
<td>Good</td>
</tr>
<tr>
<td>The reports are released regularly.</td>
<td>4</td>
<td>50</td>
<td>Poor</td>
</tr>
<tr>
<td>Overall stability</td>
<td>13</td>
<td>33</td>
<td>Poor</td>
</tr>
</tbody>
</table>

**Simplicity**

A total of 26 stakeholders at governorate, district, and health facility levels rated the simplicity. Of 9 indicators, 5 had poor ranking. Only one indicator had good ranking. The overall simplicity of the system scored 57%, which indicates a poor performance (Table 4).

Table 4. The score, score percentage, and rank of simplicity indicators of the Neonatal Tetanus Surveillance System in Sana’a, 2018 (n=26).

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Score</th>
<th>Score percentage</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case definition is available.</td>
<td>71</td>
<td>55</td>
<td>Poor</td>
</tr>
<tr>
<td>Case definition is easy to apply.</td>
<td>95</td>
<td>73</td>
<td>Average</td>
</tr>
<tr>
<td>Investigation forms are available.</td>
<td>48</td>
<td>37</td>
<td>Poor</td>
</tr>
<tr>
<td>Investigation forms are easy to complete.</td>
<td>52</td>
<td>40</td>
<td>Poor</td>
</tr>
<tr>
<td>Data collection does not require telephone contact or home visit.</td>
<td>84</td>
<td>65</td>
<td>Average</td>
</tr>
<tr>
<td>Data collection does not need much time.</td>
<td>99</td>
<td>76</td>
<td>Average</td>
</tr>
<tr>
<td>Data transportation to the central level is very easy.</td>
<td>108</td>
<td>83</td>
<td>Good</td>
</tr>
<tr>
<td>Received training on NT(^a).</td>
<td>35</td>
<td>27</td>
<td>Poor</td>
</tr>
<tr>
<td>Data updating and follow-up of cases are easy.</td>
<td>77</td>
<td>59</td>
<td>Poor</td>
</tr>
<tr>
<td>Overall simplicity</td>
<td>669</td>
<td>57</td>
<td>Poor</td>
</tr>
</tbody>
</table>

\(^a\)NT: neonatal tetanus.

**Acceptability**

The acceptability indicator related to willingness to participate in NTSS had good rank. However, satisfaction with NTSS was poor. The overall acceptability score percentage was 64%, which indicates an average performance.

**Timeliness and Completeness of Investigation**

Of reported cases, the overall completeness of routine reporting under passive surveillance was only 23% (120/524), which indicates a poor performance. A total of 65% (340/524) of investigation forms were completed within 48 hours of the notification date, indicating an average timeliness performance, while 10% (53/524) of investigation forms were completed...
more than 48 hours after the notification date. The remaining (131/524, 25%) had no investigation date.

**Data Quality**

The data quality was poor, with 41% (645/1572) of the core variables missing. The highest percentage of data missing was in maternal vaccination history (96/131, 73%), followed by material applied to cord (72/131, 55%). The lowest percentage of missing was in date of birth (14/131, 11%) followed by sex variable (6/131, 5%).

**Representativeness**

Almost all (64/66, 97%) public health facilities and 26.7% (80/300) of private health facilities were covered by NTSS. The overall representativeness score percentage was only 39%, that indicates a poor representativeness.

**Strengths and Weaknesses of the NTSS**

The strengths of the system include easy data collection; transfer through eIDEWS; existence of surveillance staff in governorate, district, and health facility levels; several sources of reporting such as eIDEWS and CBS; and existence of new qualified leadership.

The weaknesses of the system include lack of investigation forms in the health facilities; no activities for the NTSS; lack of central supervision and communication; and no brochures, posters, or publications available on NT.

**Discussion**

**Principal Findings**

Every disease surveillance system should be analyzed and evaluated periodically to ensure its effectiveness and improve performance wherever necessary. This evaluation revealed contradictory views about the usefulness of the NTSS, where it was generally considered poor. For example, the surveillance system did not play any role in assessing the effectiveness of the NT elimination strategy and was not capable of identifying areas at high risk. However, the surveillance data were useful to estimate NT magnitude, incidence, and mortality rates, which are the main goals for NTSS. The system might be considered useful if it satisfactorily addresses at least one of the usefulness indicators [8].

The NTSS demonstrated average flexibility. This result is reasonable, particularly with indicators related to the change in case definition, reporting sources, and integration with other surveillance. Receiving data from several sources such as eIDEWS and CBS may enhance the flexibility of the system. However, flexibility may be negatively affected by fund variation. Similar findings were reported by another study, which revealed its flexibility by incorporating information on measles and acute flaccid paralysis systems [9]. In the other hand, our finding disagrees with those of a previous evaluation performed in Baluchistan, Pakistan, which demonstrated that the system had poor flexibility [10].

Despite the ability of the system to collect, send, receive, and manage data with little resources and time, the stability of NTSS was poor. This poor stability of NTSS reflected the weak capability of the system to release reports regularly and lack of funds, especially governmental funds, which affect the system activities implementation. Therefore, the system is unstable and its sustainability is in danger.

Concerning the simplicity, the study results showed that NTSS simplicity was generally poor. This result might be due to the unavailability of case definition and investigation forms, as well as poor training, which can be attributed to lack of funds necessary for implementation of system activities. However, the transfer of the data to the central level was simple.

The findings showed that the acceptability of NTSS was average, as the majority of respondents were willing to participate in the surveillance system. Nevertheless, about two-thirds of respondents were unsatisfied with NTSS. This might be due to lack of interaction between the central and health facility levels, and this may result in lack of communication. Similarly, previous evaluation performed in Baluchistan, Pakistan, found that the system was acceptable for all stockholders with average rank [10].

Completeness of reporting for NT depends on conscientious notification, use of health services, health-seeking behavior, access to health services, [11] and a sensitive surveillance system [3,12].

Our findings revealed the completeness of investigation forms was poor. This result was far from the WHO target for completeness of investigation (≥90%) [3]. It might be due to unavailability of investigation forms, registers, and case definitions in the health facilities as well as lack of central supervision, communication, and training courses for staff. A similar study suggested that the availability and widespread use of birth attendant logs, vital events registries, and standard case definitions in reporting sites may impact NT reporting and surveillance [13].

The NTSS has average timeliness of investigation within 48 hours after notification. This result was lower than the WHO target for timeliness of investigation, which is ≥80% [3]. This finding might be due to the investigation date being missing in a quarter of the investigation forms.

High-quality surveillance data and other key program indicators should be used to monitor the impact of interventions, achievement, and maintenance of NT elimination [3]. The findings of this evaluation showed poor quality of NTSS investigation-completed forms. In addition, the percentage of missing data was high, especially data related to the maternal vaccination history and material applied to cord. In contrast, the percentage of missing data was low on the date of birth and sex variables. This might be due to lack of staff training and incentives. In comparison, a previous evaluation in Baluchistan, Pakistan, also demonstrated that the system had poor data quality [10].

The representativeness of NTSS in general was poor in Sana’a, particularly among private health facilities. However, the representativeness of NTSS was good among public health facilities.
Limitations
This evaluation has some limitations. This evaluation was limited to Sana’a due to time, budget, and security constraints. Moreover, arrival time of the investigation forms was not measured because it was not included in the investigation forms.

Conclusion
The overall performance of the NTSS was poor, and it is not meeting its objectives. Most of the system attributes require improvement, such as usefulness, stability, simplicity, quality of data, and completeness of investigation. In contrast, the system flexibility, acceptability, and timeliness of investigation were average. The representativeness of NTSS was poor in Sana’a, particularly among private health facilities. The most important reasons for system weakness were lack of governmental funds, program activities, staff training, central communication, and supervision. To improve the performance of NTSS, the following are recommended: capacity building of staff (focal points) by regular trainings, frequent quality checks through field visits, strengthening NTSS through technical support and government funding to ensure its sustainability, establishing electronic investigation forms for improving the system data quality, and expansion of NTSS coverage to include all private health care facilities.
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Abstract

This article briefly describes Egypt’s acute respiratory infection (ARI) epidemic preparedness and containment plan and illustrates the impact of implementation of the plan on combating the early stage of the COVID-19 epidemic in Egypt. Pillars of the plan include crisis management, enhancing surveillance systems and contact tracing, case and hospital management, raising community awareness, and quarantine and entry points. To identify the impact of the implementation of the plan on epidemic mitigation, a literature review was performed of studies published from Egypt in the early stage of the pandemic. In addition, data for patients with COVID-19 from February to July 2020 were obtained from the National Egyptian Surveillance system and studied to describe the situation in the early stage of the epidemic in Egypt. The lessons learned indicated that the single most important key to success in early-stage epidemic containment is the commitment of all partners to a predeveloped and agreed-upon preparedness plan. This information could be useful for other countries in the region and worldwide in mitigating future anticipated ARI epidemics and pandemics. Postepidemic evaluation is needed to better assess Egypt’s national response to the COVID-19 epidemic.

Introduction

Country Profile

Egypt is a transcontinental country in the Middle East. Most of the country is situated in northeastern Africa, with the Sinai Peninsula located in Western Asia. The country covers an area of 1 million km² and has coastline on the Mediterranean Sea in the north and the Red Sea in the east. Most of its population is concentrated along the banks of the Nile River and on the river’s delta, and only approximately 3% of the territory is inhabited. The population of Egypt is greater than 100 million inhabitants, and the gross domestic product per capita in 2017 was US $10,799. Life expectancy was 74.4 years in females and 68.0 in males, and the under-5 mortality rate was 19.2. The main causes of death in Egypt are ischemic heart disease, stroke, and...
The Beginning of the COVID-19 Epidemic in Egypt

On December 1, 2019, a cluster of pneumonia cases of unknown cause was noticed in Wuhan, China. On December 2019, China announced an epidemic of acute respiratory disease of unknown cause [2]. As soon as the COVID-19 epidemic was announced and before the World Health Organization (WHO) announced it to be a pandemic, the Egyptian Ministry of Health and Population (MoHP) started to adapt its acute respiratory infection (ARI) pandemic preparedness plan to apply it to the anticipated pandemic.

Egypt is considered to be one of the first countries to monitor infectious diseases through a national surveillance system for reporting infectious diseases; this system has been in operation for about a century. Egypt’s national surveillance system was assessed, enhanced, and expanded to include all governmental health care facilities in 1999. The National Egyptian Electronic Disease Surveillance System (NEDSS) targets 40 communicable diseases, including ARIs, and it includes an electronic reporting element [3]. A comprehensive network of epidemiological and laboratory vertical systems for reporting ARIs was developed in 2009, along with an alert system for early detection of novel respiratory viruses. The network covers the entire country and comprises surveillance systems targeting severe acute respiratory infections (SARIs), influenza-like illness (ILI), pneumonia, avian influenza, and Middle East respiratory syndrome coronavirus (MERS-CoV). Event-based surveillance was introduced in Egypt in 2009 in response to the 2009 H1N1 pandemic to aid timely detection of and response to possible epidemics.

The aims of this viewpoint are to review and discuss the preventive and control measures that have been implemented by the Egyptian MoHP in response to the COVID-19 pandemic and to share Egypt’s experience with public health practitioners and authorities to enable better response to such events in the future.

The specific objective of the preparedness plan for response to COVID-19 was to reduce morbidity and mortality in the event of a COVID-19 epidemic in Egypt.

Methodology

In this report, we use two approaches: to discuss the interventions implemented in the COVID-19 epidemic in Egypt as a part of the preparedness plan and to describe the epidemic situation in its early stage in an attempt to link it to the interventions performed.

To describe the ARI epidemic preparedness and containment plan in Egypt, all documents addressing the ARI epidemic preparedness and response plan and their updates were reviewed, including the ARI case management plan, ARI and Influenza Pandemic Preparedness Plan, and national disease surveillance guidelines. In addition, the key studies and publications describing the situation of the early stage of the COVID-19 epidemic were reviewed to describe the epidemic situation.

National surveillance data on all patients in Egypt with COVID-19 from February to July 2020 were obtained from the national disease surveillance database. Web-based data sources were consulted regularly to collect data published on the early stage of the epidemic in Egypt. Descriptive data analysis was performed to assess the response to the epidemic in Egypt.

Egypt’s ARI Pandemic Preparedness and Containment Plan

Egypt’s ARI preparedness plan was first developed in 2007 in collaboration with WHO Egypt. It was activated in 2009 during the H1N1 pandemic, updated in 2019, and then adapted to the COVID-19 pandemic [4].

The pandemic preparedness plan was activated early, before the introduction of SARS-CoV-2 into the country, when the first positive case was identified among contacts of a Chinese woman who tested positive after returning to China from a short business trip to Cairo.

The plan includes five pillars:

1. Crisis management
2. Enhancing surveillance systems and contact tracing
3. Case and hospital management
4. Raising community awareness
5. Quarantine and entry points

Crisis Management

A pre-established Supreme National Committee for crisis management was activated early in the pandemic. Members of the committee are Ministers of relevant Ministries, including the Ministry of Health, Ministry of Agriculture, Ministry of Local Development, Ministry of Environment, Ministry of Defense, Ministry of Foreign Affairs, Ministry of General Information Authority, General Administration of Veterinary Affairs, Crisis Management Room at Council of Ministers, and Ministry of the Interior. Preventive and Endemic Affairs of Ministry of Health. This committee was and is still responsible for deciding on the necessary preventive and control measures based on the rapid changes in the pandemic situation globally and in Egypt.

The crisis management committee of the MoHP was assembled before the introduction of the virus to Egypt. The committee included all sectors concerned within the ministry (preventive sector, curative sector, health care and nursing sector, general authority for health insurance, general authority for hospitals and educational institutes, central administration of medical medicine, central administration of preventive affairs, General Secretariat of Specialized Medical Centers, Central Administration of Pharmacy, General Directorate of Hospitals, General Department of Chest Diseases, General Department of Infectious Diseases, General Administration of Veterinary Affairs Mechanism, Epidemiology and Surveillance, the official spokesperson of the Ministry of Health, and a representative of the Supreme Council of Universities). The committee is...
responsible for monitoring the epidemiologic situation on a 24-hour basis, implementing all preventive and curative measures to contain the disease, ensuring the preparedness and response of emergency teams 24 hours per day, establishing follow-up treatment protocols, and ensuring the availability of medical supplies necessary for prevention and case management and equipment and supplies for intensive care units.

**Enhancing ARI Surveillance Systems**

**Case Definitions**

NEDSS, ILL, SARI, and pneumonia and mortality surveillance systems were activated through 2 days of training for surveillance teams in all governmental health care facilities conducted at the central and regional levels. Guidelines for COVID-19 epidemic response were developed and distributed at all health system levels, and teams were instructed to report ARIs on a daily basis. Case definitions were developed using the WHO COVID-19 case definition [5] and distributed to all governmental and private health care facilities for reporting any suspected cases. The case definition was updated 3 times to increase the sensitivity for case detection as the epidemic progressed.

The updated COVID-19 case definitions as of June 2020 are outlined below.

A **suspected case** is defined as anyone who suffers from acute respiratory symptoms (cough, shortness of breath) or fever ≥38 °C or both with no other reasons, or anyone with any of the following conditions within 14 days before symptoms:

1. History of travel to a country or region that proves wide community spread or limited local transmission of COVID-19
2. Contact with a confirmed case with COVID-19
3. Contact with a person with acute respiratory symptoms (cough, shortness of breath) or a fever ≥38 °C and who is epidemiologically related to a place or region (locally or internationally) with epidemic outbreaks of COVID-19 but not yet confirmed by a laboratory
4. Health care workers or workers in a health care facility with reported confirmed cases of COVID-19 or a patient with SARI with fever ≥38 °C with one of the symptoms of acute respiratory disease (cough, shortness of breath) and the cause of the pathological condition could not be identified

If suspicion of the above is not verified, consider anyone with at least two of the following clinical characteristics:

1. Fever, severe respiratory symptoms, or both
2. Computed tomography scan for chest (if not available; normal x-rays are performed on the chest) with diagnostic properties of COVID-19
3. Normal or low leukocyte count with lymphocytopenia

A **confirmed case** is defined as a person with laboratory confirmation of COVID-19 infection by real-time polymerase chain reaction (RT-PCR).

COVID-19 was added to the list of NEDSS-reportable diseases, and a data collection was developed and added to the web-based data screens. Suspected and confirmed cases of COVID-19 are entered at all governmental hospitals to provide a regular description of the epidemic situation in Egypt, for contact tracing, and for future predictions. Daily reports are developed and shared with relevant stakeholders.

The International Health Regulations unit at MoHP is in direct contact with WHO Egypt and Eastern Mediterranean Regional (EMR) Office for daily reporting, regular sharing of global- and country-level information, updated recommendations, and viral genetic mutations.

The event-based surveillance was expanded to include the entire country, and teams at all levels are immediately reporting alert signals to the central level. Signal verification and case detection are performed for all received alert signals.

**The Role of Laboratories in Epidemic Mitigation**

Specimens are collected from all suspected cases for testing at regional laboratories in governorates and central laboratories in Cairo. Testing results are monitored daily and distributed to affiliated governorates and hospitals. Genetic mutation is monitored regularly at the global and regional levels.

COVID-19 and influenza testing kits and reagents are secured at the Central Public Health Laboratory and regional laboratories. Training was provided to laboratory specialists and technicians at the governorate level in specimen collection, archiving, and transfer. Specimens are shared regularly with WHO reference laboratories.

**Contact Tracing**

Evidence from the COVID-19 response in China has indicated that efficient contact tracing can enable early detection and isolation of cases and can substantially reduce disease transmission [6]. Because contact tracing is a crucial part of COVID-19 epidemic control in conjunction with case finding, Egypt was able to apply this strategy early in the pandemic, when the number of cases was small. In Egypt, contacts were classified as close and casual contacts according to the European Centers for Disease Control and Prevention definition and traced to provide contacts with information on self-quarantine, proper hand hygiene, and respiratory etiquette measures and to advise them on what to do if they developed symptoms. Contacts with symptoms undergo laboratory testing by PCR in a timely fashion for early case detection [7]. Responsibilities for contact tracing and management were developed and distributed at all levels of the health system.

**Case and Hospital Management**

Intensive care units (adult and pediatric) and hospitals with ventilator capacity (adult and pediatric) were identified for the management of COVID-19 cases. A referral system between hospitals was defined, and information was distributed to all governorates and hospitals. Training was provided for all hospital physicians in case detection using the case definitions, triage, and protocol for management of acute respiratory infections. Continuous supervision and monitoring from the central level of assigned hospitals was performed to evaluate hospital performance in dealing with cases of acute respiratory symptoms. Chest consultants were assigned for management of severe cases. A manual was developed for treatment of
patients at different disease stages and severity. This manual is being revised and updated regularly as new information becomes available.

**Raising Community Awareness**

A hotline was activated and WhatsApp was used 7 days per week to answer questions, respond to requests and complaints and coordinate patient transfer and hospital admissions. In addition, Facebook, radio, and television broadcasts were used to raise community awareness of the current status of the COVID-19 pandemic in Egypt, disease prevention, and home management of patients. Printed posters were developed and distributed at the intermediate and peripheral health system and hospital levels. The printed material included 3000 posters for case definition, 30,000 brochures of fact sheets, 2000 case management booklets, and 30,000 brochures on how to manage patients at home, in addition to 2 million posters on preventive measures at home, in the community, and at health care facilities. The printed materials were delivered to all governmental and private health facilities and communities.

**Quarantine and Points of Entry**

Brochures were distributed to staff at all points of entry, including the definitions of suspected and confirmed cases of COVID-19. Travelers arriving to Egypt were assessed, and suspected cases were transferred to isolation hospitals as preventive measures. During the period from January to July 2020, 91,787 travelers arrived via different points of entry. Of these 91,787 travelers, 1616 (1.8%) had elevated temperature or respiratory symptoms detected at the checkpoints and were transferred to hospitals for evaluation and treatment. Of asymptomatic arrivals (90,171) were tested by rapid testing. Of them, 2329/90,171 (2.6%) tested positive and were sent for PCR confirmation testing. Of the 2329 persons who tested positive by rapid testing, 966 (41.5%) tested positive by PCR and were quarantined to prevent spread of the disease and for follow-up. All remaining travelers (87,842) were sent home for home isolation and were followed up on a daily basis by telephone to determine any symptoms appeared.

**Source of Data**

We used data from the NEDSS from February to July 2020. Descriptive data analysis was performed by time, person, and place using Epi Info, version 7 (US Centers for Disease Control and Prevention). Attack rate was calculated as the total number of confirmed cases/100,000 population with the population data for 2020 obtained from the Department of Information Center at MoHP.

**Situation During the Early Phase of the Epidemic**

According to MoHP senior officials, Egypt passed the first wave of the epidemic peak and entered the flattening phase of daily cases in mid-June 2020, with the highest number of cases in one day (1774) reported on June 20. The number of cases started to gradually drop during July, August, and possibly through September, with the lowest number of cases (112) reported on August 5 (Figures 1 and 2). Modeling studies suggested that Egypt had succeeded in delaying the peak of the COVID-19 curve after the seventh week, with no exponential growth of transmission rate identified [8].
Figure 1. (A) Daily new and (B) total numbers of COVID-19 cases in Egypt from February to July 2020 [9].
The overall number of cases by week started to rise in early May and peaked in mid-June, after which it started to decline but did not reach the baseline (Figure 1, A and B) [9]. The mean weekly growth rate from February to May 2020 was 0.35 (SD 0.33), which declined over time from 1.18 in early March to 0.13 at the end of May. Similarly, the reproductive number ($R_0$) and herd immunity threshold declined from 6.5 to 1.6 and from 85% to 39%, respectively; meanwhile, the doubling time increased from 1.8 days to 15.6 days (Table 1) [10].

Table 1. Reproductive number ($R_0$) and corresponding herd immunity threshold of COVID-19 in Egypt, February-May 2020 [10].

<table>
<thead>
<tr>
<th>Date (2020)</th>
<th>Growth rate (weekly)$^a$</th>
<th>Doubling time (days)$^b$</th>
<th>Reproductive number$^c$</th>
<th>Herd immunity threshold (%)$^d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>February 28</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>March 7</td>
<td>1.18</td>
<td>1.8</td>
<td>6.5</td>
<td>85</td>
</tr>
<tr>
<td>March 14</td>
<td>0.79</td>
<td>2.7</td>
<td>4.7</td>
<td>79</td>
</tr>
<tr>
<td>March 21</td>
<td>0.44</td>
<td>4.8</td>
<td>3.1</td>
<td>67</td>
</tr>
<tr>
<td>March 28</td>
<td>0.29</td>
<td>7.4</td>
<td>2.3</td>
<td>57</td>
</tr>
<tr>
<td>April 7</td>
<td>0.34</td>
<td>6.3</td>
<td>2.6</td>
<td>61</td>
</tr>
<tr>
<td>April 14</td>
<td>0.31</td>
<td>6.8</td>
<td>2.5</td>
<td>59</td>
</tr>
<tr>
<td>April 21</td>
<td>0.18</td>
<td>11.6</td>
<td>1.9</td>
<td>46</td>
</tr>
<tr>
<td>April 28</td>
<td>0.16</td>
<td>13.4</td>
<td>1.7</td>
<td>42</td>
</tr>
<tr>
<td>May 7</td>
<td>0.2</td>
<td>10.5</td>
<td>1.9</td>
<td>49</td>
</tr>
<tr>
<td>May 14</td>
<td>0.14</td>
<td>15.2</td>
<td>1.6</td>
<td>39</td>
</tr>
<tr>
<td>May 21</td>
<td>0.13</td>
<td>15.6</td>
<td>1.6</td>
<td>39</td>
</tr>
</tbody>
</table>

$^a$Mean 0.35 (SD 0.33).
$^b$Mean 8.75 (SD 4.85).
$^c$Mean 2.6 (SD 1.55).
$^d$Mean 52 (SD 22).

Incidence of COVID-19 in Egypt by week peaked in the 14th week after the first case was confirmed in Egypt (15.4/1,000,000 population) and declined to 6.29 in the 19th week after the first case; meanwhile, the average number recovered per week constantly increased, reaching 625.0 by the 19th week after the first case was reported (Figure 2). The case fatality rate showed...
a pattern of 2 peaks, 1 each in weeks 1-4 and weeks 16-18, with an increase after the decline in weeks 9-12, ranging from 2.57% in weeks 9-10 to 9.22% in week 1 (Figure 3).

**Figure 3.** COVID-19 incidence rate and case fatality rate in Egypt, February to July 2020. Source: Ministry of Health and Population daily COVID-19 report. CFR: case fatality rate.

Overall, 102,789 COVID-19 cases were reported to NEDSS in the study period, including 78,048 (43.2%) confirmed COVID-19 cases, giving an incidence of 77.0 cases/1,000,000 population, and 3457 (4.4%) deaths were reported due to COVID-19. Of the 78,048 case patients, 44,969 (57.6%) had mild symptoms and were identified in outpatient clinics. The middle age group (35-60 years) was the most affected; meanwhile, the disease was rare in people <15 years of age, representing 2.6% of all cases (2043/78,048), with slightly more male patients (40,621/78,048, 52%) than female (37,422/78,048, 48%). Of the 78,048 confirmed cases, 39,964 (51.2%) were admitted to hospital for health care, while 33,037 (48.8%) were isolated at home or youth hostels for follow-up (Table 2).

Among the 54,300 cases for whom clinical data were available, the most prominent symptom was fever (45,188, 83.2%), followed by cough (39,549, 72.8%), dyspnea (27,009, 49.7%), and sore throat (26,330, 48.5%). Of the 12,661 confirmed cases for whom comorbidity data were available, 6845 (54.1%) had a history of diabetes and 5816 (45.9%) had cardiovascular disease, while only 274 (2.2%) were obese and 279 (2.2%) were pregnant (Table 2).
Table 2. Demographic, epidemiologic, and clinical characteristics of patients with confirmed COVID-19, National Egyptian Disease Surveillance, February to July 2020.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Suspected cases</td>
<td>102,789 (N/A)</td>
</tr>
<tr>
<td>Confirmed cases</td>
<td>78,048 (43.2)</td>
</tr>
<tr>
<td><strong>Source</strong></td>
<td></td>
</tr>
<tr>
<td>Inpatient</td>
<td>44,969 (57.6)</td>
</tr>
<tr>
<td>Outpatient</td>
<td>33,079 (42.4)</td>
</tr>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;1</td>
<td>223 (0.3)</td>
</tr>
<tr>
<td>1-4</td>
<td>552 (0.7)</td>
</tr>
<tr>
<td>5-14</td>
<td>1268 (1.6)</td>
</tr>
<tr>
<td>15-34</td>
<td>20,197 (25.9)</td>
</tr>
<tr>
<td>35-64</td>
<td>44,948 (57.6)</td>
</tr>
<tr>
<td>≥65</td>
<td>10,855 (13.9)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>40,621 (52)</td>
</tr>
<tr>
<td>Female</td>
<td>37,422 (48)</td>
</tr>
<tr>
<td><strong>Clinical picture</strong></td>
<td></td>
</tr>
<tr>
<td>Fever</td>
<td>45,188 (83.2)</td>
</tr>
<tr>
<td>Cough</td>
<td>39,549 (72.8)</td>
</tr>
<tr>
<td>Difficulty breathing</td>
<td>27,009 (49.7)</td>
</tr>
<tr>
<td>Sore throat</td>
<td>26,330 (48.5)</td>
</tr>
<tr>
<td>Joint pain</td>
<td>18,287 (33.7)</td>
</tr>
<tr>
<td>Diarrhea</td>
<td>6260 (11.5)</td>
</tr>
<tr>
<td>Vomiting</td>
<td>4730 (8.7)</td>
</tr>
<tr>
<td>Pneumonia</td>
<td>23,503 (43.3)</td>
</tr>
<tr>
<td><strong>Comorbidity</strong></td>
<td></td>
</tr>
<tr>
<td>Diabetes</td>
<td>6845 (54.1)</td>
</tr>
<tr>
<td>Cardiovascular disease</td>
<td>5816 (45.9)</td>
</tr>
<tr>
<td>Chronic obstructive pulmonary disease</td>
<td>2620 (20.7)</td>
</tr>
<tr>
<td>Renal</td>
<td>630 (5.0)</td>
</tr>
<tr>
<td>Liver</td>
<td>491 (3.9)</td>
</tr>
<tr>
<td>Pregnant</td>
<td>279 (2.2)</td>
</tr>
<tr>
<td>Obese</td>
<td>274 (2.2)</td>
</tr>
<tr>
<td>Immunocompromised</td>
<td>226 (1.8)</td>
</tr>
<tr>
<td><strong>Isolation</strong></td>
<td></td>
</tr>
<tr>
<td>Hospital isolation</td>
<td>39,964 (51.2)</td>
</tr>
<tr>
<td>Youth hostel</td>
<td>8380 (10.7)</td>
</tr>
<tr>
<td>Home isolation</td>
<td>29,704 (38.1)</td>
</tr>
<tr>
<td>Case fatality</td>
<td>3333 (4.3)</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

bClinical data available for 54,300 cases.

cComorbidity data available for 12,661 cases.
Incidence rate differed by region of residence, ranging from 60.3 in Lower Egypt to 145.8/1,000,000 population in the urban governorates, while the case fatality rate (CFR) ranged from 2.8% in urban governorates to 5.4% in Lower Egypt governorates. Data analysis indicated that highest incidence rate and lowest CFR were identified in the urban governorates (Figure 4).

**Figure 4.** Distribution of COVID-19 attack rates and case fatality rates by region, National Egyptian Disease Surveillance, February to July 2020. Govs: governorates.

**Conclusions**

Egypt succeeded in containing the early stage of the COVID-19 epidemic. Containment measures taken in the early stage of the epidemic depended mainly on early case detection and tracing and isolation of infected persons as well as on raising community awareness to stop the disease from spreading. Strengthening of mitigation efforts began when community-wide transmission occurred in the form of proper case management and coordination of different interventions to slow the spread of COVID-19 and mitigate its effects on the health care system and community. The ARI pandemic preparedness plan proved effective in epidemic mitigation, with high commitment from all partners. Postepidemic performance evaluation is needed to better assess Egypt’s national response to the COVID-19 epidemic.
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Abstract

Background: Extensively drug resistant typhoid fever (XDR-TF) has been responsible for an ongoing outbreak in Pakistan, which began in November 2016.

Objective: This study aimed to determine the risk factors associated with XDR-TF.

Methods: This age- and sex-matched case-control study was conducted during May-October 2018 in Karachi. All patients with XDR-TF were identified from the laboratory-based surveillance system data. Cases included patients aged <15 years living in Karachi with culture-positive \textit{Salmonella enterica} serovar Typhi with resistance to chloramphenicol, ampicillin, trimethoprim/sulfamethoxazole, fluoroquinolones, and third-generation cephalosporins. Age- and sex-matched controls included children free from the symptoms of TF, aged under 15 years, and residing in Karachi. All controls were recruited from among those who attended outpatient clinics.

Results: A total of 75 cases and 75 controls were included in this study. On univariate analysis, the odds of having XDR-TF were 13-fold higher among participants who used piped municipal water than among those who did not (odds ratio [OR] 12.6, 95\% CI 4.1-38.6). The use of bore water was significantly associated with XDR-TF (OR 5.1, 95\% CI 1.4-19.0). Cases were more likely to report eating French fries with sauce (OR 13.5, 95\% CI 3.9-47.0) and poppadum (OR 3.4, 95\% CI 1.7-6.7) from street vendors than controls. Boiling water at home was negatively associated with XDR-TF (OR 0.3, 95\% CI 0.2-0.7). On multivariate analysis, 2 factors were independently associated with XDR-TF. Using piped municipal water (OR 10.3, 95\% CI 3.4-30.4) and eating French fries with sauce from street vendors (OR 8.8, 95\% CI 2.1-36.2) were significantly associated with an increased odds of XDR-TF.

Conclusions: Community water supply and street food eating habits were implicated in the spread of the superbug S typhi outbreak, which continues to grow in Karachi. Therefore, it is recommended to improve the community water supply to meet recommended standards and to develop a policy to improve the safety of street food. In addition, health authorities are required to conduct mass vaccination for TF among high-risk groups.

\textit{(JMIR Public Health Surveill 2021;7(5):e27276)} doi:10.2196/27276
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Introduction

Typhoid fever is a preventable disease caused by *Salmonella enterica* serovar Typhi (S Typhi). A systematic review estimated an occurrence of 26.9 million culture-confirmed cases annually [1]. Typhoid fever affects high-risk populations in low- and middle-income countries [2]. Vaccination, access to clean water, and improved sanitation are effective means to prevent the spread of typhoid.

Antibiotics are vital to the treatment of typhoid. However, antibiotic-resistant pathogens have become increasingly prevalent [3]. Antibiotic resistance is an emerging public health threat worldwide. S Typhi resistant to first-line antibiotics (ampicillin, trimethoprim/sulfamethoxazole, and chloramphenicol) was initially considered multidrug-resistant. Reduced susceptibility to second-line drugs (ie, fluoroquinolones) has also been widely reported since these had then emerged as the preferred treatment for multidrug-resistant typhoid fever. Ceftriaxone and azithromycin are now used to treat patients with typhoid fever, who are nonresponsive to fluoroquinolones and first-line drug treatments [4].

In November 2016, the first ever recorded outbreak of extensively drug resistant typhoid fever (XDR-TF) (characterized by resistance to ampicillin, trimethoprim/sulfamethoxazole, chloramphenicol, fluoroquinolones, and ceftriaxone) was identified in the Sindh Province in Pakistan. Afterward, increased numbers of XDR-TF cases have been reported from different parts of the country, which were associated with abysmal sewage and water systems, coupled with low vaccination rates and overpopulated city dwellings [5]. Sporadic cases of XDR-TF have been reported worldwide, thus raising the fear of antibiotic failure at a global level [5].

A robust laboratory-based surveillance system for XDR-TF was established in Karachi (Sindh Province) in December 2018. This study aimed to determine factors associated with XDR-TF among children under 15 years of age in Karachi.

Methods

Study Design and Setting

This age- and sex-matched case-control study (75 cases and 75 controls) was conducted during May-October 2018 in Karachi, the capital city of Sindh Province in Pakistan. All patients with XDR-TF were identified from the laboratory-based surveillance system data through simple random sampling. If the patient provided incomplete information or did not agree to participate, another case was chosen at random. Cases included patients with culture-positive S Typhi resistant to chloramphenicol, ampicillin, trimethoprim-sulfamethoxazole, fluoroquinolones, and third-generation cephalosporins, who are aged <15 years and living in Karachi. Cases aged over 15 years and those who are not permanent residents of Karachi were excluded. Age- and sex-matched controls included children who are free from the symptoms of typhoid fever, aged under 15 years, and residents of Karachi. Those who had experienced fever within the past 1 month were excluded. All controls were recruited from among those who attended outpatient clinics. This study was conducted after the formal approval of the Director General Health Services, Government of Sindh, and ethical approval was obtained from the ethics review board of Mohammad Medical College, Sindh. Verbal consent was obtained from the guardians or parents of the participants before obtaining data, and patient confidentiality was maintained by allotting a serial number to each participant.

Data Collection

For both cases and controls, face-to-face interviews were conducted with caregivers or parents, using a standardized questionnaire. The questionnaire collected information about the participants’ demographic and clinical characteristics and modifiable risk factors. For cases, information was sought for a period of exposure from 3 weeks prior to the onset of symptoms; for controls, information was sought for a period from 3 weeks prior to the date of the interview. Other questions included those related to sources of drinking water, boiling of water for domestic use, and street food eating habits among children, including the consumption of poppadum, French fries served by default with homemade sauce, and ice cream.

Environmental Samples

Water samples were obtained from the houses of infected cases and sent to the Pakistan Council of Research in Water Resources (Karachi). All samples were tested for the presence of fecal coliform bacteria, turbidity, and pH. Samples were not obtained from the controls owing to the lack of resources.

Statistical Analysis

Data are expressed as means and percentages. Univariate and multivariate analyses were conducted using binary logistic regression to determine factors associated with XDR-TF. Odds ratios (ORs) and their corresponding 95% CI values were reported. A *P* value of <.05 was considered significant. Epi Info (version 7, Centers for Disease Control and Prevention) was used for statistical analysis.

Results

Participants’ Characteristics

A total of 75 cases and 75 controls were included in this study. Among cases, males were predominant (n=40, 53%). Almost half (n=34, 45%) of the cases aged 5-9 years (mean 6.5 years, range 1-177 months). The majority of cases (97%) and controls (96%) were not vaccinated against typhoid (Table 1).
Table 1. The characteristics of 75 cases of extensively drug resistant typhoid fever and 75 age- and sex-matched controls in Karachi, Pakistan, in 2018.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Cases (n=75), n (%)</th>
<th>Controls (n=75), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>40 (53)</td>
<td>40 (53)</td>
</tr>
<tr>
<td>Female</td>
<td>35 (47)</td>
<td>35 (47)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-4</td>
<td>27 (36)</td>
<td>27 (36)</td>
</tr>
<tr>
<td>5-9</td>
<td>34 (45)</td>
<td>34 (45)</td>
</tr>
<tr>
<td>10-14</td>
<td>14 (19)</td>
<td>14 (19)</td>
</tr>
<tr>
<td>Household income</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;US $125</td>
<td>60 (80)</td>
<td>50 (67)</td>
</tr>
<tr>
<td>≥US $125</td>
<td>15 (20)</td>
<td>25 (33)</td>
</tr>
<tr>
<td>Vaccinated for typhoid</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>2 (3)</td>
<td>3 (4)</td>
</tr>
<tr>
<td>No</td>
<td>73 (97)</td>
<td>72 (96)</td>
</tr>
<tr>
<td>Residential area</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>54 (72)</td>
<td>40 (53)</td>
</tr>
<tr>
<td>Rural</td>
<td>21 (28)</td>
<td>35 (47)</td>
</tr>
</tbody>
</table>

Univariate Analysis

On univariate analysis, the odds of having XDR-TF was 13-fold higher among participants who used piped municipal water than among those who did not (OR 12.6, 95% CI 4.1-38.6). The use of bore water was significantly associated with XDR-TF (OR 5.1, 95% CI 1.4-19.0). Cases were more likely to report eating French fries with sauce (OR 13.5, 95% CI 3.9-47.0) and poppadum (OR 3.4, 95% CI 1.7-6.7) from street vendors than controls. Boiling water at home was negatively associated with XDR-TF (OR 0.3, 95% CI 0.2-0.7) (Table 2).

Table 2. Univariate analysis of risk factors among 75 cases of extensively drug resistant typhoid fever and 75 age- and sex-matched controls enrolled in this study in Karachi, Pakistan, in 2018.

<table>
<thead>
<tr>
<th>Factors</th>
<th>Odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drinking water source</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bottled water</td>
<td>Ref&lt;sup&gt;a&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Piped municipal water</td>
<td>12.6 (4.1-38.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Bore water</td>
<td>5.1 (1.4-19.0)</td>
<td>.01</td>
</tr>
<tr>
<td>Tanker water</td>
<td>3.8 (0.8-17.6)</td>
<td>.08</td>
</tr>
<tr>
<td>Water treatment: boiling drinking water</td>
<td>0.3 (0.2-0.7)</td>
<td>.003</td>
</tr>
<tr>
<td>Common street food eating habits</td>
<td></td>
<td></td>
</tr>
<tr>
<td>French fries with sauce (yes vs no)</td>
<td>13.5 (3.9-47.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Ice cream (yes vs no)</td>
<td>2.3 (1.0-5.1)</td>
<td>.05</td>
</tr>
<tr>
<td>Poppadum (yes vs no)</td>
<td>3.4 (1.7-6.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Vaccination against typhoid (yes vs no)</td>
<td>0.7 (0.1-4.1)</td>
<td>.65</td>
</tr>
</tbody>
</table>

<sup>a</sup>Ref: reference for comparison.

<sup>b</sup>N/A: not applicable.

Multivariate Analysis

On multivariate analysis, 2 factors were independently associated with XDR-TF. Using piped municipal water (OR 10.3, 95% CI 3.4-30.4) and eating French fries with sauce from street vendors (OR 8.8, 95% CI 2.1-36.2) were significantly associated with increased odds of XDR-TF.

Environmental Samples

Of the 75 water samples collected, 51 (68%) showed the presence of fecal coliform bacteria.
Discussion

Principal Findings

Previous studies, 2 of which were conducted in Pakistan, have suggested that children under 15 years of age are more likely to be affected by typhoid fever in endemic countries than those who are older than 15 years [6-9]. In this study, numerous cases were predominantly children aged under 15 years. This may be associated with high-risk eating behavior, poor hygiene practices in school and community settings, and lower immunity [10,11]. However, some studies have reported contrary findings and showed that the more likely affected age group involved those aged over 15 years [12,13].

Most of the XDR-TF cases were males, which is concurrent with previous reports from Pakistan and Uganda [7,12]. Although some studies found females to be predominant [13,14], which may be expected owing to different cultural and social norms in different countries.

Socioeconomic status has been discussed in the fundamental cause theory of health inequalities, stating it to be a risk factor for deteriorated health outcomes over time [15,16]. Furthermore, a low socioeconomic status is associated with higher odds of TF [17,18]. In this study, most cases belonged to a lower social background. Lower socioeconomic groups usually consume unsafe drinking water, are unable to purchase vaccines (because the typhoid vaccine is not included in the routine immunization schedule of Pakistan), have poor access to health care, and have less knowledge about the disease [19,20].

Urban regions of Karachi are highly populated and face multiple problems such as a poor drainage system that contaminates the water supply, poor garbage disposal, and environmental and sanitation problems. In this study, more cases were reported from the urban areas of Karachi. However, some studies have reported an even distribution of cases in urban and rural areas [21].

In this study, 3% of cases and 4% of controls were found to be vaccinated against TF. The low prevalence of vaccination is attributed to the high cost of the vaccine and absence of the vaccine in the Expanded Programme on Immunization. This small number of vaccinated individuals deterred us from establishing a relationship between a lower vaccination status and XDR-TF. A systematic review reported that typhoid vaccines are efficacious for the prevention of TF [22].

The use of piped municipal water was associated with increased odds of XDR-TF. Laboratory analysis of water samples revealed the presence of fecal coliform bacteria in the water supply in towns in Karachi, which indicates fecal contamination of water, which in turn suggests that the water supply may harbor S Typhi along with other pathogens transmitted through the fecal-oral route [23,24]. A meta-analysis reported that the risk of TF is 2-fold when using unsafe drinking water [17]. Furthermore, 2 outbreak investigation studies reported that contaminated or untreated water was the main contributor to the outbreak [12,21]. The other factor associated with the outbreak was the street food eating habits of children. In line with this finding, beverages from street vendors have also been implicated in an outbreak in Uganda [12].

Limitations

One of the limitations of this study is that we were unable to acquire food samples from street food vendors. Future studies should include food sampling as well. We were able to detect fecal coliform bacteria in the water samples but were unable to isolate S Typhi because this facility is not available in water testing laboratories in Karachi.

Conclusions

Community water supply and street food eating habits are implicated in the spread of the XDR-TF outbreak, which continues to grow in Karachi. Therefore, it is recommended to improve community water supply to meet recommended standards and to develop a policy to improve the safety of street food. In addition, health authorities should conduct mass vaccination against TF for high-risk groups.
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Abstract

Background: Cutaneous leishmaniasis (CL) is endemic in Yemen. About 4440 cases were reported in 2019. On July 23, 2018, a Hajjah governorate surveillance officer notified the Ministry of Public Health and Population about an increase in the number of CL cases in Bani-Oshb, Kuhlan district, Hajjah governorate. On July 24, 2018, Yemen Field Epidemiology Training Program sent a team to perform an investigation.

Objective: We aimed to describe a CL outbreak in Hajjah governorate and determine its risk factors.

Methods: A descriptive study and case-control study (1:1 ratio) were conducted. Cases included people who met the suspected or confirmed case definition of the World Health Organization and lived in Bani-Oshb subdistrict during the period from August 2017 to July 2018. Controls included people living for at least 1 year in Bani-Oshb without new or old skin lesions. Crude odds ratios (cORs) and adjusted odds ratios (aORs) with 95% CI were used to test the significance of associations.

Results: We identified 30 CL cases. Among the 30 patients, 7 (23%) were younger than 5 years, 17 (57%) were 5 to 14 years, 17 (57%) were females, and 23 (77%) had one lesion. The attack rate was 7 per 1000 population in the age group <15 years and 1 per 1000 population in the age group ≥15 years. On bivariate analysis, the following factors were significantly associated with CL: female gender (cOR 5.2, 95% CI 1.7-16.5), malnutrition (cOR 5.2, 95% CI 1.7-16.5), not using a bed net (cOR 14.5, 95% CI 1.7-122.4), poor house lighting (cOR 6.4, 95% CI 2.1-19.7), poor house hygiene (cOR 11.2, 95% CI 3.1-40.7), poor sanitation (cOR 14.5, 95% CI 1.7-122.4), living in houses without window nets (cOR 5.2, 95% CI 1.3-21.2), plantation around the house (cOR 6.5, 95% CI 2.1-20.5), animal barn inside or close to the house (cOR 9.3, 95% CI 1.9-46.7), raising animals (cOR 8.1, 95% CI 1.6-40.7), and having animal dung in or near the house (cOR 6.8, 95% CI 1.7-27.7). The following risk factors remained significant on multivariate stepwise analysis: female gender (aOR 22.7, 95% CI 1.6-320.5), malnutrition (aOR 17.2, 95% CI 1.3-225.8), poor house hygiene (aOR 45.6, 95% CI 2.5-846.4), plantation around the house (aOR 43.8, 95% CI 1.9-1009.9), and raising animals (aOR 287.1, 95% CI 5.4-15205.6).

Conclusions: CL was endemic in Hajjah governorate, and an increase in cases was confirmed. Many individual, housing, and animal related factors were shown to contribute to CL endemicity. Implementation of control measures directed toward altering the factors favoring contact among vectors, reservoirs, and susceptible humans is strongly recommended to control future outbreaks.

(JMIR Public Health Survell 2021;7(5):e27442) doi:10.2196/27442
cutaneous leishmaniasis; outbreak; risk factors; Yemen; Field Epidemiology Training Program

Introduction

Leishmaniasis is a parasitic disease that is found in parts of the tropics, subtropics, and southern Europe. It is caused by infection with *Leishmania* parasites, which are spread by the bite of infected sand flies [1,2]. There are different forms of leishmaniasis. The most common form is cutaneous leishmaniasis (CL), which causes skin sores [1]. Most people have CL without any symptoms or signs [3]. People who develop clinical evidence of infection have one or more sores on their skin. The sores can change in size and appearance over time. The sores may start as nodules and may end up as ulcers like a volcano, with a raised edge and central crater [1].

Globally, approximately 700,000 to 1 million new cases and 26,000 to 65,000 deaths occur annually [4,5]. The disease is associated with malnutrition, population displacement, poor housing, a weak immune system, and poor socioeconomic status [4]. In the Eastern Mediterranean Region (EMR), it has been reported in many countries, including Afghanistan, Iran, Iraq, Pakistan, and Syria [4]. The EMR accounts for 70% of the CL cases worldwide [4].

CL is endemic in the north-western region of Yemen [6-8]. About 4440 CL cases were reported in 2019 [9]. On July 23, 2018, a Hajjah governorate surveillance officer notified the Ministry of Public Health and Population about an increase in the number of CL cases in Bani-Oshb, Kuhlan district, Hajjah governorate. On July 24, 2018, Yemen Field Epidemiology Training Program sent a team to perform an investigation.

This study aimed to confirm the existence of a CL outbreak in Bani-Oshb, describe the characteristics of CL by person, place, and time, and determine the risk factors of a CL outbreak.

Methods

Study Area

This study was conducted in Bani-Oshb subdistrict in Kuhlan Affar district, Hajjah governorate, Yemen. It has a population of 7453 persons (The Immunization Department of The Public Health and Population Office, Kuhlan Affar district, unpublished data, 2017). It has only one health unit, but it is not functional. It is rainy in summer and cold and dry in winter. Most people in Bani-Oshb have cattle and farms. They depend on raising animals and agricultural activities, and their houses are surrounded by farms and trees.

Study Design

This investigation consisted of descriptive and analytic studies. A line list was developed to collect data, and an active house-to-house search was performed. The World Health Organization (WHO) case definition for CL was used [10]. A suspected case was defined as the presence of clinical signs (skin lesions) without parasitological confirmation of the diagnosis. A confirmed case was defined as the presence of clinical signs with parasitological confirmation of the diagnosis (positive smear or culture from a skin lesion).

A case-control study design was used to determine the risk factors associated with CL (30 cases and 30 controls). Cases included people who met the suspected or confirmed case definition of the WHO and lived in Bani-Oshb subdistrict during the period from August 2017 to July 2018. Controls included people living in the house without any recorded new or old skin lesions among house members according to the household and examination of a medical doctor, and living for at least 1 year in Bani-Oshb without new or old skin lesions.

Data Collection and Diagnosis

A structured questionnaire was used to collect data on individual, housing, and animal related characteristics. Data were collected on different variables, including age, gender, use of bed nets, house lighting, house hygiene (daily routine of cleaning rooms and disposal of garbage), sanitation (presence of a latrine with safe disposal of human waste), plantation around the house, animal barn inside or close to the house, raising of animals, and animal dung in or near the house. The data on these variables were self-reported by the participants or obtained by observation. One member of the research team collected 22 skin scrapings (small quantities of tissue) from cases. The tissues were directly smeared on glass slides, air dried, and fixed with methanol for a few seconds. After 20 minutes of staining, the slides were washed with water and left to dry in air. Then, the stained smears were sent to the National Central Public Health Laboratories. The laboratory result was considered positive if an amastigote was seen or negative if an amastigote was not seen after 15 minutes of inspection.

Data Analysis

Data were analyzed using Epi Info version 7.2 [11]. Data were described using percentages. Crude odds ratios (cORs) or adjusted odds ratios (aORs) with 95% CIs were used to test the significance of associations in bivariate and multivariate stepwise analyses. A *P* value <.05 was considered statistically significant.

Results

Patient Characteristics

A total of 30 cases of leishmaniasis were found in Bani-Oshb subdistrict during the period from August 2017 to July 2018. The number of cases started to increase in January 2018 and reached a peak in July 2018 (Figure 1).
Table 1 shows the characteristics of the CL cases. Of the 30 patients, 7 (23%) were younger than 5 years, 17 (57%) were aged 5 to 14 years, and 6 (20%) were older than 14 years. Additionally, females represented 17 (57%) cases. Moreover, 23 (76%) patients had one lesion, 4 (14%) had two to three lesions, and 3 (10%) had more than three lesions. The face was the most affected part of the body (20/30, 67%), followed by the lower limbs (4/30, 13%) and upper limbs (3/30, 10%). In 10% (3/30) of cases, both the face and limbs were affected. Bait Rokn and Bait Alfrwi were the most affected villages with 12 (40%) cases. The attack rate was 7 per 1000 population in the age group <15 years and 1 per 1000 population in the age group ≥15 years. Among 22 skin scraping samples, 21 (96%) were positive, and leishmaniasis amastigotes were seen.
Table 1. Characteristics of cutaneous leishmaniasis cases (N=30).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
</tr>
<tr>
<td>&lt;5</td>
<td>7 (23%)</td>
</tr>
<tr>
<td>5-14</td>
<td>17 (57%)</td>
</tr>
<tr>
<td>≥15</td>
<td>6 (20%)</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>17 (57%)</td>
</tr>
<tr>
<td>Male</td>
<td>13 (43%)</td>
</tr>
<tr>
<td>Village of residence</td>
<td></td>
</tr>
<tr>
<td>Bait Rokn</td>
<td>6 (20%)</td>
</tr>
<tr>
<td>Bait Alfrwi</td>
<td>6 (20%)</td>
</tr>
<tr>
<td>Bait Joma'an</td>
<td>4 (13%)</td>
</tr>
<tr>
<td>Al Wadi</td>
<td>3 (10%)</td>
</tr>
<tr>
<td>Fra'ah</td>
<td>3 (10%)</td>
</tr>
<tr>
<td>Al Obal</td>
<td>2 (7%)</td>
</tr>
<tr>
<td>Bani Bram</td>
<td>2 (7%)</td>
</tr>
<tr>
<td>Bait Za'abl</td>
<td>2 (7%)</td>
</tr>
<tr>
<td>Bait Alwali</td>
<td>1 (3%)</td>
</tr>
<tr>
<td>Arshan</td>
<td>1 (3%)</td>
</tr>
<tr>
<td>Number of lesions</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>23 (76%)</td>
</tr>
<tr>
<td>2</td>
<td>2 (7%)</td>
</tr>
<tr>
<td>3</td>
<td>2 (7%)</td>
</tr>
<tr>
<td>&gt;3</td>
<td>3 (10%)</td>
</tr>
<tr>
<td>Site of lesions</td>
<td></td>
</tr>
<tr>
<td>Face</td>
<td>20 (67%)</td>
</tr>
<tr>
<td>Lower limbs</td>
<td>4 (13%)</td>
</tr>
<tr>
<td>Upper limbs</td>
<td>3 (10%)</td>
</tr>
<tr>
<td>Face and limbs</td>
<td>3 (10%)</td>
</tr>
</tbody>
</table>

Factors Associated With CL

Table 2 shows the bivariate analysis for associated risk factors of CL. Female gender (cOR 5.2, 95% CI 1.7-16.5), malnutrition (cOR 5.2, 95% CI 1.7-16.5), and not using a bed net (cOR 14.5, 95% CI 1.7-122.4) were associated with increased odds of CL. Poor house lighting (cOR 6.4, 95% CI 2.1-19.7), poor house hygiene (cOR 11.2, 95% CI 3.1-40.7), and poor sanitation (cOR 14.5, 95% CI 1.7-122.4) were associated with higher odds of CL. Moreover, other risk factors were identified, including living in houses without window nets (cOR 5.2, 95% CI 1.3-21.2), plantation around the house (cOR 6.5, 95% CI 2.1-20.5), animal barn inside or close to the house (cOR 9.3, 95% CI 1.9-46.7), raising animals (cOR 8.1, 95% CI 1.6-40.7), and having animal dung in or near the house (cOR 6.8, 95% CI 1.7-27.7).

The following risk factors remained significant on multivariate stepwise analysis (Table 3): female gender (aOR 22.7, 95% CI 1.6-320.5), malnutrition (aOR 17.2, 95% CI 1.3-225.8), poor house hygiene (aOR 45.6, 95% CI 2.5-846.4), plantation around the house (aOR 43.8, 95% CI 1.9-1009.9), and raising animals (aOR 287.1, 95% CI 5.4-15205.6).
Table 2. Bivariate analysis of associated risk factors of cutaneous leishmaniasis in Bani-Oshb, Hajjah governorate from August 2017 to July 2018.

<table>
<thead>
<tr>
<th>Risk factor</th>
<th>Cases (n=30), n (%)</th>
<th>Controls (n=30), n (%)</th>
<th>cOR&lt;sup&gt;a&lt;/sup&gt; (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;15</td>
<td>24 (80%)</td>
<td>25 (83%)</td>
<td>0.8 (0.2-2.9)</td>
<td>.74</td>
</tr>
<tr>
<td>≥15</td>
<td>6 (20%)</td>
<td>5 (17%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>17 (57%)</td>
<td>6 (20%)</td>
<td>5.2 (1.7-16.5)</td>
<td>.003</td>
</tr>
<tr>
<td>Male</td>
<td>13 (43%)</td>
<td>24 (80%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Malnutrition</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>24 (80%)</td>
<td>13 (43%)</td>
<td>5.2 (1.7-16.5)</td>
<td>.003</td>
</tr>
<tr>
<td>No</td>
<td>6 (20%)</td>
<td>17 (57%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Bed net use</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>29 (97%)</td>
<td>20 (67%)</td>
<td>14.5 (1.7-122.4)</td>
<td>.002</td>
</tr>
<tr>
<td>Use</td>
<td>1 (3%)</td>
<td>10 (33%)</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>House lighting</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Poor</td>
<td>22 (73%)</td>
<td>9 (30%)</td>
<td>6.4 (2.1-19.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Good</td>
<td>8 (27%)</td>
<td>21 (70%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>House hygiene</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Poor</td>
<td>26 (87%)</td>
<td>11 (37%)</td>
<td>11.2 (3.1-40.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Good</td>
<td>4 (13%)</td>
<td>19 (63%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Sanitation</strong></td>
<td></td>
<td></td>
<td></td>
<td>.003</td>
</tr>
<tr>
<td>Poor</td>
<td>29 (97%)</td>
<td>20 (67%)</td>
<td>14.5 (1.7-122.4)</td>
<td></td>
</tr>
<tr>
<td>Good</td>
<td>1 (3%)</td>
<td>10 (33%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Windows of the house</strong></td>
<td></td>
<td></td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>Without net</td>
<td>27 (90%)</td>
<td>19 (63%)</td>
<td>5.2 (1.3-21.2)</td>
<td>.02</td>
</tr>
<tr>
<td>With net</td>
<td>3 (10%)</td>
<td>11 (37%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Plantation around the house</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>20 (67%)</td>
<td>7 (23%)</td>
<td>6.5 (2.1-20.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>10 (33%)</td>
<td>23 (77%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Animal barn inside or close to the house</strong></td>
<td></td>
<td></td>
<td></td>
<td>.002</td>
</tr>
<tr>
<td>Yes</td>
<td>28 (93%)</td>
<td>18 (60%)</td>
<td>9.3 (1.9-46.7)</td>
<td>.002</td>
</tr>
<tr>
<td>No</td>
<td>2 (7%)</td>
<td>12 (40%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Raising animals</strong></td>
<td></td>
<td></td>
<td></td>
<td>.004</td>
</tr>
<tr>
<td>Yes</td>
<td>28 (93%)</td>
<td>19 (63%)</td>
<td>8.1 (1.6-40.7)</td>
<td>.004</td>
</tr>
<tr>
<td>No</td>
<td>2 (7%)</td>
<td>11 (37%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Animal dung in or near the house</strong></td>
<td></td>
<td></td>
<td></td>
<td>.003</td>
</tr>
<tr>
<td>Yes</td>
<td>27 (90%)</td>
<td>17 (57%)</td>
<td>6.8 (1.7-27.7)</td>
<td>.003</td>
</tr>
<tr>
<td>No</td>
<td>3 (10%)</td>
<td>13 (43%)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>cOR: crude odds ratio.
Table 3. Risk factors on multivariate stepwise analysis in Bani-Oshb, Hajjah governorate from August 2017 to July 2018.

<table>
<thead>
<tr>
<th>Risk factor</th>
<th>Cases (n=30), n (%)</th>
<th>Controls (n=30), n (%)</th>
<th>aORa (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>17 (57%)</td>
<td>6 (20%)</td>
<td>22.7 (1.6-320.5)</td>
<td>.02</td>
</tr>
<tr>
<td>Male</td>
<td>13 (43%)</td>
<td>24 (80%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Malnutrition</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>24 (80%)</td>
<td>13 (43%)</td>
<td>17.2 (1.3-225.8)</td>
<td>.03</td>
</tr>
<tr>
<td>No</td>
<td>6 (20%)</td>
<td>17 (57%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>House hygiene</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poor</td>
<td>26 (87%)</td>
<td>11 (37%)</td>
<td>45.6 (2.5-846.4)</td>
<td>.01</td>
</tr>
<tr>
<td>Good</td>
<td>4 (13%)</td>
<td>19 (63%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Plantation around the house</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>20 (67%)</td>
<td>7 (23%)</td>
<td>43.8 (1.9-1009.9)</td>
<td>.02</td>
</tr>
<tr>
<td>No</td>
<td>10 (33%)</td>
<td>23 (77%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Raising animals</strong></td>
<td></td>
<td></td>
<td></td>
<td>.005</td>
</tr>
<tr>
<td>Yes</td>
<td>28 (93%)</td>
<td>19 (63%)</td>
<td>287.1 (5.4-15205.6)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>2 (7%)</td>
<td>11 (37%)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a aOR: adjusted odds ratio.

Discussion

Principal Findings

A total of 30 cases with leishmaniasis were found in Bani-Oshb subdistrict during the period from August 2017 to July 2018. Our results showed that most CL cases involved patients between the ages of 5 and 14 years and involved females. Additionally, most cases involved one lesion. The face was the most affected part of the body. We also observed that many individual, housing, and animal related factors, such as malnutrition, poor house hygiene, plantation around the house, and raising animals, were significantly associated with CL infection.

The number of cases showed an increase in January and reached a peak in July. This might be due to the rainy season, which is a favorable time for sand fly activity and breeding [8,12]. The age group less than 15 years was the most affected, with an attack rate of 7 per 1000 population. This finding might be explained by the fact that children are usually not aware about how to protect themselves from bites of sand flies. Besides, children spend most of their time outdoors. This finding is similar to the findings in other studies from Taiz and central Yemen governorates, as well as Iran [8,13,14].

Females were more likely to be infected than males. This might be explained by the fact that rural women in Hajjah governorate perform different tasks, including domestic animal care, getting water, and agricultural activities, which increase their probability of exposure to sand fly bites. This finding is consistent with findings in studies from Iran and Lebanon [14,15]. However, this finding disagrees with findings in other studies from Lahj, Hajjah, and Amran [6,7,12].

More than three-quarters of CL cases had one lesion. This finding confirms the findings of previous studies from Lahj, Hajjah, Taiz, and Nepal [6-8,16]. In agreement with the findings of other studies [6,7,12], two-thirds of cases had lesions on their faces, and this might be because the face is the most exposed part of the body.

Malnutrition was found to be significantly associated with increased risk of CL infection, which may be due to increased individual susceptibility to infection with CL. Few studies have confirmed the relationship between malnutrition and risk of CL [17,18].

Not using a bed net was significantly associated with increased risk of CL infection. This might be due to the absence of personal protection against the vector. This finding is consistent with the findings of studies from Ethiopia, Waziristan, and Turkey [5,19,20]. However, it is not consistent with the findings of other studies from Kenya, Bolivia, Thailand, and Afghanistan [2,21-23].

This investigation indicated that there was an association between CL infection and poor housing characteristics, including poor lighting, house hygiene, and sanitation. These findings might be explained by the fact that such conditions are favorable for the activity and breeding of sand flies. Similar findings have been reported in Amran governorate [12]. Moreover, living in houses without window nets was associated with an increased risk of CL, possibly because of increased exposure to sand flies. One study from Afghanistan did not report a significant association between living in houses without windows and CL [23]. Furthermore, there was an association between plantations around the house and CL. This finding is consistent with the findings of studies from Kenya, Amran, Waziristan, Sri Lanka, and Palestine [2,12,19,24,25] and is not consistent with the findings of a study from Thailand [22]. Additionally, having an...
animal barn inside or close to the house was associated with CL, which has been reported in other studies from Taiz, Amran, and Turkey [8,12,20], but not in a study from Thailand in 2016 [22].

There was an association between animal-related factors and CL infection. Animals seem to be an important reservoir for maintaining the life cycle of many *Leishmania* species and transmission of infection. Similar findings were reported in studies from Taiz, Amran, Ethiopia, Turkey, and Palestine [5,8,12,20,25], but not in a study from Thailand [22]. Furthermore, animal dung in or close to the house increased the risk of CL infection because this creates a favorable environment to attract sand flies into human settlements. This finding agreed with the findings of a study from Turkey [20].

However, some of the abovementioned significant risk factors identified in bivariate analysis, which were also reported in previous studies, did not remain significant on multivariate stepwise analysis (eg, bed net use, house lighting, and sanitation). This may be because of the small sample size of this study or because those factors were not risk factors in the studied community.

This study has some limitations related to the study design and sample size. Recall bias might be present owing to the retrospective design of this study. The small sample size is possibly the most important limitation, which generated a wider CI. The study was performed in a subdistrict with mountainous terrain where communities are scattered and difficult to reach, and their work in agricultural activities during the day limited participation in this study. Moreover, difficulty in obtaining eligible controls in this endemic area was the main drawback of enrolling more controls.

Conclusions

CL was endemic in Hajjah governorate, and an increase in cases was confirmed. Many individual, housing, and animal related factors were shown to contribute to CL endemicity. Implementation of control measures directed toward altering the factors favoring contact among vectors, reservoirs, and susceptible humans, such as malnutrition and plantation around the house, is recommended to control future outbreaks. Further studies focusing on the species of parasites, vectors, and reservoirs are recommended.
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Abstract

Background: Hyderabad, Pakistan, was the first city to witness an outbreak of extensively drug resistant (XDR) typhoid fever. The outbreak strain is resistant to ampicillin, chloramphenicol, trimethoprim-sulfamethoxazole, fluoroquinolones, and third-generation cephalosporin, thus greatly limiting treatment options. However, despite over 5000 documented cases, information on mortality and morbidity has been limited.

Objective: To address the existing knowledge gap, this study aimed to assess the morbidity and mortality associated with XDR and non-XDR Salmonella serovar Typhi infections in Pakistan.

Methods: We reviewed the medical records of culture-confirmed typhoid cases in 5 hospitals in Hyderabad from October 1, 2016, to September 30, 2018. We recorded data on age, gender, onset of fever, physical examination, serological and microbiological test results, treatment before and during hospitalization, duration of hospitalization, complications, and deaths.

Results: A total of 1452 culture-confirmed typhoid cases, including 947 (66%) XDR typhoid cases and 505 (34%) non-XDR typhoid cases, were identified. Overall, ≥1 complications were reported in 360 (38%) patients with XDR typhoid and 89 (18%) patients with non-XDR typhoid (P<.001). Ileal perforation was the most commonly reported complication in both patients with XDR typhoid (n=210, 23%) and patients with non-XDR typhoid (n=71, 14%) (P<.001). Overall, mortality was documented among 17 (1.8%) patients with XDR S Typhi infections and 3 (0.6%) patients with non-XDR S Typhi infections (P=.06).

Conclusions: As this first XDR typhoid outbreak continues to spread, the increased duration of illness before hospitalization and increased rate of complications have important implications for clinical care and medical costs and heighten the importance of prevention and control measures.

(JMIR Public Health Surveill 2021;7(5):e27268) doi:10.2196/27268
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**Introduction**

Typhoid fever is caused by *Salmonella enterica* serovar Typhi (hereinafter referred to as “Typhi”) and is characterized by prolonged fever, headache, nausea, loss of appetite, constipation, or diarrhea [1]. Globally, South Asia accounts for more typhoid fever cases each year than any other geographic region [2,3]. An estimated 11-21 million cases of typhoid fever and approximately 128,000-161,000 deaths are reported annually [3]. Among countries in South Asia, Pakistan has the highest estimated incidence rate of typhoid fever (493.5 per 100,000 persons/year) [4,5]. Treatment of enteric fever has been complicated by the development and rapid global spread of typhoidal organisms resistant to ampicillin, trimethoprim-sulfamethoxazole, and chloramphenicol. Additionally, the development of increasing resistance to fluoroquinolones is a growing challenge [6]. Since the extensively drug resistant (XDR) Typhi outbreak began in Hyderabad in late 2016 [7], typhoid fever cases in Pakistan increased, particularly in Hyderabad and other parts of Sindh province; this is attributed to the circulating XDR Typhi strain [8].

The most common serious and fatal complication of typhoid fever is intestinal perforation [9]. Even though many advancements have been made in patient care, morbidity and mortality rates remain high among patients with typhoid perforation, especially in low- and middle-income countries [10,11]. The high incidence of typhoid ileal perforations in developing countries is reportedly associated with delayed diagnosis and treatment and the emergence of antibiotic resistance. Once complications appear, patients require hospitalization and sometimes tertiary care [12]. Postoperative complications and mortality are common [13].

In November 2016, a multidrug-resistant Typhi strain that is resistant to ampicillin, chloramphenicol, and trimethoprim-sulfamethoxazole and additionally to ciprofloxacin and ceftriaxone was identified in patients hospitalized in Hyderabad, Pakistan. This XDR Typhi strain belongs to the H58 lineage and includes a plasmid-mediated blCTX-M-15 extended-spectrum β-lactamase [14]. Typhoid cases have since been identified in Hyderabad, Karachi, and in other districts of Sindh province, and over 5372 cases were reported by December 2018. As of that month, no isolates resistant to azithromycin or a carbapenem had been reported. Despite the large number of cases, little information on mortality and morbidity attributable to XDR Typhi infections has been available. To address this knowledge gap, this study aimed to assess the morbidity and mortality associated with XDR and non-XDR Typhi infections in Hyderabad, Pakistan.

**Methods**

The medical records of all hospitalized patients with culture-confirmed typhoid fever between October 1, 2016, and September 30, 2018, at the 5 major hospitals in Hyderabad, including Liaquat University City, Jamshoro, Shah Bhattai, Qasimabad, and Peratabad Hospitals, were reviewed. Subsequently, the pediatric, medical, and surgical ward records of all identified cases were also reviewed. We obtained ethics approval from the institutional review board of Liaquat University of Medical Sciences, Jamshoro, and administrative approvals from all the participating hospitals.

We collected data on demographic characteristics, date of fever onset, illness duration and antibiotic history before hospitalization, physical examination findings, results of serological and microbiologic tests, treatments prescribed or administered in hospital, date of recovery, duration of hospitalization, complications (including ileal perforation, septicemia, cholecystitis, pneumonia, jaundice, encephalopathy, meningitis, and deaths), and antimicrobial susceptibility of Typhi isolates. XDR Typhi cases were defined as those whose isolates were resistant to the 5 aforementioned agents. Ileal perforations were diagnosed if biopsy reports indicated “a hollow viscous perforation of the terminal part of the ileal wall” and pus culture sensitivity reports indicated an XDR status among patients with ileal perforation.

Data were recorded using a specially designed questionnaire and transferred to a computerized database for statistical analysis in Epi Info (Centers for Disease Control and Prevention). The data are expressed as mean, median, and percentage values. The chi-square test was used to compare percentages and the Mann–Whitney U test was used to compare medians. A P value of <.05 was considered significant.

**Results**

A total of 1452 cases of culture-confirmed typhoid fever were identified from in-patient departments of 5 hospitals in Hyderabad during the study period. Patient ages ranged 1-80 (mean 14, median 22) years. More than half (n=791, 55%) of the patients were aged between 2 and 10 years. Almost two-thirds (n=915, 63%) of patients were male. The total number of monthly cases ranged from 2 in October 2016 to 98 in May 2018. Typhi isolates from approximately two-thirds of cases (n=947, 66%) were XDR, while the remainder (n=505, 35%) were non-XDR. Patients with non-XDR typhoid belonged to a slightly younger age group. Males accounted for similar proportions of XDR and non-XDR cases (64% and 62%, respectively) (Table 1).

The signs and symptoms in patients with XDR typhoid and those with non-XDR typhoid on hospital presentation were very similar (Table 2).
Table 1. Age and gender distribution of hospitalized patients with XDR typhoid and those with non-XDR typhoid in Hyderabad, Pakistan, from October 1, 2016, to September 30, 2018 (N=1452).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>XDR typhoid cases (n=947), n (%)</th>
<th>Non-XDR typhoid cases (n=505), n (%)</th>
<th>All cases, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-5</td>
<td>308 (33)</td>
<td>209 (42)</td>
<td>517 (36)</td>
</tr>
<tr>
<td>6-10</td>
<td>236 (25)</td>
<td>134 (27)</td>
<td>370 (26)</td>
</tr>
<tr>
<td>11-15</td>
<td>72 (8)</td>
<td>47 (9)</td>
<td>119 (8)</td>
</tr>
<tr>
<td>16-25</td>
<td>142 (15)</td>
<td>43 (8)</td>
<td>185 (13)</td>
</tr>
<tr>
<td>&gt;25</td>
<td>189 (20)</td>
<td>72 (14)</td>
<td>120 (8)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>601 (54)</td>
<td>313 (62)</td>
<td>915 (63)</td>
</tr>
<tr>
<td>Female</td>
<td>345 (45)</td>
<td>192 (38)</td>
<td>537 (37)</td>
</tr>
</tbody>
</table>

XDR: extensively drug resistant; resistant to ampicillin, chloramphenicol, trimethoprim-sulfamethoxazole, ciprofloxacin, and ceftriaxone.

Table 2. Signs and symptoms of patients with XDR typhoid and those with non-XDR typhoid on hospital admission in Hyderabad, Pakistan, from October 1, 2016, to September 30, 2018 (N=1452).

<table>
<thead>
<tr>
<th>Signs and symptoms</th>
<th>XDR typhoid cases (n=947), n (%)</th>
<th>Non-XDR typhoid cases (n=505), n (%)</th>
<th>All cases, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fever (body temperature of &lt;40°C)</td>
<td>947 (100)</td>
<td>505 (100)</td>
<td>1452 (100)</td>
</tr>
<tr>
<td>Anorexia</td>
<td>947 (100)</td>
<td>505 (100)</td>
<td>1452 (100)</td>
</tr>
<tr>
<td>Headache</td>
<td>650 (68)</td>
<td>306 (60)</td>
<td>956 (65)</td>
</tr>
<tr>
<td>Abdominal pain</td>
<td>493 (52)</td>
<td>297 (58)</td>
<td>790 (54)</td>
</tr>
<tr>
<td>Diarrhea</td>
<td>488 (52)</td>
<td>297 (58)</td>
<td>785 (54)</td>
</tr>
<tr>
<td>Vomiting</td>
<td>385 (40)</td>
<td>196 (38)</td>
<td>581 (40)</td>
</tr>
<tr>
<td>Signs of anemia</td>
<td>360 (38)</td>
<td>89 (17)</td>
<td>449 (30)</td>
</tr>
<tr>
<td>Signs of toxicity</td>
<td>237 (25)</td>
<td>73 (14)</td>
<td>310 (21)</td>
</tr>
<tr>
<td>Constipation</td>
<td>210 (22)</td>
<td>71 (14)</td>
<td>281 (19)</td>
</tr>
<tr>
<td>Intestinal distension</td>
<td>218 (23)</td>
<td>72 (14)</td>
<td>290 (19)</td>
</tr>
</tbody>
</table>

XDR: extensively drug resistant; resistant to ampicillin, chloramphenicol, trimethoprim-sulfamethoxazole, ciprofloxacin, and ceftriaxone.

The duration of illness between fever onset and hospitalization ranged 5-28 (median 20) days for patients with XDR typhoid, and 5-30 (median 13) days for those with non-XDR typhoid (P<.001). The conventional antibiotics taken before hospitalization among patients with XDR typhoid were ceftriaxone and ampicillin, whereas those among patients with non-XDR typhoid were cefixime, cephalexin, and quinolones. In the hospitals, all patients with XDR typhoid were treated with a carbapenem or macrolides with a median hospitalization duration of 9.5 (range 2-25) days, while those with non-XDR typhoid were treated with cefhalothin and cefixime (n=483, 33%) and with ceftriaxone and ampicillin (n=22, 1.5%) with the median hospitalization duration of 6.5 (range 2-15) days.

Overall, 21 complications were reported in 360 (38%) patients with XDR and in 89 (18%) patients with non-XDR typhoid (P<.001). Ileal perforation was the most commonly reported complication in both patients with XDR (n=210, 23%) and those with non-XDR (n=71, 14%) typhoid (P<.001). Septicemia was the second-most commonly reported complication among both patients with XDR (n=97, 11%) and those with non-XDR (n=9, 1.7%) typhoid (Table 3).

The median duration of prehospitalization illness was longer among patients with complications (range 7-30 days, median 22 days) than among those without complications (range 5-25 days, median 6 days) (P<.001). Overall, mortality was documented in 17 of 947 (1.8%) patients with XDR Typhi infections and 3 of 505 (0.6%) patients with non-XDR Typhi infections (P=.06).
Table 3. Frequency of complications among hospitalized patients with XDR typhoid and those with non-XDR typhoid in Hyderabad, Pakistan, from October 1, 2016, to September 30, 2018 (N=1452).

<table>
<thead>
<tr>
<th>Complications</th>
<th>XDR typhoid cases (n=947), n (%)</th>
<th>Non-XDR typhoid cases (n=505), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ileal perforation</td>
<td>210 (23.0)</td>
<td>71 (11.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Septicemia</td>
<td>91 (14.0)</td>
<td>9 (1.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Cholecystitis</td>
<td>27 (2.8)</td>
<td>4 (0.7)</td>
<td>.008</td>
</tr>
<tr>
<td>Pneumonia</td>
<td>10 (1.0)</td>
<td>1 (0.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Jaundice</td>
<td>13 (1.3)</td>
<td>1 (0.1)</td>
<td>.001</td>
</tr>
</tbody>
</table>

XDR: extensively drug resistant; resistant to ampicillin, chloramphenicol, trimethoprim-sulfamethoxazole, ciprofloxacin, and ceftriaxone.

Discussion

Principal Findings

To our knowledge, this is the first study on the first major XDR typhoid outbreak worldwide and documenting mortality and morbidity in Pakistan. The delay in the initiation of appropriate antibiotic therapy is the leading cause of complications and deaths. XDR typhoid has reached alarmingly high levels, threatening to be potentially untreatable and leading to high morbidity and mortality in Hyderabad.

Our study reports a mean age was 15 years for patients with XDR typhoid and 12 years for those with non-XDR typhoid, the majority of our patients being male (n=915, 63%). In a study in Nepal, the mean age of patients with typhoid was 19 years, and 45% of them were male [15]. Typhi isolates from approximately two-thirds of cases (n=947, 66%) were XDR. A population-based study in 5 Asian countries reported that 23% of isolates were multidrug resistant [16].

Limited data on the case fatality rates of typhoid are available [17]. In this study, the case fatality rate was 1.8%. A study on the global burden of typhoid fever reported a case fatality rate of 1% [3].

Typhoid is an endemic disease in Pakistan. The major factors associated with its high prevalence rate include overcrowding, illiteracy, poverty, poor sanitation, and an unsafe supply of drinking water [18]. Early diagnosis and the use of appropriate antibiotics play a key role in reducing complications and deaths [19]. Poor sanitation and contaminated water supplies are serious infrastructure problems in Hyderabad, Karachi, and the rest of Sindh province. The 2 main cities of this province are affected by XDR Typhi. Public health officials predict that XDR Typhi will also cross borders and start spreading outside of Pakistan [20].

Limitations

Our study has limitations, given its retrospective manner of conducting reviews of medical records of in-hospital patients; this has yielded limited information regarding prior treatments, including antibiotic use prior to hospitalization. Patients who were admitted to hospitals do not represent those among the general population of Pakistan.

Conclusions

As this first XDR typhoid outbreak continues to spread, the increased duration of illness before hospitalization and increased rate of complications has important implications for clinical care and medical costs, and heightens the importance of prevention and control measures. To ensure that the minimization of delay in treatment due to the lack of proper diagnoses and access to hospitals, the establishment of certified laboratories and the recruitment of trained, well-informed physicians in geographically strategic areas will help in improving the situation. The provision of safe drinking water and proper sanitation is the ultimate solution to prevent future outbreaks. Setting up of surveillance for typhoid in the province and the whole country is important to determine whether XDR typhoid is limited to only these 2 cities or it has widely spread in Pakistan. Further prospective studies are also required for understanding the factors that are leading to the spread of XDR typhoid in Pakistan.
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Abstract
The COVID-19 outbreak started as pneumonia in December 2019 in Wuhan, China. The subsequent pandemic was declared as the sixth public health emergency of international concern on January 30, 2020, by the World Health Organization. Pakistan could be a potential hotspot for COVID-19 owing to its high population of 204.65 million and its struggling health care and economic systems. Pakistan was able to tackle the challenge with relatively mild repercussions. The present analysis has been conducted to highlight the situation of the disease in Pakistan in 2020 and the measures taken by various stakeholders coupled with support from the community to abate the risk of catastrophic spread of the virus.
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Introduction
COVID-19 started as an outbreak of a series of unusual pneumonia cases in Wuhan, China, with the earliest cases reported to the World Health Organization’s country office in China on December 31, 2019. By January 12, 2020, the causative agent was identified as a novel coronavirus, initially termed “2019-nCoV,” and up to 41 cases had been preliminarily diagnosed [1,2]. The virus has since been renamed as SARS-CoV-2 and spread drastically, and COVID-19 was declared as pandemic by the World Health Organization (WHO) on March 11, 2020 [3]. Having currently affected more than 210 countries and territories, with 19,550,650 active cases and a mortality rate of 2.85% as of December 31, 2020, the COVID-19 pandemic continues to be a major global public health concern [4].

Pakistan: Epidemiologic Profile
COVID-19 cases were reported from Islamabad and Karachi on February 26, 2020 [5]. Pakistan being one of the most densely populated countries in Asia, with a population of 204.65 million, and Karachi being the largest metropolitan city in Pakistan, has been greatly vulnerable to this outbreak [6]. Owing to its present economic condition, health care resources, and the occurrence of previous outbreaks, the Centers for Disease Control and Prevention had already issued a level 3 warning for international travelers to Pakistan [7]. The administration had a huge responsibility to constrain the spread through a timely response...
and the adoption of appropriate measures to avoid any major catastrophe. The disease was initially difficult to contain, especially because of noncompliance of the general population to the necessary measures and timely reporting of symptoms. Within 45 days, on April 10, 2020, Pakistan reported 4601 confirmed cases with a death toll approaching 66 individuals [8].

**Public and Community Response to the COVID-19 Pandemic**

There was a mixed response from the community. Few people paid attention to the news and some even considered it fake. News of the virus being a hoax or propaganda spread greatly worldwide and countered the efforts of governments and other agencies that made marked efforts to tackle the spread of the pandemic [9,10]. Common rumors on COVID-19 emergence and treatment through the media and social media resources are presented in Table 1.

<table>
<thead>
<tr>
<th>Table 1. Rumors related to COVID-19 emergence and treatment.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rumors</td>
</tr>
<tr>
<td>The virus is no worse than the one that causes common cold</td>
</tr>
<tr>
<td>Hand dryers are effective in eliminating the coronavirus</td>
</tr>
<tr>
<td>Coronavirus originated with people eating bats in China</td>
</tr>
<tr>
<td>There is a vaccine or cure for coronavirus, which the government will not release</td>
</tr>
<tr>
<td>Coronavirus will disappear by the summer</td>
</tr>
<tr>
<td>Vitamin C can help you ward off coronavirus</td>
</tr>
<tr>
<td>A “miracle” bleach product can cure coronavirus</td>
</tr>
<tr>
<td>Dean Koontz predicted the coronavirus in his 1981 novel <em>The Eyes of Darkness</em></td>
</tr>
<tr>
<td>Osaka flu shown in the television show <em>The Simpsons</em></td>
</tr>
<tr>
<td>If you cannot hold your breath for 10 seconds without coughing, then you have coronavirus</td>
</tr>
<tr>
<td>The country will be placed in a nationwide quarantine effective immediately</td>
</tr>
</tbody>
</table>

**Government’s Initiatives to Tackle the Pandemic**

The government of Pakistan has been lauded by international organizations including the WHO (and rightly so) for taking the necessary precautions and measures against the COVID-19 pandemic to guarantee not only the containment of disease spread but also to fulfill its responsibility as a state toward its people and their safety [14].

**Immediate Response to Contain Disease Spread**

One of the first steps taken by the government was to develop functional emergency operations centers and to detect the route of disease spread in Pakistan. The origin of the virus was the first question; hence, detailed history-taking of patients was crucial not only in understanding the outbreak but also in determining the contacts of patients with other people in the community [15]. This helped in cordonning off areas or home-bounding people who came in close contact with a patient with COVID-19. In addition to this, patients with a recent international travel history were monitored closely. This made sense because many cases and massive spread was reported in the countries neighboring Pakistan [15-17].

**Containment Measures**

Once primary and secondary contact-tracing was delineated, the foremost step taken by the government was to control the borders [18]. This was a crucial decision, owing to the consideration of a large number of Pakistani students and pilgrims studying in and travelling from China, Iran, and Europe. The government gained the confidence of the affected individuals and their families. It was almost unfeasible to restrict such individuals outside the country because of the strong public response; nonetheless, it was necessary if the spread of the virus was to be controlled quickly. To tackle this problem, the government took the initiative of designating quarantine houses near borders and airports to isolate people entering Pakistan for a short period to make sure they were not infected before they moved out in the community [19,20].

**Border Control**

The WHO reported that the number of new cases increased by the minute, and disease spread was now not only limited to people who had a recent travel history in the regions highly affected by the pandemic. Disease spread within the community was alarming and called for drastic steps to be taken not only by local governments but also by countries and states at large.
All necessary services and measures are still being used in maximum capacity till date to ensure the safety of people’s lives in the country. Since all cases initially had a history of recent travel, it was speculated that transmissions were imported from outside of the country. Therefore, travel restrictions were imposed to limit the spread of virus from other countries to Pakistan [21].

**Quarantine Houses**

After the borders were contained, it was important for the government to provide a solution to all individuals stuck at the borders to enter the country without imposing a threat to the rest of the community [20]. It was crucial to quarantine the people at a specific location and either have them tested or wait for at least 2 weeks to ensure that they were not infected with SARS-CoV-2 before they travelled to their hometowns. People who did not show any symptoms after being quarantined for a certain duration could go to their cities and notify the authorities in case of any signs and symptoms after leaving the quarantine homes [19,20]. The development of these shelters was an economically and strategically massive task for the government. More than 3000 pilgrims arrived from Iran in the first week of March 2020 alone and were housed at quarantine shelters in Taftan and Chaman [22,23].

Toward the end of March 2020, the government decided to relocate the pilgrims to their respective provinces where quarantine centers were set up. Most news outlets and social media users condemned this step taken by the government. Many problems were faced by the pilgrims and other people who were quarantined at these centers, including included small, cramped spaces for people to live in, unhygienic conditions, shortage of food, water, medication, and unavailability of physicians [23].

**Country-Wide Lockdown**

Many other steps were taken by the government to tackle disease spread and to minimize the damage caused by the pandemic in Pakistan [24,25].

One of the first steps that the government of Pakistan took to limit the spread of the virus within the community was to impose well-planned lockdowns in all major cities [20,26]. Lockdowns were imposed during different hours in different regions, and most of the public spaces were closed off except for grocery stores, pharmacies, and vegetable and fruit shops. All the eateries, parks, wedding halls, schools, and offices were closed until further notice by the federal government [27]. This led to retaliation from the provincial governments and opposition as it posed a great economic threat to the country’s daily-wage workers and to the low-income population; however, this was a necessary measure to curtail disease spread. Another step that the government took, and faced major opposition, was the closure of prayers at mosques, including Friday prayers [26,28,29].

**Cordonning Off Areas**

When reports of virus transmission started emerging, especially in the federal capital of Islamabad, the government took the initiative of sealing off areas that reported infections. According to a notification issued by the District Magistrate Islamabad, the city administration decided to cordon off areas to ensure public safety after the number of infections increased [30]. Samples were tested by the National Institute of Health, Islamabad, and analyzed by epidemiologists of the deputy commissioner of the COVID-19 Nerve Centre after which the notification was issued. This helped in not only curbing the spread of the infection but also in contact-tracing and further testing of the public.

**Testing and Contact Tracing**

The country’s testing capacity was limited during the early months of the pandemic, and while high-income countries were conducting large-scale randomized tests to estimate the actual number of confirmed cases, Pakistan was forced to carry out priority-based testing and rely on the enforcement of strict quarantine and isolation strategies to contain the pandemic [31]. Contact-tracing, however, was an effective strategy that not only helped limit the spread of the virus but also helped predict its route through different regions of the country and across different age groups. Nevertheless, since large-scale testing was crucial to assess the severity of the pandemic, the testing capacity of laboratories and the availability of testing kits was gradually increased by the government, and in June 2020 up to 30,000 tests were conducted daily to ascertain the pace of spread and to formulate future strategies accordingly [32]. Both these strategies provided valuable insights on the differences in the clinical manifestation of COVID-19 in people with different demographic and health backgrounds.

**Field Epidemiology Laboratory Training Program**

The Training Programs in Epidemiology and Public Health Interventions Network is a network of 75 field epidemiology training programs, which operate in >100 countries including Pakistan. After the WHO declared COVID-19 a public health emergency of international concern, alumni from the Field Epidemiology Training Program implemented standard operating procedures (SOPs) for COVID-19 screening at international airports in Pakistan. They also designed and implemented a real-time data entry system to screen travelers from high-risk countries [33].

**Implementation of SOPs: Masks, Sanitization, and Social Distancing**

SOPs were devised for the public and were meant to be strictly followed in public areas. These included guidelines on social distancing; that is, avoiding crowded areas, maintaining a physical distance of 3 feet, wearing masks, maintaining hand hygiene, sanitizing frequently touched surfaces and areas, and following general hygiene rules such as avoiding touching the face, nose, or eyes, and coughing, or sneezing in the elbow or a paper napkin instead of the hands. The authorities started taking disciplinary action against those who violated the SOPs at public places in various parts of the country in accordance with the recommendations of the National Command and Control Centre of Pakistan. The focus of the National Command and Control Centre was on SOP compliance, strict administrative actions being implemented, and enforcement of various strands of the track, trace, and quarantine strategy [34].
Initiation of Awareness Campaigns: Role of Community Health workers

Many campaigns were initiated by both local and federal governments in the interest of the general population to spread awareness about the risks, signs, and symptoms of COVID-19 [35]. Pakistan’s extensive polio vaccination program, consisting of more than 265,000 community health workers and vaccinators, was mobilized with the help of the WHO [36]. This not only helped provide infrastructure to track and trace cases early during the epidemic but also helped spread awareness in the remote, underdeveloped rural regions of Pakistan. Another vital step was taken to spread awareness to the masses, where text messages were sent by the government of Pakistan on all mobile networks [37]. The daily reminders on following SOPs helped tackle those who did not take the necessary precautions and were unaware of the aforementioned information, and the imposition of fines and charges for noncompliance made risk awareness campaigns a nationwide success [35,37].

Recorded voice messages in various local languages including Urdu, Pashto, and Sindhi, which warned against the risks of COVID-19, its spread, and its complications, and general awareness regarding the SOPs to help control its spread, were used as caller tunes before every phone call. The recorded messages were changed in accordance with the situation and ranged from guidelines on SOPs, warning noncompliers, and even congratulating efforts after successfully controlling disease spread during August 2020 [37].

Economic Measures

On the emergence of COVID-19 in Pakistan, the entire system faced various problems owing to the limitations of the health care system, poor infrastructure, uneven access to health care, resistance from various social, political, cultural, and religious groups, political instability, economic fragilities, and mistrust among the public. Data of a web-based survey conducted by the Small and Medium Enterprises Development Authority from April 3-14, 2020, among 920 businesses revealed insufficient revenue generation, losses, and difficulty in survival among businesses [38]. Pakistan launched various schemes to tackle the economic crisis faced by many individuals during the pandemic. On May 2, 2020, Prime Minister Imran Khan launched a relief scheme for people who lost their jobs or whose source of income has been compromised owing to the lockdown. He launched a cash assistance program through the Ehsaas Cash Programme to support unemployed individuals [39].

After lifting the lockdown in some sectors, the government allowed construction and daily-wage workers to resume working while dutifully following the SOPs and taking necessary precautions. This helped ease some of the economic burdens of the government, especially in providing rations and relief packages for the daily-wage workers [40].

Furthermore, the government also requested people who had been diagnosed with mild or asymptomatic COVID-19 to quarantine at home as some of them did not required hospital care; this helped curb the patient influx in hospitals and at diagnostic centers, thus easing the burden on health workers and medical practitioners [41].

Production of Ventilators

One of the largest concerns for the ministry of health and health departments in Pakistan and worldwide is coping with the continuously increasing demand of ventilators as the virus spreads and the number of cases increases. The shortage of ventilators is a major issue faced by Pakistan, especially because all the major medical equipment are imported and not produced locally. To tackle this problem, the National Radio and Telecommunication Corporation produced its first ventilator locally within a few months of the onset of the pandemic [42]. The National Radio and Telecommunications Corporation initially offered cost-free repairs for almost 109 ventilators throughout the country and later designed and produced its own ventilators. Initially, 8 ventilators were produced and handed over to the National Disaster Management Authority after which the prime minister formally inaugurated a facility for large-scale production of ventilators within Pakistan [43].

As a result of all the efforts made by the government of Pakistan, 6 months after reporting its first case, active cases in Pakistan are continuing to steadily decrease, with the number of deaths recorded in a day now often down to single-digit numbers. The country has had 312,263 confirmed cases of as on October 1, 2020, with 6479 COVID-19–related deaths, according to the official data [44]. Save for single-day glitches, active cases have been progressively declining since peaking in June 2020, currently standing at 8903, their lowest level since late April 2020.

Success Stories: Pakistan’s Population Coming Together to Combat COVID-19

Pakistan is currently faced with one of its toughest challenges since its establishment as an independent nation, and while COVID-19 has severely disrupted routines and led to intense fear among the public, efforts are still being made to bring together the expertise and knowledge of individuals from various fields to ensure combating this pandemic together. In addition to the government’s efforts, many other organizations and individuals came forward to help against the pandemic in various capacities. From using social media to campaign for blood donations for patients with thalassemia nationwide to arranging food supplies and relief packages for those severely affected by the pandemic, the local people of Pakistan came forward and helped fellow citizens.

The Human Development Foundation Pakistan is one of the oldest nonprofit organizations in the country, and it estimated the provision and distribution of more than 14,000 ration packages containing food and medical supplies to the people of Karachi [45].

Al-Khidmat Foundation Pakistan

Al-Khidmat Foundation Pakistan is one of the leading nonprofit foundations operating in Pakistan for the past 30 years. During the onset of the pandemic, it played a vital role in charity work including awareness campaigns, providing preventive equipment such as soap, sanitizers, masks, and relevant reading material to the general public, providing its services to government institutions including hospitals, Aghosh homes, ambulances,
and trained volunteers. Moreover, it carried out food drives, provided COVID-19 test facilities and antibody tests, and arranged for protective equipment to distribute among physicians and medical staff on the frontline [46]. Al-Khidmat Foundation Pakistan also played a vital role in arranging free plasma for patients with COVID-19 [47].

Corona Recovered Warriors
The Facebook page titled “Corona Recovered Warriors” provided hope during the grim period of disease spread in Pakistan. Created by musician Zoraiz Riaz with the aim to help coordinate convalescent plasma donations for people with COVID-19 in Pakistan, this group quickly gained popularity and had 320,000 members in just 1 month, needing a team of 33 volunteers to manage the posts. People looking for plasma donors, medical supplies, oxygen cylinders, ventilators, injection drugs or other drugs, and leads on hospitals accepting new admittes posted all their queries on this group, and thousands of people came forward and offered help in all capacities to those in need [48]. The group then started organizing donation and food drives, providing personal protective equipment (PPE) to health care workers and delivering medical supplies to desperate families of patients with COVID-19 [49].

Plasma Trials by Medical Professionals
In desperate times when everyone is seeking any cure to tackle the virus, many unapproved and untested remedies were used even by health care professionals to treat individuals with COVID-19. The most popular one was the use of plasma of a recovered patient to treat patients with COVID-19. Dr Shahid Junejo, a senior superintendent at a civil hospital, tested plasma therapy on a patient in Hyderabad. According to him, the decision for the trial was taken after consultation with the vice chancellor of the Liaquat University of Medical and Health Sciences Jamshoro, Prof Bikha Ram Devrajani [50]. Passive immunization is an old procedure used in the absence of a vaccine to treat infectious diseases; hence, the treatment was administered to many patients throughout the country without any strong evidence of its ability to neutralize the virus [51]. Even though the Ministry of National Health Services declared that plasma therapy is not a cure for COVID-19 as it is still undergoing a clinical trial on a global scale, there is still a high demand of plasma donors, and as of July 2020 approximately 750 donors were connected with critical patients through the Corona Recovered Warriors Facebook page alone.

Availability of Scholars Against COVID-19 Pakistan
Scholars Against COVID-19 is a platform of over 3000 young scholars and researchers nationwide coming together as volunteers to assist the government and people through donations of equipment from laboratories and universities to scale up testing and experimentation related to the diagnosis and treatment of COVID-19 [52]. Their aim is to bridge the disconnect among various sectors in Pakistan, which makes executing such ideas challenging.

Student Taskforce Against COVID-19
Student Taskforce Against COVID-19 is a group of final-year medical students from Aga Khan University Hospital who conceived the idea of creating a helpline for families and patients affected by COVID-19 who have been looking for guidelines and help [53]. The taskforce is not only managing the helpline but also assisting the Aga Khan University Hospital and the Sindh government in contact-tracing and helping the Pakistan Medical Association in identifying and providing volunteers to help at Karachi’s Expo Centre isolation ward for patients with COVID-19 [54].

First Response Initiative of Pakistan
Over 400 medical students have come together through the Combat Corona campaign and are aiming to collect and provide PPE to health care workers. They have targeted hospitals in Karachi needing PPE and have collected hundreds of equipment for distribution through donations in all major hospitals of the city [54].

Pakistan Against COVID-19 Volunteers Group
Pakistan Against COVID-19 Volunteers is a group of physicians and other professionals who have collaborated and aim to enable connections between manufacturers and suppliers of PPE, carry out innovation and experimentation for designing and manufacturing ventilators through 3D printing technology, and develop noncontact thermometers locally [55,56].

Kwickdoctor.com
Kwickdoctor.com has been developed by 40-year-old information technology expert Salman Khan. He aims to connect the public to consultants, physicians, pharmacies, and laboratories and even delivers prescriptions at the doorstep. With the pandemic spreading, the need to avoid contact has increased and digital care is the need of the hour [57].

Discussion
Principal Findings
COVID-19, after being first reported in December 2019, is still swiftly spreading worldwide. Within 10 months, the mortality and morbidity rates have approached unexpected levels. Scientists, researchers, and clinicians have worked together with engineers to develop treatments, diagnostic kits, and vaccines to prevent this infection from spreading further; however, a third wave of COVID-19 is currently underway worldwide with numerous mutant strains. These mutations have rendered this virus either more virulent or resistant to previously used medications [58]. The second wave has been feared as the situation was reverting to normalcy and businesses, offices, and schools were reopening in late September or early October of 2020. The government of Pakistan started tackling COVID-19 on the basis of the experience of other countries as the disease approached Pakistan after having affected many other countries. Starting from preparing special wards, using all resources including polio and dengue teams and wards, respectively, preparing appropriate SOPs, conveying awareness messages to everyone through the television or mobile phones, updating everyone through special mobile apps and websites, showing hotspots, sharing the economic burden with the weak, and ending with smart lockdowns were some of the most impressive measures to handle the pandemic. The people of Pakistan also supported the government during this time, which is one of the...
most prominent reasons Pakistan overcame the first 2 waves with minimal morbidities compared to other countries.

Conclusions

Immunization and treatment of COVID-19 may still be questionable, but precautions and SOPs have undoubtedly been set by many. Technology has played its part in spreading awareness, but Pakistan is currently undergoing a third wave of infections. However, if precautions are taken and all SOPs are followed, the entire community can be rescued and the risk of reinfection and further waves would decline immediately. This is a situation where everyone has a responsibility toward the community and must take steps to minimize the risk of further disease spread. Pakistan has shown tremendous potential in public health, and different government and nongovernment organizations can collaborate to address the challenges through the engagement of society and the community along with the introduction of new policies.

Conflicts of Interest

None declared.

References


42. International Association of Science Parks and Areas of Innovation. URL: https://www.iasp.ws/covid19/nrtc-ventilators [accessed 2020-09-25]


52. Ebrahim ZT. In the fight against Covid-19, these bright, young Pakistanis are coming together and improvising. Prism. 2020 Apr 07. URL: https://www.dawn.com/news/1543349 [accessed 2020-09-29]


Abbreviations

PPE: personal protective equipment
SOP: standard operating procedure
WHO: World Health Organization
information, a link to the original publication on https://publichealth.jmir.org, as well as this copyright and license information must be included.
Impact of the Protracted War in Yemen on the Acute Flaccid Paralysis Surveillance System: Retrospective Descriptive Analysis

Riham Al-Dubaiee, Mutaher AL Qassimi, Ahmed Al-Dar, Abdulwahed Al Serouri, Yousef Khader

Ministry of Public Health and Population, Sana'a, Yemen
Jordan University of Science & Technology, Amman, Jordan

Corresponding Author:
Riham Al-Dubaiee, MSc
Ministry of Public Health and Population
Al-Hasaba, Mazda street
Sana'a
Yemen
Phone: 967 776417333
Email: rihamm10@yahoo.com

Abstract

Background: Highly sensitive acute flaccid paralysis (AFP) surveillance, which includes immediate case investigation and specimen collection, is critical for achieving global polio eradication. In Yemen, the Acute Flaccid Paralysis Surveillance System (AFPSS) was launched in 1998 to achieve the polio eradication target. Although Yemen was certified as a polio-free country in 2009, the protracted war since 2015 has placed the country at risk for polio reemergence.

Objective: The objectives of this analysis were to evaluate the performance of the Yemen AFPSS at both the national and governorate levels, and to assess the impact of the ongoing war on the performance.

Methods: Retrospective descriptive analysis was performed on Yemen secondary AFP surveillance data for the years 2014 (before the war) and 2015-2017 (during the war). Data comprising all children <15 years old reported as having AFP were included in the analysis. AFP surveillance performance was evaluated using World Health Organization–specified AFP surveillance indicators.

Results: At the national level, all indicators were met before and after the war except for “lab results received within ≤28 days,” which was unmet since the war erupted. Furthermore, the indicator “stool specimens arriving at a central level within ≤3 days” was unmet after the war but only in 2017. At the governorate level, although the indicators “adequacy” and “stool specimens arriving at the laboratory in good condition” were met before the war in all governorates, the former indicator was unmet in 9 (41%) governorates since the war erupted and the latter indicator was also unmet in 9 governorates (41%) but only in 2017.

Conclusions: The findings show that some AFP surveillance indicators were negatively impacted by eruption of the war in Yemen due to closure of the Sana’a capital airport and postponement of sample shipment to the reference laboratory, which remained under long-term poor storage conditions. To ensure rapid detection of polio cases, improving specimen collection, storage, and transportation, together with proper and timely shipment of specimens to the reference laboratory should be considered.

Introduction

Background

Poliomyelitis is a highly infectious viral disease that affects children below the age of 15 years, and is transmitted from person to person via the feco-oral route [1]. Poliomyelitis is an enteroviral disease that has an incubation period of 9-12 days, and presents as muscle weakness, headache, neck stiffness, fever, nausea, vomiting, and mostly flaccid paralysis [2]. The World Health Assembly adopted a resolution calling for the global eradication of poliomyelitis in 1988. In addition to routine polio immunization included in the Expanded Program of Immunization, two major activities were planned: mass polio
vaccination campaigns and surveillance of all cases of acute flaccid paralysis (AFP) [1]. Despite great achievement of polio eradication, transmission has never been stopped in two countries in the eastern Mediterranean region: Pakistan and Afghanistan [3].

In Yemen, AFP surveillance was launched in 1998 to achieve the polio eradication target, and there were no reported cases up to 2004. However, in 2005, 479 cases were reported; therefore, 10 immunization campaigns were launched to halt the outbreak. The last polio case was reported in February 2006, and Yemen was certified as a polio-free country in 2009. Yemen has also experienced three different outbreaks of circulating vaccine-derived polio viruses with 9 cases in April 2011, 4 cases in 2012, 1 case in 2016, and, most recently, one case reported in September 2020 [4-6]. Although the country is currently free of poliovirus, it is considered one of the high-risk countries for reemergence of the virus due to the current war situation.

The Yemen Acute Flaccid Paralysis Surveillance System
The Yemen Acute Flaccid Paralysis Surveillance System (AFPSS) was launched in 1998 with strong support from the World Health Organization (WHO) to help in the early detection of any AFP case and to ensure immediate notification. The AFP surveillance data are regularly shared with the WHO country and regional offices, and with the Global Polio Eradication Initiative. As Yemen does not have a national polio laboratory, Kenya Medical Research Institute in Nairobi has served as a reference laboratory for Yemen since 2015. The AFP surveillance indicators were adapted from WHO certification standards [7].

Nationally, the AFPSS consists of a national AFP coordinator and four assistants. At the level of governorates, there are 35 coordinators and their assistants. In all districts, there are approximately 333 coordinators and 1980 officers in health facilities.

The purposes of the system include early detection of any AFP case and investigating it, evaluation of the polio eradication program performance, and certifying and confirming that Yemen is still free of poliovirus.

Since 2015, the war has affected the performance of the health system in Yemen, with nearly half of all health facilities suffering damage or unable to function because of severe shortages of staff and equipment. Consequently, an estimated 56% of the population does not have regular access to basic health care [8].

Aim
The objectives of this analysis were to evaluate the performance of the Yemen AFPSS at both the national and governorate levels, and to assess the impact of the ongoing Yemeni war on the performance.

Methods
A retrospective descriptive analysis was performed on secondary AFP surveillance data for Yemen for the years 2014 (before the war) and 2015-2017 (during the war). The data included all children <15 years old who were reported in the AFSSP as an AFP case. AFP surveillance performance was evaluated using the following WHO-specified AFP surveillance indicators [7]: (1) nonpolio AFP rate in children ≤15 years of age (target: ≥2/100,000) annually and investigation within less than 48 hours of the report (target: ≥80%); (2) two stool specimens collected at least 24 hours apart and within 14 days of paralysis onset (target: ≥80%), reflecting the adequacy rate; (3) stool specimens arriving at the central level within ≤3 days (target: ≥80%); (4) stool specimens arriving at the laboratory in “good condition” (target: ≥80%); (5) notification within ≤7 days of paralysis onset (target: ≥80%); (6) nonpolio enterovirus isolation rate (target: ≥10%) to reflect the lab’s performance level and virus detection sensitivity; and (7) lab results received within ≤28 days (target: ≥80%).

The study was performed from October to January 2019, including data from 2014 to 2017. The data were entered and analyzed in Microsoft Excel.

Results
AFP Surveillance Performance Indicators at the National Level
Table 1 shows the AFP surveillance performance indicators at the national level for 2014-2017. All indicators met the targets in 2014 before the war. After the war erupted, all indicators were met in 2015 and 2016 except for the “lab results received within ≤28 days.” Furthermore, in 2017, the indicators “lab results received within ≤28 days” and “stool specimens arriving at the central level within ≤3 days” were not met.
The targets for the two indicators “nonpolio AFP rate in children ≤15 years” and “investigation within ≤48 hours of the report” were met in all governorates in all years both before and after the war. Although the adequacy indicator “two stool specimens collected at least 24 hours apart within 14 days of paralysis (adequacy)” met the target in all governorates in 2014 (before the war), the target was not met in two governorates in 2015 (Abyan and AlDhale’e) and 2016 (AlDhale’e and Socotra), and in seven governorates (AlBayda, AlJawf, Amran, Ibb, Raymah, Sana’a city, and Socotra) in 2017.

The target for the indicator “stool specimens arriving at the central level within ≤3 days” was not met in 7 governorates in 2014, 7 governorates in 2015, 11 governorates in 2016, and 14 governorates in 2017. The indicator “stool specimens arriving at the reference laboratory in good condition” met the target in all governorates in all years except for 2017, in which 9 governorates (AlBayda, AlJawf, Almahra, Amran, Dhamar, Lahj, Raymah, Sana’a city, and Taizz) did not meet the target for this indicator.

A total of 5 governorates in 2014 (AlHudaydah, Almahweet, Amran, Hajjah, and Sa’ada) and 2015 (Abyan, AlHudaydah, AlJawf, Hajjah, and Sa’ada), 6 governorates (Almahweet, Amran, Ibb, Sa’ada, Socotra, and Taizz) in 2016, and 7 governorates (AlBayda, AlHudaydah, AlJawf, Amran, Hajjah, Sa’ada, and Socotra) in 2017 did not meet the target of the indicator “notification within ≤7 days of paralysis onset.” The targets for the indicator “nonpolio enterovirus isolation rate” had not been met in 3 governorates (Abyan, Shabwah, and Taizz) in 2014, in 4 governorates (Aden, AlHudaydah, Almahra, and Sa’ada) in 2015, 5 governorates (Abyan, Almahra, Almahweet, Hadramaut Sayoun, and Shabwah) in 2016, and 4 governorates (AlBayda, Sa’ada, Sana’a city, and Socotra) in 2017. The target for the indicator “lab results received within ≤28 days” did not meet the target in 7 governorates only in 2014 (before the war) and in all governorates in all years after the war.

**Discussion**

**Principal Findings**

Evaluation of a surveillance system is important to examine the operation of the system and to show how it adheres to implementation protocols. Thus, the current AFPSS evaluation will help to identify whether the system met its target indicators properly.

This evaluation showed that at the national level, all indicators were met before the war erupted in 2014; however, the indicator “lab results received within ≤28 days” was not met through 2015-2017 after the war. This is because of closure of the main national airport in Sana’a in 2015, which remains closed to date [9]. Therefore, sending the samples to the reference laboratory in Kenya was not possible and the lab results were not received in a timely manner.

The indicator “stool specimens arriving at the central level within ≤3 days” was not met at the national level during 2017, which was most likely due to the lack of funding available for transporting specimens from the governorates to the national level, as well as the disruption and danger of some roads [8]. A similar result was reported from Iraq after the war erupted [10]. At the governorates level, we found that the number of governorates that did not meet this target increased as the war continued, which is attributed to the same reasons mentioned above.

The target for the indicator “nonpolio AFP rate in children ≤15 years old” was met at the national level and for all governorates in all years, and even exceeded the WHO-established minimum nonpolio AFP rate. Thus, the sensitivity of AFP surveillance has been good before and after the war. A similar finding was reported from Nigeria, the eastern Mediterranean region, and other WHO regions [10-13]. The lack of an effect of war on this indicator has been found for other countries in conflict, such as Iraq [10]. Similarly, the indicator “investigation within 48 hours of report of cases” met the target at the national level and in all governorates in all years, and was not affected by war in this study, in line with findings from other countries in conflict, such as Iraq [10].
The adequacy indicator also met the target in all years at the national level before and after the war erupted. The target of this indicator was met in similar evaluations in other countries, including Iraq and Nigeria [10-12]. This reflects a better awareness by patients’ families and medical caregivers regarding the importance of early AFP case detection. Although this indicator was met at all governorates before the war, it was not met in some governorates after eruption of the war, which may be due to a discontinuation of training. Lack of training was also found to be the reason for not meeting the adequacy target in other countries such as Zimbabwe [14].

The indicator “stool specimen arriving at the reference laboratory in good condition” met the target at the national level in all years. This indicator also met the target in all governorates and all years of evaluation except for 2017. This was most likely due to suspension of the shipment of specimens to the reference laboratory for 3 months that were left under a poor storage condition in 2017. Furthermore, the indicator “notification within 7 days of paralysis onset” was met at the national level in all years. However, the target was not met in some governorates because of poor knowledge about the timeliness of notification and the lack of training at this time.

Although the indicator “nonpolio enterovirus isolation rate” met the target at the national level in all years, it was not met in some governorates before as well as after eruption of the war. This may reflect the poor collection and transport of specimens due to reduced training as well as accessibility and transport problems.

**Conclusions**

The findings of this study showed that some AFP indicators were negatively impacted by eruption of the war in Yemen due to closure of the Sana’a capital airport and postponement of specimen shipment to the reference laboratory, leaving specimens in a poor storage condition. Therefore, proper and timely shipment of specimens to the reference laboratory in Kenya as well as ensuring receiving the lab results within 28 days is strongly recommended. It is also important to ensure the availability of funds for the transport of specimens from governorates to the national level, and to continuously train health workers on the proper collection and transport of specimens to ensure achievement of AFP indicators.
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Abstract
SARS-CoV-2 is known to cause severe bilateral pneumonia and acute respiratory distress syndrome or COVID-19 in patients, which can be debilitating and even fatal. With no drugs or vaccines available yet, a wide range of treatment regimens are being repurposed. The need of the hour is to analyze various currently available regimens and devise a treatment plan that is most effective for COVID-19. Here we describe the case of a 68-year-old man with hypertension and diabetes, exhibiting symptoms of cough and shortness of breath, who presented at the emergency department of our hospital. Chest computed tomography revealed bilateral ground glass opacities that were indicative of COVID-19, and a computed tomography score of 24 was indicative of severe pulmonary pneumonia. He tested positive for COVID-19. His treatment regimen included the use of convalescent plasma, oxygen therapy, steroids, high-dose antibiotics, broad-spectrum antiviral remdesivir, and anti–interleukin-6 monoclonal antibody (Tocilizumab) at various stages of the disease. Oxygen supplementation was required at the time of admission. The patient initially developed a cytokine release storm, and oxygen supplementation was initiated to manage his condition. Supportive care and multiple treatment regimens were used to successfully recover the patient’s health. With a rapid increase in number of confirmed cases worldwide, COVID-19 has become a major challenge to our health care system. With no available vaccines currently, the establishment of a combination of therapeutic drugs that effectively reduce disease progression is of utmost importance.

(JMIR Public Health Surveill 2021;7(5):e27609) doi:10.2196/27609
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Introduction
COVID-19 is a severe acute respiratory infection that has spread worldwide since the first confirmed case in Wuhan (Hubei Province, China) on December 31, 2019 [1,2]. It has since affected 235 countries, areas, or territories, with 76,900,875 confirmed cases, including 1,696,401 deaths as of December 20, 2020 [3]. The causative infectious agent for COVID-19 is a novel encapsulated, positive sense RNA virus that belongs to family Coronaviridae, and has been named SARS-CoV-2 [4]. The gold standard for COVID-19 diagnosis is a positive finding on an RT–PCR test, which confirms the presence of viral nucleic acid in blood or respiratory swab samples of a patient. Initial
diagnosis of COVID-19 is based on (1) the patient’s history, which may indicate possible contact with a patient with confirmed COVID-19; (2) clinical symptoms, which range from mild or moderate (cough, fever, tiredness, or shortness of breath) to severe (pulmonary pneumonia, acute respiratory distress syndrome [ARDS]); and (3) radiological findings consistent with COVID-19 [5,6]. The first 2 cases of COVID-19 in Pakistan were reported on February 26, 2020, with 457,288 confirmed cases and 9330 deaths as on December 20, 2020 [7].

Currently available treatment alternatives for hospitalized patients with COVID-19 with severe or critical disease presentation are limited to drugs that aid in the resolution of symptoms and provide supportive care. These include the use of convalescent plasma, oxygen therapy, steroids, and broad-spectrum, high-dose antivirals and antibiotics [8]. Here we report the case of an elderly male who presented with cough, shortness of breath, and severe pulmonary pneumonia at our hospital during the early months of the pandemic. The patient was admitted after an initial examination and later tested positive for COVID-19. The patient was treated with convalescent plasma, dexamethasone, high-dose antibiotics, broad-spectrum antiviral remdesivir, and anti–interleukin (IL)-6 monoclonal antibody Tocilizumab in addition to a number of other drugs. The patient’s condition initially worsened after admission, from requiring a low flow of oxygen to developing ARDS, and required mechanical ventilation; thereafter, his condition improved, and he made full recovery and was discharged after 14 days. This case study is aimed to analyze the role of a combination of different drugs on the progression of COVID-19 in our patient and to highlight its life-saving potential.

Case Presentation

On the evening of June 10, 2020, a 68-year-old Pakistani male physician with a history of hypertension and diabetes mellitus presented with fever, cough, and shortness of breath. Difficulty in breathing had started 3 days prior to reporting to the emergency department of our hospital and seemed to worsen with time. His vital parameters at the time of presentation included a temperature of 98.6°F, pulse rate of 85 beats per minute, blood pressure of 110/70 mmHg, and oxygen saturation (SpO2) of 87% in ambient air. After the initial physical examination, the on-duty physician admitted the patient to the intensive care unit for the management of possible pulmonary pneumonia and suspected COVID-19, an RT–PCR test, and chest computed tomography (CT). Chest CT revealed bilateral multifocal patchy and confluent areas of ground glass opacity (GGO) in the lungs. Associated interlobular septal thickening with an erratic paving appearance, subpleural fibrosis, and prominent lower lobe bronchi were also noted bilaterally, with more marked effects on the right side. The CT severity score was 24, which was indicative of severe disease. On admission to the intensive care unit (day 1), the patient was initially administered a one-time intravenous dose each of convalescent plasma (450 mL) and paracetamol (1 g) and administered supplemental oxygen through a non-rebreathable mask at 4 L O2/min to maintain an SpO2 of >90%. He was also started on a regimen of intravenous methylprednisolone (60 mg, once daily [OD]) and enoxaparin sodium (60 mg, OD). On Day 2, his laboratory findings indicated lymphopenia, neutrophilia, increased C reactive protein (CRP), and raised serum lactate dehydrogenase (LDH); hence, a 7-day course of two antibiotics, meropenem trihydrate (500 mg, thrice daily) and moxifloxacin (400 mg, OD), was also added to the regimen. On days 3 and 4, the patient’s condition deteriorated considerably. He was semiconscious and developed ARDS. The flow velocity of oxygen had to be increased to 15 L O2/min, which was still insufficient to maintain an SpO2 of 90%-91%. Serum ferritin levels of the patient increased, with a further increase in lymphopenia, CRP, and LDH, and as the patient developed signs of cytokine release syndrome (CRS), tocilizumab (80 mg) was administered intravenously with the dose repeated after 12 hours. On day 5, the patient was started on continuous positive airway pressure ventilation where an SpO2 between 88%-92% was maintained, along with a 50% fraction of inspired oxygen (FiO2), positive end-expiratory pressure (PEEP) of 6 cmH2O, and pressure support ventilation (PSV) of 14 cmH2O. The patient was then maintained in a prone position for up to 12 hours to manage the respiratory distress. In addition to ventilator support, dexamethasone (8 mg, twice daily [BD]) was administered intravenously. On day 8, remdesivir (200 mg) was administered intravenously with a dose halved to 100 mg for the next 4 days. A one-time dose of 20% albumin infusion (50 mL) was also administered intravenously, and a regimen of intravenous linezolid (600 mg, BD) was added. On day 10, the patient’s condition began to improve and an SpO2 of 97% was achieved in the same ventilator setting. Serum ferritin, CRP, and LDH levels also reverted to baseline. On day 11, the patient displayed signs of recovery, having achieved an SpO2 of 97%, FiO2 reduced to 45%, PEEP of 6 cmH2O, and PSV of 14 cmH2O. On day 12, FiO2 was further reduced to 40%, and the PEEP and PSV were 6 cmH2O and 14 cmH2O, respectively. The patient was advised to sit upright for 1 hour after regular intervals. Since the patient displayed signs of improvement, he was gradually weaned off the ventilator and instead provided an oxygen mask, which helped maintain an SpO2 of 94%-96% at 2 L O2/min. On day 13, patient was prescribed oral doses of dexamethasone (5 mg, OD), moxifloxacin (400 mg, OD), and linezolid (600 mg, BD) for a 3-day course. Furthermore, a reduced intravenous dose of enoxaparin sodium (40 mg, OD) for the next 7 days was advised. The RT–PCR test for COVID-19 was repeated, which yielded a negative result, and the patient was discharged on day 14 of admission (June 24, 2020).

Discussion

Principal Findings

This case study summarizes the clinical characteristics upon presentation, diagnosis, and treatments administered to a 68-year-old male physician with diabetes and hypertension who presented with fever, cough, and shortness of breath at our hospital. Considering his age, history (potential exposure at his workplace and the presence of underlying comorbidities including hypertension and diabetes), symptoms (fever, cough,
and shortness of breath), low \(\text{SpO}_2\) (of 87%), and chest CT findings (CT severity score of 24), our patient was suspected with COVID-19 and was at the risk of developing severe disease. A positive RT–PCR finding for COVID-19 and later stages of disease progression during the course of his hospitalization confirmed this notion; however, timely recognition of risks and the provision of immediate, effective treatment most likely ensured his recovery and survival.

In a study describing the clinical characteristics, treatments, and outcomes of 138 confirmed COVID-19 cases, Wang et al [9] reported fever (98.6%), dry cough (59.4%), and dyspnea (31.2%) as the most common symptoms associated with COVID-19. Moreover, all their patients presented bilateral GGOs on chest CT. In another study, Zhu et al [10] analyzed the chest CT scans of 72 patients with COVID-19, who were divided into two age groups: ≤60 years (n=44) and >60 years (n=32). They reported GGOs in the peripheral areas accompanied by interlobular septal thickening, subpleural line, and pleural thickening. More extensive involvement of the lobes and subpleural line and pleural thickening in the patients older than 60 years was also observed. In another study involving 51 patients with COVID-19, Li and Xia [11] evaluated whether chest CT was a reliable tool for rapid diagnosis and management of patients with COVID-19. They concluded that chest CT had a low misdiagnosis rate for COVID-19, and common features characteristic of COVID-19 include the presence of GGOs and consolidation with or without vascular enlargement, interlobular septum thickening, and air bronchogram. Furthermore, older patients showed a greater degree of lung involvement than younger patients. The chest CT findings of our patient also indicated the presence of severe bilateral pneumonia, a high CT score 24, and characteristic imaging features reportedly consistent with COVID-19 (GGO, interlobular septal thickening, and subpleural fibrosis). In addition to presenting signs and symptoms characteristic to COVID-19, where shortness of breath is indicative of severe disease, several epidemiological studies have reported that old age, male gender, and the presence of underlying comorbidities including diabetes, hypertension, cardiovascular disease, and renal and liver diseases are risk factors for severe COVID-19 [12,13]. Our patient also had some of these risk factors (old age, hypertension, and diabetes), which indicated the possibility of progression to severe COVID-19.

As many of the factors were not indicative of a possibly favorable outcome, the patient was administered a number of therapeutic interventions including convalescent plasma, anticoagulants, antibiotics, corticosteroids, immunomodulatory drugs, and antivirals during the course of hospitalization. Based on the hospital protocol at the time, one of the first interventions our patient received was intravenous convalescent plasma therapy (CPT). CPT is being used in different countries to provide passive immunization against SARS-CoV-2. It has been hypothesized that if CPT is administered in early stages of COVID-19, it reduces the overall viral load, improves disease prognosis, and increases the chances of survival among patients with COVID-19 [14]. In a retrospective study [15], the clinical outcomes of 37 critical patients with COVID-19 who received CPT were compared with controls who were simultaneously hospitalized but did not receive CPT. Patients who received CPT displayed greater improvement in \(\text{SpO}_2\) and had a better survival rate.

The pathogenesis of SARS-CoV-2 and its effect on host physiology is currently under intense investigation. In cases of severe COVID-19, the progression of viral infection manifests in the form of a massive inflammatory response termed as the cytokine storm or CRS, which initially affects the lungs, causing oxygen insufficiency and leading to ARDS, but can also spread to other organs such as the heart, kidneys, and liver, leading to multiple organ failure and eventually death [16,17].

The hallmarks of CRS include high serum levels of proinflammatory cytokines and chemokines, especially the IL-1 family and IL-6, which initiate the inflammatory cascade resulting in lung inflammation, fever, and fibrosis. These changes can be monitored through laboratory parameters including the lymphocyte count, which typically decreases (ie, lymphopenia), and an increase in serum levels of CRP, LDH, and ferritin [18]. The presence of these circulating biomarkers is considered predictive of the severity of COVID-19 and adverse outcomes such as death among patients with COVID-19 [19]. Hence, targeting them in order to reduce the overall inflammatory cascade (ie, the CRS) is the first logical step to control disease progression [16,20].

Use of glucocorticoid therapy for the management of CRS [21] has been explored and is associated with a reduction in respiratory inflammation and improvement in lung function, often eliminating the need for invasive ventilation in cases of severe or critical COVID-19. In a study by Liu et al [22], administration of a pulse dose of methylprednisolone to 101 patients with COVID-19 resulted in improved lung function among 15 patients who were critically affected, with only 1 patient requiring mechanical ventilation. In an open-label, controlled clinical trial [23] of 2014 patients with COVID-19 who received dexamethasone and 4321 patients who received usual care, the mortality rate was markedly reduced among patients who received dexamethasone. Moreover, among patients who received dexamethasone, mortality rates in patients who required invasive and noninvasive mechanical ventilation were significantly reduced, whereas no effect was observed among patients who received no respiratory support.

In our case, the initial use of CPT and methylprednisolone was unable to curtail the cytokine storm and effectively prevent the onset of ARDS. Consequently, the patient’s condition deteriorated rapidly to the point where he was started on continuous positive airway pressure on day 5. The patient was then administered a regimen of combination therapy with 2 daily doses of dexamethasone and tocilizumab every 12 hours. Tocilizumab is an anti–IL-6 antibody preparation, which has been shown to be highly effective in improving disease severity by neutralizing IL-6, which plays a major role in inflammatory cascades and results in ARDS [24]. In a retrospective assessment of 21 critical patients with COVID-19, Xu et al [25] observed a resolution of lymphopenia in 85% of patients and a reduction in CRP levels in 87%, and chest CT administration. Similarly, Guaraldi et al [26] reported that administration of tocilizumab was positively correlated with...
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recovery and reduced the requirement of invasive mechanical ventilation at later stages.

In addition to the aforementioned immunomodulatory therapies, our patient received remdesivir on day 8. Remdesivir is a broad-spectrum antiviral agent that has previously been investigated for its inhibitory effect on viral replication in the Ebola virus, severe acute respiratory syndrome coronavirus, and Middle East respiratory syndrome coronavirus. The double-blind, randomized, placebo-controlled trial by Beigel et al. [27] concluded that 541 (of a total 1062) patients who received remdesivir had a shorter recovery time (10 days as compared to 15 days in control group). Their data also suggest that remdesivir may reduce the progression of the disease to a more severe stage. Since the results of the trial were made public, remdesivir has become the first antiviral to have been authorized by the Food and Drug Association for emergency use among hospitalized adult patients at the risk of severe disease [28]. The effects of the drug are, however, closely monitored and updated with the emergence of new evidence [29]. Thus far, the preliminary results of a more recent solidarity trial led by the World Health Organization recommended against the use of remdesivir for the treatment of COVID-19 owing to its limited efficacy [30]. Moreover, in addition to ambiguity regarding its efficacy, remdesivir is also associated with acute kidney and liver injury [31].

Furthermore, it has been suggested that remdesivir may be more effective in combination with an immunomodulator such as dexamethasone or tocilizumab. A number of trials investigating the use of remdesivir in combination with tocilizumab are currently underway, and the final verdict regarding its efficacy is still pending [29,30,32,33].

In our patient, however, the combination of remdesivir, tocilizumab, and dexamethasone, administered at a favorable time (ie, during the early stages of the disease when the patient did not yet require mechanical intubation) resulted in timely resolution of the cytokine storm, resulting in an improvement in his ARDS symptoms and subsequent recovery. The underlying reason could be attributed to the effective recognition of risks and a timely administration of the available drugs.

**Conclusions**

Despite being the focus of medical and scientific studies for more than a year, worldwide availability of a safe and effective COVID-19 vaccine still remains to be accomplished. Similarly, a number of antivirals and immunomodulators are being actively tested; however, an effective combination is still unavailable. Therefore, to effectively control COVID-19, there is a need to continuously explore and identify safe, effective combinations of the already available therapeutic agents. In order to ensure the safety and survival of patients, there is also a constant need to stay informed about the latest evidence. In our patient with CRS with normal liver and renal functions, combined treatment with tocilizumab, dexamethasone, and remdesivir helped reduce CRS and the subsequent requirement of mechanical ventilation. However, mixed evidence regarding the use of tocilizumab in combination with remdesivir suggests that caution should be exercised until more evidence is available for or against this combination for it to become a treatment regimen nationwide.
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Abbreviations

- ARDS: acute respiratory distress syndrome
- BD: twice daily
- CPT: convalescent plasma therapy
- CRP: C reactive protein
- CRS: cytokine release syndrome
- CT: computed tomography
- FiO₂: fraction of inspired oxygen
- GGO: ground glass opacity
- IL: interleukin
- OD: once daily
- PEEP: positive end-expiratory pressure
- PSV: pressure support ventilation.
- RT–PCR: reverse transcription–polymerase chain reaction
- SpO₂: oxygen saturation
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Abstract

Background: Since the first reports of COVID-19 infection, the foremost requirement has been to identify a treatment regimen that not only fights the causative agent but also controls the associated complications of the infection. Due to the time-consuming process of drug discovery, physicians have used readily available drugs and therapies for treatment of infections to minimize the death toll.

Objective: The aim of this study is to provide a snapshot analysis of the major drugs used in a cohort of 1562 Pakistani patients during the period from May to July 2020, when the first wave of COVID-19 peaked in Pakistan.

Methods: A retrospective observational study was performed to provide an overview of the major drugs used in a cohort of 1562 patients with COVID-19 admitted to the four major tertiary-care hospitals in the Rawalpindi-Islamabad region of Pakistan during the peak of the first wave of COVID-19 in the country (May-July 2020).

Results: Antibiotics were the most common choice out of all the therapies employed, and they were used as first line of treatment for COVID-19. Azithromycin was the most prescribed drug for treatment. No monthly trend was observed in the choice of antibiotics, and these drugs appeared to be a random but favored choice throughout the months of the study. It was also noted that even antibiotics used for multidrug resistant infections were prescribed irrespective of the severity or progression of the infection. The results of the analysis are alarming, as this approach may lead to antibiotic resistance and complications in immunocompromised patients with COVID-19. A total of 1562 patients (1064 male, 68.1%, and 498 female, 31.9%) with a mean age of 47.35 years (SD 17.03) were included in the study. The highest frequency of patient hospitalizations occurred in June (846/1562, 54.2%).

Conclusions: Guidelines for a targeted treatment regime are needed to control related complications and to limit the misuse of antibiotics in the management of COVID-19.

(JMIR Public Health Surveill 2021;7(5):e28594) doi:10.2196/28594
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Introduction
In December 2019, a viral outbreak of pneumonia was reported in a city in China in December 2019 [1]; this outbreak would have a substantial impact worldwide. Shortly after the first reports of the disease, it rapidly spread globally and was declared a pandemic by the World Health Organization in 2020 [2]. The official name for this pneumonia-like disease is COVID-19, and the virus that causes it is called SARS-COV-2 [3]. The pathological conditions of COVID-19 infection were classified into five categories, from asymptomatic to critical, according to clinical manifestations [4]. It has already been reported that approximately one-fifth of the hospitalized patients with COVID-19 are admitted to intensive care units due to difficulty in breathing or acute hypoxic respiratory failure [5-8].

More than a year has passed since the initial outbreak, and SARS-CoV-2 continues to spread globally, crippling the economy, dominating health, and causing mortality each day; the current count has reached a staggering 112.65 million confirmed infections and 2.49 million deaths [9,10]. With the rapid spread of COVID-19 across the world, prompt diagnostic tools, readily available repurposable drugs, and effective containment measures to control SARS-CoV-2 infection are of paramount importance. The pandemic has also exposed inadequate research and health infrastructures globally, especially in countries such as Pakistan, where basic health care necessities were scarce when the infection reached its peak in June 2020 [11,12].

The second wave of COVID-19 infections being reported by various countries, including Pakistan, is proving to be even more challenging to address because of the severity of COVID-19–related complications, which vary with gender and age [13-15], underlying diseases and disorders, and even delay in hospital admissions [16,17]. Human behavior is also a major factor causing the resurgence in infections [18]. The relationship between adherence to precautions and cases of COVID-19 is clear: in areas where fewer people wear masks and more people gather indoors to eat, drink, celebrate, socialize, and observe religious practices, even if only with family, cases are on the rise [19-21].

With overburdened health care systems and an increasing number of infections among medical staff, the ultimate way to overcome this pandemic remains the discovery of an effective vaccine. Although pharmaceutical companies worldwide have introduced several vaccines to date [22,23], effectively vaccinating a sufficiently large number of people all over the world is a lengthy process [24,25]. Moreover, with reports of new strains from different regions, the effectiveness of some of these vaccines against multiple mutant strains shows mixed results [26]. As a result, repurposing existing drugs to target SARS-CoV-2 and treat COVID-19–associated symptoms still appears to be a logical scientific approach at the moment to contain this pandemic. Identifying and appropriating an effective combination of drugs from the available repertoire is a challenge in itself. The hit-and-trial method is dangerous but inevitable in the current situation. Small-scale studies were performed in which a few drugs were reported to be effective; however, these drugs were later proved to result in no significant difference in clinical outcomes [27-29].

Currently, as observed in various reports globally as well as in Pakistan, supportive treatment, mechanical ventilation, and extracorporeal membrane oxygenation remain the primary treatment choices for medical practitioners. Therapeutic options that are being considered and used include antiviral, antiparasitic, and anti-inflammatory medications; interferon therapy; convalescent plasma therapy; hyperimmunoglobulin; oligonucleotide-based therapies; and, rarely, RNA interference and mesenchymal stem cell therapy [30-32].

In this study, we explored the use of antibiotic and antiviral drugs for the treatment of patients admitted during the peak of the first wave of COVID-19 in Pakistan (May-July 2020). Directions for treatment of the disease during the first wave phase were not very clear, and many necessities, including drugs, were out of stock in local markets due to lockdowns, high demand, limited stocks, and closure of borders.

Methods
Study Design
Clinical data from 1812 confirmed patients with COVID-19 admitted to four major tertiary care hospitals in Pakistan, that is, Pakistan Air Force Hospital, Islamabad, Pakistan Institute of Medical Sciences Hospital, Islamabad, Holy Family Hospital, Rawalpindi, and Benazir Bhutto Shaheed Hospital, Rawalpindi, were retrospectively collected during the period from February to August 2020.

Patient Selection, Timeline, and Data Collection
Confirmed COVID-19 cases were defined as patients with a positive polymerase chain reaction test for COVID-19 from nasal and oropharyngeal swab samples taken at the time of admission to the hospital. Patients with incomplete data were excluded. Descriptive data of 1562 patients admitted during the months of May to July 2020 were abstracted and analyzed accordingly. The data included information about the patients’ age, gender, dates of admission and discharge (or death), medical history, presenting signs and symptoms, initial categorization of COVID-19 (mild, moderate, severe, and critical), and types of therapeutic agents (including but not limited to use of antibiotics, antimalarials, antivirals, antiparasitics, anticoagulants, and corticosteroids) used for treatment and management of COVID-19 during their hospital stay.

The statistical analysis was conducted using SPSS, version 24 (IBM Corporation) and Stata 16.1 (StataCorp LLC). Categorical variables were described using frequencies and percentages [33,34]. Chi-square tests and Fisher exact tests were used to compare percentages wherever appropriate. This retrospective cohort study was approved by the ethics review board of
Rawalpindi Medical University. Data were collected with approval of the National Institute of Health (NIH), Pakistan.

**Results**

A total of 1562 patients were included in the study; 1064 (68.1%) were male and 498 (31.9%) were female, with a mean age of 47.35 years (SD 17.03). The basic demographic characteristics of the hospitalized patients with COVID-19 and their distribution across the hospitals are shown in Table 1. The frequencies of admission during the months of May, June, and July 2020 were 37.9% (592/1562), 54.2% (846/1562), and 7.9% (124/1562), respectively.

**Table 1.** Baseline characteristics of the study participants (N=1562).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>47.35 (17.03)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1064 (68.1)</td>
</tr>
<tr>
<td>Female</td>
<td>498 (31.9)</td>
</tr>
<tr>
<td>Admission frequency of patients across hospitals, n (%)</td>
<td></td>
</tr>
<tr>
<td>Benazir Bhutto Shaheed Hospital, Rawalpindi</td>
<td>813 (52.0)</td>
</tr>
<tr>
<td>Holy Family Hospital, Rawalpindi</td>
<td>470 (30.1)</td>
</tr>
<tr>
<td>Pakistan Institute of Medical Sciences Hospital, Islamabad</td>
<td>135 (8.3)</td>
</tr>
<tr>
<td>Pakistan Air Force Hospital, Islamabad</td>
<td>144 (9.2)</td>
</tr>
<tr>
<td>Admission frequency of patients across the period of the study, n (%)</td>
<td></td>
</tr>
<tr>
<td>May 2020</td>
<td>592 (37.9)</td>
</tr>
<tr>
<td>June 2020</td>
<td>846 (54.2)</td>
</tr>
<tr>
<td>July 2020</td>
<td>124 (7.9)</td>
</tr>
</tbody>
</table>

Of the 19 drugs reportedly used for treatment of COVID-19 and management of COVID-19–related symptoms, the most frequently used antibiotic was azithromycin (1384/1562, 88.6%), followed by ceftriaxone (369/1562, 23.6%). Anticoagulants such as heparin (337/1562, 21.6%) and enoxaparin sodium (310/1562, 19.8%) and steroids such as hydrocortisone (409/1562, 25.7%) were also among the 5 most frequently used drugs. The relative distribution of administered drugs across hospitals during the first wave of COVID-19 is given in Figure 1. The load of patients at each hospital was different; however, the trends of the regimens used were similar. The peak of the first wave of COVID-19 in Rawalpindi-Islamabad was observed during June 2020. The trends of drug use during the first wave of COVID-19 in Pakistan are shown in Figure 2 and Table 2. Although the load over hospital varied during the 3 months, the choices of drugs used to treat COVID-19 remained the same. The frequencies and percentages of the prescription of these drugs are given in Table 3. Different combinations were used, and these combinations included drugs from various categories, such as anticoagulants, corticosteroids, and antibiotics.
Figure 1. Hospital-wise relative distribution of different drugs administered to patients with COVID-19 during the first wave of the pandemic in Pakistan. BB: Benazir Bhutto; HF: Holy Family; PAF: Pakistan Air Force; PIMS: Pakistan Institute of Medical Sciences.

Figure 2. Relative distributions of different drugs administered to patients with COVID-19 in each month during the first wave of the pandemic (May-July 2020) in Pakistan.
Table 2. Distributions of different drugs administered to patients with COVID-19 (N=1562) in each month during the first wave of the pandemic (May-July 2020) in Pakistan.

<table>
<thead>
<tr>
<th>Drug</th>
<th>Prescriptions, n (%)</th>
<th>Patients admitted in May 2020 (n=592)</th>
<th>Patients admitted in June 2020 (n=846)</th>
<th>Patients admitted in July 2020 (n=124)</th>
<th>Patients not prescribed(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Azithromycin</td>
<td>531 (89.7)</td>
<td>743 (87.8)</td>
<td>110 (88.7)</td>
<td>178 (11.4)</td>
<td></td>
</tr>
<tr>
<td>Ceftriaxone</td>
<td>148 (25)</td>
<td>191 (22.6)</td>
<td>30 (24.2)</td>
<td>1193 (76.4)</td>
<td></td>
</tr>
<tr>
<td>Imipenem/cilastatin</td>
<td>55 (9.3)</td>
<td>74 (8.7)</td>
<td>10 (8.1)</td>
<td>1423 (91.1)</td>
<td></td>
</tr>
<tr>
<td>Piperacillin/tazobactam</td>
<td>107 (18.1)</td>
<td>145 (17.1)</td>
<td>14 (11.3)</td>
<td>1296 (83)</td>
<td></td>
</tr>
<tr>
<td>Moxifloxacin</td>
<td>11 (1.9)</td>
<td>7 (0.8)</td>
<td>3 (2.4)</td>
<td>1542 (98.7)</td>
<td></td>
</tr>
<tr>
<td>Ceftxiime</td>
<td>4 (0.7)</td>
<td>3 (0.4)</td>
<td>1 (0.8)</td>
<td>1554 (99.5)</td>
<td></td>
</tr>
<tr>
<td>Levofoxacin</td>
<td>8 (1.4)</td>
<td>9 (1.1)</td>
<td>1 (0.8)</td>
<td>1544 (98.8)</td>
<td></td>
</tr>
<tr>
<td>Vancomycin</td>
<td>1 (0.2)</td>
<td>8 (0.9)</td>
<td>0 (0)</td>
<td>1553 (99.4)</td>
<td></td>
</tr>
<tr>
<td>Clarithromycin</td>
<td>12 (2.0)</td>
<td>13 (1.5)</td>
<td>3 (2.4)</td>
<td>1534 (98.2)</td>
<td></td>
</tr>
<tr>
<td>Meropenem</td>
<td>14 (2.3)</td>
<td>35 (4.1)</td>
<td>7 (5.6)</td>
<td>1506 (96.4)</td>
<td></td>
</tr>
<tr>
<td>Hydrocortisone</td>
<td>166 (28)</td>
<td>214 (25.3)</td>
<td>29 (23.4)</td>
<td>1153 (73.8)</td>
<td></td>
</tr>
<tr>
<td>Methylprednisolone</td>
<td>72 (12.2)</td>
<td>113 (13.4)</td>
<td>12 (9.7)</td>
<td>1365 (87.4)</td>
<td></td>
</tr>
<tr>
<td>Dexamethasone</td>
<td>46 (7.8)</td>
<td>78 (9.2)</td>
<td>6 (4.8)</td>
<td>1432 (91.7)</td>
<td></td>
</tr>
<tr>
<td>Enoxaparin sodium</td>
<td>115 (19.4)</td>
<td>180 (21.3)</td>
<td>15 (12.1)</td>
<td>1252 (80.2)</td>
<td></td>
</tr>
<tr>
<td>Heparin</td>
<td>138 (23.3)</td>
<td>172 (20.3)</td>
<td>27 (21.8)</td>
<td>1225 (78.4)</td>
<td></td>
</tr>
<tr>
<td>Hydroxychloroquine</td>
<td>79 (13.3)</td>
<td>116 (13.7)</td>
<td>13 (10.5)</td>
<td>1354 (86.7)</td>
<td></td>
</tr>
<tr>
<td>Ivermectin</td>
<td>17 (2.9)</td>
<td>16 (1.9)</td>
<td>1 (0.8)</td>
<td>1528 (97.8)</td>
<td></td>
</tr>
<tr>
<td>Acyclovir</td>
<td>3 (0.5)</td>
<td>5 (0.6)</td>
<td>0 (0)</td>
<td>1554 (99.5)</td>
<td></td>
</tr>
<tr>
<td>Oseltamivir</td>
<td>7 (1.2)</td>
<td>5 (0.6)</td>
<td>0 (0)</td>
<td>1550 (99.2)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Percentages calculated based on the total number of patients across 3 months (N=1562).
Table 3. Drugs used during the first wave of COVID-19 to treat patients (N=1562) in all four hospitals under study.

<table>
<thead>
<tr>
<th>Drug</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Antibiotics</strong></td>
<td></td>
</tr>
<tr>
<td>Azithromycin</td>
<td>1384 (88.6)</td>
</tr>
<tr>
<td>Ceftriaxone</td>
<td>369 (23.6)</td>
</tr>
<tr>
<td>Cefixime</td>
<td>8 (0.51)</td>
</tr>
<tr>
<td>Meropenem</td>
<td>56 (3.6)</td>
</tr>
<tr>
<td>Imipenem/cilastatin</td>
<td>139 (8.9)</td>
</tr>
<tr>
<td>Piperacillin/tazobactam</td>
<td>266 (17.0)</td>
</tr>
<tr>
<td>Vancomycin</td>
<td>9 (0.6)</td>
</tr>
<tr>
<td>Clarithromycin</td>
<td>28 (1.8)</td>
</tr>
<tr>
<td>Moxifloxacin</td>
<td>21 (1.3)</td>
</tr>
<tr>
<td>Levofloxacin</td>
<td>18 (1.1)</td>
</tr>
<tr>
<td><strong>Corticosteroids</strong></td>
<td></td>
</tr>
<tr>
<td>Hydrocortisone</td>
<td>409 (26.2)</td>
</tr>
<tr>
<td>Methylprednisolone</td>
<td>197 (12.6)</td>
</tr>
<tr>
<td>Dexamethasone</td>
<td>130 (8.3)</td>
</tr>
<tr>
<td><strong>Anticoagulants</strong></td>
<td></td>
</tr>
<tr>
<td>Enoxaparin sodium</td>
<td>310 (19.8)</td>
</tr>
<tr>
<td>Heparin</td>
<td>337 (21.6)</td>
</tr>
<tr>
<td><strong>Antimalarial</strong></td>
<td></td>
</tr>
<tr>
<td>Hydroxychloroquine</td>
<td>208 (13.3)</td>
</tr>
<tr>
<td><strong>Antiparasitic</strong></td>
<td></td>
</tr>
<tr>
<td>Ivermectin</td>
<td>34 (2.2)</td>
</tr>
<tr>
<td><strong>Antiviral</strong></td>
<td></td>
</tr>
<tr>
<td>Acyclovir</td>
<td>8 (0.5)</td>
</tr>
<tr>
<td>Oseltamivir</td>
<td>12 (0.8)</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

Our results show that the highest proportion of admissions occurred in the month of June (846/1562, 54.2%), just after Eid-ul-Fitr (the Muslim festival, which was held on May 23 and 24 in 2020). It is worth noting that this was the time when the first wave of COVID-19 infections was at its peak in Pakistan; however, the trend of the treatment regimen remained the same during the period of the first wave [35-37]. However, after this period, a dramatic decrease in infections was observed due to effective precautions and regulations imposed by the government, including "smart lockdown” in potential hotspots, implementation of standard operating procedures, and closure of academic buildings [38].

Our study reports the use of up to 10 antibiotics of different classes. The effectiveness of the use of antibiotics for the treatment of COVID-19 is debatable, and evidence of their direct inhibitory effect on viral replication or pathogenesis remains to be proved. These antibiotics are generally used to treat upper respiratory tract infections, pneumonia, and other infections caused by opportunistic bacteria due to low immunity during viral infection. Azithromycin was widely used because it is a broad-spectrum antibiotic and can treat chest infections, including pneumonia, which is also a manifestation of COVID-19 infection; infections of the nose and throat, such as sinus infections (sinusitis); skin infections; Lyme disease; and some sexually transmitted infections [39].

In addition to antibiotics, some other frequently used drugs were anticoagulants (heparin and enoxaparin sodium) and corticosteroids (hydrocortisone and methylprednisolone). Use of anticoagulants and steroids is indicated for reduction of the inflammatory effects of SARS-CoV-2, which helps control disease progression to a limited extent; however, no succinct combination was observed in terms of treating COVID-19 [40].

Challenges and Shortcomings on the Therapeutic Front

Despite the fact that the antibiotics supported the combined therapies used against COVID-19, there is still no evidence that supports the use of these antibiotics to treat viral infection by health care professionals in Pakistan. Other drugs, such as anticoagulants and steroids, were also used as supportive...
therapy; however, there is a need to establish standard guidelines to treat patients with COVID-19–related complications. The experimental hit-and-trial approach of various combinations of drugs and the alarming frequency with which antibiotics were used will eventually lead to antibiotic resistance in the human population. One of the major challenges faced by health care professionals globally was the reliability on available therapies against the newly introduced virus. Mutations in RNA viruses are more frequent compared to those in DNA species; COVID-19, being an RNA virus, is a great threat to humanity. Modern research is necessary to study mutable infectious agents to develop multifaceted therapies to target the pathways of infection.

Conclusion

This study highlights the trend of drugs used to treat COVID-19 infections in early the months of the pandemic across Pakistan. The use of antibiotics by health care professionals to treat COVID-19 is questionable. It signifies the lack of specific guidelines that must be followed by all hospitals in terms of treatment regimes, and organizations such as the NIH and the Centers for Disease Control and Prevention must not only provide guidelines to address the pandemic but also ensure that those guidelines are strictly being followed throughout the country. This study reveals the weaknesses in the health care infrastructure and the inadequacy of hospitals and staff in Pakistan. With the second wave emerging in various countries and a mutant strain of SARS-CoV-2 causing infections, it is important to ensure that the standard operating procedures are being strictly followed, a proper treatment guideline is provided, and drugs used for symptomatic treatment are monitored to avoid antibiotic resistance in the future.

Limitations of the Study

The study was limited to the Rawalpindi and Islamabad regions of Pakistan, which are large cities with relatively good health care facilities and checks and balances on health care practitioners. Data from other cities, especially small towns and rural regions, can be helpful in analyzing the misuse of medicines prescribed for treatment of COVID-19–related symptoms and complications. The study was performed on patients admitted in mid-2020 during the peak of the first wave, and a better analysis could be performed if data were taken from the months of the second wave as well. Collecting data during the first wave was difficult due to limited access to COVID-19 wards and a shortage of personal protection equipment. The number of subjects included in the study was under 2000; comprehensive information could be gathered from a large population size.
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Abstract

Background: Social media platforms such as YouTube are used by many people to seek and share health-related information that may influence their decision-making about COVID-19 vaccination.

Objective: The purpose of this study was to improve the understanding about the sources and content of widely viewed YouTube videos on COVID-19 vaccination.

Methods: Using the keywords “coronavirus vaccination,” we searched for relevant YouTube videos, sorted them by view count, and selected two successive samples (with replacement) of the 100 most widely viewed videos in July and December 2020, respectively. Content related to COVID-19 vaccines were coded by two observers, and inter-rater reliability was demonstrated.

Results: The videos observed in this study were viewed over 55 million times cumulatively. The number of videos that addressed fear increased from 6 in July to 20 in December 2020, and the cumulative views correspondingly increased from 2.6% (1,449,915 views) to 16.6% (9,553,368 views). There was also a large increase in the number of videos and cumulative views with respect to concerns about vaccine effectiveness, from 6 videos with approximately 6 million views in July to 25 videos with over 12 million views in December 2020. The number of videos and total cumulative views covering adverse reactions almost tripled, from 11 videos with approximately 6.5 million (11.7% of cumulative views) in July to 31 videos with almost 15.7 million views (27.2% of cumulative views) in December 2020.

Conclusions: Our data show the potentially inaccurate and negative influence social media can have on population-wide vaccine uptake, which should be urgently addressed by agencies of the United States Public Health Service as well as its global counterparts.

(JMIR Public Health Surveill 2021;7(5):e28352) doi:10.2196/28352
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Introduction

At the end of 2019, the World Health Organization (WHO) was informed by the Chinese health authorities about a cluster of pneumonia cases, which was shortly thereafter attributed to a novel coronavirus (SARS-CoV-2) [1]. By the end of January 2020, the WHO characterized these outbreaks as a public health emergency [2]. At the time of writing this manuscript, approximately 1 year following this declaration, over 2 million deaths worldwide [3] had been directly attributed to COVID-19, the disease caused by SARS-CoV-2. At a similar time, the United States’ Centers for Disease Control and Prevention (CDC) issued a warning that a variant of SARS-CoV-2, first identified in England in late 2020 and known as “B.1.1.7,” had been detected in at least 10 US states [4]. Research suggests that B.1.1.7, as with other identified variants circulating globally,
is more highly transmissible. The spread of the variant is of great public health concern in terms of repercussions on case counts and, consequently, hospital capacity and eventual mortality [4]. To say that the impacts of the COVID-19 global pandemic on morbidity, mortality, and global economies have been devastating would be a vast understatement. The degree to which the pandemic has exacerbated preexisting economic and health inequities has been staggering. Yet, the record speed with which multiple COVID-19 vaccinations were developed and received emergency use authorization in under a year’s time not only provides hope but represents an astounding scientific accomplishment.

In early January 2020, scientists first made the genome sequence of SARS-CoV-2 available on the web [5], and by mid-March 2020, Moderna’s experimental messenger RNA (mRNA)-based vaccine entered phase 1 of clinical trials [6]. By early December 2020, regulators in the United Kingdom approved the emergency authorization status for the Pfizer and BioNTech COVID-19 vaccines [7], and 6 days later, the United States Food and Drug Administration (FDA) followed suit [8]. By December 18, 2020, a second mRNA vaccine developed by Moderna was also granted emergency use authorization in the United States by the FDA [9]. Although the rollout of vaccines in many countries has been slower than anticipated [10], as of March 1, 2021, nearly 7.8 billion vaccinations have been administered globally [11]. It is well known that the pipeline from vaccine development to distribution is normally rather slow, in no small part due to the tremendous expense involved. However, the rapid sequencing of the virus (SARS-CoV-2), international scientific collaboration, and government financial support [6] have helped to dramatically speed up the pace in this case. The nature of the mRNA vaccines, which do not require culturing or fermentation but instead rely on synthetic RNA, has further facilitated more rapid development [6].

Despite the highly encouraging safety and efficacy profiles of COVID-19 vaccines that have been granted emergency use authorization, thus far, the very processes that allowed for rapid development have also been a source of public concern, with possible negative effects on the uptake of vaccination [12]. Vaccine hesitancy is multi-factorial phenomenon, often driven by a confluence of factors. Not the least of which is a mistrust of scientific experts and government officials [13], which, for some populations, is grounded in the trauma of racist exploitation, disregard, and injustice [14]. Although vaccine hesitancy has a long history [15,16], it is fair to say that today, the internet facilitates, if not drives, both vaccine misinformation and disinformation [17]. Vaccine misinformation pertains to erroneous conclusions based on incomplete or incorrect facts, whereas vaccine disinformation involves the purposeful spread of falsehoods related to both specific vaccines and vaccination, in general [17]. The spread of misinformation is likely facilitated by fear and misunderstanding of vaccine development and approval processes. In contrast, in the latter case, the intent is clearly nefarious in nature.

Social media platforms have become a dominant communication channel through which people seek and share health-related information [18,19]. Research suggests that this is no less the case for information on COVID-19 [20]. Although different age cohorts tend to prefer different social media platforms, overall, YouTube is extremely popular, with nearly three-quarters of the US adult population known to have used the platform [21]. Founded in 2005, YouTube has over 2 billion users [22]. YouTube videos can be accessed in 80 different languages, and over a billion hours of video are streamed every day [22]. As with social media platforms in general, health-related content shared on YouTube is often not empirically grounded and yet can easily be accessed [23]. Research on coronavirus-related videos on YouTube is nascent but the results thus far are mixed, with some studies finding that the majority of video content is reliable [24,25], whereas other studies, including those previously undertaken by authors of this study group [26], demonstrating otherwise. At the time of this study, there is little published research on COVID-19 vaccination content on YouTube, with the exception of our previous study that revealed that the majority of videos were uploaded by news outlets and did not contain misinformation [27]. Our prior investigation was conducted relatively early in the pandemic (early-April 2020). Continued monitoring and analysis of social media coverage of COVID-19 vaccine messages is vital to improve its understanding among public health officials about responding to questions and concerns that may produce vaccine hesitance and impede community mitigation. The purpose of this study was, therefore, to build on and update the findings of our previous investigation and add to the repository of scientific knowledge on COVID-19 social media content.

**Methods**

Using a cleared browsing history, and the keywords “coronavirus vaccination,” we searched YouTube for relevant videos, sorted them by view count, and conducted a successive sampling study. Two successive samples (with replacement) were selected and each included the 100 most widely viewed videos in July and December 2020, respectively. Half of the videos in each sample were independently coded by one researcher (EZ or CHB), and a 10% random sample was coded by both researchers to demonstrate inter-rater reliability (using the Kappa coefficient), which was found to be high (κ=.969 in Round 1 and κ=.963 in Round 2). Metadata were gathered for each video, including date uploaded, source, length (in minutes), and number of views. A video content checklist developed for this and our prior study of vaccine use on YouTube was based on a CDC fact sheet [27]. Content coverage related to vaccine development, fast-tracking, emergency use authorization, manufacturing, dissemination, eligibility, dosing, herd immunity, concerns about adverse reactions, fear, effectiveness, and immunity duration were dichotomously coded as “present” or “absent.” The analysis comprised frequency and percentage distributions for dichotomous content variables and the proportion of total cumulative views garnered by videos addressing each content category. For continuous variables (number of video views and length of video), mean and SD were computed. Analysis was conducted within each of the successive samples using SPSS software (version 25.0; IBM Corp.). At William Paterson University and Columbia University, studies that do not involve human subjects are not
subject to review; the Institutional Review Board at Teachers College of Columbia University reviewed the study protocol and deemed the research exempt from review.

Results

The videos evaluated in this study were viewed over 55 million times. Twenty-nine of the videos from the July sample were retained in December. The mean length of the videos in the two samples was 7.5 minutes (see Table 1). Over 80% of the widely viewed videos in each sample originated from television or internet news, whereas fewer than 10% of the videos originated from consumers, professionals, or entertainment television. Between the two rounds, there were 14 professional videos, 7 in each round with 4 overlapping between the rounds. The professional videos in Round 1 comprised 4.4% of the total views (2,403,245/55,086,261) and those in Round 2 comprised 3.8% of the total views (2,157,142/57,506,506).

The vaccine development process was the most covered topic, followed by fast-tracking of the vaccine (see Table 2). The vaccine manufacturing process was covered in 31 videos in July 2020 and 36 videos in December 2020, garnering almost one-third of the cumulative views in each sample. There was a 44% increase in the share of cumulative views of videos addressing vaccine dissemination from July (10,197,203/55,086,261, 18.5%) to December 2020 (14,732,085/57,506,506, 25.6%). This is attributable to the approximately 60% increase in videos covering this topic, from 17 in July 2020 to 27 in December 2020. From July to December, videos covering vaccine eligibility more than doubled (from 12 to 25), with the cumulative views increasing from <5.5 million to >9.5 million; however, even in December 2020, videos covering this topic accounted for only 16.8% (9,652,883/57,506,506) of the cumulative views. The number of videos addressing vaccine dosing increased from 4 to 26, and cumulative views of videos addressing dosing increased from 4% (2,217,251 views) to 15.7% (9,017,039 views). There was relatively little change in the percentage of cumulative views garnered by videos addressing herd immunity or the duration of immunity derived from COVID-19 vaccines.

Table 1. Characteristics of successive samples of YouTube videos about COVID-19 vaccination, July through December 2020.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value, n (%)</th>
<th>July 2020 (n=100)</th>
<th>December 2020 (n=100)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Video views</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total views</td>
<td></td>
<td>55,086,261</td>
<td>57,506,506</td>
</tr>
<tr>
<td>Mean views (SD)</td>
<td></td>
<td>550,863 (620,691)</td>
<td>575,065 (604,247)</td>
</tr>
<tr>
<td>Range</td>
<td></td>
<td>135,729-4,016,406</td>
<td>196,294-4,038,435</td>
</tr>
<tr>
<td>Video length (minutes)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean length (SD)</td>
<td></td>
<td>8.2 (9.4)</td>
<td>7.2 (6.3)</td>
</tr>
<tr>
<td>Range</td>
<td></td>
<td>0.4-51.4</td>
<td>0.5-35.4</td>
</tr>
<tr>
<td>Source</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Consumer</td>
<td></td>
<td>5 (5)</td>
<td>8 (8)</td>
</tr>
<tr>
<td>Professional</td>
<td></td>
<td>7 (7)</td>
<td>7 (7)</td>
</tr>
<tr>
<td>Television or internet news</td>
<td></td>
<td>84 (84)</td>
<td>81 (81)</td>
</tr>
<tr>
<td>Entertainment television</td>
<td></td>
<td>4 (4)</td>
<td>4 (4)</td>
</tr>
</tbody>
</table>
Table 2. Content of successive samples of YouTube videos about COVID-19 vaccination, July through December 2020.

<table>
<thead>
<tr>
<th>Content covered</th>
<th>July 2020</th>
<th>December 2020</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number of videos (n)</td>
<td>Number of views (n)</td>
</tr>
<tr>
<td>Vaccine development</td>
<td>77</td>
<td>47,745,687</td>
</tr>
<tr>
<td>Fast-tracking</td>
<td>57</td>
<td>31,891,480</td>
</tr>
<tr>
<td>Emergency use authorization</td>
<td>3</td>
<td>593,609</td>
</tr>
<tr>
<td>Vaccine manufacturing</td>
<td>31</td>
<td>17,498,885</td>
</tr>
<tr>
<td>Vaccine dissemination</td>
<td>17</td>
<td>10,197,203</td>
</tr>
<tr>
<td>Vaccine eligibility</td>
<td>12</td>
<td>5,410,203</td>
</tr>
<tr>
<td>Vaccine dosing</td>
<td>4</td>
<td>2,217,251</td>
</tr>
<tr>
<td>Herd immunity</td>
<td>5</td>
<td>2,286,901</td>
</tr>
<tr>
<td>Adverse reactions to the vaccine</td>
<td>11</td>
<td>6,456,465</td>
</tr>
<tr>
<td>Fear</td>
<td>6</td>
<td>1,449,915</td>
</tr>
<tr>
<td>Concerns about effectiveness</td>
<td>6</td>
<td>5,966,961</td>
</tr>
<tr>
<td>Concerns about immunity duration</td>
<td>5</td>
<td>2,415,092</td>
</tr>
</tbody>
</table>

In contrast, the number of videos that addressed fear increased from 6 (July 2020) to 20 (December 2020), and the corresponding percentage of cumulative views increased from 2.6% (1,449,915 views) to 16.6% (9,553,368 views). There was also a large increase in the number of videos and cumulative views between the two samples with respect to concerns about vaccine effectiveness, from 6 videos with approximately 6 million views to 25 videos with over 12 million views, and a commensurate increase in the proportion of cumulative views (from 10.8% to 21.4%). The number of videos and total cumulative views covering adverse reactions almost tripled from 11 videos with approximately 6.5 million views (11.7% of cumulative views) in July to 31 videos with almost 15.7 million views (27.2% of cumulative views) in December 2020.

Discussion

Vaccinations have resulted in the eradication of small pox and considerable reductions in measles, mumps, rubella, polio, varicella, and many other infectious diseases [28]. Studying vaccinations historically shows the large time gaps that occur between scientific conceptualization, development, manufacturing, approval, and population-wide uptake. The current pandemic provides a remarkable example of unprecedented speed in developing, testing, and emergency use authorization of multiple vaccines [6,29,30], and bodes well for primary prevention of COVID-19.

The only two ways to achieve primary prevention of COVID-19 is by decreasing exposure to SARS-CoV-2 and evolving variants and reducing susceptibility through active infection or vaccination (although the efficacy of vaccines is less than 100% and the duration of immunity conferred through active infection or vaccination is equivocal). As long as COVID-19 is spreading through communities, social distancing, mask use, and hand hygiene are the best ways for reducing exposure among susceptible people [31-33]. Manufacturing and distributing vaccines in ways that result in widespread uptake is the key public health strategy for reducing population-wide susceptibility to COVID-19 [34].

Behaviors for reducing exposure and susceptibility both require voluntary decision-making by individuals. Reducing exposure through social distancing, mask use, avoiding crowded or poorly ventilated spaces, and practicing hand hygiene is challenging for many reasons. Not only are there economic pressures for frontline workers to be around others, but because people are inherently social and have been isolated to a greater or lesser degree since the pandemic was declared a global public health emergency by the WHO in January 2020, it is also inevitable that COVID-19 will continue to be transmitted within and among communities. Hence, reducing susceptibility through vaccination provides the greatest long-term hope for primary prevention of COVID-19.

The main public health challenge now is the population-wide vaccine uptake and concomitant herd immunity. Observations in fields ranging from agriculture to technology indicate that something new—in this case, the uptake of a new vaccine—follows predictable patterns of adoption, with some population segments likely to adopt an innovation, and successive population segments adopting at slower rates over time until the last segment—laggards, who are most resistant and may never adopt the innovation [35]. A substantial proportion of the United States [36] and the global [37] population is reportedly hesitant to receive a COVID-19 vaccination. In the United States, population segments that appear most hesitant vary by demographic and social characteristics; for example, those who appear to be more hesitant are women, younger and middle-aged adults, non-Hispanic Black people, adults with lower income and educational attainment and no health insurance, and adults residing in nonmetropolitan areas [36,38]. Various reasons for vaccine hesitancy have been identified, including concerns about
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side effects, safety, effectiveness, lack of trust in the government, and how politics has influenced vaccine development [35].

The main implication for public health education is that different messages are more or less relevant to assist different population segments to make informed decisions about vaccination, and the nature of the messaging is dynamic and influenced by rapidly changing social context. Communication strategies have been proposed based on the level of vaccine hesitancy [39]. The current challenge is different than those of the past, not only because the speed with which new information about COVID-19 and vaccination effectiveness and availability is being generated but also because of the speed with which information is disseminated throughout the population via social media. Although a very small proportion of serious adverse reactions have occurred following the 76+ million doses of COVID-19 vaccinations administered between December 14, 2020, and March 1, 2021 [40], our results show that the number of widely viewed YouTube videos covering the topic of adverse reactions to COVID-19 vaccine almost tripled from 11 in July to 31 in December 2020, with a commensurate increase in the proportion of cumulative views (from 11.7%, representing 6.4 million views, to 27.2%, representing 15.6 million views). The coverage of concerns about effectiveness more than quadrupled with regard to the number of videos (6 videos in July to 25 videos in December 2020), and almost doubled with regard to the proportion of cumulative views (from 10.8%, representing approximately 6 million views, to 21.4%, representing >12 million views). The extent to which messages are widely viewed can affect consumers’ beliefs and decision-making regarding the uptake of COVID-19 vaccination. Public health agencies responsible for helping people make informed decisions about vaccination must, therefore, monitor widely viewed social media on a daily basis to identify and address sources of misinformation and disinformation. In the context of this global public health emergency, we believe social media companies also share this responsibility [41].

A comprehensive national prevention strategy is needed to mitigate further morbidity and mortality caused by COVID-19, and an essential element of this strategy is to discover ways to assist the public in making informed decisions about vaccination [42,43]. Disseminating up-to-date and accurate information through social media is one of the most effective ways to reach a large proportion of the population. To date, public health agencies have had limited effectiveness in achieving this goal. Equally, if not more concerning, is that the efforts by individuals and groups to discourage vaccination are effectively reaching people who are uncertain or ambivalent about being vaccinated [44]. It is also essential for an effective national prevention strategy to recognize and address other barriers that preclude individuals’ ability to make informed decisions about vaccination, such as limited access to the internet necessary to schedule an appointment, loss of income from taking time off from work, and lack of transportation.

This study is delimited in scope in several ways. First, only the time period between July and December 2020 was sampled. The choice of these two points in time was somewhat arbitrary, but represents different pivotal points in the vaccine development process. Second, only 100 videos were included in each sample. Third, only certain content was coded. Fourth, attributes of videos were only examined in relation to the number of views, and we cannot distinguish between the number of views and the number of viewers. We did not have data on the characteristics of viewers such as geography or demographics, nor did we know the extent to which, if any, these videos impacted behavior. Finally, we relied on the keywords “coronavirus vaccine” to search for and sort the videos; thus, we relied on YouTube search algorithms. The main outcome for this study—the number of views—relied on YouTube numbers and sorting algorithms. Despite these delimitations, with the exception of our pilot study [27], we did not identify any published studies examining YouTube videos related to COVID-19 vaccine messages. Although the sample size was small, the videos examined were widely viewed. This study was intended as a stepping-stone to improve understanding about videos that reach a large number of people. This is not only important for reaching the general population with accurate information about vaccinations but also for being aware and responding to disinformation and misinformation that may be disseminated through widely viewed content on social media, and influence the hesitancy of people who are uncertain about receiving a vaccine.

In conclusion, our data show the potentially inaccurate and negative influence social media can have on population-wide vaccine uptake that should be urgently addressed by agencies of the United States Public Health Service as well as its global counterparts. At the time of this study (the second half of 2020), videos uploaded by public health agencies or professionals have had limited presence among the widely viewed YouTube videos that have reached millions of people. Different approaches are needed to understand and address the concerns subgroups of people have about COVID-19 vaccination. Improving the extent to which social media reaches the public with comprehensible, up-to-date, and scientifically accurate information must be a part of a comprehensive national strategy to help people make informed decisions about vaccination.
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