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Abstract

Background: The COVID-19 infodemic has been disseminating rapidly on social media and posing a significant threat to people’s health and governance systems.

Objective: This study aimed to investigate and analyze posts related to COVID-19 misinformation on major Chinese social media platforms in order to characterize the COVID-19 infodemic.

Methods: We collected posts related to COVID-19 misinformation published on major Chinese social media platforms from January 20 to May 28, 2020, by using Python Toolkit. We used content analysis to identify the quantity and source of prevalent posts and topic modeling to cluster themes related to the COVID-19 infodemic. Furthermore, we explored the quantity, sources, and theme characteristics of the COVID-19 infodemic over time.

Results: The daily number of social media posts related to the COVID-19 infodemic was positively correlated with the daily number of newly confirmed ($r=0.672$, $P<.01$) and newly suspected ($r=0.497$, $P<.01$) COVID-19 cases. The COVID-19 infodemic showed a characteristic of gradual progress, which can be divided into 5 stages: incubation, outbreak, stalemate, control, and recovery. The sources of the COVID-19 infodemic can be divided into 5 types: chat platforms (1100/2745, 40.07%), video-sharing platforms (642/2745, 23.39%), news-sharing platforms (607/2745, 22.11%), health care platforms (239/2745, 8.71%), and Q&A platforms (157/2745, 5.72%), which slightly differed at each stage. The themes related to the COVID-19 infodemic were clustered into 8 categories: “conspiracy theories” (648/2745, 23.61%), “government response” (544/2745, 19.82%), “prevention action” (411/2745, 14.97%), “new cases” (365/2745, 13.30%), “transmission routes” (244/2745, 8.89%), “origin and nomenclature” (228/2745, 8.30%), “vaccines and medicines” (154/2745, 5.61%), and “symptoms and detection” (151/2745, 5.50%), which were prominently diverse at different stages. Additionally, the COVID-19 infodemic showed the characteristic of repeated fluctuations.

Conclusions: Our study found that the COVID-19 infodemic on Chinese social media was characterized by gradual progress, videoization, and repeated fluctuations. Furthermore, our findings suggest that the COVID-19 infodemic is paralleled to the propagation of the COVID-19 epidemic. We have tracked the COVID-19 infodemic across Chinese social media, providing critical new insights into the characteristics of the infodemic and pointing out opportunities for preventing and controlling the COVID-19 infodemic.

(JMIR Public Health Surveill 2021;7(2):e26090) doi:10.2196/26090
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Introduction

Background

As the COVID-19 pandemic continued to develop, we experienced the parallel rise of the COVID-19 infodemic [1,2]. This infodemic is a phenomenon of overabundance of information caused by COVID-19 misinformation, which has rapidly propagated on social media and attracted widespread attention from the government and health agencies during the ongoing pandemic [3,4]. The infodemic has made the pandemic worse, harmed more people, and jeopardized the global health system’s reach and sustainability [5,6]. Thus, the World Health Organization (WHO) has called it a disease accompanying the COVID-19 epidemic [7].

The term “infodemic” is derived from a combination of the root words “information” and “epidemic” and was coined by Eysenbach in 2002 [8], when a SARS outbreak had emerged in the world. It was not until the WHO Director-General reintroduced the term “infodemic” at the Munich Security Conference on February 15, 2020, that it had begun to be used more widely, summarizing the challenges posed by COVID-19 misinformation to our society [9]. In this study, the term “infodemic” refers to an information abundance phenomenon wherein the lack of reliable, trustworthy, and accurate information associated with the COVID-19 epidemic has enabled COVID-19 misinformation to disseminate rapidly across a variety of social media platforms [10]. Thus, the COVID-19 infodemic is also called the COVID-19 misinformation epidemic [11].

Misinformation refers to a claim that is not supported by scientific evidence and expert opinion [12]. This definition explains that misinformation can act as an umbrella concept to explain different types of incorrect information, such as false information, fake news, misleading information, rumors, and anecdotal information, regardless of the degree of facticity and deception [13]. Research linking misinformation to epidemic diseases is emerging [14]. There have been multiple instances where misinformation has been correlated with negative public health outcomes, including the spread of Zika virus [15] and vaccine-preventable infectious diseases in many countries worldwide [16]. Another salient example is the COVID-19 pandemic. For instance, Nsoesie and Oladeji [17] investigated the impact of misinformation on public health during the COVID-19 pandemic. They found that COVID-19 misinformation prevented people from demonstrating effective health behaviors and weakened the public’s trust in the health care system. Therefore, dealing with COVID-19 misinformation requires urgent attention.

The increasing global access of social media via mobile phones has led to an exponential increase in the generation of misinformation as well as the number of possible ways to obtain it, thus resulting in an infodemic. Infodemics have co-occurred with epidemics such as Ebola and Zika virus in the past [18,19]. However, the COVID-19 infodemic is significantly different from the earlier ones. It has been reported as “the first true social-media infodemic” [20]. It is also the first infodemic to have been disseminated widely through social media and has significantly impacted public health [21]. By the beginning of 2020, more than 3.8 billion people used social media [22]. Moreover, social media is one of the most popular media for information dissemination and distribution, with 20%-87% usage surging during the crisis [23]. Recently, Oxford’s Reuters Institute investigated the dissemination of misinformation and found that a majority (88%) of the misinformation about COVID-19 originated from social media [24]. In Italy, approximately 46,000 posts per day on social media in March 2020 were linked to COVID-19 misinformation [25].

In China, the COVID-19 infodemic was more serious [26]. Two-thirds of the Chinese population used social media, and approximately 87% of all users encountered relevant misinformation during the COVID-19 crisis [27]. Examples of such misinformation spread on Chinese social media include that compound Chinese medicine and Banlangen could cure COVID-19; consuming methanol, ethanol, or bleach could protect or cure COVID-19; pneumonia vaccines could protect against SARS-CoV-2; eating garlic could kill the virus; and 5G mobile network has spread COVID-19 [28]. Moreover, China was the first country to experience the COVID-19 infodemic [18]. In December 2019, the first case of COVID-19 was reported in China [29]. In subsequent weeks, the rapid spread of novel coronavirus caused increasing discussion among social media users. Countless unproven stories, advice, and therapies related to COVID-19 were prevalent and skyrocketed on Chinese social media platforms [30].

The COVID-19 infodemic is immensely concerning because all social media users can be affected by it, which poses a severe threat to public health [31]. A study showed that 5800 people were admitted to the hospital as a result of the COVID-19 misinformation disseminated on social media [32]. More seriously, the misinformation that consumption of neat alcohol can cure COVID-19 led to hundreds of deaths due to poisoning [33]. Moreover, the infodemic on social media can also lead to inappropriate actions by users and endanger the government and health agencies’ efforts to manage COVID-19, inducing panic and xenophobia [2,34].

Given the negative impact of the COVID-19 infodemic on social media, especially on Chinese social media, the government and health agencies need to assess the COVID-19 infodemic on Chinese social media. Therefore, in this study, we aimed to analyze the quantity, source, and theme characteristics of the COVID-19 infodemic by collecting posts related to COVID-19 misinformation on published on Chinese social media from January 20 to May 28, 2020. Specifically, we used content analysis to analyze the quantity and source of the COVID-19 infodemic. Then, we used topic modeling to analyze various themes of the infodemic. Finally, we explored the quantity, source, and theme characteristics of the COVID-19 infodemic over time.

Prior Works

Previous studies have investigated the distribution and themes of infodemics on social media in other countries. For example, Oyeyemi et al [35] used the Twitter search engine to collect posts about the Ebola virus from September 1 to 7, 2014. They found that 58.9% of the posts were identified as misinformation.

http://publichealth.jmir.org/2021/2/e26090/
Moreover, the study indicated that misinformation was rampant on social media and had a greater impact on users than did correct information. Similarly, Tran and Lee [36] investigated the propagation of the Ebola infodemic and found that misinformation was more widespread on social media than correct information. Glowacki et al [37] further collected posts about the Zika virus on the live Twitter chat initiated by the Centers for Disease Control and Prevention. They applied topic modeling and derived the following 10 topics relevant to the Zika epidemic: “virology of Zika,” “spread,” “consequences for infants,” “promotion of the chat,” “prevention and travel precautions,” “education and testing for the virus,” “consequences for pregnant women trying to conceive,” “insect repellant,” “sexual transmission,” and “symptoms.”

With the world’s commitment to the fight against COVID-19, there has been active research in many areas, including social media and quantitative analyses. For example, Kouzy et al [11] assessed the source characteristics of the COVID-19 infodemic being spread on Twitter. They used descriptive statistics to analyze Twitter accounts and post characteristics and found that 66% of misinformation posts regarding the COVID-19 epidemic was posted by unverified individual or group accounts, and 19.2% were posted by verified Twitter users’ accounts. Moreover, they indicated that the COVID-19 infodemic is being propagated at an alarming rate on social media. Another study by the COVID-19 Infodemic Observatory found that robots generated approximately 42% of the social media posts related to the pandemic, of which 40% were considered unreliable [38]. Similarly, the Bruno Kessler Foundation analyzed 112 million social media posts about COVID-19 infodemic [26]. The results showed that 40% of this information was from unreliable sources [22]. At the same time, Moon et al [39] collected 200 of the most viewed Korean-language YouTube videos on COVID-19 published from January 1 to April 30, 2020. They found that 37.14% of the videos contained misinformation, and independent videos generated by the user showed the highest proportion of misinformation at 68.09%, whereas all government-generated videos were regarded as useful. Additionally, Naeem et al [23] selected 1225 pieces of misinformation about COVID-19 published in the English language on various social media platforms from January 1 to April 30, 2020, and coded the data using an open coding scheme. They concluded that the theme characteristics of the COVID-19 infodemic include “false claims,” “half-backed conspiracy theories,” “pseudoscientific therapies,” regarding the diagnosis,” “treatment,” “prevention,” “origin,” and “spread of the virus.”

Objectives
An increasing number of studies have begun to highlight the COVID-19 infodemic on social media. However, attempts to characterize the spread of the COVID-19 infodemic on social media, especially on Chinese social media platforms, are currently lacking. Hence, in this study, we used content analysis and topic modeling to analyze the COVID-19 infodemic across Chinese social media platforms to gain new insights into the quantity, source, and theme characteristics of the infodemic over time and propose measures to contain the dissemination of misinformation during the COVID-19 infodemic.

Methods
Data Collection
The database for this study was obtained from Qingbo Big Data Agency [40], which covers data from almost all major Chinese social media platforms, such as WeChat, Weibo, and TikTok. The posts collected included microblogs, messages, or short articles shared on these social media platforms. Our search strategy to retrieve post data comprised of the following keywords in Chinese: “coronavirus,” “2019-nCoV,” “COVID-19,” “corona,” “new pneumonia,” and “new crown.” We used Python/Toolkit to crawl the data searched using the abovementioned keywords from January 20 to May 28, 2020. The data collection process was as follows. First, we searched the Qingbo Big Data Agency to obtain the results page. Second, the web link crawler was initiated, and the title and URL fields of all web pages were collected. Third, these fields were stored in the url_list dataset of the MongoDB database. Fourth, the web page details crawler was launched, the post published time, source, and text fields of the details page were collected. Finally, these fields were stored in the info_list dataset of the MongoDB database. After data collection was completed, datasets url_list and info_list from the MongoDB database were exported. It should be noted that for video-sharing platforms, the textual description of the video was captured as the post data. Data collection began on January 20, 2020, when the Chinese State Council officially announced the COVID-19 epidemic as a public health emergency [31]. Data collection ended on May 28, 2020, when the National Health Commission of the People’s Republic of China issued that the number of new confirmed cases and new suspected cases of COVID-19 in China was zero for the first time. This data collection period could reflect the overall spread of the COVID-19 infodemic on Chinese social media.

All data regarding COVID-19 posts were retrieved, and 723,216 posts were extracted in total. To improve the representativeness of data, we removed incomplete data from the fields and deleted text longer than 400 Chinese characters [41], thus obtaining data from a total of 143,197 posts. Because most of these posts were reposts, we only retained 19,188 of the original post data. We verified the authenticity of post data using the following 2 steps. First, we conduct fact-checking according to the authority organization, such as the National Health Commission of the People’s Republic of China, the Chinese Center for Disease Control and Prevention, and the Cyberspace Administration of China. We only retained those posts that were judged to be fake and obtained data from 1729 posts. Next, two independent researchers reviewed and evaluated the remaining posts. One of them is a doctoral student in Library and Information Science, and the other has a bachelor’s degree in Medicine. Discrepancies between the 2 researchers were resolved through mutual discussion. The Cohen kappa coefficient was used to analyze the interreviewer reliability for coding. Cohen’s Kappa value for the 2 researchers was 0.79, suggesting substantial agreement between them [42]. Ultimately, we obtained 2745 posts related to COVID-19 misinformation as the final analysis sample for this study, which was the largest dataset the study team could obtain with the available resources. The post data was organized...
and stored chronologically, and the title, URL, post date, source, and text were recorded. Table 1 details the data format of the posts collected for the analysis.

Table 1. Data format of COVID-19 misinformation posts (partial) on Chinese social media.

<table>
<thead>
<tr>
<th>Title</th>
<th>URL</th>
<th>Post date</th>
<th>Source</th>
<th>Text</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reposting well-known! One article to understand the new coronavirus...</td>
<td><a href="https://mp.weixin.qq.com/s?src=1&amp;timestamp=1598007513&amp;ver">https://mp.weixin.qq.com/s?src=1&amp;timestamp=1598007513&amp;ver</a>...</td>
<td>2020-01-20</td>
<td>WeChat</td>
<td>…Wuhan virus is the long-standing SARS Coronavirus…</td>
</tr>
<tr>
<td>Highly concerned! Wuhan pneumonia continues to spread, 2 cases in Beijing and 1 case in Shenzhen, the public should...</td>
<td><a href="https://mp.weixin.qq.com/s?src=1&amp;timestamp=1598005483&amp;ver">https://mp.weixin.qq.com/s?src=1&amp;timestamp=1598005483&amp;ver</a>...</td>
<td>2020-01-20</td>
<td>WeChat</td>
<td>…WeChat users, who claim to be medical staff, said: “there are several cases in our hospital, which have been strictly isolated. 80% of the cases are said to be SARS case”...</td>
</tr>
<tr>
<td>Reposted from Weibo by Cui Tiange, a North American bioinformatics researcher: the new coronavirus...</td>
<td><a href="https://weibo.cn/status/4463141235003931?isFromApp=1&amp;isGroup=0">https://weibo.cn/status/4463141235003931?isFromApp=1&amp;isGroup=0</a></td>
<td>2020-01-21</td>
<td>Weibo</td>
<td>…The “mysterious disease” in Wuhan has been confirmed as a new type of SARS virus, or the similarity between Wuhan virus and SARS is as high as 90%...</td>
</tr>
<tr>
<td>Weibo #Academician Zhong Nanshan’s team recommends saltwater gargle antivirus#…</td>
<td><a href="https://weibo.com/5044281310f4#H45BUW?type=comment">https://weibo.com/5044281310f4#H45BUW?type=comment</a>...</td>
<td>2020-01-22</td>
<td>Weibo</td>
<td>…Academician Zhong Nanshan suggests that saltwater gargle prevent new coronavirus...</td>
</tr>
<tr>
<td>Six latest facts about Wuhan pneumonia...</td>
<td><a href="https://zhuanlan.zhihu.com/p/103781132">https://zhuanlan.zhihu.com/p/103781132</a>...</td>
<td>2020-01-22</td>
<td>Zhihu</td>
<td>…Wuhan virus is a new type of SARS virus. SARS has not disappeared and has been parasitic in bats...</td>
</tr>
<tr>
<td>Burst! A patient with “Wuhan pneumonia” fled from Peking Union Medical College Hospital...</td>
<td><a href="http://news.sina.com.cn/c/2020-01-22/doc-iihnzhhs4099491">http://news.sina.com.cn/c/2020-01-22/doc-iihnzhhs4099491</a>...</td>
<td>2020-01-22</td>
<td>Sina</td>
<td>…A patient identified as “Wuhan pneumonia” escaped from Peking Union Medical College Hospital and lost contact...</td>
</tr>
</tbody>
</table>

Data Processing

We used Python (version 3.8.5) and SPSS software (version 25.0; IBM Corp) to perform all data processing and analyses. Time segmentation adapted from the practice of Zhao et al [18] was used to divide the period into 19 time segments (T1: January 20-26, 2020; T2: January 27 to February 2, 2020; T3: February 3-9, 2020; T4: February 10-16, 2020; T5: February 17-23, 2020; T6: February 24 to Mar 1, 2020; T7: March 2-8, 2020; T8: March 9-15, 2020; T9: March 16-22, 2020; T10: March 23-29, 2020; T11: March 30 to April 5, 2020; T12: April 6-12, 2020; T13: April 13-19, 2020; T14: April 20-26, 2020; T15: April 27 to May 3, 2020; T16: May 4-10, 2020; T17: May 11-17, 2020; T18: May 18-24, 2020; and T19: May 25-28, 2020). Among these segments, the last time segment is 4 days long, and the other time segments are 7 days long each, with the total period spanning 130 days.

Based on the classification of social media websites by the CNNIC (China Internet Network Information Center) [43], the sources of posts were categorized into 5 types: chat platforms, video-sharing platforms, news-sharing platforms, health care platforms, and Q&A platforms. The chat platforms included WeChat, Weibo, and QQ. The video-sharing platforms included TikTok, Kuaishou, and Pear Video. The news-sharing platforms included Toutiao, Sina, and Tencent. The health care platforms included DXY.cn, Haodf.com, and Chunyu Yisheng. The Q&A platforms include Zhihu, Douhan, and Jianshu (see a full list of Chinese social media types and major social media sites in Multimedia Appendix 1).

The “jieba” package in Python was used to segment post text. We limited the parts of speech of the post text to 9 categories (“n,” “nr,” “ns,” “nt,” “eng,” “v,” “vn,” “vs,” and “d”). We adapted the method described by Medford et al [29] to merge synonyms into a unified form (eg, “disinfectant powder” and “disinfectant water” into “disinfectants” and “suspense of business” and “termination of business” into “close down”). The Gensim package in Python was used to perform latent Dirichlet allocation (LDA) model. A post contains only one dominant topic. We used different numbers of topics to iteratively train multiple LDA models to maximize the topic coherence score. After more than 10 tests, the results with the highest coherence score in the use of the LDA model with 8 topics were selected. Each topic contains 15 words adhering to convention and is manually tagged with a theme.

Data Analysis

We explored characteristics of the COVID-19 infodemic on Chinese social media from the perspective of quantity, source, and theme. From the perspective of quantity, we counted the number of daily posts and obtained the number of newly confirmed cases and suspected cases each day from the official website of the Chinese Center for Disease Control and Prevention. We performed Pearson correlation analysis to explore the relationship between the daily number of posts with the number of newly confirmed cases and suspected cases per day. Moreover, we calculated the maximum, minimum, upper quartile, lower quartile, and median number of posts in each time segment, and we visualized them to intuitively evaluate the characteristics of post propagation. From the perspective of source and theme, we calculated the sources and themes of posts...
based on the number of occurrences. Additionally, we visualized
the number of sources of posts in each time segment to analyze
the source characteristics of the COVID-19 infodemic. We then
created a visualization of the time segment of themes of posts
to assess the change in themes over time.

**Results**

**Quantity Characteristics**

Figure 1 shows the daily number of posts related to the
COVID-19 misinformation on Chinese social media that was
published from January 20 to May 28, 2020. The maximum
number of posts published in a day was 105, whereas the
minimum number was 3 (mean 21.12, SD 17.35). Pearson
correlation analysis shows that the daily number of posts related
to the COVID-19 infodemic was positively correlated with the
daily number of newly confirmed ($r=0.672$, $P<.01$) and newly
suspected ($r=0.497$, $P<.01$) COVID-19 cases in China. In other
words, the more posts related to the COVID-19 misinformation
that were published per day, the greater was the severity of the
COVID-19 epidemic, and vice versa.

Figure 1. Daily number of posts related to COVID-19 misinformation on Chinese social media platforms. Different colored lines indicate the number of posts published.

We used a box plot to describe the spread of social media posts
according to different time segments (Figure 2). We found that
the posts presented a spread characteristic indicating gradual
progress. That is, the number of posts first increases slowly with
the time segment, then concentrates on the burst, and then
moderates gradually as the time segments continue to advance.
Furthermore, the COVID-19 infodemic on Chinese social media
can be divided into 5 periods (see Table 2). During the
incubation period (Stage A: $T_1$-$T_2$), the number of posts showed
slow growth, with the mean and median values of approximately
20 per day. Then, the number of posts rapidly increased during
the outbreak period (Stage B: $T_3$-$T_4$), and the mean and median
values soared to approximately 50 per day. During the stalemate
period (Stage C: $T_5$-$T_8$), the number of posts remained at a high
level, and the mean and median values were approximately 30
per day. During the control period (Stage D: $T_9$-$T_{15}$), the number
of posts dropped significantly, with mean and median values of
approximately 14 per day. Finally, the number of posts has
decreased sluggishly in the recovery period (Stage E: $T_{16}$-$T_{19}$),
and the mean and median values remained at approximately 7
per day.
Figure 2. Box plot of the number of social media posts in each time segment.

Table 2. Periods of the COVID-19 infodemic based on data from relevant Chinese social media posts.

<table>
<thead>
<tr>
<th>Post metric</th>
<th>Incubation period</th>
<th>Outbreak period</th>
<th>Stalemate period</th>
<th>Control period</th>
<th>Recovery period</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time segment</td>
<td>T1-T2</td>
<td>T3-T4</td>
<td>T5-T8</td>
<td>T9-T15</td>
<td>T16-T19</td>
</tr>
<tr>
<td>Mean (SD) (days)</td>
<td>20.14 (11.72)</td>
<td>50.64 (25.89)</td>
<td>31.89 (10.56)</td>
<td>14.02 (5.18)</td>
<td>6.69 (2.55)</td>
</tr>
<tr>
<td>Range</td>
<td>6-52</td>
<td>18-105</td>
<td>12-58</td>
<td>3-25</td>
<td>3-14</td>
</tr>
<tr>
<td>Median (IQR) (days)</td>
<td>18 (12.75-24.25)</td>
<td>54 (23-63.75)</td>
<td>30 (24.75-39.25)</td>
<td>14 (10-18)</td>
<td>7 (5-8)</td>
</tr>
</tbody>
</table>

Source Characteristics

Of the posts related to the COVID-19 misinformation that were classified (Figure 3), chat platforms (1100/2745, 40.07%) represented the largest source of the COVID-19 infodemic, followed by video-sharing platforms (642/2745, 23.39%) and news-sharing platforms (607/2745, 22.11%). The proportions of health care platforms (239/2745, 8.71%) and Q&A platforms (157/2745, 5.72%) were relatively small.
Figure 3. Sources of posts about COVID-19 misinformation on various Chinese social media platforms.

We visualized the number of sources of posts in each time segment (Figure 4). Chat, video-sharing, and news-sharing platforms were the main sources for the spread of posts during the incubation period (T₁-T₃). Then, the posts began to spread toward the health care and Q&A platforms during the outbreak period (T₃-T₄). Thereafter, the posts were broadly spread on all social media platforms and were maintained at a high level during the stalemate period (T₅-T₈). During the control period (T₉-T₁₅), the spread of the posts on chat and video-sharing platforms alternately increased and decreased, whereas the spread of posts on news-sharing, health care, and Q&A platforms evidently declined. Finally, the spread of posts on chat platforms also gradually decreased during the recovery period (T₁₆-T₁₉), and the spread on other social media platforms dropped sharply and remained at a low level.

Figure 4. Number of sources of social media posts in each time segment. Different colored dots represent different sources, and their sizes represent the proportion of sources.

Theme Characteristics

Topic modeling identified 8 different themes, which are illustrated in Figure 5. The 15 keywords that contributed to each theme with their potential theme labels are shown in Table 3. Based on LDA analysis, we obtained a specific theme for each post. The popularity of each theme was determined based on the proportion of posts in each theme considering the overall post data. The most common primary theme was “conspiracy theories” (648/2745, 23.61%), which included topics such as...
“Academician Zhong Nanshan did not wear a mask for rounds,” “Academician Li Lanjuan helped her son sell medicines,” “Dr. Li Wenliang danced before his death,” and “Wuhan Huoshenshan was designed by the Japanese.” The second most common theme was “government response” (544/2745, 19.82%), which included the following topics: “The city would be closed down at 2:00 PM on January 25, 2020, in Xinyang, Henan province;” “Wuhan gas stations would be closed;” and “Jingzhou, Hubei Province, would suspend issuing permits for leaving Hubei Province.” Thereafter, the themes discussed were “prevention action” (411/2745, 14.97%) and “new cases” (365/2745, 13.30%), which included topics such as “Wearing multi-layer masks can prevent the virus,” “Smoking vinegar can prevent the virus,” “Six promoters of Wuhan Zhongbai Supermarket were confirmed with novel coronavirus pneumonia,” and “More than 20,000 new confirmed close contacts in Qingdao.” The other common themes included “transmission route” (244/2745, 8.89%) as well as “origin and nomenclature” (228/2745, 8.30%). These themes included the following topics: “Catkins can transmit COVID-19,” “COVID-19 is a biological weapon,” and “COVID-19 was made by the laboratory.” Other themes included “vaccines and medicines” (154/2745, 5.61%) as well as “symptoms and detection” (151/2745, 5.50%), which included topics such as “CT image is used as the latest standard for judging the diagnosis of COVID-19,” “Hold your breath for 10 seconds to test whether you are infected with the virus,” “The first COVID-19 vaccine was successfully developed and injected,” and “Hydroxychloroquine and chloroquine are specific drugs for COVID-19.”

Figure 5. Visualization of themes identified by latent Dirichlet allocation.
Table 3. Theme labels and keywords contributing to the topic model.

<table>
<thead>
<tr>
<th>Theme labels</th>
<th>Keywords contributing to topic model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Origin and nomenclature (#0)</td>
<td>COVID-19, SARS, Corona, SARI, host animals, bat, pangolin, variation, pestilence, influenza, the natural world, man-made, biological weapon, laboratory, patient zero</td>
</tr>
<tr>
<td>Transmission routes (#3)</td>
<td>5G, seafood, aerosol, catkin, mosquito, paper money, tap water, aquatic product, public toilet, sweaters, air conditioner, pet dog, freshwater fish, salmon, subway ticket</td>
</tr>
<tr>
<td>Prevention action (#4)</td>
<td>prevention, face mask, disinfectant, alcohol, N95, chlorine, liquor, onion, garlic, vinegar, tea, smoke, strawberries, eyedrops, balm</td>
</tr>
<tr>
<td>New cases (#1)</td>
<td>infection, case, confirmed, suspected, patient, isolation, hospital, community, airport, hotel, school, nursing home, student, old people, infant</td>
</tr>
<tr>
<td>Symptoms and detection (#7)</td>
<td>detection, test positive, cough, fever, outpatient, computed tomography, lung, blood type, plasma, antibody, diagnostic kit, self-test, suffocation, asymptomatic, expectation</td>
</tr>
<tr>
<td>Government response (#5)</td>
<td>lockdown, road closure, close down, health code, living material, trip, network, transportation, traffic control, home quarantine, traffic permitting, work resumption, school opens, customs office, inbound</td>
</tr>
<tr>
<td>Vaccines and medicines (#6)</td>
<td>vaccine, chloroquine, remdesivir, azithromycin, Shuanghuanglian oral liquid, Lianhua Qingwen capsule, Banlangen, oseltamivir, azithromycin, aspirin, Angong Niuhuang Wan, traditional Chinese medicine, Bacillus Calmette-Guerin, toxic strain, Chinese fevervine herb</td>
</tr>
<tr>
<td>Conspiracy theories (#2)</td>
<td>Zhong Nanshan, Li Lanjuan, Li Wenliang, Leishenshan, Huoshenshan, Donald John Trump, modular hospital, doctors, nurses, online course, blood donation, suicide, escape, medical corps, cleaner, Red Cross Society</td>
</tr>
</tbody>
</table>

The "Pyecharts" package in Python was used to draw a heat map of themes according to the time segments (Figure 6). We found that different hot themes were discussed at each stage of the COVID-19 infodemic. The theme “origin and nomenclature” was discussed from the start of the incubation period (T1-T2). The themes “government response,” “new cases,” and “transmission routes” were debated on social media during the outbreak period (T3-T4). The discussion of “conspiracy theories” and “symptoms and detection” increased significantly in the stalemate period (T5-T8). During the control period (T9-T15), the discussion of “prevention action” was concentrated. Subsequently, the theme “vaccines and medicines” was the focus of discussion on social media during the recovery period (T16-T19).

Figure 6. Heat map of themes related to the COVID-19 infodemic according to time segments. Data within the figure represent the number of posts per theme in each time segment. Individual values in the matrix are represented in different background colors according to the number of posts (range) on a particular theme in that time segment.

We further found that the COVID-19 infodemic presented a spread characteristic of repeated fluctuations across time segments. As shown in Figure 6, each theme is repeated in the time segment, and the theme discussion rate gradually decreases. For example, the theme “government response” not only appeared in the time segment T2-T6, but it was also spread in the time segment T8-T12, T13-T15, and T16-T17. Moreover, we determined the number of repeated posts for each theme in the time segment (see Table 4) and calculated that the total ratio of repeated posts to be 0.2849 (782/2745), which means that 28.49% of the posts were posted repeatedly in various time segment. This once again verified the spread characteristic of the COVID-19 infodemic that fluctuates repeatedly across time segments. Additionally, the repetition percentage of the themes “conspiracy theories” (198/648, 30.6%), “new cases” (110/365, 30.1%), and “prevention action” (121/411, 29.4%) were particularly high, followed by the themes “government response” (157/544, 28.9%), “origin and nomenclature” (63/228, 27.6%), and “transmission routes” (64/244, 26.2%). The repetition percentage of the themes “vaccines and medicines” (37/154, 24%) and “symptoms and detection” (32/151, 21.2%), however, were relatively low. Differences in repetition among the themes were analyzed by analysis of variance and post hoc analysis, which revealed significant differences in the repetition of themes (F=2.402, P=.02). The post hoc tests showed that the theme of “conspiracy theories” was more significant than the
theme “symptoms and detection” \((P<.01)\) and the theme “vaccines and medicines” \((P=.04)\). However, no significant differences were observed between the themes “symptoms and detection” and “vaccines and medicines” \((P=.29)\).

### Table 4. Percentage of repeated posts categorized by themes.

<table>
<thead>
<tr>
<th>Theme categories</th>
<th>Number of posts</th>
<th>Number of repeated posts</th>
<th>Repeated posts (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conspiracy theories</td>
<td>648</td>
<td>198</td>
<td>30.56</td>
</tr>
<tr>
<td>Vaccines and medicines</td>
<td>154</td>
<td>37</td>
<td>24.03</td>
</tr>
<tr>
<td>Government response</td>
<td>544</td>
<td>157</td>
<td>28.86</td>
</tr>
<tr>
<td>Symptoms and detection</td>
<td>151</td>
<td>32</td>
<td>21.19</td>
</tr>
<tr>
<td>New cases</td>
<td>365</td>
<td>110</td>
<td>30.14</td>
</tr>
<tr>
<td>Prevention action</td>
<td>411</td>
<td>121</td>
<td>29.44</td>
</tr>
<tr>
<td>Transmission routes</td>
<td>244</td>
<td>64</td>
<td>26.23</td>
</tr>
<tr>
<td>Origin and nomenclature</td>
<td>228</td>
<td>63</td>
<td>27.63</td>
</tr>
<tr>
<td>Total</td>
<td>2745</td>
<td>782</td>
<td>28.49</td>
</tr>
</tbody>
</table>

### Discussion

#### Principal Findings

To our knowledge, this study is the first of its kind to analyze posts related to the COVID-19 infodemic on Chinese social media platforms. Previous studies about the COVID-19 infodemic on social media have been mainly qualitative in nature [1,7]. In this study, we analyzed 2745 posts about the COVID-19 infodemic published on Chinese social media platforms between January 20, 2020, and May 28, 2020, which had more than 100 million views cumulatively. We analyzed various characteristics of the COVID-19 infodemic on Chinese social media from the perspective of quantity, source, and theme, to provide decision support for government and health agencies. Below, we discuss 5 key findings of our study that are noteworthy.

First, it was interesting to find that the daily number of posts related to the COVID-19 misinformation on Chinese social media was positively correlated with the daily number of newly confirmed \((r=0.672, P<.01)\) and newly suspected \((r=0.497, P<.01)\) COVID-19 cases in China. This finding indicated that the COVID-19 infodemic paralleled the propagation of the COVID-19 outbreak in China. Our finding is similar to previous studies on posts related to the H7N9 outbreak on Weibo, which showed a positive correlation between the daily number of posts published and the daily number of deaths due to H7N9 infection [44].

Second, we found that the COVID-19 infodemic was characterized by gradual progress, which can be divided into 5 stages. During the incubation period \((T_1-T_2)\), since COVID-19 cases were only reported in Wuhan, the COVID-19 infodemic showed slow growth. Subsequently, the COVID-19 infodemic increased rapidly during the outbreak period \((T_2-T_4)\), as the COVID-19 began to spread across China, causing a mass of public discussion on social media. Thereafter, as the number of COVID-19 cases continued to increase, the COVID-19 infodemic maintained a high level in the stalemate period \((T_5-T_8)\). During the control period \((T_9-T_{15})\), because of the remarkable decrease in the number of COVID-19 cases, the COVID-19 infodemic also significantly declined. Finally, during the recovery period \((T_{16}-T_{19})\), the COVID-19 infodemic generally decreased, as the number of COVID-19 cases dropped constantly.

Third, our study found that the COVID-19 infodemic was characterized by videoization. Sources of the COVID-19 infodemic can be divided into 5 types (ie, chat, video-sharing, news-sharing, health care, and Q&A platforms). Among these, video-sharing platforms \((23.38\%)\) emerged as the second-largest source after chat platforms. The dissemination mode of “seeing is believing” was subduing public awareness of the COVID-19 epidemic. Moreover, it may be a new spread characteristic for the infodemic. Additionally, we found that the COVID-19 infodemic was more prevalent on chat, video-sharing, and news-sharing platforms than on health care and Q&A platforms. One possible explanation for this difference is that on chat, video-sharing, and news-sharing platforms, users tend to post personal experiences more centrally, which may often be inaccurate, whereas more professional expertise may likely be shared on health care and Q&A platforms.

Fourth, we found that the themes of the COVID-19 infodemic changed with different spread characteristics across stages. Users posted a large number of posts about “origin and nomenclature” in the incubation period \((T_1-T_2)\) and gradually changed to themes such as “government response,” “new cases,” and “transmission routes” in the outbreak period \((T_2-T_4)\). Subsequently, the themes changed to “conspiracy theories” and “symptoms and detection” in the stalemate period \((T_5-T_8)\), and then progressively concentrated on the themes “prevention action” in the control period \((T_9-T_{15})\). Finally, in the recovery period \((T_{16}-T_{19})\), the theme changed to “vaccines and medicines.” This phenomenon is in line with the characteristic that public opinion online would result in a change in themes in a given period [45,46].

Fifth, our study found that the COVID-19 infodemic showed the characteristic of repeated fluctuations. It indicated that the governance of the COVID-19 infodemic on social media is a “protracted-war.” Prior study has also pointed out that the effect of refuting misinformation usually lasts for less than a week.

http://publichealth.jmir.org/2021/2/e26090/
Moreover, we found that the repetition rate of the COVID-19 infodemic themes also differed according to the time segments. The theme “conspiracy theories” was significantly more thriving than the themes “symptoms and detection” and “vaccines and medicines.” One possible explanation is that the theme “conspiracy theories” comprised more uncertain knowledge than the themes “symptoms and detection” and “vaccines and medicines.” Therefore, users are more inclined to repeat posts of the theme “conspiracy theories.”

With regard to the practical implications to curb the COVID-19 infodemic on Chinese social media, our findings suggest that the government and health agencies should manage the infodemic in a stage-wise manner and take more efforts to disseminate accurate and professional information via social media to ameliorate the spread of falsehoods. For instance, expert-approved or peer-reviewed videos are expected to provide credible health information. Furthermore, government and health agencies must pay close attention to the spread of the infodemic on video-sharing platforms. Third, they should coordinate with social media companies to establish long-term systems for the prevention and control of the infodemic. For example, social media platforms can curb the repeated dissemination of COVID-19 misinformation by setting alert labels for repeated misinformation and regularly pushing corrective information to users. Additionally, social media may offer novel opportunities for the government and health agencies to assess and predict the trend of epidemic outbreaks.

**Limitations**

There are some limitations to this study. First, we targeted posts on Chinese social media; thus, our conclusions may not be applied to social media platforms in other countries, such as Twitter. Second, we collected and analyzed only a relevant subset of all posts about the COVID-19 infodemic, which inevitably introduces some selection bias. Third, as the COVID-19 infodemic continues to disseminate, we should extend the time and expand the data volume to provide the government and health agencies with a more comprehensive prevention and control response. Additionally, our analyses of the repetition of infodemic are still inadequate, and we will further explore this interesting phenomenon in a future study.

**Conclusions**

Our study found that the COVID-19 infodemic on Chinese social media was characterized by gradual progress, videoization, and repeated fluctuations. Our findings suggest that the COVID-19 infodemic paralleled the propagation of the COVID-19 epidemic. These findings can help the government and health agencies collaborate with major social media companies to develop targeted measures to prevent and control the COVID-19 infodemic on Chinese social media. Moreover, social media offers a novel opportunity for the government and health agencies to surveil epidemic outbreaks.
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Abstract

Background: Instagram, one of the most popular social media platforms among youth, offers a unique opportunity to examine blunts—partially or fully hollowed-out large cigars, little cigars, and cigarillos that are filled with marijuana. Cigarillo brands like Backwoods (Imperial Tobacco Group Brands LLC) have product features that facilitate blunt making, including a variety of brand-specific flavors that enhance the smoking experience (eg, honey, dark stout). Backwoods has an active online presence with a user-friendly website.

Objective: This study examined the extent to which Backwoods cigarillo–related posts on Instagram showed blunt making. Instagram offers a unique opportunity to examine blunt making as Instagram accounts will contain images reflective of behavior occurring without the prime of a researcher.

Methods: Data consisted of publicly available Instagram posts with the hashtag #backwoods collected from August 30 to September 12, 2018. Inclusion criteria for this study included an Instagram post with the hashtag “#backwoods”. Rules were established to content analyze posts. Categories included Type of post (ie, photo, video, or both); Blunt-related hashtags (ie, the corresponding post caption contained one or more hashtags like #blunts, #cannabis, and #weed that were identified in previous social media research); Rolling blunts (ie, the post contained an image of one or more individuals rolling a Backwoods cigarillo visibly containing marijuana); and Smoking blunts (ie, the post contained an image of one or more individuals blowing smoke or holding a lit blunt). We coded images for Product flavor reference, where a code of 1 showed a Backwoods cigarillo pack with a brand-specific flavor (eg, honey, dark stout, Russian crème) visible in the blunt-related image, and a code of 0 indicated that it was not visible anywhere in the image.

Results: Among all posts (N=1206), 871 (72.2%) were coded as Blunt-related hashtags. A total of 125 (10.4%) images were coded as Rolling blunts, and 25 (2.1%) were coded as Smoking blunts (ie, Backwoods cigarillo explicitly used to roll blunts). Among blunt images, 434 of 836 (51.9%) were coded as Product flavor (ie, a Backwoods pack with a brand-specific flavor was visible).

Conclusions: Most Backwoods cigarillo–related Instagram images were blunt-related, and these blunt-related images showed Backwoods packages indicating flavor preference. Continued monitoring and surveillance of blunt-related posts on Instagram is needed to inform policies and interventions that reduce the risk that youth may experiment with blunts. Specific policies could include restrictions on product features (eg, flavors, perforated lines, attractive resealable foil pouches, sale as singles) that facilitate blunt making.

(JMIR Public Health Surveill 2021;7(2):e22946) doi:10.2196/22946
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Introduction

Blunts are partially or fully hollowed-out cigars, including little cigars or cigarillos, that are refilled with marijuana. Blunts are an increasingly popular way to smoke marijuana [1,2] and are associated with escalation in use of nicotine and marijuana among adolescents and adults [3-5]. Among US adolescents who have ever used a cigarillo or little cig, 40% used them to make blunts [6]. Blunt users are exposed to nicotine through the tobacco wrap [7,8], and they are exposed to greater carbon monoxide compared to non–blunt users who smoke marijuana wrapped in a cigarette rolling paper that does not contain nicotine [9,10].

Cigarillos contain just as much nicotine and carcinogens as cigarette smoke, if not more [11,12], leading to increased health risks [13]. Youth and young adults in the United States have among the highest prevalence of cigarillo use [14]. Cigarillos also face fewer federal restrictions (eg, allowed in flavors, sold as singles and in packs of two) than cigarettes [14], but are similar to cigarettes in size, shape, and combustible use [12,14]. Cigarillos are widely available [15-18], and popular brands like Swisher Sweets (Swisher International, Inc) and Backwoods (Imperial Tobacco Group Brands LLC) have features that facilitate blunt making, including perforated lines or tobacco wrappers that are easy to unroll and fill with marijuana, smell-proof resealable foil pouches to conceal marijuana, and availability in a variety of flavors that enhance the smoking experience (eg, honey bourbon, sweet aromatic). Backwoods, in particular, uses advertisement claims that are misleading, like “always true” [19].

Prior research has investigated Backwoods-related posts on Instagram and found marijuana was a common theme [20]. However, it was not determined whether Backwoods cigarillos were being used to complement marijuana use (ie, dual use) or explicitly used to roll blunts. As such, this study is an initial step to examine the extent to which Backwoods cigarillo–related posts on Instagram showed blunt making. Instagram is an image-based platform that has been used to study health-related attitudes and behaviors as well as promotional material from companies [20,21]. Instagram offers a unique opportunity to examine blunt making, as Instagram accounts will contain images reflective of behavior occurring without the prime of a researcher [20,21]. Instagram also offers multicontextual content (images and text) that has provided useful insights about user experiences with tobacco products [20,21]. This is important because blunt use has adverse health effects, and these product features might be expanding the population of tobacco users from marijuana users who otherwise would not use any tobacco.

Methods

Data consisted of publicly available Instagram posts with the hashtag #backwoods collected from August 30 to September 12, 2018. Netlytic, an Instagram-approved vendor that accessed the public application programming interface of Instagram, was used to collect data. A total of 12,306 posts included the hashtag #backwoods during the study period. Similar to prior Instagram studies [20,21], we numbered each observation and then randomly drew observations using a random number generator until 10% of the sample was culled from the initial corpus. Multiple posts from the same users in either the overall sample frame or in the randomly selected posts were not treated as independent observations. Backwoods (Imperial Tobacco Group Brands LLC) was not the source of any of the posts. Rules were established to content analyze 1206 posts.

The first and second authors generated a codebook based on prior research [20-22] and reviewed a subsample (N=200) of the posts to identify prominent themes. The unit of analysis was the individual Instagram post (ie, the image and corresponding caption), and the coding strategy assessed themes found in the posts. The coding strategy included (1) Type of post (ie, photo, video, or both); (2) Blunt-related hashtags (ie, the corresponding post caption contained one or more hashtags like #blunts, #cannabis, and #weed that were identified in previous social media research [23,24]); (3) Rolling blunts (ie, the post contained an image of one or more individuals rolling a Backwoods cigar visibly containing marijuana); and (4) Smoking blunts (ie, the post contained an image of one or more individuals blowing smoke or holding a lit blunt). Similar to previous research using Instagram data [21], we coded images for (5) Product flavor reference, where a code of 1 showed a Backwoods package with a brand-specific flavor (eg, honey, dark stout, Russian crème) visible in the image (eg, next to a Backwoods cigarillo that contained marijuana), and a code of 0 indicated that a Backwoods pack with a brand-specific flavor was not visible anywhere in the image. Two investigators (SK and AM) independently coded all posts, and percentage agreement was substantial at 97.0% (Type of post; 1170/1206), 90.0% (Blunt-related hashtags; 784/871), 100% (Rolling blunts; 25/25), 99.2% (Smoking blunts; 124/125), and 100% (Product flavor; 434/434). Discrepancies were resolved via in-person discussion. We report the percentages of posts for each theme.

Results

Among all posts (N=1206), 913 (75.7%) were photos, 268 (22.2%) were videos, and 25 (2.1%) included both photos and videos. A total of 774 (64.2%) were posts from individual Instagram users, and 432 (35.8%) were posts from online tobacco retailers. A total of 871 (72.2%) were coded as Blunt-related hashtags (Figure 1A). A total of 125 (10.4%) images were coded as Smoking blunts (Figure 1C), and 25 (2.1%) were coded as Rolling blunts (ie, Backwoods cigarillo explicitly used to roll blunts; Figure 1B). Among blunt images, 434 of 836 (51.9%) were coded as Product flavor (ie, a Backwoods pack with a brand-specific flavor, such as honey, dark stout, or Russian crème, was visible; Figure 1D).
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Discussion

Findings from this study suggest that blunt users perceive Backwoods cigarillos as vehicles for marijuana consumption and that they are comfortable sharing images of this behavior on Instagram. This may be the start of a growing trend as Imperial Brands, the parent company of Imperial Tobacco Group Brands LLC (America’s third-largest tobacco company [25]), recently signed a US $123 million investment deal with Auxly Cannabis Group Inc of Vancouver, Canada [26]. It appears that marijuana may play a substantial role in the tobacco market of the future, especially given that Imperial’s most popular machine-made cigar brand is Backwoods [27].

When considering Backwoods online presence, it should be noted that the age verification on the brand’s website currently reads, “To roll with us, you’ve got to be 21 or over” [19]. This is concerning because Backwoods is clearly aligning itself with blunt making with a website greeting that suggests consumers should consider their tobacco products as good choices for rolling blunts. Findings complement previous research [5,18,19] that cigarillo product features (eg, Backwoods brand name, “natural” leaf wrappers, flavors) facilitate blunt making, including on Instagram.

Findings suggest that images on Instagram capture the social context in which individuals increasingly display blunt making. Instagram is one of the most popular social media platforms among youth; thus, they could view these public blunt-making posts. Research is needed to examine how youth might be turning to Instagram to learn about blunt making. This includes assessing whether posts were somehow more targeted to youth. Research is also needed to compare the reactions and responses of followers to the posts from individual Instagram users and online tobacco retailers across categories (ie, Rolling blunts,
Smoking blunts). Additionally, blunt making facilitation and use on Instagram should be considered when designing smoking prevention programs for youth.

Findings from this study should be considered with several limitations in mind, including the sole focus on the cigarillo brand Backwoods and related images on Instagram. Findings may not generalize to other companies or social media platforms (eg, Twitter, Facebook, Tumblr). The images analyzed in this study were collected from a 2-week time period and may not generalize to other time periods. Future research should examine longer timeframes, different social media platforms, and additional brands to fully characterize the blunt making and use experience.

This study demonstrated that more than half of Backwoods cigarillo–related Instagram images were blunt-related, and over half of these blunt-related images showed Backwoods packages indicating flavor preference. This study also found that consumers of Backwoods cigarillos were using Instagram to promote smoking blunts and the blunt-making process (eg, rolling). Findings inform the Food and Drug Administration’s regulation of cigar products that are covered under the 2016 Final Deeming Rule [28]. Specific regulations could include restrictions on product features (eg, flavors, perforated lines, attractive resealable foil pouches, sale as singles) that facilitate blunt making.

The University of Southern California Institutional Review Board approved all study procedures.
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Abstract

Background: During COVID-19, studies have reported the appearance of internet searches for disease symptoms before their validation by the World Health Organization. This suggested that monitoring of these searches with tools including Google Trends may help monitor the pandemic itself. In Europe and North America, dermatologists reported an unexpected outbreak of cutaneous acral lesions (eg, chilblain-like lesions) in April 2020. However, external factors such as public communications may also hinder the use of Google Trends as an infodemiology tool.

Objective: The study aimed to assess the impact of media announcements and lockdown enforcement on internet searches related to cutaneous acral lesions during the COVID-19 outbreak in 2020.

Methods: Two searches on Google Trends, including daily relative search volumes for (1) “toe” or “chilblains” and (2) “coronavirus,” were performed from January 1 to May 16, 2020, with the United States, the United Kingdom, France, Italy, Spain, and Germany as the countries of choice. The ratio of interest over time in “chilblains” and “coronavirus” was plotted. To assess the impact of lockdown enforcement and media coverage on these internet searches, we performed an interrupted time-series analysis for each country.

Results: The ratio of interest over time in “chilblains” to “coronavirus” showed a constant upward trend. In France, Italy, and the United Kingdom, lockdown enforcement was associated with a significant slope change for “chilblain” searches with a variation coefficient of 1.06 (SE 0.42) (P=0.01), 1.04 (SE 0.28) (P<.01), and 1.21 (SE 0.44) (P=0.01), respectively. After media announcements, these ratios significantly increased in France, Spain, Italy, and the United States with variation coefficients of 18.95 (SE 5.77) (P=.001), 31.31 (SE 6.31) (P<.001), 14.57 (SE 6.33) (P=.02), and 11.24 (SE 4.93) (P=.02), respectively, followed by a significant downward trend in France (−1.82 [SE 0.45]), Spain (−1.10 [SE 0.38]), and Italy (−0.93 [SE 0.33]) (P<.001, P=0.004, and P<.001, respectively). The adjusted R² values were 0.311, 0.351, 0.325, and 0.305 for France, Spain, Italy, and the United States, respectively, suggesting an average correlation between time and the search volume; however, this correlation was weak for Germany and the United Kingdom.

Conclusions: To date, the association between chilblain-like lesions and COVID-19 remains controversial; however, our results indicate that Google queries of “chilblain” were highly influenced by media coverage and government policies, indicating that caution should be exercised when using Google Trends as a monitoring tool for emerging diseases.
Introduction

The use of social media and search engines for information on diseases and their diagnosis increased considerably in the last decade [1-3]. Infodemiology can be defined as “the science of distribution and determinants of information in an electronic medium, specifically the Internet, or in a population, with the ultimate aim to inform public health and public policy” [4-6]. Queries on search engines including Google and tracking of specific health research terms could constitute an early warning signal for the emergence of diseases, as already shown during the COVID-19 pandemic [7,8].

The first-described COVID-19 symptoms were fever, fatigue, dyspnea, dry cough, and anorexia [9]. Later, physicians described other symptoms associated with the disease, such as anosmia or acral cutaneous lesions [10]. A group of French dermatologists reported an outbreak of these lesions, describing them as erythemas with vesicles or pustules located on extremities (eg, chilblain-like lesions) in paucisymptomatic patients, in a WhatsApp group [11]; subsequently, several studies reported this uncommon cutaneous manifestation without confirming its association with COVID-19 [12,13]. Chilblain-like lesions were the most frequently reported cutaneous findings during COVID-19.

Studies revealed a surge in individual Google searches related to chilblains in early 2020 during COVID-19 [14-16]. Kluger et al [14] and Hughes et al [15] reported an increase in searches during early March in France, the United States, and worldwide, suggesting a potential link between searches on chilblain-like lesions and an increased frequency of such lesions in the context of COVID-19. However, these studies do not consider alternative explanations for surges in these Google searches, concurrent with the curiosity generated by public announcements on new symptoms. Previous studies have highlighted the impact of these events on Google searches during COVID-19 [17]. As opposed to anosmia and other symptoms [18], chilblain-like lesions appear late during the infection, implying that internet queries are more likely to be affected by early media announcements.

To assess the possibility of monitoring the dynamics of COVID-19 by analyzing internet searches, we first need to understand whether the increase in Google searches for chilblains reflect actual symptoms or mere curiosity after public announcements. In particular, in the context of an emerging infectious disease, it is important to investigate the impact of external factors, such as media coverage and strong government policies, on Google queries. Using Google Trends (GT), we sought to study the influence of public announcements related to chilblain-like lesions and government decisions (eg, lockdown enforcement) on searches related to chilblains during COVID-19.

Methods

Study Design

We used GT to measure internet searches on chilblain-like symptoms during COVID-19 and used these data to assess the impact of media announcements and government policy decisions on internet search behaviors in accordance with existing guidelines [19].

Search Strategy

To select keywords, we selected commonly used search terms related to chilblain-like lesions, such as “toe” or “frostbite,” in order to retrieve queries made by the general population. We did not include “finger,” since excessive use of sanitizers during the pandemic resulted in irritation and contact dermatitis. Furthermore, we measured searches of medical terms such as “chilblains” using both the singular and plural forms of the search term. We did not take misspellings into account. Since “toe” can be used in different contexts, we restricted our searches to the “health” category. We used quotation marks for queries including strings of >2 words (eg, “dedo del pie” in Spanish). Search strings included a combination of these terms with the “+” operator denoting the “OR” logical function (Table 1). “Coronavirus” and “COVID-19” were searched in a separate query, also restricted to the “health” category.
We included high-income countries whose populations are familiar with search engines and where Google is the leading search engine. Furthermore, we included countries with different government responses to the pandemic and different announcements related to chilblain-like lesions, including the United States, the United Kingdom, Spain, Italy, France, and Germany. We translated the search terms in the five languages (English, French, Spanish, Italian, and German) using both internet-based translators and support from native speakers.

Identification of External Factors

First, we hypothesized a change in people's internet behavior immediately after the lockdown enforcement, since the measure was a major disruption to their daily routine. Second, we hypothesized that the first announcement of a potential association between chilblain-like lesions and COVID-19 could have led to curiosity-driven internet searches. Therefore, GT data on acral lesions were assessed and compared through 3 periods: (1) from early 2020 until the lockdown was enforced, (2) from lockdown enforcement to the date when the association between acral lesions and COVID-19 was first reported, and (3) from the date of the first report of the aforementioned association until May 16, 2020.

For each country, we documented the dates of lockdown enforcement and the dates when an association between the acral lesions and COVID-19 was first reported (Table 1). The press releases or scientific communications on chilblain-like lesions are indicated in Table 2.

Table 2. First nationwide media release and scientific communication related to chilblain-like lesions in France, Spain, Italy, Germany, the United Kingdom, and the United States.

<table>
<thead>
<tr>
<th>Country</th>
<th>First chilblain-like lesion–related communication</th>
<th>Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>France</td>
<td>Scientific communication: [20]; press release: [21]</td>
<td>April 6, 2020</td>
</tr>
<tr>
<td>Spain</td>
<td>Scientific communication: [22]</td>
<td>April 9, 2020</td>
</tr>
<tr>
<td>Italy</td>
<td>Press release: [23,24]</td>
<td>April 9, 2020</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>Press release: [25-27]</td>
<td>April 14, 2020</td>
</tr>
<tr>
<td>Germany</td>
<td>Press release: [29]</td>
<td>April 20, 2020</td>
</tr>
</tbody>
</table>

Time-Series Analysis

For each country, the RSVs for acral lesions, COVID-19, and the ratio of the RSVs for acral lesions to those of COVID-19 were plotted from March 1 to May 16, 2020.

To assess the impact of external factors including lockdown enforcement and press releases, we used a segmented linear regression model with the approach described by Lagarde [30]. The dependent variable was RSVs, and the independent variable was time. The dates of lockdown enforcement and press release in each country were included in the model as interventions to evaluate their impact on internet search behavior. Table 3 describes the variables in this model.

The results are expressed as estimated variation coefficient (SE) values. Autocorrelation was expected owing to the nature of the data and confirmed through a Durbin-Watson test. Thus,
regression analysis was performed using the Prais-Winsten method, a generalized least squares estimator. Statistical analysis was performed using R software (version 4.0.0, The R Foundation). All tests were two-tailed, and \( P < 0.05 \) indicated significance.

Media contamination among countries might have occurred herein. People in one country might be aware of chilblain-like COVID-19 symptoms through foreign media before their own national media reported such information. We conducted a sensitivity analysis to assess this phenomenon, using the date of the first public communication on chilblain-like symptoms (April 6, 2020) as the date of the press release (instead of the actual date of the first press release in each country).

### Table 3. Variables in the segmented linear regression model.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Description</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dependent variable: relative search volume</td>
<td>Relative search volumes</td>
<td>Extracted from Google Trends</td>
</tr>
<tr>
<td><strong>Independent variables</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>Secular trend</td>
<td>Number of days since January 1, 2020</td>
</tr>
<tr>
<td>Media announcement</td>
<td>Change in level due to media announcement</td>
<td>Dichotomous variable indicating whether the first media announcement in each country had already occurred</td>
</tr>
<tr>
<td>Time since media announcement</td>
<td>Change in trend due to media announcement</td>
<td>Number of days since the first media announcement in the country (0 before this date)</td>
</tr>
<tr>
<td>Lockdown</td>
<td>Change in level due to the lockdown</td>
<td>Dichotomous variable indicating whether the lockdown was already enforced in each country</td>
</tr>
<tr>
<td>Time since lockdown enforcement</td>
<td>Change in trend due to the lockdown</td>
<td>Number of days since nationwide lockdown enforcement (0 before this date)</td>
</tr>
</tbody>
</table>

### Results

**RSV for COVID-19 or Acral Lesions**

The frequency of queries for acral lesion–related terms did not vary from baseline values between January 1 and March 1, 2020. COVID-19–related queries increased from March 1 (Figure 1), peaking in all six countries between March 10 and 20, 2020, corresponding to the pandemic outbreak and lockdown enforcement policies in Europe. In three countries (France, Spain, and the United States), acral lesion RSVs peaked immediately after press releases. The ratios between acral lesion RSVs and COVID-19 RSVs show a constant upward trend, suggesting a relative increase in acral lesion–related searches rather than for COVID-19–related searches (Figure 1).
Figure 1. Graphs representing chilblain-like lesion relative search volumes (RSV), COVID-19 RSV, and the ratio of chilblain-like lesion RSV to COVID-19 RSV for France, Italy, Spain, Germany, the United States, and the United Kingdom between March 1 and May 16, 2020. Dates of press release are indicated with yellow arrows.

Interrupted Time-Series Analysis
On segmented linear regression analysis, lockdown enforcement was associated with a significant slope change in acral lesion–related searches in France, Italy, and the United Kingdom, with variation coefficients of 1.06 (SE 0.42), 1.04 (SE 0.28), and 1.21 (SE 0.44), respectively. A nonsignificant upward trend was observed in Germany, the United States, and Spain (Figure 2).
RSVs significantly increased before press releases in France, Spain, Italy, and the United States, with variation coefficients of 18.95 (SE 5.77), 31.31 (SE 6.31), 14.57 (SE 6.33), and 11.24 (SE 4.93), respectively, with no significant changes in Germany and the United Kingdom (0.23 [SE 6.48]; \( P = .97 \) and –4.99 [SE 6.68]; \( P = .46 \), respectively). RSVs displayed a significant downward trend after press releases in France, Spain, and Italy (variation coefficients –1.82 [SE 0.45], –1.10 [SE 0.38], and –0.93 [SE 0.33], respectively). In the United States and the United Kingdom, RSVs displayed an upward trend after press releases, albeit in a nonsignificant manner (variation coefficients –0.09 [SE 0.42]; \( P = .83 \) and –0.72 [SE 0.53]; \( P = .18 \), respectively).

Adjusted \( R^2 \) values were 0.311, 0.351, 0.325, and 0.305 for France, Spain, Italy, and the United States, respectively, suggesting an average correlation; those for Germany and the United Kingdom were 0.017 and 0.147, respectively, suggesting a weak correlation (Tables 4 and 5).
Table 4. Coefficient values and adjusted R² values of the linear segmented regression model integrating dates of nationwide lockdown enforcement and of acral lesion–related press releases in France, Spain, and the United States.

<table>
<thead>
<tr>
<th>Trends</th>
<th>France</th>
<th>Spain</th>
<th>United States</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Variation coefficient (SE)</td>
<td>P value</td>
<td>Variation coefficient (SE)</td>
</tr>
<tr>
<td>Constant</td>
<td>23.89&lt;sup&gt;a&lt;/sup&gt; (2.65)</td>
<td>&lt;.001</td>
<td>37.77&lt;sup&gt;a&lt;/sup&gt; (3.21)</td>
</tr>
<tr>
<td>Secular trend</td>
<td>–0.05 (0.05)</td>
<td>.32</td>
<td>–0.07 (0.07)</td>
</tr>
<tr>
<td>Change in level after lockdown</td>
<td>–7.45 (5.61)</td>
<td>.19</td>
<td>–9.01 (5.87)</td>
</tr>
<tr>
<td>Change in trend after lockdown</td>
<td>1.06&lt;sup&gt;b&lt;/sup&gt; (0.42)</td>
<td>.01</td>
<td>0.51 (0.33)</td>
</tr>
<tr>
<td>Change in level after press releases</td>
<td>18.95&lt;sup&gt;b&lt;/sup&gt; (5.77)</td>
<td>&lt;.001</td>
<td>31.31&lt;sup&gt;a&lt;/sup&gt; (6.31)</td>
</tr>
<tr>
<td>Change in trends after press releases</td>
<td>–1.82&lt;sup&gt;a&lt;/sup&gt; (0.45)</td>
<td>&lt;.001</td>
<td>–1.10&lt;sup&gt;b&lt;/sup&gt; (0.38)</td>
</tr>
<tr>
<td>Adjusted R²</td>
<td>0.311</td>
<td>_&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.351</td>
</tr>
</tbody>
</table>

<sup>a</sup>P<.001<br>
<sup>b</sup>P<.05.<br>
<sup>c</sup>Not applicable.

Table 5. Coefficient values and adjusted R² values of the linear segmented regression model integrating dates of nationwide lockdown enforcement and of acral lesion–related press releases in the United Kingdom, Italy, and Germany.

<table>
<thead>
<tr>
<th>Trends</th>
<th>United Kingdom&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Italy</th>
<th>Germany</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Variation coefficient (SE)</td>
<td>P value</td>
<td>Variation coefficient (SE)</td>
</tr>
<tr>
<td>Constant</td>
<td>58.76&lt;sup&gt;b&lt;/sup&gt; (3.35)</td>
<td>&lt;.001</td>
<td>67.3&lt;sup&gt;b&lt;/sup&gt; (3.32)</td>
</tr>
<tr>
<td>Secular trend</td>
<td>–0.06 (0.07)</td>
<td>.39</td>
<td>–0.39&lt;sup&gt;b&lt;/sup&gt; (0.08)</td>
</tr>
<tr>
<td>Change in level after lockdown</td>
<td>–12.24 (6.27)</td>
<td>.05</td>
<td>–6.85 (5.81)</td>
</tr>
<tr>
<td>Change in trend after lockdown</td>
<td>1.21&lt;sup&gt;c&lt;/sup&gt; (0.44)</td>
<td>.01</td>
<td>1.04&lt;sup&gt;b&lt;/sup&gt; (0.28)</td>
</tr>
<tr>
<td>Change in level after press releases</td>
<td>–4.99 (6.68)</td>
<td>.46</td>
<td>14.57&lt;sup&gt;c&lt;/sup&gt; (6.33)</td>
</tr>
<tr>
<td>Change in trends after press releases</td>
<td>–0.72 (0.53)</td>
<td>.18</td>
<td>–0.93&lt;sup&gt;b&lt;/sup&gt; (0.33)</td>
</tr>
<tr>
<td>Adjusted R²</td>
<td>0.147</td>
<td>_&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.325</td>
</tr>
</tbody>
</table>

<sup>a</sup>A sensitivity analysis was performed considering April 6, 2020, as the date of press release. This modification did not improve the fit for 4 of 6 countries (France, Italy, the United States, and Spain). For Germany, the adjusted R² value increased from 0.017 to 0.018; United Kingdom, from 0.147 to 0.209. We obtained the following estimates for model variables: constant 59.12 (SE 3.05; P<.001), secular trend –0.07 (SE 0.063; P=.26), change in level after lockdown –20.5 (SE 6.78; P=.003), change in trend after lockdown 2.90 (SE 0.75; P<.001), change in level after press releases –15.4 (SE 6.63; P=.02), and change in trend after press releases –2.34 (SE 0.787; P=.003).

<sup>b</sup>P<.001<br>
<sup>c</sup>P<.05.<br>
<sup>d</sup>Not applicable.

Discussion

Principal Findings

Our study shows that GT searches for chilblain-like lesions are influenced by lockdown enforcement and media coverage. Chilblain-like lesion–related searches were the highest in France, Spain, Italy, and the United States, seemingly affected by press releases about an outbreak of acral lesions. While a downward trend was observed in European countries after the press release, regression analysis revealed an upward trend in the United States. However, visual and regression analyses suggest that the model does not fit the US data well, probably owing to the time parameters selected for the model because the dates of lockdown enforcement, press releases, and disease progression differed among states in the United States.
This could also reflect the variations in COVID-19 dynamics nationwide.

In France, the United Kingdom, and Italy, the lockdown policies significantly impacted GT dynamics. Lockdown enforcement did not have a significant impact in other countries. In Germany, neither the lockdown nor press releases influenced individual searches related to acral lesions. In all other countries, individual RSV searches increased before the press release. Simultaneously, the search ratio for acral lesions vs COVID-19 remained high, indicating a high interest in acral lesions rather than in COVID-19.

Studies reporting an increase in public interest in COVID-19 before the outbreak in several countries supported the potential role of GT as a surveillance tool [31]. However, for novel diseases such as COVID-19, media coverage or significant announcements by the World Health Organization may strongly influence generic searches. Studies have reported a correlation between new COVID-19 cases or deaths and queries related to COVID-19 symptoms (specific; fever, cough, or pneumonia; unspecific: anosmia or ageusia). However, media releases regarding new clinical signs also strongly influenced internet searches [32-34]. This calls into question the potential to successfully predict the pandemic by analyzing GT data. Regarding anosmia and ageusia, an increase in RSV searches related to acral lesions preceded public scientific communications [18,35,36]. Our results confirm the generation of public interest before press releases, with a peak corresponding to media coverage in several European countries; however, caution must be exercised when using GT as an epidemiological monitoring tool for new or unknown diseases.

Beyond epidemic monitoring, our results illustrate the use of GT in monitoring the reactions of the general population to health-related communications during a period with a high incidence of anxiety and disrupted health care provision. Spikes in interest generated by public announcements on potential new manifestations of the disease should be matched with appropriate health-related information [37]. Some studies have revealed a change in search patterns during COVID-19 for a broad range of health-related topics, including otorhinolaryngologic, lung, or dermatological diseases [33,38,39]. These queries should be matched with appropriate health-related communication to ensure that people can easily obtain the right information and take appropriate action. The increase in searches for a broad range of health-related topics might also suggest that curiosity and inquisitiveness played an essential role in these internet searches, which would undermine attempts to use GT to identify changes in disease dynamics. Moreover, physicians might have also carried out internet searches for chilblains.

We did not perform correlation analyses with the number of COVID-19–related deaths. Indeed, chilblain-like lesions are associated with mild or asymptomatic SARS-CoV-2 infection [40,41], thus undermining correlation analyses with the number of COVID-19–related deaths, and correlations with the number of detected COVID-19 cases are unreliable owing to the limited number of tests performed at the beginning of the pandemic in many countries. Therefore, caution must be exercised when performing correlation analyses between GT data on chilblain-like symptoms and COVID-19 progression.

Limitations
This study has some limitations of note. First, the results depend on the quality of the initial GT searches, especially keywords. Query RSVs vary greatly in accordance with the search terms. We attempted to pragmatically use search terms that could be used by medical practitioners (such as “chilblain”) and nonmedical individuals (such as “toes”). It was difficult to identify dermatological keywords for the study. We inquired about the potential terms the general population might have used to search for chilblain-like lesions (showing images of chilblains). Most of our participants with a nonmedical background would have searched “eczema” or “urticaria” on Google. In dermatology, it would be ideal to conduct the same study with individuals clicking on pictures resembling their cutaneous lesions [10].

We used direct language translations and did not include misspellings, accents, and special character variations. Thus, we may have missed certain nuances and additional queries. However, we believe that using only the correct spelling might underestimate the RSV, making our results even more robust. To evaluate the potential limitation due to keywords, we assessed the results of “related queries” (top and rising) for the same dates and regions and compared them with GT search terms. It appears that “coronavirus” or “covid” is often associated with “toe” or “frostbite.” However, we intentionally excluded COVID-19–related keywords in order to capture searches performed by individuals who did not consider a potential association between acral lesions and COVID-19.

Furthermore, our data set is limited to the pandemic’s first wave between January and May 2020. Studies using these initial data should be repeated when more data are available to determine whether the results remain applicable for subsequent waves of the pandemic.

In addition, our nationwide analyses did not consider the heterogeneity of the regional effects of the pandemic in these countries. This holds particularly true for Italy and the United States, which have been severely affected by the pandemic (eg, Lombardy and New York state, respectively). Thus, state-level analysis of pandemic hotspots might have yielded more reliable results. In some countries including Germany, the incidence of COVID-19 was relatively low. Another study limitation is our use of only one search engine; nonetheless, Google is the most frequently used internet search engine in these six countries [42].

Moreover, internet users are not necessarily representative of the general population, especially in high-income countries with an increasingly elderly population. However, chilblain-like lesions are observed in young patients, who are more prone to searching information on the internet.

Finally, the pathophysiological link between chilblain-like lesions and COVID-19 remains unclear [16,40,43] and is beyond the scope of this study.
Conclusions
This study suggests that during the first wave of COVID-19, public announcements and government policies served as driving factors for Google queries related to acral lesions. For emerging diseases, the use of GT to detect new symptoms and monitor disease progression is limited by high media coverage levels and government policies.
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Abstract

Background: Public health organizations have begun to use social media to increase awareness of health harm and positively improve health behavior. Little is known about effective strategies to disseminate health education messages digitally and ultimately achieve optimal audience engagement.

Objective: This study aims to assess the difference in audience engagement with identical antismoking health messages on three social media sites (Twitter, Facebook, and Instagram) and with a referring link to a tobacco prevention website cited in these messages. We hypothesized that health messages might not receive the same user engagement on these media, although these messages were identical and distributed at the same time.

Methods: We measured the effect of health promotion messages on the risk of smoking among users of three social media sites (Twitter, Facebook, and Instagram) and disseminated 1275 health messages between April 19 and July 12, 2017 (85 days). The identical messages were distributed at the same time and as organic (unpaid) and advertised (paid) messages, each including a link to an educational website with more information about the topic. Outcome measures included message engagement (ie, the click-through rate [CTR] of the social media messages) and educational website engagement (ie, the CTR on the educational website [wCTR]). To analyze the data and model relationships, we used mixed effects negative binomial regression, z-statistic, and the Hosmer-Lemeshow goodness-of-fit test.
Results: Comparisons between social media sites showed that CTRs for identical antitobacco health messages differed significantly across social media (P < .001 for all). Instagram showed the statistically significant highest overall mean message engagement (CTR=0.0037; 95% CI 0.0032-0.0042), followed by Facebook (CTR=0.0026; 95% CI 0.0022-0.0030) and Twitter (CTR=0.0015; 95% CI 0.0013-0.0017). Facebook showed the highest as well as the lowest CTR for any individual message. However, the message CTR is not indicative of user engagement with the educational website content. Pairwise comparisons of the social media sites differed with respect to the wCTR (P < .001 for all). Messages on Twitter showed the lowest CTR, but they resulted in the highest level of website engagement (wCTR=0.6308; 95% CI 0.5640-0.6975), followed by Facebook (wCTR=0.2213; 95% CI 0.1932-0.2495) and Instagram (wCTR=0.0334; 95% CI 0.0230-0.0438). We found a statistically significant higher CTR for organic (unpaid) messages (CTR=0.0074; 95% CI 0.0047-0.0100) compared with paid advertisements (CTR=0.0022; 95% CI 0.0017-0.0027; P < .001 and P < .001, respectively).

Conclusions: Our study provides evidence-based insights to guide the design of health promotion efforts on social media. Future studies should examine the platform-specific impact of psycholinguistic message variations on user engagement, include newer sites such as Snapchat and TikTok, and study the correlation between web-based behavior and real-world health behavior change. The need is urgent in light of increased health-related marketing and misinformation on social media.

(JMIR Public Health Surveill 2021;7(2):e24429) doi:10.2196/24429
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Introduction

With the emergence of social media, public health organizations face new opportunities and challenges. Social media include widely accessible web-based and mobile information tools that allow users to view, create, and share messages with others on the web [1]. Overall, 72% of American adults and 97% of teens aged 13-17 years teens say they use at least one social media site, many of them daily [2-4]. Public health groups can use social media to instantly reach more people than ever [5-8]. On the other hand, social media users are increasingly exposed to health-related misinformation, polarization, and targeted commercial marketing of potentially health-harming products and practices, and previous work suggests that the public is exposed to widespread antivaccination messages [9,10], e-cigarette endorsements [11-13], and medical misinformation about the COVID-19 pandemic [14]. Messages that promote tobacco, for example, outnumber antitobacco posts on social media, raising concerns about their effects on the users of these sites, especially members of vulnerable populations such as youth [12,15-17]. Public health groups will need to find innovative and cost-effective ways to increase their information output as one way to counterbalance the overabundance of marketing and misinformation.

Public health groups have started to use social media for health promotion to increase awareness of health harms and positively change behavioral intent [18-20]. Evidence-based health promotion and interventions on social media are an area of growing interest among public health groups. A growing number of systematic reviews have examined social media–based interventions for a variety of health topics, diseases, and behavioral risks [21-24]. As suggested by previous research and outlined by social media measurement standards, audience engagement is an important component of social media–based interventions. Engagement goes beyond mere exposure to a social media post and involves the interactions between an audience and an organization and includes activities that indicate acceptance and involvement with a message, such as liking or sharing a post or clicking a link [25-27]. In general, audience engagement with social media messages indicates their interest and involvement and offers possibilities for widespread message dissemination to peers within their networks [28].

Differences in structural layers of communication across social media platforms can play a crucial role in determining the extent of audience engagement with health messages [29]. Different social media platforms have different features that may facilitate audience engagement and, in particular, may facilitate the ability for campaigns to drive audiences to websites or link them with health education programs. For instance, Instagram users may engage with ephemeral content (eg, stories) or static content (eg, posts). Users may have different privileges regarding their ability to directly link audiences to web content outside of the Instagram platform. Twitter users may subscribe to and engage with content associated with specific hashtags posted by nonnetwork peers, which could facilitate a campaign’s ability to reach a wider audience and connect them to resources offered outside of the social media platform. Facebook users may engage with content posted on private or public community group pages, allowing an organization to connect with their audience. Thus, different social media platforms may have different capacity to engage audiences. However, to date, no prior work has systematically examined audience engagement with health promotion messages across social media platforms.

In a health promotion context, addressing the above-mentioned gap is crucial to inform future health promotion communication and intervention strategies [30,31]. Methodologically rigorous studies to investigate the effects of social media as part of health promotion and prevention campaigns are critically needed [24,32] to answer questions such as, Are some social media platforms more effective for public health campaigns than others in terms of getting users’ engagement? Is there a relationship between the number of clicks on health messages and user engagement with the referred to educational website content? Should health groups limit health promotion campaigns to paid
advertisements or is it worthwhile investing time in organic (unpaid) social media efforts that rely more heavily on developing and engaging a community of followers? Past social media research has either focused predominantly on general advertising research or on the assessment of health campaigns within the context of a single social media platform [32]. Few studies compared the performance of social media messages across different platforms [33].

This study assesses the difference in user engagement with identical health messages on three social media sites, including Twitter, Facebook, and Instagram. We defined the message effectiveness as digital user engagement, which was assessed via two primary outcome variables: (1) health message engagement: the click-through rate (CTR) of the social media messages and (2) educational website engagement: the CTR of the educational website the messages linked to (wCTR). CTNRs are important social media metrics because they indicate the extent to which the audience finds the message appealing or interesting [34] and because many campaigns make social media posts in hopes of driving the audience to educational websites.

We hypothesized that the distributed health messages might not get the same engagement on the different social media sites, although these messages are identical and distributed at the same time. More specifically, we aimed to evaluate (1) the effect of the social media platform on user engagement and (2) the impact of the type of message (paid or organic) on user engagement. We chose these three platforms (i.e., Twitter, Facebook, and Instagram) because they are among the most popular sites in the United States and are used daily by broad populations across the different age groups [2-4].

Our work contributes to developing a scientific approach for the selection of the appropriate social media platform for a health promotion or intervention and aligns with recent calls for more transparency of the processes and mechanisms that make digital health promotion feasible and effective [35]. If supported, this would provide important knowledge to improve the design of social media–based health education campaigns.

**Methods**

**Study Overview**

This study included the dissemination and analysis of a total of 1275 antismoking health messages posted across three social media platforms (Twitter, Facebook, and Instagram) between April 19 and July 12, 2017, as previously described [36]. The messages were focused on the risks of using combustible tobacco products. The study target population included English-speaking social media users on Facebook, Twitter, and Instagram.

For this experiment, we developed parameterized text message templates (n=102) and extracted images (n=315) from two government-sponsored health education campaigns [36]. Copy-protected images from these campaigns were replaced with similar images from a public photo repository, Stocksnap, and topic-related hashtags (n=4) from Twitter (e.g., #cigs, #cigarettes, #smoking, #tobaccofree). All messages were antismoking messages focused on the risk of using combustible tobacco products. However, the messages referred to three different themes: (1) health or appearance or addiction, (2) money, and (3) family, for example, health: do not let #cigs cut your life short. Smoking #cigarettes can claim more than 10 years of your life; money: Smoking half a pack per day costs about $1000/year. Smoking can do serious damage to your wallet; family: about 50% of 3- to 11-year-olds are exposed to secondhand smoke. Look out for the lil ones by keeping it #tobaccofree.

**Theoretical Background**

Our hypothesis draws on two theories: the Selective Exposure Self- and Affect-Management (SESAM) model, which posits that selective exposure to media content is driven by pre-existing self-concept, motivations, and affect [37], and the affordance theory (also called affordances framework) [38,39], which suggests that social media users’ engagement with health messages depends not only on their needs but also on the characteristics of the social media site. The user interface and features of social media sites influence whether users may or may not perceive or attend to the affordances of a social media site [40-42]. Studies on Facebook, for example, showed that posts requiring a simple user response such as polls might elicit the highest engagement, whereas the most common form of engagement is the use of the like feature [43]. This study sheds light on whether there is a relationship between the social media platform and the user engagement with the public health messages distributed on the platform.

**Procedures**

Each message was posted at the most once each month for 85 days. To increase the number of message variations, we used related linguistic message variations, for example, using we versus you versus they. As a result, some of the messages appear similar. The messages were randomized and posted once a month. Multimedia Appendix 1 [36] provides the entire list of parameterized message templates used in the experiment. The details of the technology-enhanced implementation of the experiment were previously published, and examples of messages with images for each platform can be found in the technical paper mentioned previously [36].

We used a web-based tool (Trial Promoter) [36] to randomize the order of the messages and disseminated them at the same time in identical form as organic (unpaid) messages and paid advertisements on each social media site. Organic messages are not paid for; they are usually seen by followers and those who are interested in the same topic. In contrast, advertisements are paid messages that can be targeted to broad and hard-to-reach groups of the population based on proprietary information on user demographics and interests owned by the social media site. Paid and organic messages were posted to separate project accounts on each social media site. For the paid messages, we used a set of targeting criteria, such as gender, location, language, and age (as shown in Multimedia Appendix 2).

The daily message volume per social media platform was 6 on Facebook (advertisements and organic), 6 on Twitter (advertisements only because Instagram does not support referral
URLs in organic, unpaid messages). On the basis of market research showing that messages sent at these times receive the most user engagement [44,45], we posted messages on Facebook at 9 AM, 1 PM, and 3 PM PST; on Twitter at noon, 3 PM, and 5 PM PST; and on Instagram at 8 AM, 9 AM, and 5 PM PST. The length of the pilot project (85 days) was determined by the available pilot project budget for social media advertisements.

On seeing the message, users could engage with the post by commenting, sharing, liking, and clicking on the link in the message, which directed them to an educational website operational during the campaign period. The website provided more information about the risks of tobacco products, which was based on government-sponsored health education campaigns.

### Data Collection and Confidentiality

Analytics were collected for each distributed message to determine the engagement among social media users with the message and on the referred educational webpage [36]. The information we analyzed for this study is aggregate and nonidentifiable, such as message clicks, message impressions, and website clicks. The data were stored in Trial Promoter [36], which was hosted by the cloud-based hosting provider, Heroku, a Salesforce application. Salesforce has passed security and privacy-related audits and certifications, including the EU-US Privacy Shield Framework and TRUSTe Certification [46]. Study approval was obtained from the institutional review board at the University of Southern California (protocol #HS-16-00660).

### Calculation of Message and Website CTRs

Message effectiveness was defined as digital user engagement, which was assessed via two primary outcome variables: (1) health message engagement: the CTR of the social media messages and (2) educational website engagement: the CTR of the educational website the messages linked to (wCTR). The CTR was defined as the total number of clicks on the message link divided by the total number of impressions for a specific message. Impressions describe the number of times a message was served to potential viewers, as reported by the social media platform. The wCTR was defined as the proportion of those who, after clicking the message link, visited the educational website the messages linked to (wCTR). The CTR was calculated using Stata 15.0 (StataCorp).

### Messages With the Highest Mean Audience Engagement Per Platform

Message ranking is based on mean CTR and wCTR, calculated by the message within each social media platform. The 5 highest ranking messages are reported descriptively for each platform because of the sparseness of the data.

### Differences in Audience Engagement With Organic Messages and Paid Advertisements

We also examined the effect of organic, unpaid messages versus paid advertisements on the CTR, independent of the social media platform. The data were too sparse to examine the independent effects on wCTR, so we present unadjusted values. As described previously, we used multilevel mixed effects negative binomial regression to model the relationship between the CTR and wCTR and the type of message (organic message vs paid advertisement). In the CTR model only, we included the covariate social media type. Predictive margins were calculated, and differences were tested between groups as described earlier.

### Statistical Power

Statistical power was calculated to evaluate the message effectiveness via evaluation of the CTR across the selected social media platforms (Twitter, Facebook, and Instagram). We calculated the sample size using a mixed effects negative binomial model. Data from a web-based smoking cessation study through Facebook (FB) suggested a CTRFB of 0.18% [47]. A publication reporting data from an academic health care Twitter (T) account noted a CTR of 2.01% [48]. Owing to the wide range of reported CTRs and the paucity of the available
data, we considered it prudent to use a slightly more conservative estimate for CTR\(^1\) of 1.50%. There is currently no reported literature providing data from which to calculate the CTR\(^{Instagram}\) for Instagram. On the basis of the estimates provided, as well as assuming 80% power, an \(\alpha\) level of .05, an exposure time of 1.0, and a negative binomial dispersion of 1.0, we obtained an estimate of 1176 messages required. One of the goals of this study is to estimate the effect size for future, well-powered studies. Power was calculated using PASS software, version 14 (NCSS, LLC).

Exclusion of Data

Paid messages required approval on all three platforms. The number of days we ran each advertisement was limited to 3 days. However, some paid messages received zero impressions because of the delay in approval of up to 3 days. We excluded these missing values generated for the CTR (n=148) and wCTR (n=524) because of impressions or sessions (the denominator) equaling 0, making it impossible to calculate CTR or wCTR, respectively. To evaluate the influence of the message theme, we further excluded observations (CTR: n=29; wCTR: n=21), where the message theme (ie, health, appearance, money, or family) was unclear. Finally, we excluded observations for the CTR, where the number of impressions was completely missing (n=6). The remaining number of messages for analysis was 1062 for the CTR and 700 for the wCTR.

**Results**

**CTR by Social Media Platform**

This health communication experiment included a total of 1275 antismoking health messages that were distributed across three social media sites: Twitter, Facebook, and Instagram. All comparisons between the types of social media used in this experiment showed CTRs that differed significantly from one social media platform to the other (\(P<.001\) for all; Table 1). More specifically, the CTR for Instagram was the highest, followed by Facebook and Twitter (Multimedia Appendix 3).

![Table 1. Comparisons of CTRs for the analysis of 1275 antismoking health messages that were posted across three social media platforms (Twitter, Facebook, and Instagram) between April 19 and July 12, 2017.](http://publichealth.jmir.org/2021/2/e24429/)  

<table>
<thead>
<tr>
<th>Social media type</th>
<th>Total clicks</th>
<th>Total impressions</th>
<th>CTR(^a) (95% CI)</th>
<th>(P) values(^b) for the comparisons of the CTRs among the three social media types</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Facebook</td>
</tr>
<tr>
<td>Facebook</td>
<td>510</td>
<td>504</td>
<td>0.0026 (0.0022-0.0030)</td>
<td>N/A(^c)</td>
</tr>
<tr>
<td>Instagram</td>
<td>255</td>
<td>251</td>
<td>0.0037 (0.0032-0.0042)</td>
<td>N/A</td>
</tr>
<tr>
<td>Twitter</td>
<td>510</td>
<td>484</td>
<td>0.0015 (0.0013-0.0017)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\)CTR: click-through rate.  
\(^b\)\(P\) values were obtained using multilevel mixed effects negative binomial regression.  
\(^c\)N/A: not applicable.

**Website CTR by Social Media Type**

Pairwise comparisons of the social media types differed with respect to the wCTR (\(P<.001\) for all; Table 2). The wCTR for Twitter was the highest, followed by Facebook and Instagram (Multimedia Appendix 3).

![Table 2. Comparison of website CTR by social media type for analysis of 1275 antismoking health messages that were posted across three social media platforms (Twitter, Facebook, and Instagram) between April 19 and July 12, 2017.](http://publichealth.jmir.org/2021/2/e24429/)  

<table>
<thead>
<tr>
<th>Social media type</th>
<th>CTR(^a) (95% CI)</th>
<th>(P) values(^b) for the comparisons of the CTRs among the three social media types</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Facebook</td>
</tr>
<tr>
<td>Facebook</td>
<td>0.2213 (0.1932-0.2495)</td>
<td>N/A(^c)</td>
</tr>
<tr>
<td>Instagram</td>
<td>0.0334 (0.0230-0.0438)</td>
<td>N/A</td>
</tr>
<tr>
<td>Twitter</td>
<td>0.6308 (0.5640-0.6975)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\)CTR: click-through rate.  
\(^b\)\(P\) values were obtained using multilevel mixed effects negative binomial regression.  
\(^c\)N/A: not applicable.

**Independent Effects of Paid Advertisements Versus Organic Messages**

After adjusting for social media type, we found that the type of post, organic (unpaid) or paid, was statistically significantly associated with the CTR (Table 3). Specifically, organic messages had a higher CTR than paid advertisements. In addition, the adjusted CTRs for social media types were also significantly different from one another (\(P<.001\) for all), with Instagram having the highest CTR, followed by Facebook and Twitter.

We also found that the type of post, organic (unpaid), or paid, was statistically significantly associated with wCTR (Multimedia Appendix 4). However, in contrast to the message
engagement (CTR). Organic messages had a lower wCTR compared with paid advertisements ($P < .001$). We were not able to adjust the wCTRs for social media types because the data became sparse in some categories, and the statistical model would not converge.

### Table 3. Effects of message type on click-through rate adjusted for social media type for the analysis of 1275 antismoking health messages that were posted across three social media platforms (Twitter, Facebook, and Instagram) between April 19 and July 12, 2017.

<table>
<thead>
<tr>
<th>Variable</th>
<th>n (%)</th>
<th>Click-through rate$^a$ (95% CI; n=1062)</th>
<th>Comparison</th>
<th>$P$ value$^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Advertisement type</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Organic</td>
<td>346 (27.1)</td>
<td>0.0074 (0.0047-0.0100)</td>
<td>Organic versus paid</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Paid</td>
<td>716 (56.2)</td>
<td>0.0022 (0.0017-0.0027)</td>
<td>Organic versus paid</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Social media type</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Facebook</td>
<td>346 (27.1)</td>
<td>0.0043 (0.0030-0.0057)</td>
<td>Instagram versus Facebook</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Instagram</td>
<td>245 (19.2)</td>
<td>0.0064 (0.0045-0.0084)</td>
<td>Instagram versus Twitter</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Twitter</td>
<td>471 (36.9)</td>
<td>0.0022 (0.0016-0.0028)</td>
<td>Twitter versus Facebook</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

$^a$All estimates are mutually adjusted.

$^b$ $P$ values were obtained using multilevel mixed effects negative binomial regression, followed by the calculation of marginal means.

### Effects of Message and Image Themes on CTR and wCTR

All messages were antismoking messages. However, they referred to three different themes: (1) health or health and community or health and family, (2) money, and (3) addiction. We did not find an effect of the message theme (love of family [LOF] vs no LOF) on the CTR or wCTR (CTRLOF=0.0024, 95% CI 0.0019-0.0029 versus CTRnoLOF=0.0027, 95% CI 0.0023-0.0030; $P=.33$) or wCTR (wCTRLOF=0.1451, 95% CI 0.1039-0.1863 vs wCTRnoLOF=0.1746, 95% CI 0.1549-0.1942; $P=.20$). We further investigated whether an interaction existed between social media type and image theme for both CTR and wCTR but found no statistically significant interaction with either CTR ($P=.48$) or wCTR ($P=.21$).

### Messages With Highest CTR

Of the 1275 distributed messages, the message with the highest CTR was “Smoking can destroy the tiny hairs that help keep the lungs clear, giving a person a smoker’s cough” on Facebook. However, Facebook also had some of the lowest CTRs, resulting in a lower mean overall CTR (Table 4). Only the health message “Polonium-210 is a chemical in #cigarette smoke. It’s also found in nuclear reactors” was found to have a high mean CTR on more than one platform.
Table 4. Top 5 messages by social media platform that showed the highest click-through rates for analysis of 1275 antismoking health messages that were posted across three social media platforms (Twitter, Facebook, and Instagram) between April 19 and July 12, 2017.

<table>
<thead>
<tr>
<th>Platform and health message</th>
<th>Theme</th>
<th>Mean click-through rate</th>
<th>Number of clicks</th>
<th>Number of impressions(a)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Facebook</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smoking can destroy the tiny hairs that help keep the lungs clear, giving a person a smoker’s cough.</td>
<td>Health</td>
<td>0.201</td>
<td>2</td>
<td>1919</td>
</tr>
<tr>
<td>How does #smoking take a decade of life away? Smokers die about 12% earlier than nonsmokers.</td>
<td>Health</td>
<td>0.007</td>
<td>10</td>
<td>1595</td>
</tr>
<tr>
<td>Nicotine can change the way a person’s brain works, causing them to crave more and more nicotine.</td>
<td>Addiction</td>
<td>0.006</td>
<td>8</td>
<td>1599</td>
</tr>
<tr>
<td>Smoking half a pack per day costs about $1000/year. Smoking can do serious damage to your wallet.</td>
<td>Money</td>
<td>0.006</td>
<td>12</td>
<td>1942</td>
</tr>
<tr>
<td>Tobacco use causes 1300 US deaths daily—more than AIDS, alcohol, car accidents, homicides &amp; illegal drugs combined.</td>
<td>Health</td>
<td>0.006</td>
<td>5</td>
<td>934</td>
</tr>
<tr>
<td><strong>Instagram</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Don’t let #cigs cut your life short. Smoking #cigarettes can claim more than 10 years of your life.</td>
<td>Health</td>
<td>0.023</td>
<td>15</td>
<td>622</td>
</tr>
<tr>
<td>About 20% of all US deaths are caused by a #smoking-related disease. Forget death, chase life.</td>
<td>Health</td>
<td>0.020</td>
<td>14</td>
<td>707</td>
</tr>
<tr>
<td>Smoking can cause cancer almost anywhere in the body. 160,000+ US cancer deaths every year are linked to #smoking.</td>
<td>Health</td>
<td>0.014</td>
<td>19</td>
<td>3573</td>
</tr>
<tr>
<td>Smoking #cigarettes can claim more than 10 years of your life. Don’t let #cigs cut your life short.</td>
<td>Health</td>
<td>0.014</td>
<td>19</td>
<td>2869</td>
</tr>
<tr>
<td>Polonium-210 is a chemical in #cigarette smoke. It’s also found in nuclear reactors.</td>
<td>Health</td>
<td>0.013</td>
<td>12</td>
<td>1292</td>
</tr>
<tr>
<td><strong>Twitter</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>480,000 US deaths are caused by a #smoking-related disease every year. Forget death, chase life.</td>
<td>Health</td>
<td>0.035</td>
<td>10</td>
<td>5121</td>
</tr>
<tr>
<td>Polonium-210 is a chemical in #cigarette smoke. It’s also found in nuclear reactors.</td>
<td>Health</td>
<td>0.032</td>
<td>9</td>
<td>851</td>
</tr>
<tr>
<td>About 40% of nonsmokers in this country are exposed to toxic second-hand smoke.</td>
<td>Health</td>
<td>0.014</td>
<td>12</td>
<td>7434</td>
</tr>
<tr>
<td>Over 100 million nonsmokers in this country are exposed to toxic second-hand smoke.</td>
<td>Health</td>
<td>0.014</td>
<td>6</td>
<td>4658</td>
</tr>
<tr>
<td>Over 160,000 cancer deaths in the US every year are linked to #smoking.</td>
<td>Health</td>
<td>0.014</td>
<td>9</td>
<td>10000</td>
</tr>
</tbody>
</table>

\(a\)Impressions: number of times a post or advertisement is displayed, whether or not the post is clicked.

Overall, Twitter had the highest wCTRs, followed by Facebook (Table 5). A variety of themes were represented in the messages that received website clicks and were thus examined by the wCTR, although the predominant themes remained to be health-related, including appearance and addiction (12/15, 80%) as opposed to money or family. One health message had a high mean wCTR on both Twitter and Facebook, “Smokers die about 10 years younger than nonsmokers. When someone dies from #tobacco use, we lose them too soon,” suggesting potential resonance with a cross-platform population.
Table 5. Top 5 messages by social media type that showed the highest website click-through rate for the analysis of 1275 antismoking health messages that were posted across three social media platforms (Twitter, Facebook, and Instagram) between April 19 and July 12, 2017.

<table>
<thead>
<tr>
<th>Platform and health message</th>
<th>Theme</th>
<th>Mean website click-through rate</th>
<th>Number of clicks</th>
<th>Number of sessions&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Facebook</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smoking can shorten your life by 10 years. If you smoke, you may be cutting your time with the fam short</td>
<td>Health and family</td>
<td>0.750</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>Smokers die about 10 years younger than nonsmokers. When someone dies from #tobacco use, we lose them too soon</td>
<td>Health and community</td>
<td>0.578</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>On average, every cig reduces your life by 11 minutes. Even occasional #smoking can hurt you</td>
<td>Health</td>
<td>0.515</td>
<td>15</td>
<td>17</td>
</tr>
<tr>
<td>#Smoking can damage our wallets. Smoking half a pack per day costs $1000 per year on average</td>
<td>Money</td>
<td>0.512</td>
<td>10</td>
<td>15</td>
</tr>
<tr>
<td>Polonium-210 is a chemical in nuclear reactors. It’s also found in #cigarette smoke</td>
<td>Health</td>
<td>0.500</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Instagram</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>How does #smoking take a decade of life away? Smokers die about 12% earlier than nonsmokers</td>
<td>Health</td>
<td>0.500</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>In the US, 480,000 deaths are caused by a #smoking-related disease every year</td>
<td>Health</td>
<td>0.383</td>
<td>9</td>
<td>13</td>
</tr>
<tr>
<td>Nicotine can change the way your brain works, causing you to crave more and more nicotine</td>
<td>Addiction</td>
<td>0.357</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td>Over 100 million nonsmokers in this country are exposed to toxic secondhand smoke</td>
<td>Health</td>
<td>0.333</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>#Smoking can weaken the immune system, leaving a person more vulnerable to bronchitis &amp; pneumonia</td>
<td>Health</td>
<td>0.200</td>
<td>8</td>
<td>17</td>
</tr>
<tr>
<td>Twitter</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>There is no safe level of exposure to secondhand smoke. Even a short time can harm people’s health</td>
<td>Health</td>
<td>1.0</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>There is no safe level of exposure to secondhand smoke. Even a short time can harm our health</td>
<td>Health</td>
<td>1.0</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>Teens underestimate how addictive #cigarettes are. 3 out of 4 teen smokers become adult smokers</td>
<td>Addiction</td>
<td>1.0</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>#Smoking can cause cancer almost anywhere in the body. 160,000+ US cancer deaths every year are linked to #smoking</td>
<td>Health</td>
<td>1.0</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>Smokers die about 10 years younger than nonsmokers. When someone dies from #tobacco use, we lose them too soon</td>
<td>Health and community</td>
<td>1.0</td>
<td>4</td>
<td>2</td>
</tr>
</tbody>
</table>

<sup>a</sup>Sessions: a session is defined as a group of interactions that a user takes within a time frame of 30 minutes on a website.

**Discussion**

**Principal Findings**

This study tested 1275 antitobacco public health messages, targeting English-speaking users in the United States on three popular social media platforms (Twitter, Facebook, and Instagram). The results demonstrate that the same public health message received different levels of engagement from social media users, depending on the platform. Instagram, a platform that focuses on helping users to share photos and video content, showed the statistically significant highest overall mean CTR compared with Facebook and Twitter. However, for any individual message, Facebook resulted in the highest and lowest CTRs, indicating that Facebook might generate the highest level of user engagement for an individual message while also posing the highest risk of underperforming messages.

We also assessed whether users visited the educational website and engaged with its content (ie, scrolling down to peruse the content on the landing page). The findings show that engagement with a health message on social media (ie, measured as CTR in this study) does not indicate user engagement on the website. Health messages on Twitter showed low CTRs, but they resulted in the highest level of website engagement (wCTR), followed by Facebook and Instagram. Therefore, it is recommended that both metrics (CTR and wCTR) should be taken into account when designing health promotion strategies.

The difference in user engagement, which we found for paid, advertised versus organic messages, was surprising. Paid advertisements on social media allow the targeting of special
group characteristics, such as age, gender, language, interests, and location. At the same time, organic messages rely more heavily on developing and engaging a community of followers. Our data suggest that unpaid, organic messages deserve equal engagement when designing health interventions. In this study, organic messages showed significantly higher CTRs than paid advertisements, suggesting the importance of combining organic and advertising messages in health promotion campaigns. Users might distrust advertisements as messages that are designed to manipulate them into buying something. However, we believe this is less likely, as the opposite seems to be the trend. Marketers and publishers are increasingly using forms of native advertising, that is, content that bears a similarity to the news, feature articles, product reviews, entertainment, and other materials that surround it on the web. In 2015, before this study was conducted, the Federal Trade Commission Act prohibited deceptive or unfair practices. It issued an Enforcement Policy Statement on Deceptively Formatted Advertisements that explains how the agency applies established truth-in-advertising standards in this context [49]. At the same time, the increased emphasis on advertising transparency on social media platforms was initiated after this study was conducted. Twitter, for example, updated its Political Content Policy on November 22, 2019 [50]. Future research needs to examine the extent to which this affects the advertising of public health messages.

Application of Theory

We kept the message content, including the image and distribution modus (ie, date of a message, time of day distributed) consistent across the three social media sites. Hence, we discuss the results under the assumption that users’ probability of being exposed to the health messages did not differ across social media sites. This allows us to discuss our findings in light of potential platform-specific factors that may have contributed to the difference in user engagement with the messages: first, user factors that may affect their selected exposure to content, and second, technical site features.

The SESAM model posits that user motivations for selectively exposing themselves to media content vary situationally [37]. This is supported by research showing that users’ motivation to use a specific social media site may vary, which may, in turn, be associated with different levels of engagement with health promotion messages. The Pew Research Center, for example, reported that Twitter is one of the social media sites with the most news-focused users [51]. According to the Pew Research Centre, “around seven-in-ten American adult Twitter users (71%) get news on the site” [51]. Thus, Twitter users may be more focused on their use of the platform and click more exclusively on content that serves this particular motivation. This could explain why, despite a lower CTR, the Twitter messages in this study resulted in the highest website engagement level. However, Facebook is a site where more than half of the users are exposed to news-related content (67%) [52]. These findings indicate that news-like posts may perform better on these platforms. Future research could test the hypothesis of whether health messages that apply characteristics of news are more effective in generating message engagement on these platforms.

On the other hand, Instagram has less of a news focus among its user base [52]. Users’ primary motives for using the site have been described, for example, surveillance and knowledge about others, documentation, coolness, creativity, and escapism [53,54]. Thus, users may have clicked on the content we posted for these motivations (ie, curiosity or to find out what the content was about), but not been motivated to click further through to the website because the initial motivation (surveillance) was satisfied by the initial click. The different kinds of user intent could explain the higher CTR but lower engagement with informative content. Our data suggest that the nature of intent may play a role in engaging with subsequent educational content promoted. Health promotion messages on Instagram could be less focused on referring users to a website. Instead, they deliver instant access to the information on Instagram itself. If future research demonstrates the effectiveness of this approach, organizations could consider using Instagram posts that immediately convey the relevant information to users, rather than using posts that require users to connect through to a website to obtain the relevant information. In addition, organizations could consider posting Instagram content that is visually compelling. All three social media sites allow users to include visual media (ie, images, videos) in their posts, but Instagram stands out as a platform that emphasizes visual content over text [55]. The emphasis on visual content on Instagram might have affected the users’ propensity to engage with the health messages. Research has shown that digital forms of media monopolize individuals’ engagement and attention spans, using visual strategies that demand our interactions [56].

Second, specific platform features might have contributed to the difference in user message engagement and behavior. Bucher and Helmond [39] introduced the concept of affordance of social media platforms to understand and analyze social media interfaces and the relations between technology and its users. They suggested that social media users may or may not perceive or attend to the affordance of a social media site according to their needs but also to the affordances (ie, technical features) of the social media site—in this case, engage with the message and click on its link. However, the technical features of the three social media sites used in this study are similar, allowing users to interact with content through likes, shares (retweets), and comments (replies) to a message. The success of applications such as Facebook relies on the simplicity and immersive design of their interface. Internet platforms are designed to capture viewers’ engagement [56]. We argue that this applies to the three platforms used here. Nonetheless, there may still be nuances in site design that facilitate clicks, for example, Instagram’s focus on visual imagery [57] may contribute to a higher CTR.

Study Limitations

This pilot study has multiple limitations. Owing to the limited advertisement budget, we had to limit the study to 85 days, which limited the amount of data we could gather and analyze. The analysis is further limited to the digital data that we could access, not including potential behavior change and other real-world implications. The data itself are in aggregate, which do not allow the analysis of demographic or behavioral factors that might have influenced the outcomes assessed here. To
increase the number of message variations, we used linguistic variations, for example, using we versus you versus they. However, for some variables, data were too sparse to adjust for all covariates of interest. The study was also underpowered to detect significant interactions of interest.

Furthermore, the generalizability of this study is limited. The messages we tested were antitobacco messages with nuanced messaging focused on either the health effect of smoking, the cost of tobacco products, or the negative impact on family members such as siblings. Health education campaigns targeting other health behaviors might show different results.

Finally, in this study, it is difficult to discern the effect of the message text from the message image’s impact on the CTR and wCTR. Although our data do not suggest that the image theme influenced the CTR or wCTR, other research has demonstrated imagery as a strong predictor of user engagement [58]. Rus and Cameron [58] showed that messages with images had higher rates of liking and sharing relative to messages without images on Facebook. The formats and demographics of social media sites are constantly changing and have evolved since the study was conducted.

Conclusions
Our study provides evidence-based insights to guide the design of health promotion efforts on social media. Using the full potential of social media for health promotion efforts will require a deeper understanding of the factors that drive user message engagement across different social media to ultimately support informed health decisions and positive behavior change.

Future studies should examine the platform-specific impact of psycholinguistic message variations on user engagement and include newer sites such as Snapchat and TikTok. We suggest a focus on more rigorous studies and a move toward evidence-based science communication [59] and study the correlation between web-based behavior and real-world health behavior change. The need is urgent in light of increased health-related marketing and misinformation on social media, as evidenced most recently through the COVID-19 infodemic [60], a global epidemic of misinformation spreading rapidly through social media and other outlets that poses a serious problem for public health.
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Abstract

Background: With the fourth highest HIV burden globally, Nigeria is characterized as having a mixed HIV epidemic with high HIV prevalence among key populations, including female sex workers, men who have sex with men, and people who inject drugs. Reliable and accurate mapping of key population hotspots is necessary for strategic placement of services and allocation of limited resources for targeted interventions.

Objective: We aimed to map and develop a profile for the hotspots of female sex workers, men who have sex with men, and people who inject drugs in 7 states of Nigeria to inform HIV prevention and service programs and in preparation for a multiple-source capture-recapture population size estimation effort.

Methods: In August 2018, 261 trained data collectors from 36 key population–led community-based organizations mapped, validated, and profiled hotspots identified during the formative assessment in 7 priority states in Nigeria designated by the United States President’s Emergency Plan for AIDS Relief. Hotspots were defined as physical venues wherein key population members frequent to socialize, seek clients, or engage in key population–defining behaviors. Hotspots were visited by data collectors, and each hotspot’s name, local government area, address, type, geographic coordinates, peak times of activity, and estimated number of key population members was recorded. The number of key population hotspots per local government area was tabulated from the final list of hotspots.

Results: A total of 13,899 key population hotspots were identified and mapped in the 7 states, that is, 1297 in Akwa Ibom, 1714 in Benue, 2666 in Cross River, 2974 in Lagos, 1550 in Nasarawa, 2494 in Rivers, and 1204 in Federal Capital Territory. The most common hotspots were those frequented by female sex workers (9593/13,899, 69.0%), followed by people who inject drugs (2729/13,899, 19.6%) and men who have sex with men (1577/13,899, 11.3%). Although hotspots were identified in all local government areas visited, more hotspots were found in metropolitan local government areas and state capitals.

Conclusions: The number of key population hotspots identified in this study is more than that previously reported in similar studies in Nigeria. Close collaboration with key population–led community-based organizations facilitated identification of many new and previously undocumented key population hotspots in the 7 states. The smaller number of hotspots of men who have sex with men than that of female sex workers and that of people who inject drugs may reflect the social pressure and stigma faced...
Introduction

Key populations include female sex workers, men who have sex with men, and people who inject drugs, and are particularly vulnerable to HIV. The high incidence and prevalence of HIV in key populations are well documented in the literature [1-7]. Together, key population members and their sexual partners account for 54% of the new HIV infections worldwide, with the risk of HIV acquisition being up to 22-fold higher for female sex workers, men who have sex with men, and people who inject drugs than the risk of HIV acquisition by the general population [8]. Stigma and discrimination, fear of legal prosecution, misinformation, travel time, and transportation costs are some of the barriers to HIV testing and treatment among the general population and key population members alike [9-14].

Nigeria is characterized as having a mixed HIV epidemic with high HIV prevalence among key population members and low prevalence in the general population [15,16]. Recently published results from the Nigeria HIV/AIDS Indicator and Impact Survey revealed an HIV prevalence of 1.4% among men and women in the age range of 15-49 years, which is considerably lower than previous estimates [16,17]. In contrast, the 2014 data from the most recent biobehavioral survey among key populations demonstrated HIV prevalence of 14.4% among female sex workers, 22.9% among men who have sex with men, and 3.4% among people who inject drugs [15]. Key populations and their sexual partners are estimated to account for 32% of the new HIV infections in Nigeria [18]. Thus, targeted interventions designed to serve and reach these individuals become a necessary strategy to control the HIV epidemic. In the National HIV and AIDS Strategic Framework 2017-2021, the Government of the Federal Republic of Nigeria outlined the need for interventions to increase testing and treatment for key populations in order to fast-track the national response toward ending AIDS in Nigeria by 2030 [18,19]. Reliable and accurate information on where key population members socialize is needed for the strategic placement of services and allocation of limited resources for targeted interventions.

It is recommended that key population mapping and population size estimation be conducted every 2-3 years to produce reliable and up-to-date data for HIV program planning [20]. There have been several efforts to map key population hotspots in Nigeria in 2009, 2013, and 2015 [21-23]. Several of these studies had shortcomings, including failure to report the number of hotspots of men who have sex with men identified and limitations in scope, reporting only on male sex workers and only in major cities. The objective of this study was to map the key population hotspots in 7 United States President’s Emergency Plan for AIDS Relief (PEPFAR) priority states in Nigeria. These states were chosen in consultation with the Government of the Federal Republic of Nigeria and others due to the evidence of high HIV burden and unmet needs for HIV/AIDS treatment services at the time this study was conducted [24]. This study is the first of a two-part key population mapping and size estimation effort. The scope of this paper is to report on the mapping exercise only. The multiple-source capture-recapture (MS-CRC) population size estimation exercise is a separate report. The final list of the key population hotspots generated from this exercise served as a sampling frame for MS-CRC.

Methods

Study Sites

This study was conducted in 7 PEPFAR priority states of Akwa Ibom, Benue, Cross River, Lagos, Nasarawa, Rivers, and Federal Capital Territory and as part of a larger key population hotspot mapping and size estimation exercise that included a formative assessment and MS-CRC for population size estimation. This exercise was conducted in all 134 local government areas in the 7 states.

Study Procedures

For planning and logistical purposes, each state was divided into 3 smaller geographical areas, referred to as zones. Prior to the start of the field activities, a list of known hotspots of female sex workers, men who have sex with men, and people who inject drugs was compiled from stakeholders, including Nigeria National Agency for Control of AIDS (NACA) and implementing partners who provide services to key population members or were involved in previous key population hotspot mapping exercises (Society for Family Health, 2015) [23]. This list was stratified by study states and zones and reviewed during state-specific and zone-specific focus group discussions and key informant interviews as part of the formative assessment. During the formative assessment, additional key population hotspots were added to the list and those reported to be inactive were marked but not deleted.

In August 2018, 261 trained data collectors in the 7 states mapped, validated, and profiled the hotspots collated at the end of the formative assessment. During mapping, data collectors used tablets to electronically record the hotspot name, local government area, address, type, and geographic coordinates. In addition, data collectors identified 1 key informant in the area to solicit peak times of key population activity, presence of key population behaviors of interest, and an estimate of the minimum and maximum number of key population members found in the hotspot at the time of their visit. Key informants were bartenders, bouncers/security staff, madams/brothel owners, bunk owners/drug peddlers, or taxi drivers, and they displayed familiarity with key population activities in the hotspot. In
addition to validating known hotspots, data collectors identified new hotspots that had emerged since the previous mapping exercise in 2015.

For this study, hotspots were defined as physical locations in which key population members frequent to socialize, seek clients, or engage in key population–defining behaviors. The following definitions of hotspot types were used in this study. Those located in an outdoor area accessible to the public were categorized as street/public place. These included streets, under bridges, organized motor parks, unnamed drinking places, and bus stops. Hostel/campus was defined as an area near student living apartments/hostels of a secondary, polytechnic, or university level academic institution meant for student relaxation, academic meetings, or social gatherings. Hotspots not captured in the categories as described in the protocol were classified as “Other.”

A desk review was conducted after data collection in the field to verify the information submitted and to remove duplicates. Hotspots were reviewed by data analysts, and potential duplicates were flagged based on similarity in name, address, geographic coordinates, and other relevant information. State supervisors then met with data collectors and representatives of the key population community to review the list of hotspots and to remove duplicate entries. We utilized this opportunity to further improve on information collected during the hotspot mapping exercise. Corrections on location information such as local government area, address, name of hotspot, and documented geocoordinates were made following suggestions from data collectors during MS-CRC. Information on additional duplicates was also solicited for documentation and flagged but not removed. No additional hotspots were added or removed from the initial list of hotspots at the start of MS-CRC.

**Technical Team in This Study**

A national technical team was formed to support and inform study design, implementation, monitoring, and dissemination. The national technical team, chaired by NACA, was composed of members from the Nigeria Federal Ministry of Health, the University of Maryland Baltimore, the US Centers for Disease Control and Prevention (CDC) in Nigeria, the National Key Affected Population Network, Centre for the Right to Health, Heartland Alliance International Nigeria, and Population Council. In addition to the national technical team, a state technical team was formed in each of the 7 study states to guide implementation, ensure security, provide close monitoring, and increase buy-in at the state level. Similar to the national technical team, the state technical teams were composed of representatives from the government, key population community, implementing partners who provide services to key population, and University of Maryland Baltimore, in addition to representatives from the Police Action Committee on HIV/AIDS or National Drug Law Enforcement Agency, to help ensure the safety of the data collectors.

**Local Partnerships and Recruitment of Data Collectors**

In each state, we engaged a minimum of 3 key population–affiliated community-based organizations, one for each key population group, to help implement and inform study planning and logistics. Most data collectors for the exercise were key population members and were recruited through local partner key population community-based organizations. The few data collectors who did not identify as key population members had experience working with key population members and were trusted within the local key population community. While recruiting data collectors for this exercise, the study team considered the data collector’s level of influence within the key population community in facilitating hotspot access for the study team, familiarity with key population networks and hotspots, experience in previous surveys, service delivery, or research activities, and considered diversity in age, base of operation (eg, brothel–based or street-based female sex workers), geographical area of familiarity, and other relevant experience. Data collectors were essential in facilitating access to hotspots, and diversity proved to be especially valuable in facilitating access to hotspots frequented by minority key population groups, for example, older female sex workers. Following advice from local partners to prioritize safety and acceptance of the mappers, data collection teams were assigned to map hotspot types that aligned with the key population identity of the team members. For example, hotspots frequented by people who inject drugs were assigned to teams composed of data collectors collecting data on people who inject drugs. A total of 36 key population community-based organizations and 261 data collectors were formally engaged in the 7 states. Most data collectors were retained for the population size estimation component of the study following this hotspot mapping exercise.

**Data Management and Quality Assurance**

Hotspot information was collected using REDCap (Research Electronic Data Capture) data collection and management software [25,26]. Skip logic and data validation rules were built-in throughout the data collection tool to prevent entry of implausible data. All data collectors were trained in data entry using REDCap, study objectives, standard operating procedures, and the importance of discretion and confidentiality. Data monitoring officials and state supervisors observed the uploaded information to check for missing data fields and inconsistent or implausible values. In addition, members of the national technical team and state technical teams conducted field visits to ensure that data collectors were capturing project data according to study procedures.

**Data Analysis and Map Development**

The number of key population hotspots per local government area was tabulated from the final list of hotspots, and the number of hotspots per 100,000 population was calculated using 2016 population projections by local government area [27]. The latter was done to allow for comparison of the number of hotspots across local government areas independent of the population size of the local government area. The number of key population hotspots per 100,000 population by local government area was mapped using ArcMap 10.5.1 (Esri). For clarity without crowding the maps, quintiles were used to display differences in the number of hotspots per 100,000 population across the local government areas in the 7 states. State-level distributions of the hotspot types for each key population group were tabulated from the final list of hotspots. Data cleaning and basic
analyses as described above (tabulation, determining mean, median, and mode, calculation of rates, and cutoff points for maps) were performed using Stata 15 (StataCorp LLC).

Research Protection of Human Subjects

This study was approved by the National Health Research Ethics Committee, Nigeria and the Institutional Review Board of University of Maryland Baltimore. This study was reviewed in accordance with the US CDC human research protection procedures and determined to be research, but CDC investigators did not interact with the human subjects or have access to identifiable data for research purposes.

Results

A total of 13,899 key population hotspots were mapped and identified in the 7 states. States with the largest number of hotspots were Lagos, Cross River, and Rivers (Table 1). Although more hotspots were found in urban local government areas and state capitals, at least one was identified in each of the 134 local government areas visited (Figure 1). In Figure 1, the number of key population hotspots presented in the map represents findings at the end of hotspot mapping and validation, immediately before MS-CRC activities began. Hotspots were dynamic with frequent changes in activity status. Hotspot mapping, validation, and data reconciliation were performed between August 2018 and December 2018. The local government areas of key population hotspots were indicated by enumerators, with maps representing the number of key population hotspots per 100,000 population per local government area. Population estimates by local government area [27] were obtained on March 13, 2019. The shape files of Nigerian geographic boundaries [28] were obtained from the Office of the Surveyor General of the Federation, eHealth, United Nations Cartographic Section on February 23, 2017. Among the 134 local government areas, all had at least one female sex worker hotspot, 129 (96.3%) areas had at least one hotspot of people who inject drugs, and 118 (88.1%) areas had at least one hotspot of men who have sex with men. The number of hotspots found in each state and local government area varied by key population group and depended largely on the size of the general population. Compared to hotspots frequented by female sex workers and people who inject drugs, far fewer were found for men who have sex with men (Table 1). The number of hotspots mapped during our 2018 study is summarized with the results from the previous mapping exercises in 2013 and 2015 for comparison of the coverage by key population and state (Table 1).

Table 1. Number of hotspots identified in 7 US President’s Emergency Plan for AIDS Relief priority states in Nigeria by key population in 2013, 2015, and 2018.

<table>
<thead>
<tr>
<th>State</th>
<th>Female sex worker hotspots (n)</th>
<th>Men who have sex with men hotspots (n)</th>
<th>People who inject drugs hotspots (n)</th>
<th>Total hotspots (N)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Akwa Ibom</td>
<td>150</td>
<td>708</td>
<td>276</td>
<td>239</td>
</tr>
<tr>
<td>Benue</td>
<td>825</td>
<td>1098</td>
<td>265</td>
<td>461</td>
</tr>
<tr>
<td>Cross River</td>
<td>692</td>
<td>1782</td>
<td>268</td>
<td>689</td>
</tr>
<tr>
<td>Federal Capital Territory</td>
<td>677</td>
<td>977</td>
<td>116</td>
<td>718</td>
</tr>
<tr>
<td>Lagos</td>
<td>4056</td>
<td>2603</td>
<td>131</td>
<td>2764</td>
</tr>
<tr>
<td>Nasarawa</td>
<td>1409</td>
<td>990</td>
<td>246</td>
<td>1550</td>
</tr>
<tr>
<td>Rivers</td>
<td>393</td>
<td>1435</td>
<td>275</td>
<td>2494</td>
</tr>
<tr>
<td>Total</td>
<td>8428</td>
<td>9593</td>
<td>1577</td>
<td>13,899</td>
</tr>
</tbody>
</table>

Of all the female sex worker hotspots mapped in the 7 states, the majority (9253/9548, 96.9%) of the hotspot types fell into 1 of the following 4 categories: hotel (3266/9548, 34.2%), bar/nightclub/casino (2693/9548, 28.2%), street/public place (18.1%), and brothel (1569/9548, 16.4%). Popular categories of men who have sex with men hotspots in our study included street/public place (473/1575, 30.0%), bar/nightclub/casino (470/1575, 29.8%), and hotel/club (376/1575, 23.9%). Of the hotspots of people who inject drugs, 42.1% (1144/2718) mapped in our study were categorized as uncompleted buildings/bunks, 38.1% as street/public place, and 11.1% as bar/nightclub/casino. A small proportion of hotspots mapped in the 7 states were of unknown type and are not reflected in the proportions listed above. These included 0.5% (45/9953) of female sex worker hotspots, 0.1% (2/1577) of men who have sex with men hotspots, and 0.4% (11/2729) of people who inject drugs hotspots. The most popular type of hotspot varied by state and key population group (Figure 2).
Figure 2. Type of key population hotspots by state.
Discussion

Overview of Our Findings

A total of 13,899 key population hotspots in 7 states were identified; these hotspots are more than the 6355 total hotspots previously reported from the last mapping exercise in the same 7 states of Nigeria during 2015 [22,23]. The sizable differences in the number of hotspots may be explained, in part, by divergent methods. Similar strategies were used to map hotspots of female sex workers and people who inject drugs in 2015 and 2018. We applied those strategies to map hotspots of men who have sex with men in 2018 as well. However, the 2015 efforts did not include hotspot mapping of men who have sex with men because investigators were concerned about the poor social visibility, and they focused efforts on capture-recapture to identify men who have sex with men for population size estimation. Although...
there might be additional unknown factors that contributed to identifying more hotspots in 2018 than in 2015, community engagement played a major role in our efforts. Our strong collaboration with local key population-affiliated community-based organizations facilitated entry into the key population community and enabled us to identify many new and previously undocumented hotspots. The diversity of the data collectors recruited enabled us to identify more hotspots frequented by minority key population groups, for example, older key population members or female people who inject drugs, in addition to many hotspots that were more commonly known among the public and the key population community.

We found fewer hotspots frequented by men who have sex with men compared to those frequented by female sex workers or people who inject drugs, and our data supported the notion that unlike female sex workers and people who inject drugs, public hotspots specific to men who have sex with men were less common, and based on information learned during the field activities from community members, this group tended to gather in private residences. This may be attributed to the widespread stigma against men who have sex with men in Nigeria that has made community members more reluctant to congregate in overt settings. We have previously described an increase in stigma following the enforcement of the 2014 Same Sex Marriage (Prohibition) Act, which made it “illegal not only to engage in an intimate relationship with a member of the same sex, but to attend or organize a meeting of gays, or patronize or operate any type of gay organization, including private clubs” [29-32]. Violence by the public and police against members of the lesbian, gay, bisexual, and transgender community was widely reported following the passing of the Same Sex Marriage (Prohibition) Act causing many lesbian, gay, bisexual, and transgender members, including men who have sex with men, to go into hiding [32,33].

Overall, hotspots of men who have sex with men and people who inject drugs were more difficult to locate compared to female sex worker hotspots and often required the knowledge of local key population informants. It is often advantageous for female sex worker hotspots to be visible and known to the public as a way for female sex workers to solicit their clients. The same concept does not apply for men who have sex with men and persons who inject drugs because of lower social acceptability and the potential for increased risk to their safety, although knowledge of male sex worker hotspots may be more common in the community of men who have sex with men. Although we report finding fewer hotspots of men who have sex with men and people who inject drugs than those of female sex workers, the absolute number of hotspots of men who have sex with men and people who inject drugs identified in this study is larger than that previously documented in Nigeria; 402 hotspots of men who have sex with men were reported by NACA in 2013 in the 5 states of Benue, Cross River, Lagos, Nasarawa, and Federal Capital Territory compared to 1026 hotspots of men who have sex with men that we report here (the Society for Family Health did not report the number of hotspots of men who have sex with men that they found in 2015) and 1184 hotspots of people who inject drugs were reported by the Society for Family Health in 2015 compared to 2729 hotspots of people who inject drugs that we report here [22,23].

We report more key population hotspots in state capitals and metropolitan city centers compared to those in less developed and metropolitan local government areas. This is true even after adjusting for the population size in the local government area. This finding is consistent with key population hotspot mapping and size estimation exercises conducted previously in Nigeria and in other countries [34]. This finding is also consistent with the expectations and experiences among stakeholders in the country and previous studies conducted in Nigeria [21-23]. Of the states in our study, Lagos was the most developed, commercial, and populous state with a projected population of 12.6 million. In comparison, our second, third, and fourth most populous states, that is, Rivers, Benue, and Akwa Ibom, had projected populations of 7.3 million, 5.7 million, and 5.5 million, respectively [27]. The projected population (2016) for Nigeria is 193 million [27]. Comparing the total number of hotspots by state with results published by the Society for Family Health in 2015, the largest difference in the number of hotspots of female sex workers and those of people who inject drugs were in Akwa Ibom, Benue, Cross River, and Rivers [23].

Our findings have important programming and policy implications. In addition to the substantially larger number of hotspots of female sex workers and people who inject drugs identified during 2018 compared to that identified in 2015, we also mapped the hotspots of men who have sex with men, filling a large data gap in Nigeria. Local government area health authorities are best positioned to identify other possible factors such as structural and behavioral changes that might have contributed to the growth of key population hotspots since 2015. Data may be used as is or linked by geocodes with a variety of other data sources (eg, health care facilities, testing sites, pharmacies, census projections, economic indicators) to inform outreach and prevention efforts, subnational HIV program target setting, or evaluation of service coverage and utilization. All results should be examined in the context of current HIV prevention programs and service delivery to ensure that response efforts are aligned and scaled appropriately to maximize impact and cost-effectiveness. Resources might need to be reallocated to broaden outreach and service coverage to include the newly identified hotspots. Hotspot profiles, including typology and peak activity, will assist in customizing efficient service delivery on the highest impact days and times at hotspots to reach specific subgroups within each key population. Our findings also provide rationale for increased advocacy for key population policy changes to reduce stigma and discrimination that might be hindering HIV response efforts.

These findings can be used by HIV service providers to identify strategic areas for placement of services and allocation of limited resources for targeted interventions. In addition to stigma and discrimination by health workers, travel time and transportation costs to treatment centers have been cited as barriers to treatment access and retention [9-14]. Placing prevention and treatment services that are conveniently located to venues where key populations socialize, seek clients, or inject drugs could increase testing and retention rates among key population members. Venue-based HIV testing and prevention services were
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Abstract

Background: The Oxford–Royal College of General Practitioners (RCGP) Research and Surveillance Centre (RSC) and Public Health England (PHE) are commencing their 54th season of collaboration at a time when SARS-CoV-2 infections are likely to becocirculating with the usual winter infections.

Objective: The aim of this study is to conduct surveillance of influenza and other monitored respiratory conditions and to report on vaccine uptake and effectiveness using nationally representative surveillance data extracted from primary care computerized medical records systems. We also aim to have general practices collect virology and serology specimens and to participate in trials and other interventional research.

Methods: The RCGP RSC network comprises over 1700 general practices in England and Wales. We will extract pseudonymized data twice weekly and are migrating to a system of daily extracts. First, we will collect pseudonymized, routine, coded clinical data for the surveillance of monitored and unexpected conditions; data on vaccine exposure and adverse events of interest; and data on approved research study outcomes. Second, we will provide dashboards to give general practices feedback about levels of care and data quality, as compared to other network practices. We will focus on collecting data on influenza-like illness, upper and lower respiratory tract infections, and suspected COVID-19. Third, approximately 300 practices will participate in the 2020-2021 virology and serology surveillance; this will include responsive surveillance and long-term follow-up of previous SARS-CoV-2 infections. Fourth, member practices will be able to recruit volunteer patients to trials, including early interventions to improve COVID-19 outcomes and point-of-care testing. Lastly, the legal basis for our surveillance with PHE is Regulation 3 of the Health Service (Control of Patient Information) Regulations 2002; other studies require appropriate ethical approval.

Results: The RCGP RSC network has tripled in size; there were previously 100 virology practices and 500 practices overall in the network and we now have 322 and 1724, respectively. The Oxford–RCGP Clinical Informatics Digital Hub (ORCHID) secure...
networks enable the daily analysis of the extended network; currently, 1076 practices are uploaded. We are implementing a central swab distribution system for patients self-swabbing at home in addition to in-practice sampling. We have converted all our primary care coding to Systematized Nomenclature of Medicine Clinical Terms (SNOMED CT) coding. Throughout spring and summer 2020, the network has continued to collect specimens in preparation for the winter or for any second wave of COVID-19 cases. We have collected 5404 swabs and detected 623 cases of COVID-19 through extended virological sampling, and 19,341 samples have been collected for serology. This shows our preparedness for the winter season.

Conclusions: The COVID-19 pandemic has been associated with a groundswell of general practices joining our network. It has also created a permissive environment in which we have developed the capacity and capability of the national primary care surveillance systems and our unique public health institute, the RCGP and University of Oxford collaboration.

(JMIR Public Health Surveill 2021;7(2):e24341) doi:10.2196/24341
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Introduction

Background

The Oxford–Royal College of General Practitioners (RCGP) Research and Surveillance Centre (RSC) is a network of general practices and is now in its 54th season of surveillance and vaccine effectiveness in its long-standing collaboration with Public Health England (PHE) and predecessor bodies [1]. This season is complicated by the likely cocirculation of SARS-CoV-2 and its associated disease burden [2]. The RCGP RSC has been recruited as a nationally representative population [3] that provides pseudonymized data for surveillance of infectious diseases. However, the recent influx of practices may mean we have to adjust for practice distribution and ensure we recruit virology sampling practices that are evenly distributed. The disease surveillance program is commissioned by PHE and monitors 38 infectious diseases, including influenza; at the start of 2020, monitoring extended to include COVID-19 [4].

The recently expanded RCGP RSC extracts pseudonymized data from over 1700 general practices each week covering a nationally representative [3] population of over 13 million. Data from these practices are reported online in the RCGP’s Weekly Return [5], which includes monitoring weekly rates of influenza-like illness (ILI) and other communicable and respiratory diseases for England. We also produce an annual report [6]. The RCGP RSC data set includes all coded data and all prescribed items, including vaccine exposure [3]. To manage our extended network of practices, we have set up a new analytics hub: the Oxford–Royal College of General Practitioners Clinical Informatics Digital Hub (ORCHID) [7].

The RCGP RSC conducts virology surveillance each influenza season. Given the onset of COVID-19, virological sampling has expanded to approximately 300 general practices (see Figure 1). We have reported on which groups of patients were more likely to test positive for COVID-19 [8], on excess mortality [9], and the shift away from face-to-face consultations during the first wave of COVID-19 pandemic [10].

The RCGP RSC is also active in serosurveillance. During the 2018-2019 influenza season, we successfully conducted our first collection of serological samples from adults, linking them to their respective medical records [11,12]. Sentinel networks can provide a mechanism for systematic data collection and linkage to medical records and health outcomes [13], as well as sampling across the complete age range [14]. Current activity has included supporting PHE household studies and collecting convalescent sera from people previously infected with COVID-19.

Finally, the RCGP RSC network has supported trials and studies designated as high-priority public health research. These included recruiting to the PRINCIPLE (Platform Randomised trial of INterventions against COVID-19 In older peoPLE) trial [15] and supporting recruitment to RAPTOR-C19 (RAPid community Testing fOR COVID-19) [16].

This protocol sets out how the RCGP RSC will continue to provide enhanced passive surveillance, virological and serological surveillance from a subset of practices, and support high-priority public health research.
Aim
The aim of this protocol is to provide comprehensive surveillance of influenza, COVID-19, and other monitored conditions including health outcomes. The RCGP RSC network will also collect samples for virological and serological analysis, measure vaccine exposure and effectiveness, and support other high-priority public health research.

Objectives
Our six objectives are as follows:

1. To conduct surveillance of influenza and other monitored respiratory conditions, including COVID-19. This will be primarily from primary care data but will also include linkage to secondary care and mortality data sets to enable reporting of health outcomes. We will provide observatories, dashboards, and training to optimize data quality.

2. To collect virological and serological samples to report the presence and spread of monitored conditions from a nationally representative sample of practices.

3. To report vaccine uptake, estimate effectiveness, and investigate adverse events of interest (AEIs). We will focus on influenza vaccinations and possible new COVID-19 vaccines.

4. To support research to answer important public health questions, including trials of early interventions in the community, near-patient testing, and household spread.

5. Apply the Findable, Accessible, Interoperable, and Reusable (FAIR) principles so that our data are findable, accessible, interoperable, and reusable by other organizations.

6. To implement appropriate information and research governance.

Methods
Overview
The methods include six components: (1) surveillance of influenza, COVID-19, other monitored conditions, and associated health outcomes; (2) virological surveillance and serosurveillance; (3) monitoring vaccine uptake and effectiveness; (4) supporting priority public health research; (5) data curation; and (6) governance.

Surveillance of Influenza, COVID-19, Other Monitored Conditions, and Associated Health Outcomes
We will collect pseudonymized, routinely collected, coded clinical data, which has been coded into patient records, using UK Systematized Nomenclature of Medicine Clinical Terms (SNOMED CT) codes (SNOMED International), for enhanced passive surveillance. This will entail a wide range of clinical event data, including collection of monitored conditions, vaccine exposure, AEIs, hospital admissions, intensive care, and deaths, to monitor approved study outcomes and for any unexpected public health emergencies. Effective interoperability and communication will be facilitated by monthly pseudonymized linkage, facilitated by NHS (National Health Service) Digital and PHE [7], to secondary care and other data sources, including Secondary Uses Service, the continuously updated source of hospital data (seeTextbox 1).
Textbox 1. Linkage to other data sets to support surveillance and research; individual data sets may have limitations on their use to specific projects and users.

**NHS (National Health Service) Digital:**
- Cancer Registration Data (reduced)
- Secondary Uses Service (SUS) Payment by Results Episodes
- SUS Payment by Results Outpatients
- SUS Payment by Results Accident and Emergency
- SUS Payment by Results Spells
- Mental Health Services Data Set
- Diagnostic Imaging Dataset
- Emergency Care Data Set (ECDS)
- COVID-19 Hospitalisation in England Surveillance System (CHESS) Dataset-CV19 NHS 111 Online
- Second Generation Surveillance System (SGSS): laboratory test reports
- Hospital Episode Statistics (HES; same granularity of supply as for SUS)
- Office of National Statistics (ONS) Mortality
- NHS 111 (free-to-call single nonemergency number medical helpline)

**National Cancer Registration and Analysis Service (NCRAS):**
- Cancer Registry (full)
- Chemotherapy data set
- Radiotherapy data set

We have converted all our primary care coding to SNOMED CT coding and are using this throughout our data processing [17] (see Multimedia Appendix 1). We have been at the forefront of ensuring that primary care systems code cases correctly and that we comprehensively capture historic data [18]. This has included the development of database-linked tools to programmatically search SNOMED CT for relevant tools. The hierarchical nature of SNOMED CT is that it requires machine searching rather than manual searching (see Multimedia Appendix 2). This will continue to deliver effective COVID-19 surveillance in parallel with the annual influenza surveillance this season.

We will enhance surveillance through the provision of dashboards and observatories to provide feedback about levels of care compared to other practices in our network and to improve data quality, clinical care, and patient safety. There will be a particular focus on data quality, including the recording of ILIs, the use of the RCGP RSC case definition (see Textbox 2 [19-21]), recording of upper and lower respiratory tract infections, and recording of suspected COVID-19 cases, with an emphasis on recording episode type (ie, whether this is a new case or a follow-up). We will programmatically adjust for when episode type is not recorded [18,22].

This year we will extend our virology sampling window to 10 days. We will also report on health outcomes, including mortality [9] (see Figure 2).

**Textbox 2. Royal College of General Practitioners (RCGP) Research and Surveillance Centre (RSC) case definitions of influenza-like illness (ILI).**

**The RCGP RSC definition of ILI:**
- An acute respiratory illness with a temperature measured as, reported as, or plausibly $\geq 38^\circ C$ and cough, with onset within the past 10 days. ILI cases should not have another more plausible diagnosis. ILI cases have a sudden onset, and there are often symptoms suggestive of systemic upset—myalgia, fatigue, malaise, headache, etc. RCGP RSC stresses the notion of symptoms within 10 days of onset to differentiate acute episodes, with swabs only wanted within 7 days of onset.
- This definition is compatible with the World Health Organization (WHO) and European Centre for Disease Prevention and Control (ECDC) definitions [19,20]. The WHO definition has the highest specificity (21.4%) and the ECDC definition has the highest sensitivity (96.1%) [21].

---
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Virological Surveillance and Serosurveillance

A volunteer subset of practices will conduct virological surveillance (see Multimedia Appendix 3). They will conduct or arrange virological sampling of patients presenting with ILI or lower respiratory tract infection, including acute bronchitis and bronchiolitis in children under the age of 5 years. We will include those suspected to have, or have been exposed to, COVID-19 who have persistent cough, loss of taste and/or smell, shortness of breath, history of fever, and/or the presence of a wheeze. We will look for practices to collect 20 samples per week; additional samples can be collected if the spread that is present is within a household or a communal establishment. Practices will receive feedback via dashboards [23] (see Textbox 3 [5,24-28]). Our target is to collect 600 samples per week across all age bands.

The anticipated changes in the coming year are as follows:

1. We will reduce the burden of information collected on the virology request form. Thus, a common but reduced set of data will be collected for all patients offered virology sampling. Vaccination history and a record of their comorbidities will have already been collected electronically as part of the standard data extract. However, we will stress the importance of recording the NHS number as a unique identifier, to help ensure efficient linkage of clinical data to test results.

2. People who volunteer to self-swab will be given a voucher code they can use online to arrange for a sample to be sent; those in the surgery will have a swab taken by their general practitioner or practice team, and this will be sent through the post to the PHE reference laboratory. Patients taking self-swabs should be given their NHS number to include in their swab request to improve data matching. All results will be sent to practices online via the e-Lab system [29]; patients who self-swab and provide a mobile number will additionally receive their results by text message (see Figure 3).
Textbox 3. Dashboards, online support, and observatories—also called weekly returns—to monitor and support data recording and key public health projects.

**Practice Dashboard**

My Practice Dashboard [24]

**All practices:**

- Seasonal wellness: all practices can see vaccine uptake and incidence of key monitored conditions
- COVID-19: all practices will compare their incidence of COVID-19 with the rest of the network

**Volunteer practices involved in specific surveillance or trials:**

- Virology: for practices participating in specimen collection; in-practice and home tests
- Serology: for practices to observe their serology sampling; primarily by age band
- PRINCIPLE (Platform Randomised trial of INterventions against COVID-19 In older peoPLE) trial: to help practices know their level of recruitment
- Online support:
  - Facebook page [25]
  - Twitter account [26]
  - Podcast [27]

**Observatories and Weekly Returns**

**Oxford–Royal College of General Practitioners (RCGP) Research and Surveillance Centre (RSC) weekly return:**

- Twice weekly report—during the pandemic—on influenza, COVID-19, and other monitored conditions; reports are published at the RCGP RSC website [5]—follow the “RSC Communicable and Respiratory Disease report” link on the “Public Health Data” page; this is the 54th year of this report

**Observatories [28].** We produce weekly reports online for the observatories, which provide an interactive weekly return of national data; these are as follows:

- Seasonal wellness
- COVID-19
- Mortality
- Virology sampling
- Serology sampling
- PRINCIPLE trial eligible patients
A volunteer group of practices will also participate in serological surveillance. The largest project will be the opportunistic collection of an extra blood sample from patients undergoing a routine blood test. Practices will be asked to collect across age bands (aged 10 years and above) (see Figure 4), with feedback provided to general practices via a dashboard and overall via an observatory [30]. We are now recruiting practices from areas with more ethnically mixed populations to provide greater insight into disease spread in ethnic minority populations. Other serology projects include extended serosurveillance in a subset of patients with positive virology tests (n=63) as well as recruiting and sampling patients included in the PHE-led household contacts of confirmed COVID-19 cases (HOCO) study [30]. We are piloting responsive surveillance in areas with higher disease incidence.
Monitoring Vaccine Uptake, Effectiveness, and Adverse Events of Interest

Capturing vaccine exposure is critical to conducting vaccine effectiveness studies. With an increasing range of vaccines available, capturing exposure data when not recorded within the practice, beyond the fact that a vaccine has been given, presents significant challenges [31]. Further issues include difficulties capturing vaccine batch numbers [32]. We will ask practices to preload the vaccine brands and batch numbers online.

We plan to continue to report AEIs following vaccination using routinely collected data, though we would have the capability to provide patient AEI reporting cards if commissioned for COVID-19 or other vaccines [33,34]. Practices will be provided with prompts to improve coding. Good data quality regarding AEI recording may identify any differences between influenza vaccine types, to elucidate whether egg- or cell-based vaccines with or without adjuvants are associated with different rates of AEIs. There may also be up to six types of COVID-19 vaccines available for which we may be able to provide uptake and AEI data.

Supporting Priority Public Health Research

Overview

The RCGP RSC will support a range of research (see Multimedia Appendix 4), with the PRINCIPLE [15] and RAPTOR-C19 [16] trials as the top priorities. The RCGP RSC is a member of a number of European studies, including a point-of-care testing study and data sharing as part of the DRIVE (Development of Robust and Innovative Vaccine Effectiveness) consortium [35,36] and a European study of respiratory syncytial virus epidemiology [37]. In partnership with PHE, we are also members of the 1-MOVE (Influenza—Monitoring Vaccine Effectiveness in Europe) consortium, which has extended its work into COVID-19 [38].

We will support two ethically approved generic protocols for COVID-19 research: DECISION-COVID (DEfining the CharacterIStIcs Of Individuals with suspected Novel COronaVirus Disease and risk factors for development of the disease) and MAINROUTE (Monitoring Attendance, INvestigation, Referral, and OUTcomEs in primary care: impact of and recovery from COVID-19 lockdown). DECISION-COVID provides a framework for looking at medications that might impact on COVID-19 outcomes; MAINROUTE assesses the impact of lockdown on the wider implications to care (see Multimedia Appendix 4). We have already reported on how lockdown has led to a reorganization of primary care service delivery [10]; in addition, we are part of the RECAP (Remote COVID-19 Assessment in Primary Care) early warning score validation study, which was set to start in September 2020 [39].

Statistical Methods

A range of statistical methods will be used that are appropriate to the area of surveillance or the research undertaken. We will use propensity matching and a wide range of other methods to work within the constraints of routine data [40].

Vaccine effectiveness will be assessed using test-negative design [41,42]. Patients meeting the predefined clinical criteria will undergo laboratory testing for specific circulating viruses. Patients who test positive will comprise the cases; patients who test negative to both influenza and COVID-19 will form the control group. In the clinical at-risk populations, as defined by NHS England, vaccine effectiveness will be calculated as follows: (1 – adjusted vaccination odds ratio) × 100% [42]. This will be estimated overall and stratified by influenza virus subtype for all ages. Cohort analysis will also be performed with vaccine effectiveness estimated as 1 – risk in vaccinated subjects and 1 – risk in unvaccinated subjects, with adjustment for confounding variables.

We will report AEIs using self-controlled case series design [43,44]. An exposure period will be identified shortly after vaccination, and a baseline period will form the remainder of the observation period. The frequency of AEIs will be compared to identify any invariant confounding [44,45]. We will use self-controlled case series to report the different rates of AEIs between vaccines; biases should be similar between vaccines. For influenza, we will continue to use the European Medicines Agency–specified AEIs; should COVID-19 vaccination commence this season, we will identify AEIs. Notwithstanding the enlarged size of the network, we are not large enough to detect rare events.
Data Curation

We strongly support the FAIR principles [46]. We are a founding member of the Health Data Research UK Data Alliance, and our data are included in their metadata, with our activities ranked as high priority [47]. We are creating a data set within ORCHID, an observational research platform that has themed databases that can be made readily available to researchers simultaneously; these will be used to support DECISION-COVID and other studies (see Multimedia Appendix 4) [48]. Additionally, we are linking over 50 years of virology and RCGP RSC data, as part of the Wellcome Trust–funded quinquagenarian database project, to make these data more accessible [49]. ORCHID [7] aims to provide a large, near-real-time–themed primary care health informatics hub for the use of data from consenting patients in clinical trials and to supplement existing disease surveillance using in situ network data without large-scale data extraction. We aim to make outputs available using common data models, which we will be providing to the European Health Data Evidence Network [50,51].

Governance

The surveillance for the coming year will be initiated by a joint letter to volunteer practices informing them of their role in the surveillance process. The legal basis for our surveillance with PHE is defined as Health Protection under Regulation 3 of the Health Service (Control of Patient Information) Regulations 2002 and is approved annually by the PHE Caldicott Guardian; other studies require appropriate ethical approval. The University of Oxford is compliant with the General Data Protection Regulation and the NHS Digital Data Security and Protection policy.

We want to minimize any risk associated with taking part in this surveillance. Infection prevention and control advice will follow extant national guidance. Our member practices already have most processes in place to meet Regulation 12 of the Health and Social Care Act 2008 (Regulated Activities) Regulations 2014, concerning safe care and treatment, and are periodically inspected by the Care Quality Commission [52]. Our training will include reminders about safe handling of specimens and will recommend revision of infection control measures, where needed.

Results

Surveillance Network Development

The COVID-19 pandemic has led to considerable numbers of practices joining the Oxford–RCGP RSC network. The collaboration with EMIS (Egton Medical Information Systems) Health has made it much easier for practices to contribute pseudonymized patient data at rapid speed and at a large scale. The network has tripled in size since January 2020, from 500 practices to 1724. Of these practices, 1076 are using the new ORCHID platform being developed in collaboration with EMIS for direct data extract. Pseudonymized data from over 13 million patients has enabled the growth of a rich database from which researchers are developing a deeper understanding of the COVID-19 pandemic and other diseases in general practice.

We have opened a Facebook page and Twitter account to provide more online information and help (seeTextbox 3).

Virological Surveillance and Serosurveillance

We formerly had 100 practices taking part in the national influenza surveillance scheme. This has expanded to 322 for COVID-19 surveillance. As of August 17, 2020, the surveillance system has collected 5357 swabs and detected 581 cases of COVID-19 through extensive virological sampling. A total of 273 practices have contributed toward serosurveillance, collecting a baseline of 2000 samples and an additional 1000 samples per week. A total of 19,761 samples have been collected for serology as of August 17, 2020. We are also piloting serosurveillance in two cities in the northwest of England with a high incidence of COVID-19.

Monitoring Vaccine Uptake and Effectiveness

We started collecting vaccine brands and batch numbers via our online portal on September 1, 2020, for the upcoming influenza season. We have made provisions in our dashboards and observatories for the changed vaccination policy for influenza and for virology sampling in the coming season. We have successfully piloted the secure transfer of data between ORCHID and PHE using the OxFile – Large File Exchange Service secure data transfer system [53].

Supporting Priority Public Health Research

We have recruited 517 practices into the PRINCIPLE trial. A total of 440 patients have had successful screening and have been randomized. As of August 13, 2020, 537 patients have been recruited via general practitioner practices set up as official recruiting sites. Oxford–RCGP RSC practices have recruited 81.9% of these patients.

Data Curation

Our key focus is the development of ORCHID and accessibility of our extended data set. Currently, 1076 practices use the ORCHID virtual server.

Governance

We will put in place processes to allow approved researchers access to ORCHID.

Discussion

Principal Findings

We have tripled the sign-up to the Oxford–RCGP RSC and are well on our way to operationalizing this new extended network ahead of the coming winter, in a season complicated by SARS-CoV-2 circulation and an extended flu vaccination program.

The Oxford–RCGP RSC now has in place the most comprehensive set of linked data in its history, supplemented by reference lab virology and serology. Over half of our network will have data available on a daily basis via unprecedented, timely, remote researcher access to our themed data sets.

We have also introduced self-swabbing to increase safety and convenience for patients and practices, to enable direct relay of COVID-19 results to patients, and to reduce the burden of form...
filling. We have also extended the number and sophistication of our dashboards and observatories, adding interactivity and more extensive help.

Safety of practices remains our primary concern and we are not aware of any increased risk to practice staff or other patients from involvement in surveillance. Personal protective equipment was difficult to source at the start of the pandemic, as were SARS-CoV-2 tests. Both are now much more available to primary care.

Comparison With Previous Work

Pandemic preparedness is part of the role of the RCGP RSC. The RCGP RSC has operated for over 50 years and has been involved in collecting samples to monitor disease and vaccine effectiveness through the Hong Kong flu pandemic of 1968-1969, the Russian flu of 1977-1978, the 2009 swine flu pandemic [54,55], and the first wave of the COVID-19 pandemic earlier this year.

The introduction of self-swabbing kits this year will enable wider distribution, allowing for an increase in the number of people to be tested. People in self-isolation and quarantine can access testing kits without leaving the confines of their homes, negating the risk of transmission to others with whom they interact with in transit [6]. Self-swabbing appears to be reliable [56,57].

We have shown considerable adaptability so far this year, tackling a wide range of issues and producing publicly available dashboards as well as research outputs [6-8,10,22].

Strengths and Limitations

The strengths of our network lie in the willingness of practices to share data and the quality of those data. The Oxford–RCGP RSC team has a deep understanding of primary care data, the context of data recording, and the ability to process routine data. We have developed even closer relationships with computerized medical records system suppliers, especially EMIS. We have a long-term partnership with PHE and its predecessor bodies. There is a good understanding of the strengths and limitations of routine data and the capabilities of primary care.

The limitations of our system are those of all routine data, in that the data may not be complete or accurate. Ensuring we have good data quality is key for the reliability of our screening. There are few available comparators, but we know the network detects more new cases of some cardiovascular diseases than others [58]. Given our ambitious program of scaling, via a new pathway for virology surveillance based on patient-completed data, a further limitation is that these data are currently not linked back into their general practice record. We have also found that the success of open access testing means that individuals can be tested more quickly at a public testing station [59] than self-swabbing via a test through the surveillance system, thereby restricting the extent of possible collection.

While our network is large enough to report the relative incidence of common AEIs following influenza vaccination, comparing brands and vaccine types, it may be too small to comment on very rare events. Little is known about the anticipated AEIs with the new COVID-19 vaccine, so it is currently unclear what role we could play.

While we are part of many European and international networks, we did not have the opportunity to rapidly produce a shared international protocol. However, this document will include the learning from our decades of joint surveillance. It is being made available as a preprint to enable comments to be made and to allow learning to be shared.

Conclusions

The Oxford–RCGP RSC has had a groundswell of interest in membership during the first wave of the COVID-19 pandemic. We have grown in network size and functionality. Our challenges are to maintain data quality and to help support our practices in identifying sufficient volunteers to deliver the required number of samples as we take on more general practice members. Another challenge is the uncertainty of a winter season with cocirculating COVID-19. The pace of change in our understanding of COVID-19 requires us to move ahead rapidly, rather than in close coordination with others. This protocol sets out our approach to surveillance in the coming season and makes our approach widely available for comment or use by others involved in surveillance.
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Abstract

Background: Existing epidemiological evidence regarding the association between the long-term use of drugs and cancer risk remains controversial.

Objective: We aimed to have a comprehensive view of the cancer risk of the long-term use of drugs.

Methods: A nationwide population-based, nested, case-control study was conducted within the National Health Insurance Research Database sample cohort of 1999 to 2013 in Taiwan. We identified cases in adults aged 20 years and older who were receiving treatment for at least two months before the index date. We randomly selected control patients from the patients without a cancer diagnosis during the 15 years (1999-2013) of the study period. Case and control patients were matched 1:4 based on age, sex, and visit date. Conditional logistic regression was used to estimate the association between drug exposure and cancer risk by adjusting potential confounders such as drugs and comorbidities.

Results: There were 79,245 cancer cases and 316,980 matched controls included in this study. Of the 45,368 associations, there were 2419, 1302, 662, and 366 associations found statistically significant at a level of $P<$0.05, $P<$0.01, $P<$0.001, and $P<$0.0001, respectively. Benzodiazepine derivatives were associated with an increased risk of brain cancer (adjusted odds ratio [AOR] 1.379, 95% CI 1.138-1.670; $P<$0.001). Statins were associated with a reduced risk of liver cancer (AOR 0.470, 95% CI 0.426-0.517; $P<$0.0001) and gastric cancer (AOR 0.781, 95% CI 0.678-0.900; $P<$0.001). Our web-based system, which collected comprehensive data of associations, contained 2 domains: (1) the drug and cancer association page and (2) the overview page.

Conclusions: Our web-based system provides an overview of comprehensive quantified data of drug-cancer associations. With all the quantified data visualized, the system is expected to facilitate further research on cancer risk and prevention, potentially serving as a stepping-stone to consulting and exploring associations between the long-term use of drugs and cancer risk.

(JMIR Public Health Surveill 2021;7(2):e21401) doi:10.2196/21401
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Introduction

In recent decades, the prevalence of chronic medical conditions such as arthritis, osteoporosis, diabetes, hypertension, and cardiovascular disease has increased [1]. Patients with multimorbidity are more likely to have multidrug treatments; it is, in fact, common in older populations. Patients also may need a longer duration of treatment to get rid of these conditions, which leaves these patients vulnerable to unwanted side effects [2-4]. Multiple studies have already reported that long-term use of drugs has been increasing tremendously [5,6]. Therefore, a growing concern regarding the safety issues associated with long-term prescriptions has recently attracted widespread media attention. Physicians are often asked about the appropriateness of long-term therapy for specific patients.

There has been a significant rise in the number of published studies in which commonly used medications were found to increase or decrease the risk of cancer [7]. Long-term use of insulin seems to be associated with an increased risk of pancreas, liver, kidney, and stomach cancers [8], whereas a protective association was observed between metformin use and colorectal cancer risk in patients with diabetes mellitus [9]. Additionally, antihypertensive drugs are associated with an increased risk of skin cancer [10], but they might have a possible beneficial effect on breast cancer risk [11]. However, there has been substantial controversy about these studies’ validity, and investigations with varying study designs and populations have often arrived at different conclusions. A prudent decision is immediately needed in clinical practices because the use of commonly prescribed medications has been increasing, and the resulting burden of cancer can be substantial at the population level [12].

Big data approaches seem to offer an immense opportunity to generate strong evidence for taking insightful clinical and public health action [13]. Data from electronic medical records and other extended patient registries have been offering expanded research power, especially for analytic studies aiming at association, classification, and prediction [14]. Epidemiological studies have already established a temporal relationship between drugs and diseases and have evaluated a wide range of outcomes. Clinical knowledge is constantly developing as new drug-disease discoveries are made and practices are changed. The knowledge of these associations is valuable but often buried in texts within a range of published literature. Through a web-based approach, information associated with drugs and disease risk can be a great source to understanding the magnitude of the risk between them. The availability of a wide range of associations may be valuable for a variety of applications, including clinical decision support (eg, treatment recommendation), information retrieval, and data mining. We therefore developed a web-based system focusing on the long-term use of commonly prescribed medications, including antihypertensives, antihyperlipidemics, antidiabetics, antihyperuricemics, anxiolytics, hypnotics, sedatives, and nonsteroidal anti-inflammatory drugs (NSAIDs) and 18 different kinds of cancer risk. We developed a system sorted by age, gender, and duration of therapy for exploring cancer risk with commonly used medications.

Methods

Ethical Standard

This study is part of a larger project aimed at assessing the effect of most common medications on 20 cancer sites using a population-based nested case-control design. The National Health Insurance Research Database (NHIRD) safeguards the privacy and confidentiality of all beneficiaries and transfers health insurance data to health researchers after ethical approval has been obtained. In this analysis, access to the NHIRD was approved by the Taipei Medical University Joint Institutional Review Board.

Setting and Data Source

This case-control study was carried out using records from the Taiwan NHIRD, which was established in 1995 and has collects all claims of beneficiaries under the National Health Insurance (NHI) program. The program covers more than 99% of the total population (a total of 23,430,000) and has contracted with 97% of the hospitals and clinics in Taiwan. The NHIRD comprises claims data of 2,000,000 individuals randomly selected from all insured enrollees. This sample represents the original medical claims for all residents in Taiwan covered under the NHI program. The database included specific data on medications prescribed, laboratory and diagnostic test data, dates of visits, lengths of hospitalization, and diagnoses. Diagnoses were coded according to the International Classification of Disease, Ninth Revision, Clinical Modification (ICD-9-CM). Drugs were coded based on the World Health Organization Anatomical Therapeutic Chemical (ATC) classifications (WHO Collaborating Centre for Drug Statistics Methodology ATC/DDD Index). The database used in this study can be interlinked by the scrambled, unique, individual personal identification number.

Case and Control Selection Criteria

We identified cases in adults who were aged 20 years or older and had received treatment at least two months before the index date. The index date was defined as the date of a cancer diagnosis. We used the ICD-9-CM to identify patients with cancer as cases. Among the NHIRD cases, eligibility criteria for case patients were (1) registration as patients with cancer in the catastrophic illness file, (2) diagnosis of primary cancer in inpatient admission, (3) treatment with any cancer drug from outpatient visits or inpatient admission, (4) a cancer-specific procedure from outpatient visits or inpatient admission, and (5) more than 4 cancer-specific examinations or more than 1 cancer-related procedure (radiotherapy, chemotherapy, or treatment tracking of cancer) from outpatient visits or inpatient admission.

We randomly selected control patients from patients without a cancer diagnosis during the 15 years (1999-2013) of the study period. Case and control patients were matched 1:4 based on age, sex, and visit date (Figure 1).
Primary Outcomes
We quantified the risks of common cancers in Taiwan, comparing patients treated with (1) antihypertensives; (2) antihyperlipidemics; (3) antidiabetics; (4) antihyperuricemics; (5) anxiolytics, hypnotics, and sedatives; or (6) NSAIDs against those not prescribed any of these medications. We investigated the following cancers using their corresponding ICD-9-CM codes: oral cancer (140-149.xx, excluding 142.xx and 147.xx), esophageal cancer (150.xx), gastric cancer (151.xx), colorectal cancer (153.xx, rectum 154.xx), liver cancer (155.xx), pancreatic cancer (157.xx), lung cancer (162.xx), skin cancer (172-173.xx), female breast cancer (174.xx), cervical cancer (180.xx), endometrial cancer (182.xx), ovarian cancer (183.xx), prostate cancer (185.xx), bladder cancer (188.xx), kidney cancer (189.xx), brain cancer (191.xx), thyroid cancer (193.xx), non-Hodgkin disease (200.xx, 202.xx, 203.xx), leukemia (204-208.xx), and all cancers (140-208.xx).

Use of Drugs
We defined the index date as the date of a cancer diagnosis. The drug exposure was analyzed only before the index date, and we defined drug users as those who filled prescriptions of at least 60 days during admissions and outpatient visits within the 2 years before the index date (Figure 2). This definition was considered for 6 long-term drug groups, namely (1) antihypertensives; (2) antihyperlipidemics; (3) antidiabetics; (4) antihyperuricemics; (5) anxiolytics, hypnotics, and sedatives; and (6) NSAIDs. Those having no exposure to or receiving these drugs for less than two months were classified as nondrug users.
Figure 2. Drugs exposure.

Potential Confounders
Comorbidities and medications identified as confounders were adjusted in this study. Comorbidities were defined using the Charlson Comorbidity Index [15], retrieved from outpatient visits before the index date. Any of the comorbidities as confounders were required to be diagnosed at least twice within the 2 years (720 days) before the index date, except for chronic pulmonary disease, which required a diagnosis made more than 4 times. In addition, aspirin (ATC: B01AC06), statins (ATC: C10AA), and metformin (ATC: A10BA2) were also confounders because they might potentially influence the risk of cancers. Exposure to a confounding drug was defined as treatment with the drug for at least 60 days during the 2 years before the index date.

Statistical Analysis
The McNamara test and paired $t$ test were used to test the difference between the case and control groups [16]. Next, conditional logistic regression was conducted to estimate the association between drug exposure and cancer risk by adjusting potential confounders [17]. Table 1 shows our study variables, and conditional logistic regression (temporal model) was adopted to investigate the association between the long-term use of drugs and cancer risk. Age was divided into 4 categories: 20 to 39 years, 40 to 64 years, ≥65 years, and ≥20 years. Gender was classified as male, female, and both. The basic equation of the model was as below, and it may have been slightly modified in different study drug groups.
**Table 1.** Study variables.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Type</th>
<th>Descriptive</th>
<th>Statistical model</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID</td>
<td>Nominal</td>
<td>N/Aa</td>
<td>No</td>
<td>N/A</td>
</tr>
<tr>
<td>Age</td>
<td>Ordinal</td>
<td>N/A</td>
<td>No</td>
<td>N/A</td>
</tr>
<tr>
<td>Sex</td>
<td>Binomial</td>
<td>1: Yes, 0: No</td>
<td>No</td>
<td>N/A</td>
</tr>
<tr>
<td>Study drug (exposure)</td>
<td>Binomial</td>
<td>1: Yes, 0: No</td>
<td>Yes</td>
<td>Independent</td>
</tr>
<tr>
<td>Cancer (outcome)</td>
<td>Binomial</td>
<td>1: Yes, 0: No</td>
<td>Yes</td>
<td>Dependent</td>
</tr>
<tr>
<td>Myocardial infarction</td>
<td>Binomial</td>
<td>1: Yes, 0: No</td>
<td>Yes</td>
<td>Confounding</td>
</tr>
<tr>
<td>Congestive heart failure</td>
<td>Binomial</td>
<td>1: Yes, 0: No</td>
<td>Yes</td>
<td>Confounding</td>
</tr>
<tr>
<td>Peripheral vascular disease</td>
<td>Binomial</td>
<td>1: Yes, 0: No</td>
<td>Yes</td>
<td>Confounding</td>
</tr>
<tr>
<td>Cerebrovascular disease</td>
<td>Binomial</td>
<td>1: Yes, 0: No</td>
<td>Yes</td>
<td>Confounding</td>
</tr>
<tr>
<td>Dementia</td>
<td>Binomial</td>
<td>1: Yes, 0: No</td>
<td>Yes</td>
<td>Confounding</td>
</tr>
<tr>
<td>Chronic pulmonary disease</td>
<td>Binomial</td>
<td>1: Yes, 0: No</td>
<td>Yes</td>
<td>Confounding</td>
</tr>
<tr>
<td>Rheumatic disease</td>
<td>Binomial</td>
<td>1: Yes, 0: No</td>
<td>Yes</td>
<td>Confounding</td>
</tr>
<tr>
<td>Peptic ulcer disease</td>
<td>Binomial</td>
<td>1: Yes, 0: No</td>
<td>Yes</td>
<td>Confounding</td>
</tr>
<tr>
<td>Liver disease (mild, moderate, and severe)</td>
<td>Binomial</td>
<td>1: Yes, 0: No</td>
<td>Yes</td>
<td>Confounding</td>
</tr>
<tr>
<td>Diabetes (with or without chronic complication)</td>
<td>Binomial</td>
<td>1: Yes, 0: No</td>
<td>Yes</td>
<td>Confounding</td>
</tr>
<tr>
<td>Hemiplegia or paraplegia</td>
<td>Binomial</td>
<td>1: Yes, 0: No</td>
<td>Yes</td>
<td>Confounding</td>
</tr>
<tr>
<td>Renal disease</td>
<td>Binomial</td>
<td>1: Yes, 0: No</td>
<td>Yes</td>
<td>Confounding</td>
</tr>
<tr>
<td>CCIb scores</td>
<td>Ordinal</td>
<td>N/A</td>
<td>Yes</td>
<td>Confounding</td>
</tr>
<tr>
<td>Metformin</td>
<td>Binomial</td>
<td>1: Yes, 0: No</td>
<td>Yes</td>
<td>Confounding</td>
</tr>
<tr>
<td>Aspirin</td>
<td>Binomial</td>
<td>1: Yes, 0: No</td>
<td>Yes</td>
<td>Confounding</td>
</tr>
<tr>
<td>Statin</td>
<td>Binomial</td>
<td>1: Yes, 0: No</td>
<td>Yes</td>
<td>Confounding</td>
</tr>
<tr>
<td>Matching number (case match control)</td>
<td>Nominal</td>
<td>N/A</td>
<td>Yes</td>
<td>Stratified</td>
</tr>
</tbody>
</table>

aN/A: not applicable.
bCharlson Comorbidity Index.

Data analysis and results were performed using SAS software (version 9.4; SAS Institute) [18]. The results were expressed in adjusted odds ratios (AORs), which is $e^{\beta}$ with different confidence intervals, like 95%, 99%, and 99.9%. All statistical tests were 2-sided.

**Web-Based System**

After analyzing the associations between the long-term use of drugs and cancer risk, we built a web-based system to include all associations [19]. The back end of this web-based system includes a server, database, and application. We used Apache (Apache Software Foundation), MySQL (Oracle Corporation), and PHP (Hypertext Preprocessor) framework for developing the server. Apache is the most commonly used web server software and supports a variety of compiled modules. MySQL is a relational database management system, and PHP is a programming language designed primarily for web development. In this study, we inputted the associations into the database (MySQL) and used PHP to access and process the database. The web-based interface was designed accordingly with HTML, CSS, Bootstrap, JavaScript, and React.

**Results**

**Baseline Characteristics**

We identified 79,245 participants newly diagnosed with cancer between 2002 and 2013 from 2 million people (Table 2). After matching each case with 4 controls, we included 316,980 matched control patients in this study. The mean age was 59.2 years for both the case and control groups. A slight majority of the participants were male (201,295/396,225, 50.80%), and most participants (202,544/396,225, 51.12%) were aged 40 to 64 years. The prevalence of peptic ulcer disease (12,760/79,245, 16.10% vs 34,283/316,980, 10.82%) and liver disease (11,671/79,245, 14.73% vs 20,647/316,980, 6.51%) in the case group was higher than that in the control group. After associations between long-term use of drugs and cancer risk were comprehensively analyzed and stratified by age and sex, we obtained 45,368 associations in total, of which 2419, 1302, 662, and 366 associations were found statistically significant at a level of $P<.05$, $P<.01$, $P<.001$, and $P<.0001$, respectively (Table S1 in Multimedia Appendix 1).
Table 2. Baseline characteristics of case patients and control patients.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Case patients (with cancer) (n=79,245)</th>
<th>Control patients (without cancer) (n=316,980)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>59.20 (15.23)</td>
<td>59.21 (15.24)</td>
<td>N/A</td>
</tr>
<tr>
<td>20-39, n (%)</td>
<td>8,292 (10.5)</td>
<td>33,168 (10.5)</td>
<td>N/A</td>
</tr>
<tr>
<td>40-64, n (%)</td>
<td>40,504 (51.1)</td>
<td>162,040 (51.1)</td>
<td>N/A</td>
</tr>
<tr>
<td>≥65, n (%)</td>
<td>30,449 (38.4)</td>
<td>121,772 (38.4)</td>
<td>N/A</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>40,259 (50.8)</td>
<td>161,036 (50.8)</td>
<td>N/A</td>
</tr>
<tr>
<td>Female</td>
<td>38,986 (49.2)</td>
<td>155,944 (49.2)</td>
<td>N/A</td>
</tr>
<tr>
<td>Comorbid conditions, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Myocardial infarction</td>
<td>372 (0.47)</td>
<td>1729 (0.55)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Congestive heart failure</td>
<td>2557 (3.23)</td>
<td>9344 (2.95)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Peripheral vascular disease</td>
<td>1143 (1.44)</td>
<td>4187 (1.32)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Cerebrovascular disease</td>
<td>5306 (6.70)</td>
<td>22,609 (7.13)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Dementia</td>
<td>1205 (1.52)</td>
<td>5522 (1.74)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Chronic pulmonary disease</td>
<td>5951 (7.51)</td>
<td>20,423 (6.44)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Rheumatic disease</td>
<td>1138 (1.44)</td>
<td>3901 (1.23)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Peptic ulcer disease</td>
<td>12,760 (16.10)</td>
<td>34,283 (10.82)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Liver disease</td>
<td>11,671 (14.73)</td>
<td>20,647 (6.51)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Diabetes</td>
<td>9143 (11.54)</td>
<td>32,532 (10.26)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Hemiplegia or paraplegia</td>
<td>490 (0.62)</td>
<td>2300 (0.73)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Renal disease</td>
<td>2793 (3.52)</td>
<td>7453 (2.35)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Other drugs, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Metformin</td>
<td>8236 (10.39)</td>
<td>33,375 (10.53)</td>
<td>.07</td>
</tr>
<tr>
<td>Aspirin</td>
<td>9826 (12.40)</td>
<td>41,726 (13.16)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Statin</td>
<td>8336 (10.52)</td>
<td>37,395 (11.80)</td>
<td>&lt;.0001</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

Web-Based System

We successfully developed a web-based system [19], which contains 2 domains: (1) the drug and cancer page and (2) the overview page. The associations between long-term use of drugs and cancer diseases are shown in AORs with 95% CIs. The associations are visualized on the overview page, where researchers can compare and contrast the quantified personalized risk of multiple types of cancers for long-term users of the 6 groups of medications at the same time.

The Drug and Cancer Association Page

Drugs were categorized into 6 groups: (1) antihypertensives; (2) antihyperlipidemics; (3) antidiabetics; (4) antihyperuricemics; (5) NSAIDs; and (6) anxiolytics, hypnotics, and sedatives. As exemplified in Figure 3, the web-based system shows an AOR of 0.830 (95% CI 0.807-0.853) between statins (3-hydroxy-3-methyl-glutaryl coenzyme A [HMG-CoA] reductase inhibitors) and the overall cancer risk for those aged 20 years or older. Table 3 shows the associations between different drugs and cancers among different age groups gathered from the developed web-based system.
Figure 3. Display of drug and cancer risk.
### Table 3. Associations between different drugs and cancers among different age groups.

<table>
<thead>
<tr>
<th>Drug (ATC code), cancer type, and age (years)</th>
<th>Adjusted odd ratio (95% CI)</th>
<th>Case patients, n</th>
<th>Control patients, n</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Exposure</td>
<td>Nonexposure</td>
<td>Exposure</td>
</tr>
<tr>
<td><strong>Aspirin (B01AC06)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥65</td>
<td>0.954** (0.923-0.985)</td>
<td>6964</td>
<td>23,485</td>
</tr>
<tr>
<td>40-64</td>
<td>0.871*** (0.831-0.913)</td>
<td>2825</td>
<td>37,679</td>
</tr>
<tr>
<td>20-39</td>
<td>1.000 (0.679-1.472)</td>
<td>37</td>
<td>8255</td>
</tr>
<tr>
<td>≥20</td>
<td>0.924*** (0.900-0.949)</td>
<td>9826</td>
<td>69,419</td>
</tr>
<tr>
<td><strong>Metformin (A10BA02)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Colorectal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥65</td>
<td>0.881* (0.794-0.979)</td>
<td>797</td>
<td>4532</td>
</tr>
<tr>
<td>40-64</td>
<td>0.799*** (0.701-0.912)</td>
<td>456</td>
<td>4757</td>
</tr>
<tr>
<td>20-39</td>
<td>0.448 (0.148-1.358)</td>
<td>4</td>
<td>776</td>
</tr>
<tr>
<td>≥20</td>
<td>0.845*** (0.779-0.916)</td>
<td>1257</td>
<td>10,065</td>
</tr>
<tr>
<td><strong>Sitagliptin (A10BH01)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pancreatic</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥65</td>
<td>1.901* (1.125-3.213)</td>
<td>28</td>
<td>632</td>
</tr>
<tr>
<td>40-64</td>
<td>2.303* (1.109-4.781)</td>
<td>16</td>
<td>565</td>
</tr>
<tr>
<td>20-39</td>
<td>N/Ab</td>
<td>0</td>
<td>91</td>
</tr>
<tr>
<td>≥20</td>
<td>1.981** (1.298-3.024)</td>
<td>44</td>
<td>1288</td>
</tr>
<tr>
<td><strong>Benzodiazepine derivatives (N05)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brain</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥65</td>
<td>1.090 (0.787-1.508)</td>
<td>78</td>
<td>201</td>
</tr>
<tr>
<td>40-64</td>
<td>1.456** (1.112-1.905)</td>
<td>111</td>
<td>379</td>
</tr>
<tr>
<td>20-39</td>
<td>2.409** (1.364-4.257)</td>
<td>24</td>
<td>201</td>
</tr>
<tr>
<td>≥20</td>
<td>1.379** (1.138-1.670)</td>
<td>213</td>
<td>781</td>
</tr>
</tbody>
</table>

---

**ATC**: Anatomical Therapeutic Chemical.

bN/A: not applicable.

*P<.05.

**P<.01.

***P<.001.

---

**The Overview Page**

The web-based system provided an overview of associations between cancers and medications sorted by age, gender, P value, and ATC class of medications (Figure 4). In the cells are AORs of each cancer for different medications, and a confidence interval of 95%, 99%, or 99.9% can be selected by users based on different P values (P<.05, P<.01, P<.001). The web-based system highlights the cells with different colors—from green to white to red—to demonstrate the direction and the extent of these drug-cancer associations. When a user clicks on the Show Adjusted OR button, the system is able to show all associations. However, if a drug-cancer association pair has a sample size less than 10 patients, the cell stays blank.

Green colors symbolize a significant association between a drug and a cancer with an AOR less than 1. The darker a green color is, the farther from 1 the AOR is. Red colors symbolize a significant association between a drug and a cancer with an AOR greater than 1. The darker a red color is, the farther from 1 the AOR is. White indicates no significant association between a cancer and a drug.
Discussion

Main Outcomes

In this nationwide longitudinal retrospective study, we evaluated 79,245 patients with cancer and 316,980 control patients matched by variables including age, sex, and visit date at a 1:4 ratio from the NHIRD in Taiwan, including the follow-up data from 2001 to 2013 of 2 million individuals aged 20 years or older. This web-based system aimed to provide information of medication-cancer associations for users (researchers) to choose potentially clinically relevant ones for further studies (eg, a meta-analysis) and offered a filter by \( P \) value. We found aspirin and metformin were significantly associated with reduced cancer risk in those aged 40 to 64 years and 65 years or older, but no significant association was uncovered in those aged 20 to 39 years. A partial explanation for this may lie in the fact that the low prescribing rate or the low cancer incidence among those aged 20 to 39 years rendered it impossible for us to reject the null hypothesis that there were no associations between aspirin and all cancers or between metformin and colorectal cancer.

The long-term use of some drugs was associated with increased risk of certain cancers, such as sitagliptin with pancreatic cancer and benzodiazepines (BZDs) with brain cancer. For example, patients aged 40 to 64 years and 65 years or older treated with sitagliptin had a high risk for pancreatic cancer, but there was not sufficient information for us to estimate such risk among patients aged 20 to 39 years. On the contrary, those aged 20 to 39 years receiving BZDs had a higher risk of brain cancer (AOR 2.409, 95% CI 1.364-4.257; \( P=.003 \)) compared with the overall population (AOR 1.379, 95% CI 1.138-1.670; \( P=.001 \)), but there was no significant association between BZDs and brain cancer among those aged 65 years or older.

Biological Mechanisms

Despite mechanisms between the long-term use of drugs and cancer risk remaining not well understood, our findings were consistent with possible mechanisms proposed in previous studies. Aspirin, metformin, and statins are examples of this. According to previous studies, aspirin reduces prostaglandin generation, which is associated with decreased cellular proliferation, by inhibiting cyclooxygenase isozymes [20]. Metformin activates adenosine monophosphate–activated protein kinase (AMPK), which is a major sensor of whole-body energy metabolism, and activation of AMPK helps to reduce the proliferation of human colon cancer cells [21]. Statins can also decrease intracellular cholesterol production by inhibiting HMG-CoA and may also limit the cellular proliferation required...
for cancer growth [22]. In this study, aspirin, metformin, and statins were found to have significant associations with overall cancer risk, with AORs of 0.924 (95% CI 0.900-0.949; \( P < .001 \)), 0.845 (95% CI 0.779-0.916; \( P < .001 \)), and 0.830 (95% CI 0.807-0.853; \( P < .001 \)).

Additionally, sitagliptin has been suggested to have an association with elevated risk of pancreatitis and pancreatic cancer [23]. In our results, sitagliptin was also significantly associated with pancreatic cancer risk (AOR 1.981, 95% CI 1.298-3.024; \( P = .002 \)). Another intriguing finding in our study was that cancer risk was significantly associated with angiotensin-converting enzyme inhibitors (ACEIs) (AOR 0.854, 95% CI 0.829-0.880; \( P < .001 \)) but not with angiotensin II antagonists (ARBs), even though both ACEIs and ARBs pharmacologically share a similar pathway. A possible explanation is that the stronger inhibitory effect of ACEIs compared with ARBs on angiotensinogen may be associated with cancer risk. However, our system determined associations only, not causalities, between long-term use of medications and risk of cancers. For some of the significant associations, questions about their mechanisms are still left unanswered. Since the results of this study were associations that did not determine the causality, these associations will need further work to confirm mechanisms and causal relationship between long-term use of drugs and cancer risk.

**Clinical Implication**

Despite the immense investment in anticancer therapy, cancer remains the leading cause of death globally [24]. Development of an anticancer drug is resource intensive and takes an average of 13 years at a cost up to US $2.6 billion [25]. The rapidly growing cost and development time have made the pharmaceutical industry a less profitable choice for many investors [26]. Although little attention has been paid to identifying new chemoprevention drugs from existing available drugs, the strategy of using one drug to treat several indications has shown potential success and become an attractive proposition in many areas of medicine, especially in complex disorders [27].

Aspirin is widely used to treat fever and mild pain, but its long-term use may prevent development of squamous cell carcinoma [28], colorectal cancer [29], and hepatocellular carcinoma [30]. Statin use is associated with a reduced risk of pancreatic ductal adenocarcinoma [31] and hepatocellular carcinoma for patients with risk factors [22]. Moreover, metformin, an antidiabetic medication, has drawn attention, since it exhibits an effect on the prevention and treatment of cancers such as colorectal cancer as beneficial as an independent anticancer drug [32]. However, there has been substantial controversy about whether aspirin, statins, and metformin really have anticancer preventive or therapeutic effects on cancers, and often investigations with varying study designs and populations have reached different conclusions. A prudent decision is immediately needed in clinical practices because the use of commonly prescribed medications has been increasing and the resulting burden of cancer can be substantial at the population level [33]. Our study attempted to investigate the magnitude of cancer risk and the benefits of 6 groups of commonly prescribed medications using a large database and appropriate methodology. Our web-based system could potentially show hints of clinical interest for users such as researchers and health care professionals to propose new hypotheses and further undertake research to identify mechanisms or causalities of associations.

**Strengths and Limitations**

Strengths of this study include the retrospective study design, long-term follow-up, proper identification of case and control patients, and measurement of the magnitude of association between 6 commonly used groups of medications and cancer risks. Furthermore, confounding factors were appropriately adjusted to reduce the study bias.

We also acknowledge that our research has limitations that need to be addressed. First, drug adherence, self-payment, laboratory data, and lifestyles characteristics such as body mass index, smoking, and family history of cancer were unavailable in the NHIRD. Second, other risk factors for cancer, such as phenotype, genotype, and exposure type, might have influenced the results. Although we applied the match method and adjustment for numerous covariates to control confounding factors, it was impossible to eliminate all confounding factors, particularly indications. Third, all data were collected from the Taiwan NHIRD, and hence, the study population limited the generalization of the results to other countries with different ethnic distribution. Fourth, the results showed associations between the long-term use of drugs and cancer risk but not causation.

Moreover, we did not set a threshold for statistical significance at 0.05/45,368 \( \approx 1.10 \times 10^{-6} \) for multiple testing correction, given the large number of statistical tests and the highly selected patients—patients with cancer and long-term users of medications instead of the general population. Had we set the significance level at 1.10 \( \times 10^{-6} \), there would not have been enough significant associations to be useful or practical to users. Therefore, we offered in the web-based system a filter by \( P \) value, allowing users to choose a \( P \) value based on their own need for research. Moreover, considering that there might have been a small number of these highly selected patients, especially after we grouped by drug class, cancer type, age, and gender, we provided users with detailed information of sample sizes on the web-based system, showing the numbers of case and control patients either exposed or not exposed to the study medications.

**Conclusion**

This comprehensive retrospective study not only provides an overview of associations of cancer risk with 6 commonly prescribed groups of medications but also helps to narrow the gap in the currently insufficient research on the long-term safety of these medications. With all the quantified data visualized, the system is expected to further facilitate research on cancer risk and prevention. Since our findings have proposed only associations between cancers and long-term use of medications, further clinical trials and meta-analyses are required to assess and confirm their causality. This web-based system could potentially serve as a stepping-stone to exploring and consulting associations between long-term use of drugs and cancer risk.
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Abstract

Background: Focus groups are useful to support HIV prevention research among US subpopulations, such as Black gay, Black bisexual, and other Black sexual minority men (BSMM). Virtual synchronous focus groups provide an electronic means to obtain qualitative data and are convenient to implement; however, the protocols and acceptability for conducting virtual synchronous focus groups in HIV prevention research among BSMM are lacking.

Objective: This paper describes the protocols and acceptability of conducting virtual synchronous focus groups in HIV prevention research among BSMM

Methods: Data for this study came from 8 virtual synchronous focus groups examined in 2 studies of HIV-negative BSMM in US cities, stratified by age (N=39): 2 groups of BSMM ages 18-24 years, 5 groups of BSMM ages 25-34 years, and 1 group of BSMM 35 years and older. Virtual synchronous focus groups were conducted via Zoom, and participants were asked to complete an electronic satisfaction survey distributed to their email via Qualtrics.

Results: The age of participants ranged from 18 to 44 years (mean 28.3, SD 6.0). All participants “strongly agreed” or “agreed” that they were satisfied participating in an online focus group. Only 17% (5/30) preferred providing written informed consent versus oral consent. Regarding privacy, most (30/30, 100%) reported “strongly agree” or “agree” that their information was safe to share with other participants in the group. Additionally, 97% (29/30) reported being satisfied with the incentive.

Conclusions: Conducting virtual synchronous focus groups in HIV prevention research among BSMM is feasible. However, thorough oral informed consent with multiple opportunities for questions, culturally relevant facilitation procedures, and appropriate incentives are needed for optimal focus group participation.

(JMIR Public Health Surveill 2021;7(2):e22980)  doi:10.2196/22980
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Introduction

Disparities in HIV and negative sexual health outcomes have impacted Black gay, Black bisexual, and other Black sexual minority men (BSMM) throughout the United States for more than a decade [1,2]. From 2014 to 2018, the incidence of HIV infections have remained unchanged among BSMM generally and have increased by 12% for BSMM ages 25-34 years [3]. In 2018, BSMM accounted for 37% of new diagnoses among gay and bisexual men [3]. If infection rates remain stable and treatment and prevention activities remain ineffective, estimates suggest a 50% lifetime risk of infection among BSMM [4]. More culturally relevant, high-impact activities to reduce HIV and improve health outcomes for this group are urgently needed.
Focus groups can be a particularly useful method for identifying community needs and designing culturally relevant intervention strategies [8-10].

Focus groups use within-group perspectives, discussions, and interactions to gather information about collective views on a topic [8,10]. Individual in-depth interviews gather detailed, personal information regarding topics that are sensitive or about which little is known [11], while focus groups leverage group dynamics to identify community views and design culturally relevant interventions [8,11]. Studies using focus groups have uncovered nuanced sociocultural experiences, such as how the combined impact of racism, homonegativity, and stigma from society, family, and health care providers create barriers to HIV prevention behaviors among BSMM [8,10,12]. Focus group data have also revealed how psychosocial factors, such as medical mistrust, inhibit participation in prevention activities, HIV treatment, and research among BSMM [8,12,13].

Although using in-person focus groups to design interventions for BSMM is popular [10], social distancing and stay-at-home orders due to COVID-19 have prohibited in-person research protocols, which could affect progress toward obtaining the high-quality data needed to design culturally relevant strategies for BSMM. Remote research protocols are needed to continue HIV prevention and health promotion activities. Virtual focus groups (ie, focus groups that are not in person) provide an electronic means to obtaining qualitative data from several participants simultaneously [14,15].

Virtual focus groups provide an online platform by which participants can respond to a series of open-ended questions similar to an in-person focus group [16]. Virtual focus groups refer to online chatrooms, discussion boards, email correspondence [14,15,17], and more recent computer-mediated, video communication modalities such as Skype (Microsoft) and Zoom (Zoom Video Communications) [16,18,19]. Conducting virtual focus groups could help researchers overcome various challenges related to study location, research costs, and obtaining the views from a range of participants within a population [20,21]. Virtual focus groups can also reduce inhibitions among some participants and allow more free-flowing discussions [20]. Some have found that the anonymous setting of virtual focus groups allows some participants to discuss sensitive topics more candidly than they would do in person [16,21]. Recent studies have briefly described the protocols and outcomes for conducting virtual focus groups for some subpopulations, such as youths [22], transgender men and women [16,23], and gay and bisexual men [21]. White and colleagues [8] have also briefly described in-person focus group research conducted with BSMM in HIV prevention research. However, little is known regarding the protocols for conducting virtual synchronous focus groups or the acceptability of conducting this research among BSMM.

Describing the protocols and exploring the feasibility and acceptability of conducting virtual synchronous focus group research among BSMM is crucial to obtaining quality data and conducting ethical research [8,24]. It is well established that medical and research mistrust persists among BSMM [8,12,13] which could limit optimal research using virtual synchronous focus groups for this population. The intersectional experience of being both a sexual and racial minority in the United States also inhibits optimal research participation among BSMM [8,25]. Obtaining optimal research participation from BSMM requires careful consideration, as few researchers have had substantial success in reaching or engaging BSMM in HIV research [6,8,26,27]. Although some have described the general use of Zoom videoconferencing for qualitative data collection [16,18,19,28], the literature describing ethical research protocols using virtual synchronous focus groups among BSMM in HIV prevention research is lacking.

To address this deficit, this paper describes the protocols and acceptability of conducting virtual synchronous focus groups in HIV prevention research among BSMM. To date, the methodological and ethical issues related to recruitment and screening, informed consent, maintaining privacy, focus group facilitation, and providing incentives for conducting virtual synchronous focus groups with BSMM have not been adequately addressed. The procedures and protocols in conducting virtual synchronous focus group studies require clarification because research designs, teams, and protocols impact study participation, group dynamics, and the quality of responses among BSMM in HIV prevention research [8,10]. Details from this study will improve researchers’ ability to ethically gather in-depth, culturally relevant, and high-quality data to design interventions to reduce HIV for BSMM.

Methods

Virtual Focus Group Sample

Data for this study came from 8 virtual synchronous focus groups examined in 2 studies of HIV-negative BSMM in US cities conducted from March 2020 to June 2020 (N=39). One study explored BSMM’s preferences for a multicomponent, peer-based intervention to increase HIV-risk perceptions and PrEP initiation; the other study explored ethical and culturally responsive modalities to improve PrEP research participation among BSMM. Eligibility for both studies included being at least 18 years of age (the age limit for one study was 35 years), identifying as Black or African American and as a man, reporting having sex with a male partner in the previous 12 months, self-reporting being HIV-negative, and residing in a US city. Both studies were guided by the life course theoretical framework. Groups were stratified by age, resulting in the following age groups: 18-24 years (2 groups), 25-34 years (5 groups), and 35 years and older (1 group). Each focus group lasted between 60 and 90 minutes and was conducted online via Zoom. At the end of the focus group, participants were asked to complete an electronic satisfaction survey distributed to their email through a private Qualtrics link. The survey items were designed with consideration of the domains of focus group research conduct and asked questions related to participant satisfaction with the online modality, comfort, concerns regarding privacy, and study incentives. All study procedures
Participants were provided a password-protected Zoom link and instructed not to share the link with anyone. Once all participants joined the virtual focus group, the facilitator asked each person to verbally confirm that he was in a private location to share and receive information. Participants (including facilitators) were asked to confirm their privacy by showing everyone their space on camera. This was not done if participants were alone in their cars, had headphones on, or were noted walking around their space with their phone or tablet prior to the focus group meeting with no one visible in the background. All participants were also asked if they believed the study environment (eg, facilitators, other participants) to be safe enough to share their views.

Once the facilitator and participants confirmed the group’s safety and privacy, the facilitator locked the meeting using Zoom’s “lock meeting” function and informed the participants that the meeting was locked. Participants were then asked to change their Zoom screen name to a pseudonym (eg, name of their favorite color) to limit the risk of a participant’s given name being audio recorded or exposed in a computer screen shot.

**Virtual Focus Group Facilitation**

Semistructured focus group guides were designed in consultation with key informants, local community-based organization leadership and staff members who had strong ties to the target population, and investigators with expertise in HIV prevention, qualitative research, and health communications. Participants who accessed a virtual synchronous focus group using an internet-connected mobile device (eg, cellular phone, tablet) were instructed to charge their mobile device while in the focus group to maintain connection to the meeting. Given the relative newness of virtual synchronous focus groups as a data collection modality among this population, focus groups in both studies were limited to 5 participants to reduce the risk of potential privacy breaches and to increase the ease of facilitation. Focus groups were recorded using a digital audio recorder placed near the facilitators’ computer to ease participants’ concerns of being video recorded.

Two experienced facilitators conducted the virtual groups. One facilitator, a self-identified BSMM with experience conducting qualitative research among the population, led the discussion, managed the group, and recorded field notes. The other facilitator scheduled the groups, recorded field notes, observed group dynamics, and provided technical support for participants who had difficulties connecting to the meeting (eg, mistaken password, confirming time and attendance). Focus groups were also conducted on weekends to accommodate participant schedules. Prior to the discussion, the facilitator initiated casual conversations with the participants virtually to increase their comfort and build rapport prior to the formal discussion. Participants were provided an opportunity to ask additional questions about the study or procedures and to debrief with the facilitators regarding their attitudes toward the nature of the study and the online modality before and after the meeting, which was documented in field notes. Each group began with the facilitator discussing the purpose and ground rules for discussion (eg, one person speaks at a time, respect each other’s comments, maintain privacy). For both studies, participants
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were approved by the Johns Hopkins School of Medicine Institutional Review Board. Virtual synchronous focus group procedures were conducted in the same manner for both studies and are described in the following section.

**Recruitment and Screening**

Participants were recruited from a combination of active and passive recruitment strategies. Passive recruitment included sharing institutional review board (IRB)–approved study fliers and study information on social media websites (eg, Facebook, Twitter) and Craigslist. Active recruitment included reaching out to participants from existing studies, contacting local community-based organizations, and using incentivized referrals from participants within the study. Interested volunteers could contact the study via phone or text messages and were provided additional study-related information by a trained research assistant using an IRB-approved screening script. The same research assistants screened participants for both studies. After questions were answered, research assistants screened volunteers for eligibility and provided eligible volunteers the details related to the time and log-in details for the virtual synchronous focus group.

**Informed Consent**

After eligibility was determined, research assistants emailed eligible volunteers a copy of the IRB-approved oral consent form detailing the nature of the study, explaining the potential risks involved in study participation, and indicating that their participation was voluntary. Volunteers were provided an opportunity to ask questions about the study and protocol to the research assistants and the principal investigator (PI) prior to, during, and after the study. After all scheduled study participants joined the virtual focus group, the PI reviewed study-related activities as described in the oral consent form and gave everyone the opportunity to ask additional questions verbally or within the private chat function in Zoom. The PI then prompted each individual participant to provide verbal informed consent. Once the audio recording began, all participants were again asked to individually confirm that they were providing verbal informed consent detailing the nature and risks of the study, that their participation was voluntary, and that they could discontinue at any time without consequence. The study team documented the verbal informed consent for each participant in writing.

**Establishing and Maintaining Privacy**

Once we determined their eligibility, participants were emailed a copy of the oral informed consent document and instructions informing them of the virtual format, that they should be in a private location, and to use headphones to protect their and others’ information. They were also notified that they might be asked to show the group their location via the reverse camera function on their mobile phone or internet-connected device (eg, computer, tablet) to confirm that they were alone. The research team (ie, the research assistants and the PI) informed participants that if their location was compromised by another individual entering their space they would be removed from the virtual focus group.

Participants were provided a password-protected Zoom link and instructed not to share the link with anyone. Once all participants joined the virtual focus group, the facilitator asked each person to verbally confirm that he was in a private location to share and receive information. Participants (including facilitators) were asked to confirm their privacy by showing everyone their space on camera. This was not done if participants were alone in their cars, had headphones on, or were noted walking around their space with their phone or tablet prior to the focus group meeting with no one visible in the background. All participants were also asked if they believed the study environment (eg, facilitators, other participants) to be safe enough to share their views.

Once the facilitator and participants confirmed the group’s safety and privacy, the facilitator locked the meeting using Zoom’s “lock meeting” function and informed the participants that the meeting was locked. Participants were then asked to change their Zoom screen name to a pseudonym (eg, name of their favorite color) to limit the risk of a participant’s given name being audio recorded or exposed in a computer screen shot.

**Virtual Focus Group Facilitation**

Semistructured focus group guides were designed in consultation with key informants, local community-based organization leadership and staff members who had strong ties to the target population, and investigators with expertise in HIV prevention, qualitative research, and health communications. Participants who accessed a virtual synchronous focus group using an internet-connected mobile device (eg, cellular phone, tablet) were instructed to charge their mobile device while in the focus group to maintain connection to the meeting. Given the relative newness of virtual synchronous focus groups as a data collection modality among this population, focus groups in both studies were limited to 5 participants to reduce the risk of potential privacy breaches and to increase the ease of facilitation. Focus groups were recorded using a digital audio recorder placed near the facilitators’ computer to ease participants’ concerns of being video recorded.

Two experienced facilitators conducted the virtual groups. One facilitator, a self-identified BSMM with experience conducting qualitative research among the population, led the discussion, managed the group, and recorded field notes. The other facilitator scheduled the groups, recorded field notes, observed group dynamics, and provided technical support for participants who had difficulties connecting to the meeting (eg, mistaken password, confirming time and attendance). Focus groups were also conducted on weekends to accommodate participant schedules. Prior to the discussion, the facilitator initiated casual conversations with the participants virtually to increase their comfort and build rapport prior to the formal discussion. Participants were provided an opportunity to ask additional questions about the study or procedures and to debrief with the facilitators regarding their attitudes toward the nature of the study and the online modality before and after the meeting, which was documented in field notes. Each group began with the facilitator discussing the purpose and ground rules for discussion (eg, one person speaks at a time, respect each other’s comments, maintain privacy). For both studies, participants
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were approved by the Johns Hopkins School of Medicine Institutional Review Board. Virtual synchronous focus group procedures were conducted in the same manner for both studies and are described in the following section.

**Recruitment and Screening**

Participants were recruited from a combination of active and passive recruitment strategies. Passive recruitment included sharing institutional review board (IRB)–approved study fliers and study information on social media websites (eg, Facebook, Twitter) and Craigslist. Active recruitment included reaching out to participants from existing studies, contacting local community-based organizations, and using incentivized referrals from participants within the study. Interested volunteers could contact the study via phone or text messages and were provided additional study-related information by a trained research assistant using an IRB-approved screening script. The same research assistants screened participants for both studies. After questions were answered, research assistants screened volunteers for eligibility and provided eligible volunteers the details related to the time and log-in details for the virtual synchronous focus group.

**Informed Consent**

After eligibility was determined, research assistants emailed eligible volunteers a copy of the IRB-approved oral consent form detailing the nature of the study, explaining the potential risks involved in study participation, and indicating that their participation was voluntary. Volunteers were provided an opportunity to ask questions about the study and protocol to the research assistants and the principal investigator (PI) prior to, during, and after the study. After all scheduled study participants joined the virtual focus group, the PI reviewed study-related activities as described in the oral consent form and gave everyone the opportunity to ask additional questions verbally or within the private chat function in Zoom. The PI then prompted each individual participant to provide verbal informed consent. Once the audio recording began, all participants were again asked to individually confirm that they were providing verbal informed consent detailing the nature and risks of the study, that their participation was voluntary, and that they could discontinue at any time without consequence. The study team documented the verbal informed consent for each participant in writing.

**Establishing and Maintaining Privacy**

Once we determined their eligibility, participants were emailed a copy of the oral informed consent document and instructions informing them of the virtual format, that they should be in a private location, and to use headphones to protect their and others’ information. They were also notified that they might be asked to show the group their location via the reverse camera function on their mobile phone or internet-connected device (eg, computer, tablet) to confirm that they were alone. The research team (ie, the research assistants and the PI) informed participants that if their location was compromised by another individual entering their space they would be removed from the virtual focus group.

Participants were provided a password-protected Zoom link and instructed not to share the link with anyone. Once all participants joined the virtual focus group, the facilitator asked each person to verbally confirm that he was in a private location to share and receive information. Participants (including facilitators) were asked to confirm their privacy by showing everyone their space on camera. This was not done if participants were alone in their cars, had headphones on, or were noted walking around their space with their phone or tablet prior to the focus group meeting with no one visible in the background. All participants were also asked if they believed the study environment (eg, facilitators, other participants) to be safe enough to share their views.

Once the facilitator and participants confirmed the group’s safety and privacy, the facilitator locked the meeting using Zoom’s “lock meeting” function and informed the participants that the meeting was locked. Participants were then asked to change their Zoom screen name to a pseudonym (eg, name of their favorite color) to limit the risk of a participant’s given name being audio recorded or exposed in a computer screen shot.

**Virtual Focus Group Facilitation**

Semistructured focus group guides were designed in consultation with key informants, local community-based organization leadership and staff members who had strong ties to the target population, and investigators with expertise in HIV prevention, qualitative research, and health communications. Participants who accessed a virtual synchronous focus group using an internet-connected mobile device (eg, cellular phone, tablet) were instructed to charge their mobile device while in the focus group to maintain connection to the meeting. Given the relative newness of virtual synchronous focus groups as a data collection modality among this population, focus groups in both studies were limited to 5 participants to reduce the risk of potential privacy breaches and to increase the ease of facilitation. Focus groups were recorded using a digital audio recorder placed near the facilitators’ computer to ease participants’ concerns of being video recorded.

Two experienced facilitators conducted the virtual groups. One facilitator, a self-identified BSMM with experience conducting qualitative research among the population, led the discussion, managed the group, and recorded field notes. The other facilitator scheduled the groups, recorded field notes, observed group dynamics, and provided technical support for participants who had difficulties connecting to the meeting (eg, mistaken password, confirming time and attendance). Focus groups were also conducted on weekends to accommodate participant schedules. Prior to the discussion, the facilitator initiated casual conversations with the participants virtually to increase their comfort and build rapport prior to the formal discussion. Participants were provided an opportunity to ask additional questions about the study or procedures and to debrief with the facilitators regarding their attitudes toward the nature of the study and the online modality before and after the meeting, which was documented in field notes. Each group began with the facilitator discussing the purpose and ground rules for discussion (eg, one person speaks at a time, respect each other’s comments, maintain privacy). For both studies, participants
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were asked targeted questions related to ethical research conduct and how researchers could better engage with BSMM during focus groups.

Incentives
Participants were compensated with a US $80 electronic Amazon gift card for one study and a US $75 electronic Amazon gift card for another study. For both studies, participants who referred other eligible volunteers were compensated an additional US $40 electronic gift card for each eligible volunteer they referred up to 2 referrals. Gift cards were scheduled for dissemination within 14 business days of focus group participation and delivered directly to the participants’ email on file.

Analysis of Research Protocols and Participant Satisfaction
Field notes that were documented by the research team were reviewed and organized through a process of abductive analysis, and the notes were closely analyzed with consideration to relevant frameworks for qualitative and HIV prevention research methodology [8,29,30]. Specifically, notes from each group were independently reviewed by the authorship team, and then themes related to the procedures and pragmatic issues of the groups were discussed by the research team. Age-related differences were also considered during analysis. Themes were identified through reflexive debriefing whereby the research team outlined and agreed upon pertinent, salient domains for virtual focus group conduct [8,31]. Themes were also considered relative to participant responses to the satisfaction survey.

Results
Table 1 reports the responses from the satisfaction survey regarding virtual synchronous focus group participation among BSMM. Of the 39 who participated in the groups, 30 (77%) completed the survey. The age of participants ranged from 18 to 44 years (mean 28.3, SD 6.0). Regarding virtual focus group participation, 86% (26/30) reported that they “strongly agreed” that they were satisfied participating in a focus group online, while the remaining 14% (4/30) reported “agree.” Most (23/30, 77%) reported not preferring in-person focus group participation.
Table 1. Satisfaction of virtual synchronous focus group participation among Black sexual minority men (N=30).

<table>
<thead>
<tr>
<th>Participants' age and responses</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), range</td>
<td>18-44</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>28.3 (6.0)</td>
</tr>
</tbody>
</table>

**I was satisfied with participating in a focus group online, n (%)**

<table>
<thead>
<tr>
<th>Strongly agree</th>
<th>Agree</th>
<th>Agree nor disagree</th>
<th>Disagree</th>
<th>Strongly disagree</th>
</tr>
</thead>
<tbody>
<tr>
<td>26</td>
<td>4</td>
<td>11</td>
<td>4</td>
<td>10</td>
</tr>
</tbody>
</table>

**I understood the purpose of the study, n (%)**

<table>
<thead>
<tr>
<th>Strongly agree</th>
<th>Agree</th>
<th>Agree nor disagree</th>
<th>Disagree</th>
<th>Strongly disagree</th>
</tr>
</thead>
<tbody>
<tr>
<td>26</td>
<td>4</td>
<td>11</td>
<td>4</td>
<td>10</td>
</tr>
</tbody>
</table>

**I would have preferred to provide written informed consent than provide verbal informed consent, n (%)**

<table>
<thead>
<tr>
<th>Strongly agree</th>
<th>Agree</th>
<th>Agree nor disagree</th>
<th>Disagree</th>
<th>Strongly disagree</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>2</td>
<td>11</td>
<td>4</td>
<td>10</td>
</tr>
</tbody>
</table>

**I would have preferred to participate in the focus group in person, n (%)**

<table>
<thead>
<tr>
<th>Strongly agree</th>
<th>Agree</th>
<th>Agree nor disagree</th>
<th>Disagree</th>
<th>Strongly disagree</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>4</td>
<td>11</td>
<td>6</td>
<td>6</td>
</tr>
</tbody>
</table>

**In the future, I would like to participate in other online focus groups, n (%)**

<table>
<thead>
<tr>
<th>Strongly agree</th>
<th>Agree</th>
<th>Agree nor disagree</th>
</tr>
</thead>
<tbody>
<tr>
<td>19</td>
<td>10</td>
<td>1</td>
</tr>
</tbody>
</table>

**It is more feasible for me to participate in an online focus group than in an in-person focus group**, n (%)

<table>
<thead>
<tr>
<th>Strongly agree</th>
<th>Agree</th>
<th>Agree nor disagree</th>
<th>Disagree</th>
<th>Strongly disagree</th>
</tr>
</thead>
<tbody>
<tr>
<td>13</td>
<td>9</td>
<td>4</td>
<td>3</td>
<td></td>
</tr>
</tbody>
</table>

**I felt that my information was safe to share with other participants in the group, n (%)**

<table>
<thead>
<tr>
<th>Strongly agree</th>
<th>Agree</th>
<th>Agree nor disagree</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>10</td>
<td>1</td>
</tr>
</tbody>
</table>

**I believe my information will be kept confidential by the research team, n (%)**

<table>
<thead>
<tr>
<th>Strongly agree</th>
<th>Agree</th>
<th>Agree nor disagree</th>
</tr>
</thead>
<tbody>
<tr>
<td>19</td>
<td>10</td>
<td>1</td>
</tr>
</tbody>
</table>

**I believe the other participants were in a private space, n (%)**

<table>
<thead>
<tr>
<th>Strongly agree</th>
<th>Agree</th>
<th>Agree nor disagree</th>
</tr>
</thead>
<tbody>
<tr>
<td>18</td>
<td>11</td>
<td>1</td>
</tr>
</tbody>
</table>

**I believe my information will be kept confidential by the other people who participated in the focus group, n (%)**

<table>
<thead>
<tr>
<th>Strongly agree</th>
</tr>
</thead>
<tbody>
<tr>
<td>17</td>
</tr>
</tbody>
</table>
Due to missing data, some responses are less than the total sample.

The following section describes the themes from the research team’s debriefing of participant responses.

Motivations and Barriers to Focus Group Participation

Most participants were between ages 25 and 34 years. During screening, research assistants noted that younger participants lacked private locations to participate in a sexual health focus group focused on BSMM. Approximately one-third of participants explicitly mentioned interest in study participation because members of the investigative team were Black and the PI was a BSMM. For instance, one participant, age 30 years, said, “That’s why I wanted to do this, because you will understand what we’re saying better than ‘them’ and you need this information.” During focus groups, several others reported having expectations that the research team would better understand their perspectives and needs as BSMM, and they were comfortable sharing more personal information with the research team members than they typically would do in research studies with predominately White investigators. In several focus groups, participants expressed feeling as if non-Black researchers “don’t really care about us.”

Informed Consent

Of those surveyed, 33% (10/30) reported “strongly disagree” to a preference of providing written informed consent versus the oral consent they provided; 13% (4/30) reported “disagree,” and 37% (11/30) reported “neither agree nor disagree.” Field notes documented how participants across age groups asked questions only related to the nature of the audio recording (whether their faces would be recorded via Zoom) and how long after their participation they would receive their incentive.

Establishing and Maintaining Privacy

All participants reported that they “strongly agree” or “agree” that their information was safe to share with other participants in the group; 63% (19/30) “strongly agreed” that they believed their information would be kept confidential by the research team; 33% (10/30) reported “agree.” Most (18/30, 60%) strongly agreed that they believed other participants were in a private space while participating in the group, and 37% (11/30) “agreed.” Of note, to maintain privacy, 2 participants between ages 25 and 34 years participated in the groups in their cars. Only 1 person (from the 25-34 year age group) was removed from the virtual focus group due to a combination of technical difficulties and a suspicious location that prompted the other participants to express concerns privately in the chat box.

Virtual Focus Group Facilitation

The team noted that the domains of the focus group guide were maintained despite the virtual nature of the research in both studies. The facilitator had to remind participants across age groups to speak up to ensure that the audio recorder could capture the conversation. Since background noises distracted the audio recording and since excited participants would occasionally speak over each other, participants were also reminded to speak one at a time and to mute themselves if they were not speaking.

The study team had no record or impression that the virtual modality limited participants’ sharing their views. Across age groups, participants adequately responded to focus group questions and referred to each other by the pseudonym in the Zoom chat, respecting each other’s privacy for the audio recording. Postinterview debriefing with participants revealed that groups with men 34 years old and under indicated increased comfort in participating in the focus group due to the small size (5 participants or less), although participants mentioned they would also prefer a small size in person.

Incentives

Among the participants, 45% (14/30) reported strongly agreeing that they were satisfied with the incentive, and 52% (16/30) reported “agree.” However, due to administrative barriers, some groups did not receive their incentive for approximately 30 days after their participation, which caused participants to continue to reach out to the investigative team and make formal complaints. Two participants reached out to the IRB with concerns that the research team was taking advantage of their participation and did not believe the investigative team would compensate them for their time. This caused the research team to identify ways to immediately compensate participants after their virtual research conduct.

Discussion

This paper outlines the protocols for conducting virtual synchronous focus groups with BSMM for HIV prevention research and provides quantitative and qualitative feedback on acceptability from participants. Overall, conducting virtual synchronous focus groups in HIV prevention research among BSMM is feasible. However, careful consideration and attention to providing informed consent, ensuring privacy, facilitating groups, and promptly providing incentives is necessary for optimal focus group participation. Focus group facilitators must be explicitly trained to thoroughly explain study goals and
research protocols, ensure privacy, and manage virtual synchronous groups with BSMM.

Conducting virtual synchronous focus groups could be a useful modality to recruit and engage BSMM who are otherwise “hard to reach,” such as professional men who are unable to attend research offices during the workday and low-resourced men who may not have transportation to travel to research facilities [32]. As many studies of BSMM in HIV prevention research oversample low-resourced participants, virtual synchronous focus groups could facilitate data collection among a more representative sample. However, we did not document participants’ socioeconomic status in this study and were not able to quantify the relative yield of recruitment for virtual research participation compared to in-person activities; others have found no substantial difference in recruitment yield for virtual versus in-person activities [19]. Moreover, COVID-19 impacted study recruitment, as clinics that were typically helpful were only accepting scheduled patients for in-person visits (not research staff) and staff members that could have referred patients to the studies were limited.

Providing IRB-approved oral informed consent was feasible and may be more acceptable among BSMM than obtaining written informed consent for virtual, synchronous focus group participation. This could be due to the convenience of not having to provide electronic or written signatures. Acceptability could also be due to the detailed nature of our informed consent process that provided several opportunities for study participants to ask questions and gain clarification about study-related expectations. However, it is important that the research team uniformly document oral informed consents. Although most participants reported being satisfied with the informed consent process, more information is still needed about the differences, if any, in BSMM’s comprehension of study protocols when informed consent is obtained orally versus in written form. Providing multiple opportunities for participants to ask questions could build trust in the research and is imperative for ethical research conduct with this population.

Smaller focus groups may be optimal for data collection among this population [8]. Data from the present analysis suggest that virtual synchronous groups among BSMM should be limited to 5 individuals to maximize participant comfort and privacy. Although some suggest that online focus groups should be between 8 and 12 participants [11,20], limiting group size provides an opportunity for rapport building between the focus group facilitator and participants as well as among participants. Limiting the size of the group also reduces the likelihood of compromising participants’ locations and lessens the risk of privacy breaches. Procedures to maintain participant safety during virtual synchronous focus groups should be described prior to study participation, and the facilitator should be prepared to remove participants who are unable to maintain privacy standards during online discussions.

Having a culturally congruent and culturally competent research team could be an integral part of participant sharing and satisfaction across focus groups [8]. Other studies have found that having culturally congruent research teams reduces research mistrust and fosters optimal participation among BSMM [8,10,33]. Although this study did not measure this directly, having culturally congruent teams could also reduce social desirability bias among BSMM [8,10,34]. Optimizing the utility of cultural congruence includes several factors, including an aesthetic component, personal disclosures, and providing extensive details related to the purpose and importance of the research and participation. Specifically, research teams can “look like” participants and share demographic characteristics, yet maintain professionalism [8,10]. Team members can also share personal information regarding their relationships to the community (eg, being a BSMM or not, living in similar communities or not), and passionately explain why their participation in the research study is important. These activities could build rapport and trust as well as reinforce the importance of maintaining safety standards. Still, research teams should be explicitly trained to optimize virtual synchronous focus group participation among BSMM regardless of demographic characteristics by explaining all study procedures, building trust, and establishing privacy procedures.

Incentivizing research participation is also important for this population. As medical and research mistrust persists for BSMM, immediately incentivizing participants after their study participation is crucial to limiting mistrust and skepticism despite the presence of a culturally congruent team. Due to COVID-19, incentive distribution was more delayed than that in usual in-person activities that permit the immediate disbursement of cash or gift cards. Ultimately, administrative regulations on virtual incentives were updated, and we were able to promptly disburse claim codes electronically upon completion of research participation.

Limitations should be acknowledged. The parent studies included convenience samples of BSMM who were recruited in part through snowball sampling, which limits the application of current methods on a more diverse sample of BSMM. We also conducted this study among HIV-negative BSMM; it is unclear whether these procedures would be equally acceptable among BSMM who are living with HIV. Additionally, this study included relatively small samples, and we were not able to quantify potential social desirability bias in responses.

However, few studies have detailed the important concepts in conducting virtual synchronous focus groups in HIV prevention research and among BSMM. The present considerations to maximize virtual synchronous focus group participation in HIV prevention research among BSMM align with existing recommendations for approaches in community-based research and cultural competency in clinical and research settings [8,24,35-37]. Future research should quantify the relative participation rates of virtual versus in-person focus groups and continue to explore preferences for ethical research study conduct in HIV prevention research among BSMM. Future research should also test the relative impact of larger versus smaller group sizes on group dynamics and participant responses. It is important that researchers take careful consideration of research conduct with this population and remind participants that they are a part of the process of reducing HIV and promoting community public health.
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Abstract

Background: Personas, based on customer or population data, are widely used to inform design decisions in the commercial sector. The variety of methods available means that personas can be produced from projects of different types and scale.

Objective: This study aims to experiment with the use of personas that bring together data from a survey, household air measurements and electricity usage sensors, and an interview within a research and innovation project, with the aim of supporting eHealth and eWell-being product, process, and service development through broadening the engagement with and understanding of the data about the local community.

Methods: The project participants were social housing residents (adults only) living in central Cornwall, a rural unitary authority in the United Kingdom. A total of 329 households were recruited between September 2017 and November 2018, with 235 (71.4%) providing complete baseline survey data on demographics, socioeconomic position, household composition, home environment, technology ownership, pet ownership, smoking, social cohesion, volunteering, caring, mental well-being, physical and mental health–related quality of life, and activity. K-prototype cluster analysis was used to identify 8 clusters among the baseline survey responses. The sensor and interview data were subsequently analyzed by cluster and the insights from all 3 data sources were brought together to produce the personas, known as the Smartline Archetypes.

Results: The Smartline Archetypes proved to be an engaging way of presenting data, accessible to a broader group of stakeholders than those who accessed the raw anonymized data, thereby providing a vehicle for greater research engagement, innovation, and impact.

Conclusions: Through the adoption of a tool widely used in practice, research projects could generate greater policy and practical impact, while also becoming more transparent and open to the public.

(JMIR Public Health Surveill 2021;7(2):e25037) doi:10.2196/25037
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Introduction

History of Personas
In 1999, software developer Alan Cooper [1] published the book “The Inmates are Running the Asylum” in which he advocated “user-centered design.” To focus the design of software or any other product on the intended user, Cooper suggested using “personas” [1-5]. Since then, personas have been applied in a wide variety of fields where systems, services, or products are being designed for human use. Such applications include health service design [3,6,7], eHealth services [2,6,8-13], and health behavior change [14-17].

There is a long history of typology in the social sciences, whether seeking to identify types of individuals, organizations, or societies. Both Plato and Aristotle considered there to be forms that were not specific to any person or entity but representing some fundamental collective characteristics, which are seen as the origins of the concept of archetypes [18,19]. Typologies and categorial groups have been useful in the development of the understanding of various aspects of society, such as politics, history, and development [20,21]. Jung developed the earlier ideas around archetypes in the field of psychology as innate and universal primordial ideas (prototypes), which were useful for interpreting behaviors and actions [22]. Ernest Dichter later applied Jung’s archetypes to advertising and marketing [23].

Possibly, the most well-known use of a persona in health care services in the United Kingdom was Torbay and South Devon Health and Care National Health Service Trust’s “Mrs Smith,” a persona of an older woman created to support the integration of health and social care services [24-26]. Most recently, methods for persona development have begun to be applied in research projects to support the understanding of the complex system of social determinants of health [27-29]. In addition, the expansion in the forms and amounts of data collected made it necessary for data producers and data holders to present data in formats that are more accessible while maintaining participant confidentiality.

Persona Development Methods

Two significant challenges in developing personas are avoiding harmful stereotypes and achieving a balance between making the personas relatable so that they are engaging but avoiding being so specific that they do not relate to a large enough group of people (customer base) [5,30]. The process for developing personas typically comprises a number of steps, starting with identifying basic details of the personas, such as demographics, and subsequently adding layers of detail until a sufficiently life-like and relatable character is formed [3,16,30]. The types of details required for the persona are selected to fit the purpose for which the personas are being designed. For example, the designer of a new magazine would want details about the interests and lifestyle choices of the persona, whereas the designer of a health service would want to know the persona’s health state and treatment preferences. The approaches taken to this process vary from those based purely on anecdotes or experiences and are therefore more prone to stereotyping [2,7,14,31], through to those based on the objective analysis of data reducing the risk of stereotyping within the personas [3,10,12,13,17,20,27,32,33]. Most people advocate a mixed methods approach using both objective and subjective data to avoid stereotypes and overly specific personas [3,9,10,16,17]. Recently, those who will use the eventual product, process, or service have become involved in the creation of the personas to be used in the development process [2,6,8,34].

The common quantitative methods often applied to persona development are factor analysis [33], latent class analysis [27], k-means cluster analysis [12,13,17], and hierarchical cluster analysis [3,10,32]. The different quantitative methods relate to whether the fundamental characteristics of the clusters are observable or latent hidden attributes. Hagenaaars and Halman [20] and Floyd et al [4] have critiqued and compared the various methods based on their statistical properties; however, it is likely that the most appropriate methods for creating personas will depend on the specific scenario and how they will be used.

Regardless of specific methods, there is agreement about the value of the personas in terms of provoking empathy, interest, and understanding: providing grounding and personalization; and supporting better product, process, and service development [2,5,27,28,31,33]. Pruitt and Grudin [5] wrote that personas “provide a conduit for conveying a broad range of qualitative and quantitative data, and focus attention on aspects of design and use that other methods do not.”

The aim of this study was to experiment with the use of personas within a research and innovation project to support product, process, and service development through broadening the engagement with and understanding of the data about the local community. In this paper, we outline the innovative mixed methods process we have applied to generating personas of social housing residents and the uses to which these have been put to date. Although the initial process was an established technique for data-driven persona development [12,13,17,33], the qualitative methods and addition of sensor data are more novel. Holden et al [3] advocated for the combination of quantitative and qualitative data “to produce richer, contextualized descriptions of personas” (p. 165), but admitted that they were only minimally able to incorporate qualitative data into their personas. Consequently, the significant incorporation of qualitative data into the final Smartline Archetypes is a novel contribution of this study. In addition, it was hoped that the personas would support participant engagement with their own data and increase the transparency of the project. Subsequently, the derivation of the personas from individual data, but representing groups of people through a fictional life-like persona, can maintain privacy while increasing accessibility to the data.

The Smartline Project

The Smartline project is a European Regional Development Fund–funded research and innovation project focused on household and community health and well-being. Its purpose is to develop the eHealth and eWell-being sector in Cornwall and the Isles of Scilly in the United Kingdom [35] through collaboration between academia and business, specifically the University of Exeter, Coastline Housing (a social housing provider), Volunteer Cornwall, and Cornwall Council [36].
Cornwall is a county in the southwest of England; it only borders one other county, with the other border being the coastline. Considered a rural county, the settlements include many dispersed small villages and towns with populations up to approximately 25,000. Previous studies describing other aspects of the project have examined the associations between health and mold [37] and social cohesion [38] among the participants.

In the United Kingdom, 99.61% (2,738,980/2,718,435) of businesses are small- and medium-sized enterprises (SMEs), with fewer than 250 employees, and in Cornwall, many are microenterprises, with fewer than 10 employees [36,39,40]. Although Smartline had the opportunity to share consented and anonymized data with project partners and local enterprises, such organizations and businesses are unlikely to have the capacity or data science skills required to interact with large quantitative data sets. Therefore, it was necessary for Smartline to present data in formats that are more accessible. A Smartline Knowledge Exchange Officer (ES) had used personas in market research settings and recognized their potential to address data accessibility for SMEs in the region.

The participants were adults (older than 18 years) recruited from among Coastline Housing residents in the towns of Camborne and Redruth and the villages of Illogan and Pool. Together, these form the largest conurbation in Cornwall, with a population of 47,500 in the last census in 2011 [41,42]. Moreover, these locations were selected because they provided a high concentration of Coastline Homes needed to address the project’s focus on communities and individual households. Coastline Housing undertook participant recruitment street-by-street between September 2017 and November 2018. In total, 649 households were approached; 329 were recruited into the project and completed baseline data collection (329/649, 50.7% response rate).

The project collected a variety of data (Figure 1), using a face-to-face survey, environmental and electricity usage sensors, and a structured interview called a Guided Conversation [43,44]. The project was reviewed by the University of Exeter Research Ethics Committee, and all participants provided written informed consent. All participants needed to consent to participate in the survey and to have sensors installed to join the project, but participation in the Guided Conversation was not a requirement. The surveys and Guided Conversations took place at a convenient time in the participants’ homes with 2 researchers present. Sensor data measurements were recorded approximately every 3-5 min. The data were collected to stimulate innovation within the project in partnership with businesses and voluntary organizations working with the project. The personas were developed using the various data collected throughout the project to stimulate further innovation.
Methods

Persona Development Process

The process used to develop the personas, illustrated in Figure 2, followed the common steps of initially specifying some basic details about each persona using the baseline data and then layering on further details (the sensor and Guided Conversation data) until life-like individuals were created [3,16,30]. Smartline participants and broader public groups were involved throughout the process to ensure that the final personas were acceptable, accessible, and true to people’s experience [16]. Initially, the idea was presented to a number of groups to test whether it was considered worth pursuing and to define the scope of the personas. The next step was to undertake a cluster analysis of the survey data.

Figure 1. Smartline project data sets. eCO₂: equivalent carbon dioxide; PM₂.₅: atmospheric particulate matter that have a diameter of less than 2.5 m; SWEMWBS: Short Warwick Edinburgh Mental Wellbeing scale.
Cluster analysis (also known as segmentation or taxonomy analysis) is a statistical method for interpreting a large data set by grouping the records into clusters. Each record has values for a set of variables (e.g., gender, age, socioeconomic status). Cluster centers are randomly generated, each being a set of variable values. Records are assigned to the most similar cluster center, and cluster membership is iteratively updated to minimize the difference between records and their cluster center, based on the variable values. Records in the resulting clusters are generally more similar to one another than to records in other clusters [45]. The k-prototype approach, similar to other clustering techniques, is an unsupervised machine learning method. Developed from the k-means and k-modes methods, the k-prototype method can handle both continuous and categorical data [45,46]. The method minimizes the Euclidean distance for numerical factors, as in k-means clustering, and uses the number of mismatches between data points for the categorical variables [45].

The baseline data used for the cluster analysis included variables related to demographics, socioeconomic position, household composition, experience of home environment (comfort, mold, and fuel poverty), technology ownership, pet ownership, smoking, social cohesion, volunteering, caring, mental well-being (Short Warwick-Edinburgh Mental Wellbeing Score [47-50]), physical and mental health–related quality of life (12-item Short Form Health Survey, version 2 [51,52]), and activity (Figure 1). All variables included in the cluster analysis were quantitative data from the survey responses or the Coastline Housing data. The inclusion of these variables would allow the personas to reflect multiple aspects of the participants’ lives and demonstrate the breadth of data held by the project.

List-wise deletion based on the 329 selected variables left 235 (71.4%) participants on whom to conduct the cluster analysis. To account for the various scales of each variable, the data were standardized using z-scores before the clustering analysis. The k-prototype clustering was performed in R using the package “clustMixType” [53,54], with participants assigned to the cluster that most closely matched their characteristics.

It is necessary to specify the number of clusters to be calculated when conducting k-prototype analysis. In the literature, there are both analytical and pragmatic techniques for identifying the appropriate number of clusters [13,17]. With the intention that the personas would be accessible to the public, it was important for us to triangulate these data-driven decisions with community-focused perspectives. To those ends, both the techniques to be used and the potential granularity of the clusters were discussed with 2 groups of community partners: Health and Environment Public Engagement group and Cornwall Neighbourhoods for Change. Similarity within each cluster increases with the number of clusters. The optimum number of clusters is often chosen to be the number at which little is gained by adding more clusters. This method is known as the elbow method.
method, using a plot as presented in Multimedia Appendix 1. However, we found no clear analytical evidence for selecting a given number of clusters over another number. In addition, feedback on granularity from community partners and on business requirements from Smartline’s Knowledge Exchange Officer (ES) suggested that a maximum of 8 clusters would be appropriate. Pragmatically, the 8 clusters were also sufficiently populated to capture a generalization across multiple people (average of 29 participants per cluster). Patterns within the summary statistics of the variables within each cluster were examined to characterize each Smartline Archetype. All the data from the survey were included in the characterization of the Smartline Archetypes, not just those variables included in the cluster analysis.

Sensor Data
Using the unique participant identifiers, the data from environmental and electricity usage sensors for each home were allocated into each of the 8 clusters. The mean sensor data readings were calculated for each household over all the readings taken in 2019. In line with the choice to use the term archetype, we anticipated that the variation within the sensor outcomes of each Smartline Archetype would be of interest, for example, to compare a high- and low-electricity user of the same Smartline Archetype. Hence, the Smartline Archetypes were integrated into the project data-sharing platform.

Qualitative Analysis
A subsample of 62 semistructured qualitative interviews (known as “Guided Conversations”) were conducted. Participants were selected via nonprobability sampling out of a total sample of 329 participants. The interviews lasted for an average of 45 min and were conducted face to face by 2 researchers between November 2017 and May 2018. The responses were recorded directly onto a script by the assigned note taker and transcribed to a database after the interview. Participants were not paid, and interviews took place during a time that was most convenient for the participant. The purpose of these interviews was to identify well-being priorities and then develop an achievable action plan with the participant. They were structured around the 3 themes of well-being, home, and community under which there were a series of prompts. These themes and prompts were arrived at through a co-design process involving all project partners. The interview guide was piloted with 4 voluntary and community sector organizations and 5 Coastline Housing tenants and adjustments made.

Using unique study identifiers, the transcripts of each interview were allocated to the clusters. There was an uneven spread of interview data across Smartline Archetypes: #1, 6 interviews; #2, 3 interviews; #3, 3 interviews; #4, 4 interviews; #5, 6 interviews; #6, 4 interviews; #7, 10 interviews; and #8, 5 interviews. Due to the list-wise deletion of survey records, not everyone who was interviewed was allocated to a Smartline Archetype.

An interdisciplinary team of 10 researchers conducted a 5-step collaborative data analysis exercise with the interview transcripts. Using multiple coders increases the rigor in a qualitative analysis by drawing upon diverse perspectives and counteracting individual biases in the coding process as interpretations and assumptions are placed in the plain view of the group [55,56]. This method also allowed us to reasonably manage the large data set [55]. In this study, we chose to conduct the coding manually for the following two reasons. First, many of the interdisciplinary teams were unfamiliar with qualitative analysis software, and therefore, time-intensive training would be required [57]. Second, the marking up, sorting, and reorganizing of transcripts was deemed a manageable task given the 10-strong team of researchers.

Thematic analysis of interview transcripts involved a systematic 5-step process (Textbox 1). Through this exercise, the team produced a codebook that was transparently documented and justified the analytical decisions [55,58]. The outputs were additions or adaptations to each Smartline Archetype description and a 3-point list of headline descriptors. The team was split into 5 pairs, each of whom coded 2 Smartline Archetypes.
**Textbox 1.** Five-step thematic analysis process.

<table>
<thead>
<tr>
<th>Step</th>
<th>Process Description</th>
</tr>
</thead>
</table>
| 1.   | Data familiarization and identification of significant topics  
  - Each pair familiarized themselves with their Smartline Archetypes transcripts and examined the graphs, which illustrated the satisfaction scores from the radar plots for each of the interview topics. The graphs facilitated quick identification of the highest and lowest scoring topics within and between each Smartline Archetype. The output of this iterative process was the identification of a significant topic or topics for each of the Smartline Archetypes. |
| 2.   | Open coding and subtheme development  
  - Open coding is the process of identifying discrete concepts and patterns in the data [59]. The team employed this process on the significant topics, identified in step 1, for each Smartline Archetype. |
| 3.   | Axial coding and theme identification and triangulation  
  - Axial coding is the dynamic and creative process of identifying connections between patterns in the data [57,59]. The team used this process in reference to the Smartline Archetype characteristics produced by the cluster analysis and the open codes. This iterative process enabled points of triangulation to be identified between the quantitatively derived characteristics and the interview data. The output from this step was the identification of a 3-point list of headline descriptors for each Smartline Archetype. |
| 4.   | Pull exemplar quotes from transcripts  
  - Quotes that exemplified the significant theme were then pulled from transcripts and added to the code book. |
| 5.   | Write summary sentence  
  - The final step was to write sentences that summarized the themes identified and insert them into the Smartline Archetype description. |

**Testing**

To test if the Smartline Archetypes were acceptable, accessible, and true to people’s experience [16], we produced a “serious game,” that is, one used for more than just entertainment [60]. Each Smartline Archetype was allocated a name and a cartoon image, presented as “Top Trumps” cards. The game, which involved matching attributes to characters, was played at community events involving project participants and events attended by businesses. The feedback from participants supported the use of the Smartline Archetypes, and most people found at least one Archetype that they could relate to themselves or a neighbor. The cards also prompted conversations with participants around the support, services, or products that might be useful to that Smartline Archetype. Providing people with a character that is similar but distinct from themselves has previously been used to prompt reflection and potential behavior change by Wyatt et al [61] and Brown et al [62].

**Putting the Archetypes Into Action**

To date, the Archetypes have been used in three different ways. First, an updated version of the persona card game was turned into a “game” that can be played on the Smartline website [63]. Second, the personas have also been used to facilitate focus groups with participants to gather views about behaviors and attitudes toward digital technology [64]. Third, the Smartline Archetypes have also been explored as part of a social network analysis of the participants (Stevens et al, unpublished data, 2021).

**Results**

**The Smartline Archetypes**

The 8 clusters identified by the k-prototype analysis of the baseline survey data are summarized in Table 1. Two-thirds of Smartline participants were female, and their ethnic diversity reflects that of Cornwall, with only 3.9% (10/256) from an ethnic minority. The Smartline Archetypes reflected these demographics. However, public engagement with community partners identified that it was important to include some diversity among the Smartline Archetypes. Therefore, the 4 Archetypes with the lowest likelihood of being female were designated male, and the Archetype with the highest proportion of ethnic minority participants was presented as being from an ethnic minority (Archetype #6).
<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Cluster</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participants, n (%</td>
<td></td>
<td>24 (10.2)</td>
<td>28 (11.9)</td>
<td>18 (7.7)</td>
<td>31 (13.2)</td>
<td>28 (11.9)</td>
<td>23 (9.8)</td>
<td>54 (23.0)</td>
<td>29 (12.3)</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td></td>
<td>16 (67)</td>
<td>17 (601)</td>
<td>14 (78)</td>
<td>23 (74)</td>
<td>17 (61)</td>
<td>15 (65)</td>
<td>38 (70)</td>
<td>21 (72)</td>
</tr>
<tr>
<td>Age (years), median</td>
<td></td>
<td>61.0</td>
<td>67.5</td>
<td>52.0</td>
<td>34.0</td>
<td>65.5</td>
<td>66.0</td>
<td>55.0</td>
<td>63.0</td>
</tr>
<tr>
<td>National identity, mode</td>
<td></td>
<td>British</td>
<td>British</td>
<td>Cornish</td>
<td>Cornish</td>
<td>Cornish</td>
<td>British</td>
<td>Cornish</td>
<td>Cornish</td>
</tr>
<tr>
<td>Ethnic minority, n (%)</td>
<td></td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (4)</td>
<td>2 (11)</td>
<td>1 (2)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Employed, n (%)</td>
<td></td>
<td>10 (42)</td>
<td>3 (11)</td>
<td>3 (17)</td>
<td>11 (35)</td>
<td>5 (18)</td>
<td>2 (9)</td>
<td>4 (7)</td>
<td>8 (28)</td>
</tr>
<tr>
<td>Retired, n (%)</td>
<td></td>
<td>6 (25)</td>
<td>18 (64)</td>
<td>4 (22)</td>
<td>0 (0)</td>
<td>18 (64)</td>
<td>13 (57)</td>
<td>14 (26)</td>
<td>14 (48)</td>
</tr>
<tr>
<td>IMD&lt;sup&gt;a&lt;/sup&gt; 10% most deprived, n (%)</td>
<td></td>
<td>16 (67)</td>
<td>11 (39)</td>
<td>9 (50)</td>
<td>17 (55)</td>
<td>19 (68)</td>
<td>12 (52)</td>
<td>26 (48)</td>
<td>14 (48)</td>
</tr>
<tr>
<td>Urban, n (%)</td>
<td></td>
<td>22 (92)</td>
<td>27 (96)</td>
<td>15 (83)</td>
<td>28 (90)</td>
<td>28 (100)</td>
<td>21 (91)</td>
<td>49 (91)</td>
<td>24 (83)</td>
</tr>
<tr>
<td>Household size, range</td>
<td></td>
<td>1-3</td>
<td>1-2</td>
<td>1-3</td>
<td>2-4</td>
<td>1-2</td>
<td>1-3</td>
<td>1-2</td>
<td>1-3</td>
</tr>
<tr>
<td>Internet access</td>
<td></td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Smart meters</td>
<td></td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Pets (mode)</td>
<td></td>
<td>Cats</td>
<td>Dogs</td>
<td>Cats</td>
<td>Cats</td>
<td>Dogs</td>
<td>Dogs</td>
<td>Other</td>
<td></td>
</tr>
<tr>
<td>Fuel poverty</td>
<td></td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Mold</td>
<td></td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Smoker</td>
<td></td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Volunteering</td>
<td></td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Physical health</td>
<td></td>
<td>Poor</td>
<td>Poor</td>
<td>Good</td>
<td>Good</td>
<td>Poor</td>
<td>Good</td>
<td>Poor</td>
<td>Good</td>
</tr>
<tr>
<td>Mental health</td>
<td></td>
<td>Average</td>
<td>Average</td>
<td>Poor</td>
<td>Average</td>
<td>Good</td>
<td>Good</td>
<td>Poor</td>
<td>Good</td>
</tr>
<tr>
<td>Physically active</td>
<td></td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

<sup>a</sup>IMD: index of multiple deprivation.

Sensor data types are presented in Figure 1. Mean values were taken over 2019 for each data type and each household. Means were compared across Smartline Archetypes using a separate one-way analysis of variance (ANOVA) for each sensor data type, with the Archetype as the between-participants factor with 8 levels. Significant effects of the Archetype were investigated using the Tukey post hoc test for pairwise comparisons of Smartline Archetypes. There was no significant effect of the Archetype on relative humidity in the bedroom ($F_{7,160}=1.382; P=.22; \eta^2=0.057$), PM$_{2.5}$ (atmospheric particulate matter that have a diameter of less than 2.5 μm: $F_{7,115}=1.263; P=.28; \eta^2=0.071$), equivalent carbon dioxide ($F_{7,84}=1.246; P=.29; \eta^2=0.094$), and electricity usage ($F_{7,75}=0.885; P=.52; \eta^2=0.076$). There was a trend toward significance for temperature in the bedroom ($F_{7,160}=1.932; P=.07; \eta^2=0.078$) and for relative humidity in the living room ($F_{7,153}=2.024; P=.06; \eta^2=0.085$). Temperature in the living room differed across Archetypes ($F_{7,153}=2.380; P=.02; \eta^2=0.098$), with higher temperature in Smartline Archetype #2 “David Hartley” than Smartline Archetype #8 “Cathy Johnson” ($P=.03$). The sensor data did not reveal many additional insights about the Smartline Archetypes. However, 4 examples of the sensor data are shown in Figure 3, including those measures with the greatest differences across Archetypes. To illustrate the potential of the sensor data, monthly means were plotted. The temperature sensor data appeared to be consistent with participants who reported issues with temperature in the survey, whereas those Archetypes with higher PM$_{2.5}$ did not seem to be consistent with those living near roads, smoking, or keeping their windows closed. It was clear that there was more variation in the internal environment in winter than in summer.
Figure 3. Smartline sensor data monthly means for the archetypes across 1 year. PM$_{2.5}$: atmospheric particulate matter that have a diameter of less than 2.5 μm.

The qualitative analysis of the Guided Conversations was consistent with the findings of the quantitative cluster analysis. Through the qualitative analysis, it was possible to add depth and explain the features from the survey data. Only within Archetype #7 “Sarah Jones” did triangulating the qualitative and quantitative data prove challenging. This was the largest of the Smartline Archetypes, with more than 20% (54/235, 23.0%) of the participants included in the clustering analysis and 10 Guided Conversation transcripts. Although the quantitative approach clustered these individuals, the Guided Conversation data revealed a variety of circumstances within this Archetype. The people in Archetype #7 experienced a number of complicated circumstances around health, finances, and caring responsibilities for family members. This scenario demonstrates that although the reported data can be similar, there can be significant differences in experience that could be missed without the richness of qualitative data or user engagement. The final descriptions of each of the Smartline Archetypes bringing together the baseline survey data, household sensor, and Guided Conversation data are provided in Table 2.
Table 2. The Smartline Archetypes (the percentages are the percentage of the 235 participants in each archetype).

<table>
<thead>
<tr>
<th>Archetype</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Archetype #1—“Jack Brown,” Male, 59 years old, 10.2% (n=24)</strong></td>
<td>- Resourceful—Competent—Capable&lt;br&gt;   - Jack works for a building merchant and lives with his wife and cat in one of the 10% most deprived neighborhoods in England. They have access to the internet and own quite a few pieces of technology. His health and well-being are about average and he is fairly active. He does not think that mold is affecting their health, despite having mold in the bathroom and his wife having respiratory symptoms. They help out their neighbors. He takes pride in being self-reliant but also knows whom to ask for help and is willing to do this. He feels competent and confident in completing household and “Do-it-Yourself” tasks, even those tasks that he does not necessarily enjoy.</td>
</tr>
<tr>
<td><strong>Archetype #2—“David Hartley,” Male, 65 years old, 11.9% (n=28)</strong></td>
<td>- Poor physical health—Insular—Inhibited aspirations&lt;br&gt;   - David retired early owing to poor physical health. He lives alone and is a moderate smoker. He spends most of his time indoors and does not do any volunteering. He does not own much technology and does not have access to the internet. He has chronic obstructive pulmonary disease and spends most of his time sitting. His mental health is better than his physical health, which affects many aspects of his life, from exercise and recreation to occupation and learning, and their associated aspirations. He is somewhat insular by choice, although he is happy with where he lives. He does not have any mold in the home.</td>
</tr>
<tr>
<td><strong>Archetype #3—“Mandy Green,” Female, 55 years old, 7.7% (n=18)</strong></td>
<td>- Frequent walker—Well connected—Strong sense of belonging&lt;br&gt;   - Mandy lives with her daughter who is at college and some cats in a 3-bedroom house in a rural area. She is a self-employed cleaner. She owns a tablet computer and a smart watch. To save money on heating, Mandy only heats certain rooms and avoids opening windows. Mandy spends a lot of time indoors at the weekends but has never smoked. Her physical health is good, but her mental health is poor. Mandy has a strong sense of belonging to her community. She takes walks frequently, including to get to her cleaning jobs. However, reports of crime in the area undermine her sense of safety.</td>
</tr>
<tr>
<td><strong>Archetype #4—“Jennie Fryer,” Female, 37 years old, 13.2% (n=31)</strong></td>
<td>- Driven—Resourceful—Informed&lt;br&gt;   - Jennie lives with her partner and infant child in a 3-bedroom home. While bringing up their child, Jennie is undertaking a National Vocational Qualification course at college. She and her partner smoke, but they both try not to smoke indoors. She owns a smartphone and keeps fish. They have mold in the bathroom and bedrooms, which she is concerned is affecting the family’s health; however, they only heat specific rooms. Jennie wants to work, but the jobs available locally do not fit with her family commitments, skills, and training. She is resourceful and well connected, knowing how to obtain information if she has an issue. She is worried about the lack of parking in the neighborhood.</td>
</tr>
<tr>
<td><strong>Archetype #5—“Fred Jones,” Male, 65 years old, 11.9% (n=28)</strong></td>
<td>- Self-reliant—Happy and active—Reflective&lt;br&gt;   - Fred is a retired taxi driver living with his wife and a dog in a 1-bedroom house in one of the 10% most deprived areas in England. He owns a smart watch and a laptop. He feels that their home is adequately heated but uses a dehumidifier as they have some mold. Fred and his wife are fairly self-reliant, happy, and active, but reflective as they worry for the future of community and family with regard to community spirit and jobs. He volunteers formally as well as helps out neighbors, as he has a strong sense of social cohesion.</td>
</tr>
<tr>
<td><strong>Archetype #6—“Raj Singh,” Male, 60 years old, 9.8% (n=23)</strong></td>
<td>- Active community member—Disconnected by local services—Resilient but in pain&lt;br&gt;   - Raj lives with his adult son and is looking for work in a factory. Although they heat all the rooms in their home, he does not think the home is adequately heated. However, they do not experience much mold. He and his son have quite a few technological devices. Raj smokes and gets short of breath, but otherwise his mental and physical health and well-being are fairly good. He helps out in his community, as he is interested in the standard of services available. Raj is more focused on the community and the services available than his indoor environment.</td>
</tr>
<tr>
<td><strong>Archetype #7—“Sarah Jones,” Female, 50 years old, 23.0% (n=54)</strong></td>
<td>- Financial difficulties—Isolated—Caring responsibilities and disability&lt;br&gt;   - Sarah used to work, but she cannot work now because of a long-term condition. She has some caring responsibilities for an older parent. Sarah has concerns about smart technology and privacy, so she only has a simple mobile phone, which makes it difficult for her to access some services that require internet access. Her home smells moldy, and she is worried about how this is affecting her health. But Sarah does not go out much and avoids opening windows to save heat. She does some volunteering at a charity shop but reports low social cohesion. Sarah is frustrated by her declining mental and physical health, and her limited finances.</td>
</tr>
</tbody>
</table>
Putting the Archetypes Into Action

Having tested the Smartline Archetypes using the “Top Trumps” style cards with a number of audiences, including the project participants themselves, the Archetypes have been put into action. The web-based version of the card game was only launched in summer 2020; therefore, it is still being evaluated. Within the digital technology focus group, participants were asked to decide whether a given Archetype would like to engage with technology and, if so, what kind. Participants’ comments suggested that they felt more able to talk about themselves than the Archetypes, but the Archetypes did provide a conversation facilitator and allowed participants to avoid a more personal perspective as desired. The social networks (ego networks) of the Smartline participants who participated in this study are illustrated in Multimedia Appendix 2, with the Smartline Archetype of the participants denoted by color. An ANOVA analysis of the social network ties by Smartline Archetype identified a statistically significant difference in the number of ties reported by Archetype, with Archetype #5, “Fred Jones,” reporting an average of 12 ties, while the others reported around 4–7 ties. Such information could be useful in community development or spreading health messages, through the identification of those who might spread messages well, or those who are disconnected and might need targeted messages. Various and ongoing engagements of broader stakeholders with the Smartline Archetypes have continued to confirm their validity, and the Archetypes have proved to be an engaging tool for discussions about the project and data. A number of small and microenterprises who had not engaged with the project data before engaged with the Smartline Archetypes, learning about the project participants and the prompting ideas related to their business. The number of Smartline Archetypes and the wealth of information known about each one means that specific Archetypes or specific details can be selected depending on the topic, product, process, or service being discussed.

Discussion

Principal Findings and Implications

The process of developing personas to inform product, process, and service development has been widely adopted across multiple sectors including health care [1-3,6-17,24-26]. Qualitative and quantitative research methods are being used in the process of developing personas, but their recognition as a research tool is more recent [2,3,7,9,10,12-14, 16,17,20,27,31-33]. Within the Smartline Research and Innovation Project, a mixed methods process was developed to create personas from survey, household sensor, and interview data. The Smartline Archetypes were created to facilitate innovation by making the project data more accessible, particularly to small and medium-sized enterprises working in sectors related to eHealth and eWell-being.

The process used to develop the Smartline Archetypes employed existing research methods, some of which, such as k-prototype cluster analysis, had previously been applied in persona development, whereas the qualitative approach and incorporation of environmental sensor data were novel. Holden et al [3] reported that they were able to “demonstrate the value of using largely qualitative data from a multiyear study but also identify the challenges of prolonged analysis and the difficulty of incorporating a rich and heterogeneous set of findings into a single design.” Therefore, the high level of triangulation we found between our data sources and the relatively rapid analytical methods applied to the qualitative data are significant developments. Overall, the approach was truly multidisciplinary, with contributions from epidemiology, health service research, mathematics, geography, and community engagement coming together into a product that reflects more than the sum of its parts [65]. Subsequently, it has been possible to apply the Smartline Archetypes in multiple ways with the project participants themselves and other stakeholders.

Data are crucial to research but can also be highly controversial, particularly with the new types and volumes of data that are becoming available. Calls for open science to increase transparency and accessibility of research meet the challenges of maintaining the duty of confidentiality regarding the data the public trusts to share with us [66]. Developing and maintaining trust in how participant data will be used is quite rightly recognized as fundamental to health research using data. Being transparent about how personal patient data are going to be used links to calls for great statistical literacy [67], which is supported by engaging communities in designing dissemination tools. The Smartline Archetypes provided an engaging opportunity to anonymously present the data collected by the study back to the participants and other stakeholders, overcoming some of the barriers to engaging with the data, such as statistical literacy.

Limitations and Areas for Development

Despite these valuable uses identified for the Smartline Archetypes, we also identified a number of weaknesses or challenges in their development. The need to specify the number of clusters to be created by the k-prototype method might limit the use of such clustering methods. Although it is possible to base the number of clusters on the data, it might also be necessary to be pragmatic and specify a certain number of clusters, which would affect the validity of the methods applied.
Clustering analyses make it possible to consider any number of clusters and categorize the performance of the clustering accordingly (eg, via “elbow method”). This can accommodate or challenge pre-specified requirements (eg, required minimum or maximum number of classes or clusters).

The development of personas could be based on stereotypical views of individuals or groups [5,30]. Basing our personas on the mathematical analysis of the survey data, the basic characteristics were derived using some objective criteria. Even in these circumstances, adding further embellishments to the personas could be influenced by unconscious biases or stereotypes. This influence could have occurred during the thematic analysis; however, by involving community partners and a team of researchers in this process, we hope that this risk has been minimized. This approach to persona development could also challenge stereotypes. For example, in this study, could some of the Smartline Archetypes be people who do not reflect stereotypes of social housing residents?

Starting with the survey data meant that the clusters identified emphasized the biases in the data set in terms of gender, age, ethnicity, etc. Community partners underlined that the data on which the Smartline Archetypes were based did not reflect the whole community, just those approached and willing to participate in the study. Subsequently, some diversity was added to the Smartline Archetypes, which might limit their validity. More extensive testing and validation of the Smartline Archetypes with the research participants and other stakeholders would be valuable but needs to be balanced against the risk of individual biases shaping the Archetypes. Archetype #7 “Sarah Jones” revealed a particular challenge to the use of quantitative methods alone to derive personas. Although the k-prototype methods grouped the people in this Smartline Archetype as being similar, the qualitative methods revealed significant differences in their circumstances. As the Smartline Archetype with the largest number of interview transcripts, the variation might simply reflect the larger volume of qualitative data or might reflect that objective data cannot adequately capture human experience and similar quantitative data might hide important differences between people. It is worth noting that all variables were equally weighted in the clustering process, but another approach could be to use different weightings to dictate the importance of certain characteristics over others. More theoretically, there is a need to consider whether the personas reflect collective fundamental but observable characteristics (archetypes) within which variation might be of interest or latent, hidden, or primordial ideas as in prototypes [20,27]. This distinction in the type of persona will depend upon the uses to which the personas will be put but might be an important distinction when comparing personas between studies or populations.

Conclusions

Personas are a widely adopted tool that could prove useful in research, especially in using research to inform policy, practice, and business engagement. Methods are available to bring together various types of data into personas, and the resulting personas are recognized for being useful in communicating complex data [5]. The most appropriate methods to produce personas will depend on the specific application and data available, meaning that this approach is adaptable to a range of projects and disciplines. Unlike previous research, Smartline personas were created by layering quantitative survey, household sensor, and qualitative interview data, providing a novel multifaceted perspective. Personas were used within the Smartline project to maintain participant privacy while also increasing data accessibility. Therefore, the participants themselves were better able to engage with their own data and the project, and stakeholders from multiple sectors could use the project to inform innovation. Subsequently, personas represent an opportunity for broader engagement with research and greater policy and practice impact.
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Abstract

Background: Obtaining comprehensive epidemic information for specific global infectious diseases is crucial to travel health. However, different infectious disease information websites may have different purposes, which may lead to misunderstanding by travelers and travel health staff when making accurate epidemic control and management decisions.

Objective: The objective of this study was to develop a Global Infectious Diseases Epidemic Information Monitoring System (GIDEIMS) in order to provide comprehensive and timely global epidemic information.

Methods: Distributed web crawler and cloud agent acceleration technologies were used to automatically collect epidemic information about more than 200 infectious diseases from 26 established epidemic websites and Baidu News. Natural language processing and in-depth learning technologies have been utilized to intelligently process epidemic information collected in 28 languages. Currently, the GIDEIMS presents world epidemic information using a geographical map, including date, disease name, reported cases in different countries, and the epidemic situation in China. In order to make a practical assessment of the GIDEIMS, we compared infectious disease data collected from the GIDEIMS and other websites on July 16, 2019.

Results: Compared with the Global Incident Map and Outbreak News Today, the GIDEIMS provided more comprehensive information on human infectious diseases. The GIDEIMS is currently used in the Health Quarantine Department of Shenzhen Customs District (Shenzhen, China) and was recommended to the Health Quarantine Administrative Department of the General Administration of Customs (China) and travel health–related departments.

Conclusions: The GIDEIMS is one of the most intelligent tools that contributes to safeguarding the health of travelers, controlling infectious disease epidemics, and effectively managing public health in China.

(JMir Public Health Surveill 2021;7(2):e24204) doi:10.2196/24204
Introduction

In the past, when infectious disease outbreaks have occurred in certain countries, such as the Middle East Respiratory Syndrome (MERS) outbreak in South Korea in 2015, specific health examinations had to be performed on travelers from those countries upon entering China [1]. This kind of health management work at Chinese ports of entry are undertaken by travel health officers (referred to as health quarantine officers in China) from China Customs. This is one of the key approaches to preventing and controlling the transmission of infectious diseases [2].

Along with the development of global economic integration, the number of international travelers to China is gradually increasing. For instance, Shenzhen is an international metropolis in China, with an urban population of more than 10 million [3]. In 2019, approximately 242 million passengers passed through the Port of Shenzhen [4]. Travel health officers at China Customs use a temperature monitoring system and epidemiological investigation as the main detecting tools to identify infected travelers [5]. Many travelers may not be aware of their infection status while traveling [6]. Therefore, travel health officers must pay attention to the latest epidemic information regarding certain infectious diseases to determine whether these travelers may be infected and prepare the related public health materials. In general, information concerning global infectious disease outbreaks is manually collected, which is a time-consuming and error-prone process. Travel health officers require an infectious disease information collection system that can automatically collect epidemic information from a large number of websites, extract key information, and translate it into the native language. For these reasons, the Harbin Institute of Technology (Shenzhen, China) and Datathinking Corporation (Shenzhen, China) developed the Global Infectious Diseases Epidemic Information Monitoring System (GIDEIMS) in coordination with the Central Laboratory of Health Quarantine of the Shenzhen International Travel Health Care Center (Shenzhen Customs District Port Outpatient Clinics). The GIDEIMS is currently used by the Health Quarantine Department at the Port of Shenzhen Customs, and the system was recommended to the Health Quarantine Administrative Department of the General Administration of Customs (China) and travel health–related departments. An Epidemic Information Team has been established by the General Administration of Customs (China) aimed at supporting the travel health officers and related departments in public health management. With the application of the GIDEIMS, updated and useful global infectious disease information is sent to the concerned parties daily, as well as useful information for infectious disease prevention and control, such as instructions on how to prepare public health materials, including masks and test kits. The aim of the GIDEIMS is to provide travelers and travel health staff with a helpful tool for public health management.

Methods

Selection of Websites

Web queries on infectious diseases could be one of the most accurate, cost-effective, and labour-extensive sources of syndromic surveillance [7]. Some established and/or official websites are frequently used by related staff and citizens to gain human infectious disease epidemic information. The websites used in the GIDEIMS are listed in Table 1; most infectious disease epidemic information, including information about COVID-19, can be found on these websites. Although all of these websites show excellent performance in the search and distribution of epidemic information, they are characterized by specific limitations. For instance, ProMED [8] reports on human diseases, as well as plant and animal diseases, while the Global Incident Map reports on fewer than 40 types of human infectious diseases, excluding chicken pox. Moreover, the epidemic information provided by the World Health Organization is reported by the member of states, and its distribution may be delayed. Data from different resources must be generated to obtain comprehensive information; the combined expertise of the different systems enhances performance for the early detection of infectious disease outbreaks [9]. Considering that the traditional manual search approach is time-consuming and may be inaccurate, as well as the fact that most of the existing websites are only offered in non–Chinese languages, Chinese travel health officers require a user-friendly infectious disease system that can effectively translate diverse information from multiple sources. For these purposes, we developed the GIDEIMS to provide a simple, effective, and sustainable tool for obtaining information on global human infectious disease epidemics.
Table 1. Websites used in the Global Infectious Diseases Epidemic Information Monitoring System.

<table>
<thead>
<tr>
<th>Website number</th>
<th>Name and responsible department</th>
<th>Important column</th>
</tr>
</thead>
<tbody>
<tr>
<td>1a</td>
<td>• WHO(^{b}) [10]</td>
<td>• “Disease Outbreak News”</td>
</tr>
<tr>
<td>2a</td>
<td>• WHO Western Pacific Region [11]</td>
<td>• “Outbreaks and emergencies” in “Emergencies”</td>
</tr>
<tr>
<td>3a</td>
<td>• WHO Regional Office for the Eastern Mediterranean [12]</td>
<td></td>
</tr>
<tr>
<td>4a</td>
<td>• WHO Regional Office for Europe [13]</td>
<td>• “Emergencies” from “Health topics”</td>
</tr>
<tr>
<td>5a</td>
<td>• WHO Regional Office for the Americas [14]</td>
<td>• Epidemiological Alerts and Updates</td>
</tr>
<tr>
<td>6a</td>
<td>• WHO Regional Office for Africa [15]</td>
<td>• Outbreaks and other emergencies</td>
</tr>
<tr>
<td>7a</td>
<td>• ECDC(^{c}) [16]</td>
<td>• News &amp; events</td>
</tr>
<tr>
<td>8a,d</td>
<td>• MOH(^{f}) (Kingdom of Saudi Arabia) [17]</td>
<td>• Command and control center</td>
</tr>
<tr>
<td>9a,d</td>
<td>• Travel Health Service, Department of Health, Hong Kong, China [18]</td>
<td>• “Travel Health News”</td>
</tr>
<tr>
<td>10a</td>
<td>• CDC(^{f}) (US) [19]</td>
<td>• “Outbreaks”</td>
</tr>
<tr>
<td>11a,d</td>
<td>• MOH (Singapore) [20]</td>
<td>• “Weekly Infectious Diseases Bulletin” in “disease update”</td>
</tr>
<tr>
<td>12a</td>
<td>• Global Polio Education Initiative [21]</td>
<td>• “This week” in “Polio Today”</td>
</tr>
<tr>
<td>13f</td>
<td>• Program for Monitoring Emerging Diseases, International Society for Infectious Diseases [22]</td>
<td>• Need to distinguish human or animal diseases</td>
</tr>
<tr>
<td>14a,d</td>
<td>• Centre for Health Protection, Department of Health (Hong Kong, China) [23]</td>
<td>• “Outbreaks”</td>
</tr>
<tr>
<td>15a,d</td>
<td>• CDC (South Korea) [24]</td>
<td>• “Domestic Infectious Disease Occurrence” from “Archives”</td>
</tr>
<tr>
<td>16a,d</td>
<td>• Department of Disease Control (Thailand) [25]</td>
<td>• Weekly Disease Forecast</td>
</tr>
<tr>
<td>17f</td>
<td>• Outbreak News Today, satellite of The Global Dispatch Inc [26]</td>
<td>• Recent posts</td>
</tr>
<tr>
<td>18f</td>
<td>• Global Incident Map [27]</td>
<td>• 50 newest events</td>
</tr>
<tr>
<td>19f</td>
<td>• Pan American Health Organization [28]</td>
<td>• “Epidemiological Alerts and Updates”</td>
</tr>
<tr>
<td>20f</td>
<td>• Travel health notices, Government of Canada [29]</td>
<td>• “Travel health notices”</td>
</tr>
<tr>
<td>21f</td>
<td>• Center for Infectious Disease Research and Policy, Academic Health Center, University of Minnesota (MN, US) [30]</td>
<td>• “News and Perspective”</td>
</tr>
<tr>
<td>22a,d</td>
<td>• CDC, MOH (Taiwan) [31]</td>
<td>• Professional and public version</td>
</tr>
<tr>
<td>23a,d</td>
<td>• Unit for Communicable Disease Prevention and Diseases Surveillance, CDC (Macau, China) [32]</td>
<td>• “latest news”</td>
</tr>
<tr>
<td>24a,d</td>
<td>• Chinese National Influenza Center [33]</td>
<td>• “Weekly Report”</td>
</tr>
<tr>
<td>25f</td>
<td>• HealthMap, Harvard University (MA, US) [34]</td>
<td>• “Outbreaks Near Me”</td>
</tr>
<tr>
<td>26a,d</td>
<td>• Nigeria Center for Disease Control and Prevention [35]</td>
<td>• “Weekly Epidemiological Report” from “Publications”</td>
</tr>
</tbody>
</table>
Official public websites.

WHO: World Health Organization.

ECDC: European Centre for Disease Prevention and Control.

Users pay close attention to epidemic information from this area.

MOH: Ministry of Health.

CDC: Centers for Disease Control and Prevention.

This website gives comprehensive and timely epidemic information.

Meanwhile, several research organizations and government departments have their own information systems (eg, the Global Public Health Intelligence Network from the Public Health Agency of Canada). These websites were not used in the GIDEIMS due to their limitations or unavailability in China [36-40] (Table 2). At present, the GIDEIMS automatically collects information concerning more than 200 infectious diseases from 26 established official epidemic websites and Baidu news [41]. Web crawlers, which are used to retrieve information from websites and can be modified according to the requirements of the user, provide an advanced technique for information searching [42].

Table 2. Established and/or official public websites not used in the Global Infectious Diseases Epidemic Information Monitoring System.

<table>
<thead>
<tr>
<th>Website number</th>
<th>Name and responsible department</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Medisys, The European Union [43]</td>
<td>Some information on global infectious diseases is delayed (eg, Ebola from Democratic Republic of the Congo).</td>
</tr>
<tr>
<td>2</td>
<td>Biocaster, National Institute of Informatics (Japan) [7,8]</td>
<td>This project ran from 2012 to 2016; currently unavailable.</td>
</tr>
<tr>
<td>3</td>
<td>Epislider, CDCa (US) [7,9]</td>
<td>Currently unavailable from the mentioned website address and CDCa (US) websites.</td>
</tr>
<tr>
<td>4</td>
<td>Project Argus, Georgetown University (Washington, DC, US) and MITRE Corporation (VA, US), sponsored by the Government of the US [7,36]</td>
<td>Currently unavailable from the mentioned website address.</td>
</tr>
<tr>
<td>5</td>
<td>RODSb Open Source Project, RODS Library, University of Pittsburgh (PA, US) [9]</td>
<td>The software requires purchasing a license, and the website has not been updated since 2009.</td>
</tr>
<tr>
<td>6</td>
<td>GPHInb, Public Health Agency of Canada [36,37]</td>
<td>Currently unavailable in the websites of the Public Health Agency of Canada. The WHOdb website contains the main information collected by the GPHIN [37].</td>
</tr>
<tr>
<td>7</td>
<td>Google Inc [44]</td>
<td>The same visitor is not allowed to visit the site frequently, Chinese government also has restrictions on access to Google.</td>
</tr>
</tbody>
</table>

aCDC: Centers for Disease Control and Prevention.
bRODS: Real-time Outbreak and Disease Surveillance.
cGPHIN: Global Public Health Intelligence Network.
dWHO: World Health Organization.

Structure

The GIDEIMS uses distributed web crawler [45,46] and cloud acceleration technologies to automatically collect epidemic information. Natural language processing and in-depth learning technologies are used to intelligently process epidemic information collected in 28 languages. The language translation service is provided by Baidu Translate, which is recognized as one of most reliable online translation services in China [47].

Cloud acceleration technology is used to improve work performance of the system.

Figure 1 shows the principle of the design of the GIDEIMS. In the figure, working staff refers to travel health officers; they provided the addresses/names of the epidemic information websites and requirements to the GIDEIMS administrator. The GIDEIMS administrator operated the center control mode according to the requirements set by the working staff. Subsequently, a series of webpage crawling, information extraction, and processing operations were performed.
Figure 1. Principle of the Global Infectious Diseases Epidemic Information Monitoring System design.

The center control mode is the core mode of the entire system. It includes the setup of the crawling strategy, assignment of tasks, and management, testing, and debugging of the system by the administrator of the GIDEIMS.

The distributed crawling mode is the execution mode of the system and the key to determining the efficiency of the entire system. In this mode, multiple crawling machines cooperate to find webpages on the internet and jointly complete the crawling task.

The main task of the webpage memory mode is to find webpages on the internet using the crawler mode and store them in a particular structure. The main task of the information extraction mode is to define extraction rules according to acquisition tasks set by the user and webpage characteristics. Moreover, this mode extracts the information available on the webpage identified by the crawler mode according to the rules and transmits the extracted results to the storage mode.

The purpose of the epidemic information storage mode is to develop a data table related to the extraction rules defined by the information extraction mode.

Results

Main Functions of the GIDEIMS

The GIDEIMS includes 7 functions: (1) GIDEIMS map, (2) latest outbreaks, (3) epidemic inquiry, (4) epidemic information entry, (5) general analysis, (6) basic setup, and (7) further functions.

GIDEIMS Map

The GIDEIMS map shows the latest available information worldwide and in China. Information is acquired and shown automatically by the virtual private network.

The map has two submaps; (1) a global infectious disease epidemic map (GDM), and (2) a map of the epidemic situation in China (ESC) (Figure 2). The GDM presents the epidemic information for each country using different colors and can update the epidemic information for different countries in 3 seconds. The second map, the ESC, shows the epidemic information available for different regions of China, differentiated by color. When the mouse hovers over a region on the map, a list of the captured epidemic information from this region will be automatically displayed. By clicking on the list, users can obtain the relevant detailed information. For user interest, the map shows epidemic information by countries/regions, global today (list of global epidemic information available within the last 24 hours), latest data from China (list of domestic epidemic information available within the last month), ranking of the amount of global epidemic information available within the last month (ie, the amount of epidemic information available for each country, ranked from most to least), and an information search function.

The GIDEIMS map provides information and data services with simple interfaces and convenient operation. Travelers and travel health officers can simply identify the global human infectious disease epidemic situation at a glance.
In the latest outbreaks part of the system, the epidemic situation over the last 48 hours is shown, and information is updated hourly. Epidemic situations can be classified based on different data source websites and different kinds of diseases. At present, this mode is updated on an hourly basis. A large amount of data is intelligently analyzed using the background cloud server to automatically search and mine infectious disease epidemic information from official epidemic websites. The GIDEIMS can intelligently extract information including name of the epidemic disease, occurrence area, and epidemic description information from the searched webpages. Subsequently, the system automatically translates the data into Chinese and displays them to the users, facilitating the understanding of the epidemic information by users. The GIDEIMS also provides links to the original webpages and web snapshots to facilitate verification.

Epidemic Inquiry

The epidemic information collected by the GIDEIMS contains the resource titles, country/area, name of the infectious disease, reported date, crawling date, information sources, number of infected cases, number of deaths, and more. Users can utilize the general inquiry function to search the aforementioned epidemic information. The query results can be displayed in the format of lists or map reports. The outbreaks in different regions and countries can be viewed at a glance.

Users can access announcements from the health administrative department. These announcements contain the main introduction of disease, epidemic information, quarantine measures for travelers, advice for travelers heading to the area of the epidemic. Chinese travel health officers should follow the regulations of the administrative department—for example, a certain country with a severe COVID-19 epidemic situation has been regarded as a focus by the administrative department, and travelers from that country should receive COVID-19–related examinations when they enter China; hence, the prompt distribution of such announcements is very important for public health management.

The epidemic inquiry function contains an “important epidemic” section showing important infectious disease epidemic information, such as quarantine diseases that the Frontier Health and Quarantine Law (China) has regulated and other important epidemic diseases. Quarantine diseases include plague, cholera, and yellow fever, as stipulated by the state council of China [48]. In 2020, the essential epidemic diseases include plague, cholera, yellow fever, influenza, polio, Zika, dengue, chikungunya, malaria, measles, West Nile fever, and COVID-19. The list of diseases may be edited by the users in the basic setup section.

Based on the requirements set by the users, the number of infected cases and deaths, as well as epidemic information for areas of interest to the users, can also be accessed.

Other Functions

Other functions of the GIDEIMS are epidemic information entry, general analysis, basic setup, and further functions.

In the epidemic information entry function, travel health staff can manually enter epidemic information. The general analysis function reports epidemic information in a user-defined manner. Basic setup includes user management, important epidemic management, and important area management. For user management, the administrator may add, edit, or delete users.
Also, criteria such as “important epidemic” or “important area” could be adjusted based on the user’s requirements.

The GIDEIMS is continuously upgraded because of many factors, such as users’ needs, source websites changes, or the global epidemic situation of a certain disease. Users will be able to send epidemic information to administrative departments and be linked to defined social media.

**Practical Case**

In this section, we illustrate the GIDEIMS as a practical case to assess the system’s functionalities. The GIDEIMS map is seen by users via an independent path (ie, a virtual private network), while the other functions of the GIDEIMS are shown as websites.

Prior to using the GIDEIMS map, users install the specific application program provided by the developer in order to view the map (Figure 2). On July 16, 2019, the GIDEIMS collected 46 pieces of data compared with 10 pieces of data provided by the Global Incident Map and 6 pieces of data provided by Outbreak News Today (see Table 3). The data included 27 types of epidemic information from 23 countries/areas (10 websites). Two pieces of data were collected by both the Global Incident Map and Outbreak News Today (numbers 8 and 10 in Table 3).
<table>
<thead>
<tr>
<th>Data item number</th>
<th>Country/area</th>
<th>Title</th>
<th>Disease</th>
<th>Resource</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>DRC</td>
<td>DRC: &gt;2,500 cumulative cases of Ebola; 1,668 deaths [Chinese][49]</td>
<td>Ebola</td>
<td>Baidu News</td>
</tr>
<tr>
<td>2</td>
<td>DRC</td>
<td>Fighting between DRC and Ebola has triggered the first confirmed case in Goma [Chinese][50]</td>
<td>Ebola</td>
<td>Baidu News</td>
</tr>
<tr>
<td>3</td>
<td>DRC</td>
<td>DRC: Ebola virus disease [update] [Chinese Traditional][51]</td>
<td>Ebola</td>
<td>Travel Health Service, Department of Health (Hong Kong, China)</td>
</tr>
<tr>
<td>4</td>
<td>DRC</td>
<td>Measles outbreak in the DRC [Chinese][52]</td>
<td>Measles</td>
<td>Baidu News</td>
</tr>
<tr>
<td>5</td>
<td>DRC</td>
<td>WHO will take up Ebola emergency declaration question for a fourth time [53]</td>
<td>Ebola</td>
<td>CIDRAP</td>
</tr>
<tr>
<td>6</td>
<td>Myanmar</td>
<td>Swine flu death toll rises to 54 in Myanmar [54]</td>
<td>Influenza</td>
<td>Global Incident Map</td>
</tr>
<tr>
<td>7</td>
<td>Pakistan</td>
<td>54 more dengue cases surface [55]</td>
<td>Dengue</td>
<td>Global Incident Map</td>
</tr>
<tr>
<td>8</td>
<td>Singapore</td>
<td>Singapore reports 666 dengue cases last week [56,57]</td>
<td>Dengue</td>
<td>Global Incident Map; Outbreak News Today</td>
</tr>
<tr>
<td>9</td>
<td>Singapore</td>
<td>Dengue cases: 75 cases notified 16 Jul 2019 at 3 pm [58]</td>
<td>Dengue</td>
<td>National Environment Agency, Singapore</td>
</tr>
<tr>
<td>10</td>
<td>Philippines</td>
<td>Dengue in Zamboanga up 285 percent this year [59]</td>
<td>Dengue</td>
<td>Global Incident Map; Outbreak News Today</td>
</tr>
<tr>
<td>11</td>
<td>Cameroon</td>
<td>Cholera kills five in Far North region [60]</td>
<td>Cholera</td>
<td>Global Incident Map</td>
</tr>
<tr>
<td>12</td>
<td>India</td>
<td>H1N1 flu on the rise, 309 cases in Mumbai [61]</td>
<td>Influenza</td>
<td>Global Incident Map</td>
</tr>
<tr>
<td>13</td>
<td>India</td>
<td>Leptospirosis—India (03): (Maharashtra) [62]</td>
<td>Leptospirosis</td>
<td>ProMED-mail</td>
</tr>
<tr>
<td>14</td>
<td>India</td>
<td>Japanese encephalitis &amp; other—India (17): (AS) [63]</td>
<td>Japanese encephalitis</td>
<td>ProMED-mail</td>
</tr>
<tr>
<td>15</td>
<td>India</td>
<td>Nipah-affected student to be discharged on Tuesday [64]</td>
<td>Nipah virus</td>
<td>Global Incident Map</td>
</tr>
<tr>
<td>16</td>
<td>India</td>
<td>8-year-old dies due to suspected dengue fever [65]</td>
<td>Dengue</td>
<td>Global Incident Map</td>
</tr>
<tr>
<td>17</td>
<td>Bangladesh</td>
<td>Nearly 2,800 cases in first 16 days of July [66]</td>
<td>Dengue</td>
<td>Global Incident Map</td>
</tr>
<tr>
<td>18</td>
<td>Canada</td>
<td>Canada: 1st human rabies case reported since 2012 [67]</td>
<td>Rabies</td>
<td>Outbreak News Today</td>
</tr>
<tr>
<td>19</td>
<td>Canada</td>
<td>Canada: Syphilis outbreak in Alberta [68]</td>
<td>Syphilis</td>
<td>Outbreak News Today</td>
</tr>
<tr>
<td>20</td>
<td>United States</td>
<td>Cryptosporidium in the US with Joseph Eisenberg, PhD [69]</td>
<td>Cryptosporidiosis</td>
<td>Outbreak News Today</td>
</tr>
<tr>
<td>21</td>
<td>United States</td>
<td>Anthrax in Texas update: Eight premises in three counties [70]</td>
<td>Anthrax</td>
<td>Outbreak News Today</td>
</tr>
<tr>
<td>22</td>
<td>United States</td>
<td>Florida reports 1,900 hepatitis A cases so far, Pasco County has seen the most [71]</td>
<td>Hepatitis A</td>
<td>Outbreak News Today</td>
</tr>
<tr>
<td>23</td>
<td>United States</td>
<td>Angiostrongylus cantonensis—US (04): (HI) [72]</td>
<td>Angiostrongylia-s</td>
<td>ProMED-mail</td>
</tr>
<tr>
<td>24</td>
<td>United States</td>
<td>Infant botulism—US (02): (TX) more cases [73]</td>
<td>Botulism</td>
<td>ProMED-mail</td>
</tr>
<tr>
<td>25</td>
<td>United States</td>
<td>Undiagnosed respiratory illness—US (02): (VA) fatal, retirement community [74]</td>
<td>Undiagnosed</td>
<td>ProMED-mail</td>
</tr>
<tr>
<td>27</td>
<td>United States</td>
<td>Rise in Candida auris cases; New AMR plan in Wales [76]</td>
<td>Candida auris</td>
<td>CIDRAP</td>
</tr>
<tr>
<td>28</td>
<td>Malaysia</td>
<td>Malaria—Malaysia: Pahang, resurgence [77]</td>
<td>Malaria</td>
<td>ProMED-mail</td>
</tr>
<tr>
<td>29</td>
<td>Saudi Arabia</td>
<td>MERS-CoV (57): Saudi Arabia (NJRI) WHO [78]</td>
<td>MERS</td>
<td>ProMED-mail</td>
</tr>
<tr>
<td>Data item number</td>
<td>Country/area</td>
<td>Title</td>
<td>Disease</td>
<td>Resource</td>
</tr>
<tr>
<td>------------------</td>
<td>-------------------</td>
<td>-----------------------------------------------------------------------</td>
<td>----------------------------------------------</td>
<td>--------------</td>
</tr>
<tr>
<td>30</td>
<td>Saudi Arabia</td>
<td>WHO notes clusters in recent MERS cases, unveils environmental sampling guide [79]</td>
<td>MERS</td>
<td>CIDRAP</td>
</tr>
<tr>
<td>31</td>
<td>France</td>
<td>Salmonellosis—France: cured ham, alert, recall [80]</td>
<td>Salmonellosis</td>
<td>ProMED-mail</td>
</tr>
<tr>
<td>32</td>
<td>Syria</td>
<td>Brucellosis—Syria: (Quneitra) increasing incidence [Arabic] [81]</td>
<td>Brucellosis</td>
<td>ProMED-mail</td>
</tr>
<tr>
<td>33</td>
<td>Kenya</td>
<td>Anthrax—Kenya (12): (KU) human, cattle [82]</td>
<td>Anthrax</td>
<td>ProMED-mail</td>
</tr>
<tr>
<td>34</td>
<td>Taiwan</td>
<td>One newly diagnosed case of local dengue fever in Tainan [Chinese Traditional] [83]</td>
<td>Dengue</td>
<td>Taiwan CDCf</td>
</tr>
<tr>
<td>35</td>
<td>Taiwan</td>
<td>A new case of enterovirus complicated with severe illness [Chinese Traditional] [84]</td>
<td>Hand, foot and mouth disease</td>
<td>Taiwan CDC</td>
</tr>
<tr>
<td>36</td>
<td>Brazil, Cambodia, Pakistan, etc</td>
<td>Dengue fever or Chikungunya fever are prevalent in many countries in the world [Chinese Traditional] [85]</td>
<td>Dengue, chikungunya</td>
<td>Taiwan CDC</td>
</tr>
<tr>
<td>37</td>
<td>Europe</td>
<td>Rising European measles vaccination [86]</td>
<td>Measles</td>
<td>CIDRAP</td>
</tr>
<tr>
<td>38</td>
<td>Thailand</td>
<td>The disease control department recently revealed that the situation of dengue fever is slowing down [Thai] [87]</td>
<td>Dengue fever</td>
<td>The Department of Disease Control of Thailand</td>
</tr>
<tr>
<td>39</td>
<td>Nigeria</td>
<td>An update of Lassa fever outbreak in Nigeria for Week 27 [88]</td>
<td>Lassa fever</td>
<td>Nigeria CDC</td>
</tr>
<tr>
<td>40</td>
<td>Nigeria</td>
<td>An update of Cholera outbreak in Nigeria for Week 27 [89]</td>
<td>Cholera</td>
<td>Nigeria CDC</td>
</tr>
<tr>
<td>41</td>
<td>Namibia</td>
<td>H1N1 claims life in Windhoek [90]</td>
<td>Influenza</td>
<td>Global Incident Map</td>
</tr>
<tr>
<td>42</td>
<td>China</td>
<td>The reported incidence of hepatitis A and B in Gansu Province was significantly reduced [Chinese] [91]</td>
<td>Hepatitis A and B</td>
<td>Baidu News</td>
</tr>
<tr>
<td>43</td>
<td>China</td>
<td>Foodborne illness—China: Beijing, tap water, norovirus suspected [92]</td>
<td>Norovirus</td>
<td>ProMED-mail</td>
</tr>
<tr>
<td>44</td>
<td>China</td>
<td>Suspected Norovirus Infection in Residents of Wanke Qingping Home District, Chaoyang, Beijing [Chinese] [93]</td>
<td>Norovirus</td>
<td>Baidu News</td>
</tr>
<tr>
<td>45</td>
<td>China</td>
<td>Shandong: In June, fewer people got the flu than those infected with hand, foot, and mouth disease [Chinese] [94]</td>
<td>Hand, foot, and mouth disease</td>
<td>Baidu News</td>
</tr>
<tr>
<td>46</td>
<td>Global</td>
<td>The latest report issued by UNAIDS: the mixed situation of countries [Chinese] [95]</td>
<td>HIV</td>
<td>Baidu News</td>
</tr>
</tbody>
</table>

aDRC: Democratic Republic of the Congo.  
bTranslated by Baidu Translate.  
cWHO: World Health Organization.  
dCIDRAP: Center for Infectious Disease Research and Policy.  
eMERS: Middle East Respiratory Syndrome.  
fCDC: Centres for Disease Control and Prevention.  

For the other functions of the GIDEIMS, first, the user must access the system using a defined website address [96]. After entering the username and password, the user sees the latest outbreak page (Figure 3), which shows the last five pieces of epidemic information news from each website. By clicking the “more” button, the user gains access to further epidemic information. The “check” button displays the detailed information (Figure 4). Users can click the “original webpage link” to verify the information. Users wishing to search, for example, for recent Zika epidemic information would click “Epidemic inquiry,” followed by “General inquiry,” enter the epidemic disease name “Zika (in Chinese)” in “Epidemic situation name,” and limit the occurrence date to July 2019. The results are shown in Figure 5.

Shenzhen travel health officers use the epidemic information on a daily basis to guide their decision-making on infection disease epidemic management, such as identifying travelers...
with high fever and investigating their travel history. For travelers arriving from epidemic areas of certain infectious diseases, the officers will obtain a sample and test for the infectious diseases of interest if the traveler consents.

In contrast, without the GIDEIMS, staff could spend approximately 4 hours (excluding translation time) identifying the relevant epidemic information. With the use of the GIDEIMS, staff only need to access the collected data and verify them using the links and snapshots provided by the system when necessary. Working time is shortened to less than 1 hour. The information collected by the GIDEIMS is more accessible and comprehensive than that collected through the manual method.

Figure 3. First page of the Global Infectious Diseases Epidemic Information Monitoring System, showing the latest outbreak.

Figure 4. Detailed information provided by the Global Infectious Diseases Epidemic Information Monitoring System.
**Discussion**

Using the epidemic information provided by the GIDEIMS, health officers can quickly focus on travelers from certain countries and/or regions and discover infected cases as early as possible. By using the information from the GIDEIMS, staff at the Health Quarantine Center Laboratory of the Shenzhen International Travel Health Care Center (Shenzhen Customs District Port Outpatient Clinics) detected the first imported Zika cases in China [97], and thousands of suspected cases of certain infectious diseases have also been detected annually [98]. Thus, while the detection work is strenuous, the GIDEIMS provides a helpful tool to effectively and sustainably identify suspected infected travelers into the Port of Shenzhen. The main advantage of the GIDEIMS is that it can automatically collect epidemic information from defined websites and translate it into the Chinese language. Although occasionally the system may duplicate information and require a manual check, most of the users of the GIDEIMS—such as the travel health officers working at Customs, travelers, researchers, and others working in the infectious disease control and prevention sector—reveal that the GIDEIMS saves time and is less labor-intensive. The first version of the GIDEIMS was developed in 2016 [99]. It is constantly upgraded to fulfill the requirements of users and adjusted according to actual situations. We constructed a visual display platform for the global infectious diseases epidemic information. The GIDEIMS is a user-friendly tool to support both travelers and travel health officers in travel health management. Meanwhile, big data obtained from the GIDEIMS may be used for infectious disease surveillance management and control.

In regard to COVID-19, information systems have largely been built to address almost every aspect of health management, including infection situation data management, remote health care system management, and syndromic surveillance [100-102]. In comparison, the GIDEIMS provides more comprehensive disease information than other COVID-19 epidemic information systems. Compared with the geographic information system for global monitoring of COVID-19 established by Johns Hopkins University [103], whose initial data were collected from the World Health Organization (WHO), US Centers for Disease Control and Prevention (CDC), China CDC, European Centre for Disease Prevention and Control (ECDC), National Health Commission of China (NHC), and DXY (a Chinese health-focused social website), the GIDEIMS could provide a full picture of the worldwide situation of the COVID-19 epidemic.

GIDEIMS breaks the barriers of language, region, time difference, and more so that it can provide enormous amounts of real-time infectious disease-related information. The system is not targeted on the individual traveler, but it provides travelers with useful information on the epidemic situation of infectious diseases.

At present, the GIDEIMS is a nonprofit application information system, where the maintenance and upgrade operations are performed by the developers free of charge. Due to the limitations of funds and human resources, the system is available in Chinese only. It is mainly provided to relevant infectious disease prevention and control departments and personnel for a free trial.
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Background: The COVID-19 pandemic presents a great public health challenge worldwide, especially given the urgent need to identify effective drugs and develop a vaccine in a short period of time. Globally, several drugs and vaccine candidates are in clinical trials. However, because these drugs and vaccines are still being tested, there is still no definition of which ones will succeed.

Objective: This study aimed to assess the opinions of over 1000 virus researchers with knowledge on the prevention and treatment of coronavirus-related human diseases to determine the most promising drug and vaccine candidates to address COVID-19.

Methods: We mapped the clinical trials related to COVID-19 registered at ClinicalTrials.gov. These data were used to prepare a survey questionnaire about treatments and vaccine candidates for COVID-19. In May 2020, a global survey was conducted with authors of recent scientific publications indexed in the Web of Science Core Collection related to viruses, severe acute respiratory syndrome coronavirus, coronaviruses, and COVID-19.

Results: Remdesivir, immunoglobulin from cured patients, and plasma were considered to be the most promising treatments in May 2020, while ChAdOx1 and mRNA-1273 were considered to be the most promising vaccine candidates. Almost two-thirds of the respondents (766/1219, 62.8%) believed that vaccines for COVID-19 were likely to be available in the next 18 months. Slightly fewer than 25% (289/1219, 23.7%) believed that a vaccine was feasible, but probably not within 18 months.

Conclusions: The issues addressed in this study are constantly evolving; therefore, the current state of knowledge has changed since the survey was conducted. However, for several months after the survey, the respondents’ expectations were in line with recent results related to treatments and vaccine candidates for COVID-19.

(JMIR Public Health Surveill 2021;7(2):e22483) doi:10.2196/22483
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Introduction

In December 2019, in Wuhan, China, a new coronavirus disease characterized by fever, cough, dyspnea, chills, muscle pain, sore throat, and loss of taste and smell [1] rapidly spread worldwide and was declared a pandemic by the World Health Organization (WHO) on March 11, 2020 [2]. By September 1, 2020, this novel coronavirus disease, COVID-19, caused by SARS-CoV-2, had resulted in more than 860,000 deaths in 216 countries, areas, or territories [3]. According to the WHO, the focus of disease management efforts to date has been on infection prevention, detecting and monitoring cases, and supportive care [4]. Currently, there is no specific treatment for COVID-19; instead, the disease is managed using a large group of experimental therapies of different types [5]. Currently, hundreds of registered clinical trials worldwide are testing the dosages and adequacy of different drugs to treat different stages of the disease [6]. Similar efforts are being made to create a vaccine [7,8]. Finding the most promising lines of treatment and vaccines to reduce the burden of COVID-19 is probably the greatest scientific and technological challenge of our time.

Despite the myriad of therapeutics and vaccine candidates being tested worldwide, it is still unclear which ones will prove successful in addressing COVID-19. Some previous studies have attempted to map the most promising treatments and vaccine candidates to fight COVID-19 [6-8]; however, these studies place little or no emphasis on experts’ opinions. Our study addresses this gap by assessing the opinions of over 1000 experts involved in virus research worldwide with knowledge on the prevention and treatment of coronavirus-related human diseases. Clinical trial data were obtained from ClinicalTrials.gov, and the survey’s respondents were identified from scientific publications indexed in the Web of Science (WoS) Core Collection related to viruses, severe acute respiratory syndrome coronavirus (SARS-CoV), coronaviruses, and COVID-19.

Methods

We mapped the clinical trials related to COVID-19 registered at ClinicalTrials.gov (Multimedia Appendix 1) using the Aggregate Analysis of ClinicalTrials.gov (AACT) database, maintained by the Clinical Trials Transformation Initiative [9]. The search was conducted on April 23, 2020, via the PostgreSQL AACT connection. It retrieved 406 clinical trials worldwide in which no specific intervention was assigned by the principal investigator. Considering the purpose of this study, observational studies were not included in the analysis. Of the 237 interventional studies, only those pertaining to drugs (n=173, 73.0%) and biologicals or vaccines (n=31, 17.9%) were selected. Clinical trials whose status was withdrawn (Phase 2) or suspended (Phase 1) were excluded. To select only clinical trials of vaccine candidates, we searched the studies of biologicals and vaccines for the terms vaccine and vaccines in the following fields: interventions, keywords, MeSH interventions, outcome measures, study designs, and title. At the end of these procedures, 170 clinical trials with drug interventions and 6 clinical trials with vaccine interventions were selected for analysis.

Then, these clinical trial data were used to prepare the survey questionnaire, which was structured in four parts. The first part was an introduction to the survey (purpose, respondents’ role, estimated time to complete, time of availability of the questionnaire, confidentially and privacy, and consent for the use of data provided). The second part asked about the respondents’ knowledge level regarding the prevention and treatment of coronavirus-related human diseases. Respondents who reported having no knowledge of these topics were disqualified from the survey and did not answer the remaining questions. The third part covered the vaccine candidates and therapeutics currently in clinical trials and required the respondents to choose the ones they believed were most likely to be successful in treating or preventing COVID-19.

The fourth part of the survey consisted of demographic questions. The results of this study were not influenced by the demographics of the respondents, which were assumed to be relatively homogeneous because the respondents were all authors of scientific publications related to viruses, coronaviruses, SARS-CoV, and COVID-19, with knowledge on prevention and treatment of coronavirus-related human diseases. Nevertheless, we asked a few demographic questions to provide a broad overview of the respondents’ profiles. These questions were placed at the end of the questionnaire to prevent fatigue from answering the main questions, which could increase the number of skipped questions and the overall dropout rate.

The respondents to this survey were authors of recent scientific publications indexed in the WoS related to viruses, coronaviruses, SARS-CoV, and COVID-19. These publications were identified using the query shown in Textbox 1.
The query searched all types of documents published from 2017 to May 2020 with the term virus in their titles or terms related to SARS-CoV, coronavirus, or COVID-19 in their title, abstract or keywords. The terms used in this query were collected in the MeSH index of the US National Library of Medicine [10], which is a controlled and hierarchically organized vocabulary used for indexing articles for PubMed [11]. We used only the Science Citation Index Expanded (SCI-EXPANDED) to identify respondents with publications in science journals. We then restricted the results to articles published in research areas related to virology, infectious diseases, immunology, experimental medicine, pharmacology, pharmacy, and general internal medicine.

The search returned 21,486 records of publications, which were imported into the data/text mining software VantagePoint 11.0 to generate a comma-separated values (CSV) file of the authors’ information (name, email, and publication title). From the information gathered, 23,428 unique emails were identified. Using an in-house Python script, we then linked approximately 84% of these emails to their account owners, which enabled personalized emails to be sent to most of the respondents. All 23,428 emails were uploaded to SurveyMonkey, the web-based survey platform that was used to build the questionnaire and to manage and conduct the web-based survey. After uploading, the number of emails was reduced to 22,879 due to previously opted-out contacts in SurveyMonkey and bounced emails.

Before the formal survey, the questionnaire was validated in a pilot study with a random sample of 10% of the 3585 emails (after uploading to SurveyMonkey) that were not linked to their account owners (unlinked emails). It is known that personalized invitation emails positively influence the response rates of web-based surveys [12]. Therefore, due to the need to obtain a substantial number of responses to be able to report statistically meaningful results, we opted to use only unlinked emails in the pilot. The results and feedback from some of the 20 respondents who took part in this pilot were used to make some changes in the original questionnaire; therefore, the data collected in the pilot were not included in the survey’s results.

The pilot and the formal survey were conducted in May 2020. The invitation and reminder emails provided information about the study that was similar to that in the first part of the questionnaire itself (described above). The web-based questionnaire was available for completion on SurveyMonkey for 8 days after the email invitation was sent, and up to three reminder emails were sent to nonresponders. Figure 1 summarizes the research design.
Results

A total of 1275 researchers agreed to participate in this study; however, 45 (3.5%) reported having no knowledge of the prevention or treatment of coronavirus-related human diseases and were disqualified from the survey, leaving 1230 valid responses. Of these respondents, 59.8% (735/1230) reported having good knowledge of the subject, and 40.2% (495/1230) said they had some knowledge. The sample of completed questionnaires (1050/1230, 85.4%) can be considered representative, with a 95% confidence level and a 3% margin of error. To ensure clarity in the graphic representation and description of the results, we combined the answers of these two groups of respondents. Statistically significant differences between them are reported in the descriptions of the results when pertinent. As the questions on therapeutics and vaccine candidates were mandatory in the survey, we gave the respondents an “I prefer not to answer” option. However, because these answers may reflect neutral opinions, we chose not to include them in the analysis of the results. The results by the respondents’ level of knowledge, including for the answer “I prefer not to answer,” are available in Multimedia Appendix 2.

Figure 2 shows the demographic characteristics of the respondents. Most of them (913/1050, 87.0%) held a doctoral degree, and 9.3% (98/1050) held a master’s degree. The majority of the respondents were professors or researchers (764/1059, 72.1%), followed by physicians or clinicians (88/1059, 8.3%) and public health or health care professionals (78/1059, 7.4%). Of the respondents, 74% (780/1054) worked at universities or research organizations, 12.0% (126/1054) in government, and 9.9% (104/1054) at hospitals or similar organizations. A few respondents worked in industry (44/1054, 4.2%). Approximately 50% (493/1061, 46.5%) had more than 20 years of experience in their fields of expertise, while slightly over 30% (334/1061, 31.5%) had 10 to 20 years of practice. The respondents were similarly distributed across Europe (291/1060, 27.5%), North America (252/1060, 23.8%), Asia (224/1060, 21.1%), and South America (183/1060, 17.3%). Much smaller numbers of respondents came from Africa and Australasia and the Pacific Islands: 7.2% (76/1060) and 3.2% (34/1060), respectively.
The respondents were asked to share their opinion on whether a vaccine for COVID-19 would be available in the following 18 months. Considering that the questionnaire was administered in May 2020, this deadline was October 2021. They were given three choices: the first two were “likely” and “unlikely,” which led them to a question about vaccine candidates, and the third was “unknown,” which led them directly to the questions related to the treatment of COVID-19 and skipped the questions about vaccine candidates. Figure 3 shows the results. Almost two-thirds of the respondents (766/1219, 62.8%) believed that vaccines for COVID-19 were likely to be available in the next 18 months. Slightly fewer than 25% (289/1219, 23.7%) believed that a vaccine was feasible, but probably not within 18 months. A small minority (164/1219, 13.5%) did not know whether a vaccine would be available within 18 months. As we now know, several countries started administering vaccinations in December 2020, almost one year ahead of our suggested deadline.
On April 23, 2020, there were 6 vaccine candidates for COVID-19 in phase 1 or phase 2 clinical trials according to data collected from ClinicalTrials.gov. Accordingly, these were the only candidates offered as options for the respondents (Figure 3). The respondents who believed the development of a successful vaccine was likely, whether in the next 18 months or not, believed ChAdOx1, from the University of Oxford, to be the most promising candidate, followed by the mRNA-1273 vaccine, from Moderna. Breaking down the responses into the two groups, ChAdOx1 and mRNA-1273 were the top candidates, respectively, for 26.3% (n=145) and 10.0% (n=55) of the 551 respondents who believed that a vaccine would be available within 18 months, and 23.4% (n=47) and 9.5% (n=19) of the 201 respondents who believed that more time was needed. The respondents with self-reported good knowledge of the subject, irrespective of the time they thought the vaccine would take to be developed, had a significantly higher preference for ChAdOx1 than those with some knowledge ($P=0.05$). Figure 3 also shows that many of the respondents reported that it was still unknown which vaccine candidate was the most likely to succeed—39.7% (219/551) of respondents who believed a vaccine was likely to be available before 18 months and 55.7% (112/201) of respondents who believed a vaccine was unlikely to be available before 18 months. A much smaller number considered that none of the 6 vaccine candidates were the most promising—9.1% (50/551) of respondents who believed a vaccine was likely to be available before 18 months and 6.5% (13/201) of respondents who believed a vaccine was unlikely to be available before 18 months.

A great number of therapeutic options for COVID-19 are currently in clinical trials; however, to offer the respondents a short list of options, we included only those that had at least two registered clinical trials by April 23, 2020. We classified these therapeutic options into eight groups of broad treatment types [5] and asked the respondents which group would be the most likely to succeed as a COVID-19 treatment in the next 6 months. The selected group led to a particular question containing several treatment options, of which the respondents were asked to select the most promising. As shown in Figure 4, antivirals and antiretrovirals were believed to be by far the most promising group, selected by 43.4% (437/1008) of the respondents who answered this question. These were followed by monoclonal antibodies (157/1008, 15.6%) and nondrug technologies (118/1008, 11.7%). All the other groups were chosen by fewer than 10.0% of the respondents, with kinase inhibitors and antibiotics being chosen by less than 1% (8/1008, 0.8%). Approximately 4.0% (38/1008) of respondents said they believed there were other broad treatment approaches that were more likely to succeed than the eight listed in the questionnaire, and 9.4% (95/1008) expressed the view that the answer to this question is still unknown. In five of the questions—when the respondents were asked to specify the vaccine, the broad treatment, the antiviral/antiretroviral, the anti-inflammatory, and the nondrug technology—a substantially higher number of
respondents with some knowledge of the subject marked “unknown” than those with good knowledge.

Considering all the eight groups together, only 9 of the 36 possible treatment options were chosen by more than 2.5% of the respondents. Remdesivir, from Gilead Sciences, was by far the top choice, being selected by 22.4% (225/1008) of the total respondents. Remdesivir was also the only treatment for which there was any statistically significant difference (P=.05) between the responses given by the two groups of respondents (with good knowledge and some degree of knowledge on the subject). The respondents with good knowledge were almost twice as likely to select remdesivir than the ones with some knowledge.

Although the group of monoclonal antibodies ranked second, it attracted a high percentage of “unknown” (79/1008, 7.8%) and “other” (31/1008, 3.1%) responses. Of the four monoclonal antibodies in this group, tocilizumab (35/1008, 3.5%) was the preferred option. In terms of individual treatments, the top two choices after remdesivir were both nondrug technologies: immunoglobulin from cured patients (64/1008, 6.3%) and plasma (38/1008, 3.8%). The other treatments selected by at least 2.5% of the respondents are interferons (28/1008, 2.8%), hydroxychloroquine (26/1008, 2.6%), favipiravir (25/1008, 2.5%), lopinavir-ritonavir (24/1008, 2.4%), and recombinant human angiotensin-converting enzyme 2 (rhACE2) (20/1008, 2%).

Figure 4. Therapeutics chosen by the respondents to be most likely to succeed in treating COVID-19. § Umifenovir (0.69%); ¶ Unknown antimalarial (0.20%); ¶¶ Mefloquine (0.10%); §§ Chloroquine (0.10%); ¶¶¶ Other antibiotic (0.10%); ¶¶¶¶ Losartan (0.10%); ¶¶¶¶¶ Captopril (0.10%); ¶¶¶¶¶¶ Bevacizumab (0.20%); ¶¶¶¶¶¶¶ Acalabrutinib (0.10%); ¶¶¶¶¶¶¶¶ Other kinase inhibitor (0.10%); ¬ Other nondrug (0.10%).
Discussion

Principal Findings

Although experimental therapies for COVID-19 are listed in the WHO’s Research and Development (R&D) Blueprint of COVID-19 experimental treatments [5] and some other recent scientific papers [6], the absence of an effective specific treatment has led to dissent among the stakeholders invested in finding a cure for COVID-19. Diverging views are found beyond medical and biomedical scientists, being found in a variety of health professionals, managers, policy makers, etc. Although this lack of consensus regarding treatment for COVID-19 was also observed among the virus-related researchers who participated in this study, a great number of them (437/1008, 43.4%) stated a preference for antivirals and antiretrovirals over the seven other broad treatment groups addressed in this study.

In the antivirals and antiretrovirals group, remdesivir was the drug that most respondents believed to be the most promising for treating patients with COVID-19. Remdesivir is a nucleoside analog drug with extensive antiviral activity, and it is effective in the treatment of the lethal Ebola and Nipah viruses [13]. Its use in patients with COVID-19 started after a high-profile publication reported on its compassionate use in a 53-patient case series [14]. This publication showed clinical improvement in 36 out of 53 patients (68%); however, it was not randomized, so other evidence was needed [6]. Another published study reported on the use of remdesivir in 236 patients in 10 hospitals in Wuhan, China, in a double-blind, placebo-controlled, multicenter randomized trial. Remdesivir was not associated with a difference in the primary outcome of time to clinical improvement. This study was stopped early because no further patients meeting the eligibility criteria were admitted to hospital in Wuhan after some weeks [15].

On April 23, 2020, five clinical trials evaluating the use of remdesivir in patients with COVID-19 were registered at ClinicalTrials.gov. Four months later, this number had increased to >40. The most recent systematic review and network meta-analysis of drug treatments for COVID-19 shows, with moderate certainty, the benefits of the use of remdesivir both for the resolution of symptoms and the duration of mechanical ventilation. However, there are still uncertainties about its effect on mortality and other important outcomes [16].

Additionally in the group of antivirals and antiretrovirals, the respondents considered interferons, favipiravir, and lopinavir-ritonavir to be promising treatments for COVID-19. Interferons are often evaluated as candidates for the treatment of emerging viral infections before specific treatments are developed because of their unspecific antiviral effects [17]. They are usually prescribed in combination with other drugs, and this was indeed the case in most of the clinical trials involving interferons that were registered by April 23, 2020. Several types of interferons are available for antiviral treatment of patients with COVID-19, including alpha [16], beta [18], and lambda [19] interferons. As for favipiravir, limited clinical experience has been reported to date [6]; however, recent experimental treatments with favipiravir in combination with interferon alfa reported significant improvements in chest imaging [20]. In the case of lopinavir-ritonavir, a recent evaluation showed no observed benefit in 99 hospitalized adult patients [21].

Nondrugs are also considered to be promising for the treatment of patients with COVID-19. Immunotherapy with IgG can increase immune response in newly infected patients, reducing the disease burden [22]. Plasma collected from recovered patients functions similarly. In a recent experiment, 5 severely ill patients in China showed improvement after receiving convalescent plasma [23]. However, despite its potential usefulness, the absence of large-scale trials and more rigorous investigations of convalescent plasma is an obstacle to its more widespread use in patients with COVID-19 [24].

Another potential drug available to treat COVID-19 is a member of the monoclonal antibody group. Tocilizumab is a humanized monoclonal antibody against the interleukin-6 receptor, which has been reported to be one of the most important cytokines involved in COVID-19 [25]. A recent publication showed clinical improvement of respiratory function in 91% of patients who were prescribed tocilizumab [26]. However, in the absence of other studies, its use should be approached with caution [6].

On April 23, 2020, hydroxychloroquine was the drug being tested in the highest number of clinical trials. It was considered to be a promising treatment for COVID-19 by 2.6% of the respondents. Hydroxychloroquine is commonly used as a treatment for malaria, systemic lupus erythematosus, and rheumatoid arthritis [6]. Despite initial reports of its success [27], recent scientific publications have not shown any significant reduction in mortality, and some have expressed caution because of its potentially harmful effects [28,29].

In the angiotensin-converting enzyme (ACE) inhibitors group, rhACE2 was another option selected by at least 2% of the respondents. The rationale for its use comes from the assumption that the SARS-CoV-2 virus uses angiotensin-converting enzyme 2 (ACE2) receptors to enter host cells [30]. Hence, exogenously supplementing rhACE2 may block the interaction of the virus with its cellular receptor [31]. However, further clinical studies are needed [30].

Although it was selected only by 0.7% of respondents, dexamethasone is the drug that has probably showed the greatest efficacy in reducing the COVID-19 burden, especially in critically ill patients. After the UK-based Randomised Evaluation of COVID-19 Therapy (RECOVERY) trial reported benefits of the use of dexamethasone [32], other trials and a recent meta-analysis showed that the use of dexamethasone and other systemic corticosteroids is associated with a 28-day reduction in patient mortality [33].

Regardless of the importance of pharmacological treatment to reduce the short- and medium-term burden of COVID-19, there is a consensus in the scientific community that large-scale vaccination will be the most effective long-term strategy to end the pandemic [7,34]. It usually takes years to develop a new vaccine; however, the need for rapid development has required a completely different paradigm [8]. Yet, even considering the amount of progress made in the few months after our survey, in September 2020, most vaccine candidates were still in the
Clinical trials related to COVID-19.
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Abstract

Background: Social media has changed the communication landscape, exposing individuals to an ever-growing amount of information while also allowing them to create and share content. Although vaccine skepticism is not new, social media has amplified public concerns and facilitated their spread globally. Multiple studies have been conducted to monitor vaccination discussions on social media. However, there is currently insufficient evidence on the best methods to perform social media monitoring.

Objective: The aim of this study was to identify the methods most commonly used for monitoring vaccination-related topics on different social media platforms, along with their effectiveness and limitations.

Methods: A systematic scoping review was conducted by applying a comprehensive search strategy to multiple databases in December 2018. The articles’ titles, abstracts, and full texts were screened by two reviewers using inclusion and exclusion criteria. After data extraction, a descriptive analysis was performed to summarize the methods used to monitor and analyze social media, including data extraction tools; ethical considerations; search strategies; periods monitored; geolocalization of content; and sentiments, content, and reach analyses.

Results: This review identified 86 articles on social media monitoring of vaccination, most of which were published after 2015. Although 35 out of the 86 studies used manual browser search tools to collect data from social media, this was time-consuming and only allowed for the analysis of small samples compared to social media application program interfaces or automated monitoring tools. Although simple search strategies were considered less precise, only 10 out of the 86 studies used comprehensive lists of keywords (eg, with hashtags or words related to specific events or concerns). Partly due to privacy settings, geolocalization of data was extremely difficult to obtain, limiting the possibility of performing country-specific analyses. Finally, 20 out of the 86 studies performed trend or content analyses, whereas most of the studies (70%, 60/86) analyzed sentiments toward vaccination. Automated sentiment analyses, performed using leverage, supervised machine learning, or automated software, were fast and provided strong and accurate results. Most studies focused on negative (n=33) and positive (n=31) sentiments toward vaccination, and may have failed to capture the nuances and complexity of emotions around vaccination. Finally, 49 out of the 86 studies determined the reach of social media posts by looking at numbers of followers and engagement (eg, retweets, shares, likes).

Conclusions: Social media monitoring still constitutes a new means to research and understand public sentiments around vaccination. A wide range of methods are currently used by researchers. Future research should focus on evaluating these methods to offer more evidence and support the development of social media monitoring as a valuable research design.
KEYWORDS
vaccination; antivaccination movement; vaccination refusal; social media; internet; research design; review; media monitoring; social listening; infodemiology; infoveillance

Introduction
Although public questioning of vaccination is as old as vaccination itself [1], continuous advancements in the global communication landscape, associated with the rise of social media as an interactive health information ecosystem, have contributed to the unmediated spread of vaccine hesitancy [2]. This new boundless information ecosystem has shaped the nature of conversations about vaccination, with evidence showing that social media can facilitate the quick diffusion of negative sentiments and misinformation about vaccination [2-6]. Furthermore, individuals have been found to more commonly engage with negative information around vaccination than positive content [7-10]. In this context, public trust in information provided by authorities and experts can decrease [11-13], influencing vaccine decisions [14]. Recent evidence has shown that social media users tend to cluster and create so-called “echo chambers” based on their views toward vaccination [15]; however, Leask et al [16] highlight that “a patient’s trust in the source of information may be more important than what is in the information,” stressing the importance of reaching individuals, across all clusters, through trustworthy sources.

Social media monitoring (infoveillance) provides opportunities to listen, in real time, to online narratives about vaccines, and to detect changes in sentiments and confidence early [17]. Information gathered from social media monitoring is crucial to inform the development of targeted and audience-focused communication strategies to maintain or rebuild trust in vaccination [17,18]. However, as social media monitoring can be resource- and time-intensive, and can raise issues of confidentiality, transparency, and privacy [17,19,20], evidence of public health communities investing in such listening mechanisms remains sparse.

The aim of this scoping review was to systematically summarize the methodologies that have been used to monitor and analyze social media on vaccination using an innovative three-step model. The findings presented in this paper come from a broader European Centre for Disease Prevention and Control (ECDC) technical report [21]. The aim of the ECDC report was to provide guidance for public health agencies to monitor and engage with social media, whereas this paper primarily focuses on the academic implications of social media monitoring. The specific objectives of this scoping review were to (1) identify the methods most commonly used for monitoring different social media platforms; and (2) identify the extent to which methods have been evaluated, along with their effectiveness and limitations.

Methods
Design
Systematic scoping reviews are used to map international literature with the aim of clarifying “working definitions and conceptual boundaries of a topic or field” [22] as well as identifying how research is conducted [22-24]. Systematic scoping reviews focus on scoping larger, more complex, and heterogeneous topics than systematic literature reviews. A systematic scoping review approach was therefore adapted to fulfill the goal of summarizing study methodologies used to monitor social media content around vaccination. The methodology for this scoping review was based on the work of Arksey et al [23] and Peters et al [24].

Framing Social Media
Kaplan et al [25] define social media as “a group of internet-based applications that build on the ideological and technological foundations of Web 2.0, and that allow the creation and exchange of user generated content.” They further classify social media into blogs, collaborative projects (eg, Wikipedia), social networking sites (eg, Facebook), content communities (eg, YouTube), virtual social worlds (eg, Second Life), and virtual game worlds (eg, World of Warcraft) [25].

However, social media is not merely an information tool but also represents a continuously evolving social environment directly influenced by how individuals produce and share content, and interact with each other. For the purpose of this scoping review, we consider social media as not simply a means of communication but further a space within which individuals socialize and organize. This review therefore focuses on social networking sites and content communities, and excludes online platforms that do not have social interactions as their main purpose (eg, blogs or websites with a comments section).

Search Strategy and Screening Process
The search strategy for the scoping review was developed by librarians at ECDC and researchers at the Vaccine Confidence Project (VCP), and was peer-reviewed to balance feasibility and comprehensiveness, including both social media and vaccination-related English keywords (see Multimedia Appendix 1). The search was conducted by one VCP researcher on the EMBASE database, and was adapted to search the PubMed, Scopus, MEDLINE, PsycINFO, PubPsych, Open Grey, and Web of Science databases in December 2018.

Identified articles were exported into Endnote, and duplicates were removed based on ECDC guidelines consisting of 6 rounds of deduplication looking for articles with similar author, year, and title; title, volume, and pages; author, volume, and pages; year, volume, issue, and pages; title; and author and year. The automated deduplication function in Endnote was not used, and articles were compared visually to ensure that only true
duplicates were removed. Two VCP reviewers independently screened articles by title and abstract and by full text using a set of predefined inclusion and exclusion criteria. Disagreements were resolved by discussion.

Articles were included if they described studies performed to monitor or analyze data collected from social media around vaccination. The definition of social media described above was used as one of the inclusion criteria, limiting results to social networking sites and content communities. No restrictions were made with respect to location or language, as a team of official translators was available at the ECDC.

Articles were excluded if they were published before 2000 or if they were not about human vaccines. Articles that monitored online media (eg, news, websites) but did not collect any data from social media were excluded. The following article types were also excluded: conference abstracts, editorials, commentaries, and letters to the editor.

**Data Management and Analysis**

Two VCP researchers extracted the following data from the included articles: country, aim, study population, period of monitoring, vaccine, social media, media monitoring methodologies (tool for data collection, keywords, exclusion criteria, geolocation), analysis (sentiment coding and analysis, reach, spread and interaction analyses, other types of analyses), results (number of posts), and evaluation and limitations.

To facilitate the description of social media monitoring methods, a three-step model of social media monitoring was developed (Figure 1), including (1) preparation, (2) data extraction, and (3) data analysis steps. The preparation phase consists of defining the purpose of social media monitoring and addressing any ethical considerations. The data extraction phase includes selecting data extraction tools and periods of monitoring, developing comprehensive search strategies, and extracting the data. Finally, the data analysis stage includes geolocation, trends, content, sentiments, and reach analyses. The findings summarized in this paper are organized according to this three-step model.

Three researchers summarized, charted, and analyzed the data. A descriptive analysis was conducted for the types of data collection tools used to gather data from social media, the keywords and search strategies used, and the various analytical methods. These researchers reviewed and compared results in the data extraction sheet, listed and identified the frequency of different methods used for social media monitoring, and identified common themes. Two researchers met to discuss the findings and interpret them together with contextual information, identifying needs for further research.

**Figure 1.** The three-step model of social media monitoring.
Results

Included Studies

The search strategy generated 15,435 articles, from which 7539 duplicates and 7628 irrelevant articles were excluded after screening by title and abstract (Figure 2). From the 268 articles screened by full text, 182 were excluded for the following reasons: not about social media (n=141); no data provided (n=19); conference abstracts, editorials, or letters to the editor (n=6); article not accessible (even after enquiring multiple libraries and contacting authors) (n=4); article containing data already published in another included article (n=1); and not on vaccination (n=1). At the end of the screening process, 86 articles in English, Spanish, and Italian were included for analysis. Articles in Spanish and Italian were analyzed by a researcher fluent in these two languages.

Study Characteristics

The first study identified on social media monitoring around vaccination was published in 2006 [26], with an increasing number of studies published yearly since then. Most studies analyzed online discourse on Twitter (n=42) [8,27-67], YouTube (n=12) [68-79], Facebook (n=11) [80-90], and online forums (eg, babytree, mothering.com, mumsnet, KaksPlus; n=9) [26,91-98]. A diversification of social media platforms can be observed in recent years, with studies of platforms such as Pinterest (n=1) [99], Weibo (n=1) [100], Reddit (n=1) [101], or Yahoo! Answers (n=2) [102,103] all published after 2015. Seven studies monitored a mix of social media platforms [104-110]. More detailed study characteristics are provided in Multimedia Appendix 2.

Social Media Monitoring Methods

A range of methods were used across the 86 included studies to monitor social media, most of which have not been evaluated in terms of their accuracy and reliability. In the following sections, these methods are described based on the three steps of social media monitoring proposed in this paper: preparation, data extraction, and data analysis.

Preparation Phase

Defining the Purpose of Social Media Monitoring

The main objective of the majority of studies in this review (55/86, 64%) was to better understand how vaccination is portrayed on social media, whether through the analysis of online discourse or sentiments, or by looking at how information is produced, shared, and engaged with [8,26,27,30,33,39,42-44,46-51,53-56,58-62,68-80,82-88,90-94,98,99,101,102,105,106].

http://publichealth.jmir.org/2021/2/e17149/
Many studies (15/86, 17%) used social media monitoring as a way to better understand general public discussions on vaccination, assuming that online discussions are a good proxy for vaccine confidence in a country or region [29,32,34,36-38,45,57,63,65,67,81,95,96,103]. This comes with important limitations due to the lack of representativeness of social media populations. Individuals discussing vaccination on social media tend to come from specific population groups, usually younger or female groups [61]. Furthermore, data extracted from social media platforms are often not representative of the entire online discourse around vaccination on these platforms (see Data Extraction Phase section).

Other objectives included estimating correlations between online activity around vaccination and coverage or outbreak data [40,41,66,104,107,109], describing systems for monitoring vaccination online [28,52,64,97], investigating relations between news media and social media posts [100,108,110], understanding the contribution of bots or trolls to online content about vaccination [31], examining political references to vaccination on social media [35], and detecting anxiety-related adverse events following immunization [89].

**Addressing Ethical Considerations**

Access to social media data is becoming increasingly restricted, as some users set their profiles, conversations, or pages as “private” [111]. Yet, only 15% (13/86) of the studies included in this review were found to have been reviewed and to have received approval from an institutional ethics review board for their study [32,36-38,50,56,67,81,83,85,86,90,93]. An additional 9 studies sent protocols to institutional or ethical review boards and were deemed exempt because they only analyzed public data and social media users were not considered as “human research subjects” [8,31,44,48,60,69,70,75,80]. One study also explained that guidelines from an institutional review board were considered and applied during the study to protect social media users [92].

However, even once ethical approval had been obtained, questions about anonymity, confidentiality, and informed consent remained. For example, one study explained that anonymization of data is extremely difficult to maintain on social media, as content and quotes (whether from private or public data) can easily be traced back to users, revealing their identity [54]. The authors of another study performed on Facebook in Israel explained that although they anonymized their data, informed consent was not required as “subjects would expect to be observed by strangers” when posting messages on the internet [85]. Some studies also discussed the limitations of focusing on public data and the distorted view this creates [28,43,54,61,83,85,88,97,109].

**Data Extraction Phase**

**Selecting Data Extraction Tools and Periods of Monitoring**

Studies included in this review were found to use different monitoring tools to extract data from social media platforms. Thirty-five studies used manual browser search tools such as search bars available on Twitter, YouTube, or Facebook [26,60,68-81,83,85,86,89-100,102,104,106,109]. Due to browser and user interface limitations, studies that used manual browser search functions were time-consuming and collected small amounts of data over short periods of time. In one study, the analysis had to be limited to 30 Facebook pages [80], which affected the possibility of capturing data over different periods (ie, possibly missing trends in the number of posts around influenza seasons). Furthermore, owing to the time needed to assess Facebook pages, it was found to be impractical to analyze each complete page in detail. Another limitation comes from browser cookies and personal tracking algorithms imposed by search engines, which can influence manual search results and their listed popularity. Researchers from another study indicated that findings from both the Google and Facebook searches were dependent on the geographic location of the reviewer’s browser settings [89]. Researchers using manual search engines are also restricted to the way search results are presented on different platforms; for example, Pinterest does not list its pins chronologically and does not provide exact time stamps [99]. This made using a more conventional content analysis sampling method (eg, a constructed 2-week time period) virtually impossible in this particular study.

Forty-nine studies used either social media application program interfaces (APIs) (n=24) [29,31-33,35,37-41,43,45,48,54,56-58,65-67,82,84,87,88,101,103], automated monitoring tools (n=20) [27,36,42,44,46,47,49-53,55,59,61,62,64,105,107,108,110], or a combination of both (n=5) [8,28,32,34,63] to extract data from social media platforms. The term API refers to a software intermediary that allows two apps to talk to each other [112]. APIs pull and interpret data from servers storing information for Facebook, Twitter, YouTube, Reddit, and many more platforms. It is important to note that APIs do not provide comprehensive access to all social media content, and often only pull random samples of content; for example, Twitter provides access to roughly 1% of public Tweets through its API [113]. Automatic monitoring tools refer to automated web platforms that access social media data via APIs. These automated tools come with user-friendly interfaces, which can be free (with limited access to a random sample of all posts), open source (open to development from other developers), or commercial (where access to a larger percentage of posts is allowed, which can be real-time or archival via a subscription pricing structure). Regardless of the data collection period, studies with the highest number of results and the most robust datasets consistently came from the use of social media APIs or automatic data sampling. The “Yahoo! Answers” API provided the largest sample size from a single platform over a sampling period of 5 years (16 million messages) [103] and Crimson Hexagon was the automated platform that provided the largest mixed sample size, with a mixture of 58,078 Facebook posts and 82,993 tweets over a 7.5-year period [105]. The Yahoo! Answers study found that the API data were difficult to stratify by age, gender, income, education level, or marital status, which may have limited generalizability [103]. Similarly, Smith et al [57] found that using the Twitter API to use social media discussions as a proxy for the population at large is problematic. The difficulty in finding the correct self-assigned demographic of users, and whether they are real users or automated bots, makes the findings less generalizable. Finally, a large number (n=45) of studies using either APIs or...
Developing Comprehensive Search Strategies

This review found a diverse range of search strategies developed to extract data from social media platforms. Simple search strategies with one to three keywords were most common. Only 10 studies used more extensive search strategies with Boolean operators to link keywords (eg, AND, OR) or truncations to identify words with different endings (eg, vaccin*) [27, 29, 42, 43, 50, 51, 66, 101, 105, 108]. Although simpler search strategies were perceived as a limitation by some [8, 71, 73], no data were available on the accuracy of short strategies as opposed to longer and more complex search strategies. Studies that evaluated their search strategies found that the categorization of keywords into “relevant,” “semirelevant,” and “nonrelevant” can increase precision [43], and that keywords should reflect cultural and normative differences [108].

Across all studies, most keywords were related to vaccines (ie, synonyms of the word “vaccine” or brand names of vaccines) and vaccine-preventable diseases. Some studies also searched for adverse events claimed to be linked to vaccination by the public (eg, autism, autoimmune disorders), keywords related to specific controversies (eg, mercury, big pharma, aluminum), or the names of people involved in controversies (eg, Jenny McCarthy, Andrew Wakefield). In addition to keywords, certain studies used hashtags (eg, #vaccine, #cdwhistleblower, #vaccineswork) [8, 30, 34, 44, 48, 49, 55, 60, 61, 105], questions inputted into search engines (eg, “should I get the HPV [human papillomavirus] vaccine?”) [75, 102], or phrases to refer to specific events (eg, “fainting in school children after vaccine”) [89].

Predefined exclusion criteria were also used to screen data and exclude irrelevant or duplicate results. The question of how to deal with data from dubious sources, trolls, or bots was raised, and although researchers in two studies decided to exclude them, two studies specifically analyzed them and acknowledged their impact on the quality and validity of their findings [31, 45, 57, 108].

Data Analysis Phase

Analyzing Metadata, Including Geolocation

The included studies analyzed a range of metadata, from the number of posts to users’ characteristics. Information about the geographical source of social media data was extremely difficult to obtain, as this information was often private, not provided by social media users, or, as one study conducted on Twitter explained, because “accurate location information can be found in only a small proportion of tweets that have coordinates stored in the metadata of the tweet” [40]. This could explain why most of the studies in this review were performed “globally” (n=41).

Despite these challenges, three types of strategies were used to restrict data to certain regions or countries: using keywords in local languages; using location-specific search terms (eg, United Kingdom, Scotland); and directly identifying local or national Facebook groups, pages, or online discussion forums [50, 82, 86, 90, 91, 93]. Once social media posts were collected, other tools were used to identify and analyze the precise location of data. Some studies manually screened content or collected metadata [39, 56, 108], whereas others used automated mechanisms and software (Carmen, Geodict, NominaTIm, GeoSocial Gauge) to retrieve this information from Twitter [28, 29, 40, 41, 54, 61, 66]. Two studies used dictionaries of terms for geographical entities of countries (GeoNames and the US Office of Management and Budget’s Metropolitan and Micropolitan Statistical Areas) to automatically identify mentions of countries or cities in social media posts or profile pages [29, 61]. Some authors also explained that most bots spreading negative content about vaccination online do not report their locations, which could explain why most tweets with geolocation information available were more positive toward vaccination [61].

Analyzing Trends, Content, and Sentiments

Once data from social media were extracted from studies, different analyses were performed, ranging from detecting the number of posts available over a period of time to more detailed content analysis to identify the frequency of particular concerns or conspiracies around vaccination [8, 27, 46–48, 53, 59, 60, 68–71, 75–77, 79, 82, 83, 90, 94, 99]. Several studies also performed qualitative thematic analysis [45, 56, 71, 83, 85, 86, 95, 99, 110], or language and discourse analysis [26, 50, 52, 84, 92, 93, 106]. Four studies compared social media posts to disease incidence or outbreak cases [40, 103, 105, 107].

The most common type of analysis looked at sentiments expressed toward vaccination (70%, 60/86). Sentiments can be understood in a variety of ways, reflected by the range of words identified to designate sentiments toward vaccination across all studies. Most studies used the terms “negative” (n=33), “positive” (n=31), or “neutral” (n=37); however, each study defined these in a slightly different way, which could have influenced study findings and what was perceived by researchers as “negative” or “positive.” Other common sentiments were anti- or pro vaccine, encouraging or discouraging, ambiguous, or hesitant. Only two studies provided a more comprehensive list of sentiments such as frustration, humor, sarcasm, concern, relief, or minimized risk [53, 107]. One study also looked at sentiment as a “yes or no” question: “does this message indicate someone received or intended to receive a flu vaccine?” [41]. In one study, the World Health Organization determinants of the vaccine hesitancy framework were used to design and test a list of sentiments [90].

Sentiment was determined not only by looking at social media posts or comments but also by coding links, headlines, sources, images, captions, or hashtags [27, 35, 42, 46, 60, 64, 99]. Coding hashtags was sometimes difficult; for example, those using the hashtag #antivaxxers were often denouncing vaccine hesitancy. Similarly, “positive” hashtags such as #provaxers can be used in a negative context to criticize those who promote vaccination.
Sentiment analyses were performed manually (40/86, 67%) or using an automated system (19/86, 32%). When data were analyzed manually, studies used multiple coders (between 2 and 4) and assessed interrater reliability scores to ensure accuracy and reliability. Many studies also emphasized the need to provide coders with training and codebooks with precise definitions of codes [8,26,31,32,46,47,53,60,71,73,83,90,107,109]. Manual sentiment analysis was prone to limitations, particularly because it relied on subjective coding and was labor-intensive, thereby reducing the total number of posts that could be analyzed by a single person [8,43,68,107].

Sentiments were also analyzed using automated systems, with most studies using such systems performed on Twitter (16/19, 84%). Leverage or supervised machine learning was used to code sentiments by training machines to learn how to code different sentiments using a set of manually coded results (ranging between 693 and 8261 posts) [28,34,37-39,41,48,49,51,57,62,63,66,67,82]. An alternative to manually coding some results to train the machine was to use Amazon Mechanical Turk [41,51,57,66]. Other automated systems that have been used to code sentiments included Latent Dirichlet Allocation, an unsupervised machine-learning algorithm that automatically determines topics in a text [57,101]; Naive Bayes [65]; Lightside [61]; BrightView classifier from Crimson Hexagon [105]; and Topsy [29,44]. Using such programs also came with limitations, including the aptitude of machines to correctly detect sentiments around vaccination, the reliance on manual coding of some part of the data to train the system prone to researchers’ biases and subjectivity, and the need for high computational and technical skills [28,44,101].

**Assessing the Reach of Social Media**

Overall, 49 studies measured potential social media reach and thus estimations of the number of people that see content posted on social media. Reach was determined by the number of followers a user had, as well as the number of engagements with a post (e.g., retweeted, shared, saved, liked, and commented upon).

Most studies provided a short descriptive summary of the reach of social media posts, whereas some proposed more detailed or comprehensive analyses. Interactions between different social network communities were studied to understand how information can spread and be shared on social media. Studies found that analyzing retweets was useful to understand the spread of certain sentiments toward vaccination and, in the case of disease outbreaks, to detect how the spread of social media information online can impact vaccination coverage. One particular study investigated how two kinds of communities interacted with each other within conversations about health and its relation to vaccines [62]. From a retweet network of 660,892 tweets published by 269,623 users, the study compared “structural community” with another “opinion group,” and used community detection algorithms and autotagging to measure the interaction, sentiment, and influence that retweets had in conversations between the two communities [62]. Similarly, another study focused on shared concerns about the HPV vaccine and assessed how international followers express similar concerns to those of the groups or individuals they follow [56].

Another study examined communication patterns revealed through retweeting, assessing the impact of various sources of information, contrasting diverse types of authoritative content (e.g., health organizations and official news organizations) and grassroots campaign arguments (with the antivaccination community views serving as a prototypical example) [54]. Finally, one study looked at tweeted images, and evaluated predictive factors for determining whether an image was retweeted, including the sentiment of the image and the objects shown in the image [33].

**Discussion**

**Principal Findings**

Over 80 articles have been published on social media monitoring around vaccination. This growing academic interest, particularly since 2015, acknowledges the role of social media in influencing public confidence in vaccination, and emphasizes the need to better understand the types of information about vaccination circulating on social media and its spread within and between online social networks [114,115]. Social media monitoring still constitutes a relatively new research field, for which tools and approaches continue to evolve. A wide range of methods, varied in style and complexity, have been identified and summarized through this systematic scoping review.

In an effort to summarize media monitoring articles, we developed a three-step model for this review. The first stage, preparation, consists of defining the purpose of social media monitoring while considering any potential ethical issues. The second stage, data extraction, should include the selection of data extraction tools as well as periods of monitoring, and the development of targeted, comprehensive, and precise search strategies. Finally, the third stage, data analysis, could focus on different types of analyses: metadata and geolocation, trends, content, sentiment, or reach. The model was found to be useful in structuring methodologies for social media monitoring, and could be used in the future as a standardized protocol for performing social media monitoring. Further research could be performed to evaluate different components of the model, and propose a more detailed and complex framework for media monitoring.

**Standardization of Social Media Monitoring Methods**

Although the large number of articles identified via the scoping review provided sufficient evidence to summarize methods that have been used to monitor social media, almost none of the articles evaluated the precision and accuracy of their monitoring and analysis methodologies. Furthermore, researchers have not drawn on a coherent body of agreed-upon methodologies, and instead created an amalgamation of methodological choices that sets no standards for the right sample size, no recommended time period for different types of analyses per platform, or no recommendations for studying the extremes of positive or negative views (which are not always representative of the general population) [116]. There is also a lack of standardization...
of which specific API tools or analytical classifiers to use for analyzing social media discourse, interaction, or trends.

There have been recent calls to better standardize social media monitoring methodologies, including practices such as search strategies, so that the quality of the data query is reflected in more accurate and precise data and study findings [117]. However, it may be apt that social media monitoring remains a flexible research design, as the nature and access to social media discourse on vaccination is continuously evolving. The fast-evolving nature of different social media platforms, the crossover of shared data, boundaries to privacy, and public policy surrounding public discourse on vaccination and disease outbreaks may also necessitate a more methodologically diverse approach to keep up with ever-changing developments. Although standardization may not be the best practice for this relatively new research design, there is a need to evaluate the different tools that will be used at each stage of social media monitoring to determine which ones offer the most precise, accurate, and representative results.

Establishing the Purpose of Social Media Monitoring

Using social media to understand prevailing issues of interest and concern in certain communities can be a useful listening tool for public health institutions, which can then use media monitoring to detect key themes or questions around vaccination circulating in the population. However, many studies included in this review explicitly discussed limitations regarding the lack of population representativeness in investigating social media content. Evidence shows that social media users often represent specific population groups in terms of age, gender, education level, or socioeconomic status [118]. For instance, users discussing vaccination online were found to be younger and female [61]. Another challenge comes from the fact that content being shared by social media users is not always representative of their personal views or feelings, with evidence showing that social media content is often more extreme or impulsive [119]. Due to these issues, social media monitoring is best seen as an alternative to surveys or qualitative interviews in obtaining data about vaccination beliefs and opinions, without assuming representativeness of total populations but rather specific interest groups.

Social media users could also be considered as a configuration of a research population group, and the field of social media monitoring could be seen as an opportunity to understand what information users are exposed to, and how information about vaccination is shared and spread online. In this way, social media monitoring would be used as a new research methodology to study a new type of population. Social media monitoring comes with representativeness challenges of its own, as access to data becomes limited due to inaccessible private content, the challenge of studying all social media platforms at once, or limitations imposed by automated software. However, social media monitoring opens the door to more dynamic research that continuously evolves and responds to a perpetually changing world.

Important Ethical Considerations

The considerable increase in the number of social media monitoring studies poses questions regarding the safe use of data available online. Even though researchers in previous studies may not have been legally compelled to obtain ethics approval, the lack of guidance on good ethical conduct when using social media information is a cause for concern. Issues of confidentiality and anonymization of data still arise, as some studies included in this review published screenshots of users’ data that included users’ profile names. Another issue relates to data coming from minors, which should be considered more carefully, even when publicly available [120]. Although these concerns should not unduly hinder the development of social media monitoring, they should highlight the need for guidelines to ensure ethical conduct and respect for social media users, and the importance of submitting research proposals to ethics boards.

Recent controversies with regard to the exploitation of users’ data in the Facebook and Cambridge Analytica scandal, and the public outcry of users feeling unnerved being monitored and manipulated, have indeed opened up conversations and legislation around the ethics of handling user data from social media in research [121]. The overall aim of the 2018 EU General Data Protection Regulation (GDPR) is to increase people’s control over their own personal data and “to protect all EU citizens from privacy and data breaches in an increasingly data-driven world” [122]. For companies, organizations, and researchers, this means obtaining consent for using and retaining customers’ personal data, while granting more rights to the “data subject” to be informed and to control how their personal data are used. Such legislation may change the way future researchers must anonymize data, as well as restrict what sections of social media platforms (eg, public vs private) are available for research [123].

Accessing Data From Different Social Media Platforms: The Twitter Bias

The majority of studies that had the largest datasets, collected over longer time periods, were those with access to social media platforms’ APIs or automated data collection tools. Studies that had smaller samples and used less sophisticated keyword searches were those that relied on manual data collection, and were thus constrained by time, resources, and the limitations of the browser tools used. Although some studies also discussed the time-consuming nature of manual data collection methodologies, the time required to perform searches was not commonly discussed. More research could be performed to evaluate the clear benefits and limitations of manual and automated data extraction tools, including the time required to complete searches. Studies that used the paid version of APIs via automated monitoring software seemed to have a more representative sample, as access to paid data offers access to all historical and current posts. However, there are still issues with the relative opaqueness of the paid access to Twitter, Facebook, or YouTube APIs, which do not advertise the mechanisms behind collection of data, do not inform researchers of what percentage of “all” data they are given, and may thus not provide representative data [124,125]. This also prevents researchers...
from fully comparing studies over time, as the API sampling algorithm itself will change. It is arguable that such an environment presents risks and opportunities both for data collection strategies in terms of availability and data privacy issues, as well as an evolution in our fundamental understanding of how social media research fits into the rapidly changing public discourse in relation to vaccines. Finally, the financial cost associated with the use of most APIs and automated tools could constitute a barrier to those in lower resource settings [126].

One of the main reasons for the bias toward the use of Twitter in a majority of studies within this review may be because Twitter provides the most openly available API, both for free and with paid access [116]. However, studies using these freely collected tweets only have access to a small (1%) sample of all tweets, creating representativeness challenges [113]. Accessing the free Twitter API also raises issues around periodical collection due to restrictive access to intermittent collection points. This means that any data collection is limited to pockets of time that are not necessarily continuous, truncating the 1% sample into different time periods [127]. This focus on Twitter constitutes an important bias for social media monitoring research, as it fails to capture the real-time evolution of the social media environment, and the flow of users and content from platform to platform [128].

Finally, although subscription-based data analytics companies provide more comprehensive access to other APIs such as YouTube and Instagram, the data provided by these companies can be more skewed toward those of brand marketing (eg, brand strength, brand influencers, and brand trends) [129]. However, there have been growing opportunities in recent years to allow academics to work in partnership with data analytics companies to forge a better understanding of how to look at social media images and text from a social sciences and public policy perspective [130].

Social Media Analyses: Complexity of Analyzing Sentiments

Although social media data can be analyzed in various ways, ranging from analyzing trends in the number of posts identified to more complex content analyses, most studies focused on sentiment analyses. Identifying sentiments toward vaccination expressed in social media can be useful to detect changes in beliefs and possible drops in confidence. Manual and automated methods of analyzing sentiments both come with their own benefits and limitations: manual coding may be easier and requires less technical skills than automated coding, whereas it is more prone to subjectivity biases and is time-consuming, and therefore does not allow for the analysis of a large number of posts. The complexity of coding discourse, particularly those using sarcasm or irony, is apparent with both automated and manual systems [40]. Researchers should choose analytical methods based on their personal objectives and resources available. Despite the possibility of using a combination of manual and automated coding or selecting automated systems that require less technical skills, more accurate and easy-to-use automated systems should also be developed.

The development of sentiment analysis as a tool in social media monitoring raises other challenges. Most studies identified in this review used simple binary categorizations of sentiments (eg, “negative” vs “positive”). However, discussions around vaccination tend to elicit complex sentiments, closely linked to deeper, more contextual themes of trust, confidence, and risk perception [131]. Categorizing sentiments as either negative or positive therefore fails to recognize nuances that would be crucial for the development of targeted responses to rebuild trust in vaccination. If automated coding systems are to be further developed, they need to take into account the nuances in sentiments around vaccination and move beyond the use of binary variables. More complex sentiment analysis will also improve the quality of the coding of videos, images, and emojis [132-135].

Considerations for Future Research: Changing Digital Ecosystem

Following the Cambridge Analytica data misuse scandal and an increase in the amount of antivaccine content, Facebook announced a number of API changes aimed at better protecting user information between 2017 and 2019. These restrictions, along with GDPR laws, will pose restrictions on the type of data and research that can be performed on social media platforms and will require researchers to continuously adapt their methodologies [136,137]. Furthermore, platforms such as Pinterest, Facebook, and YouTube are responding to requests from public bodies to alter their content to respond to concerns about the spread of misinformation about vaccines and the presence of antivaccination content on social media [138-140]. These actions from social media platforms may change what users see but also what researchers study. Indeed, it may be that antivaccine groups move away from platforms that no longer monetize or make it easy for them to share information. Those with antivaccination views have not only been found to be using a mixture of websites and social media but also to migrate over to the dark web, where they are able to create and construct content-specific platforms from which their chosen ideologies can be shared [141]. The question of who should decide what content falls under antivaccination sentiment is also important. Social media platforms should work closely with vaccination experts to identify which posts to remove or keep, especially to avoid infringing on the public’s freedom of expression.

Study Limitations

Some limitations of this systematic scoping review should be acknowledged. Although articles in languages other than English were included for analysis, the search itself only used English keywords, which could have limited the results. Furthermore, the search strategy was comprehensive but did not include certain relevant keywords such as “infodemiology” or “infoveillance,” which should be considered in future research. Data extraction was performed by three researchers, which could have caused inconsistencies even though the same data extraction sheet was used. Finally, social media monitoring constitutes a relatively new research field, which means that many real-life, practical uses of monitoring may have been omitted as they may not have been published in publicly available peer-reviewed journals or reports. It is also important...
to note that as this is a fast-moving field, a high number of articles have been published since this review was performed, particularly around the COVID-19 pandemic. Methodologies for social media monitoring are expected to continuously and rapidly evolve, and further research should be performed to regularly update this review.

**Conclusion**

Social media has changed the communication landscape around vaccination. The increasing use of social media by individuals to find and share information about vaccination, together with the growing volume of negative information about vaccination online, has influenced the way people assess the risks and benefits of vaccination. Social media monitoring studies have been developed with the aim of better understanding the type of information social media users are exposed to, and how this information is spread and shared across the world. This review has identified clear steps to perform social media monitoring that can be organized in three phases: (1) Preparation (defining the purpose of media monitoring, addressing ethical considerations); (2) Data extraction (selecting data extraction tools, developing comprehensive search strategies); and (3) Data analysis (geolocation, trends, content, sentiments, and reach). A wide range of tools for each of these steps have been identified in the literature but have not yet been evaluated. Therefore, to establish social media monitoring as a valuable research design, future research should aim to identify which methods are more robust and precise to extract and analyze data from social media.
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Abstract

Background: Prescription opioid (PO) use is common among adolescents in the United States. Despite recent declines from unprecedented peaks in adolescent PO use (eg, in 2012-2013), there is seemingly paradoxical evidence that PO-related consequences (eg, opioid use disorder and overdoses) are increasing. These trends and their possible consequences emphasize the importance of prevention efforts targeting PO misuse. To our knowledge, we have developed the first interactive web-based program (POP4Teens [P4T]) focused specifically on the prevention of PO misuse among adolescents.

Objective: This study aimed to evaluate the effectiveness of P4T, a web-based program designed to prevent adolescent PO misuse, in comparison with JustThinkTwice (JTT), an active control website, on PO-related attitudes, knowledge, risk perception, and intentions to use.

Methods: We conducted a web-based randomized controlled trial in 2018. A total of 406 adolescents (aged 12-17 years) were randomly assigned to either P4T or JTT. The outcome variables were attitudes, knowledge, and risk perceptions associated with PO misuse, intentions to use POs, and program feedback. Data were collected at baseline and at 1, 3, and 6 months.

Results: Both programs resulted in significant and sustained improvements in intention to use POs, increased perceived risk, impacted expectancies consistent with prevention, and improved PO refusal skills. P4T produced significantly greater increases in PO-related knowledge than JTT did, and it was reportedly easier to use and more liked. Baseline scores for youth reporting past-year medical use of POs, friends who engage in nonmedical use of POs, and/or poor mental health underscored their at-risk status compared with youth from the other groups.

Conclusions: P4T positively impacted all study variables that are known to prevent PO misuse among teens. Moreover, its web-based nature simplifies the dissemination and implementation of this novel tool designed to help meet the challenges of the evolving national opioid crisis.

Trial Registration: ClinicalTrials.gov NCT02737696; https://clinicaltrials.gov/ct2/show/NCT02737696

(JMIR Public Health Surveill 2021;7(2):e18487) doi:10.2196/18487
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Introduction

Background

Prescription opioid (PO) use is common among adolescents in the United States. Over the last 4 decades, the lifetime prevalence of medical (13%-20%) and nonmedical use of POs (NMUPO; 7%-13%) among high school seniors (approximately 17-18 years of age) has fluctuated yet both remain high [1]. One in every 100 adolescents aged between 12 and 17 years reported current NMUPO in 2017 [2], and this estimate may underreport the problem due to potential social desirability bias associated with self-report measures, particularly among youth [3].

Predictors of NMUPO and opioid use disorder (OUD) include early initiation of medical opioid use, and the risks of OUD are inversely correlated with age of onset [4-6]. Adolescents with mental health problems are also more likely than those without such problems to use diverted POs [7]. Adolescents with NMUPO overwhelmingly report accessing these medications from friends and family and having friends or family who are prescribed opioids increases the risk for misuse and OUD [8-10]. Compared with nonusers, adolescents who engage in NMUPO have increased odds of using alcohol and other drugs, engaging in criminal behaviors, using health care (eg, receiving emergency or inpatient treatment), receiving treatment services for mental health, and reporting poorer health [11-15]. The risk of transition to heroin use is greatest among those that begin NMUPO early in adolescence [16-19], and fatal and nonfatal overdose rates are higher for these youth compared with their peers who do not engage in NMUPO [20]. Despite recent declines from unprecedented peaks in adolescent PO use (eg, in 2012-2013), there is seemingly paradoxical evidence that PO-related consequences (eg, OUD, mortality, overdoses) are increasing [21,22]. These increases are likely associated with evidence that youth with OUD rarely receive the treatment they need [23].

These trends and their possible consequences emphasize the importance of prevention efforts targeting PO misuse. To our knowledge, we have developed the first interactive web-based program (PO4Teens [P4T]) focused specifically on the prevention of PO misuse among adolescents. This program extends our previous work to develop and evaluate science-based, computer-delivered substance misuse prevention programs for youth, including a prototype of this program we previously developed and evaluated [24-26]. The scientific evidence underpinning P4T’s program content comes from research on identified risk factors for PO use among youth [27], computer-delivered interventions [28], and computer-assisted instruction technology [29].

The P4T program is unique compared with other programs, as it is the first of its kind to incorporate knowledge about risk factors for PO misuse. PO misuse is unique compared with misuse of many other drugs: the threshold to access is low, potentiating the behavior (ie, usually obtained from friends and family and at no cost) [30,31]. Relatedly, youth who are prescribed opioids often divert their medication [32,33]; the perceived risks of misuse are significantly attenuated compared with other drugs, as they are dispensed by trusted medical providers [34,35]; youth perceive that parental consequences of misuse will be minor if they are caught with POs relative to other drugs [36].

In addition to a focus on the specific risk factors associated with POs, the interactive, activity-oriented P4T program is rooted in the prevention science literature, which has demonstrated that effective substance abuse prevention programs educate youth about the mechanism of action by which a substance produces its pharmacological effect and additionally include various types of skills training (eg, to resist peer, family, media, and other social influences known to promote drug use, and/or general skills training around social competency and coping with stressful life situations) [37,38]. Skills training increases protective factors, reduces risk factors, and produces reductions in drug use among youth [28]. Notably, programs based on social influence and general skills training models have been shown to be effective when delivered via interactive, activity-oriented programs and not traditional, didactic instructional techniques [39].

The P4T program is also unique as it is web-delivered and mobile-friendly and therefore available for use in a variety of settings. A recent scoping review of consumer health information technology (CHIT) in the prevention of substance use [40] underscores the effectiveness of user-centered, interactive web-mediated apps designed to improve information access and exchange, decision making, and facilitate behavior changes that promote health and well-being. Traditional means of reaching youth are hamstrung by costs associated with teacher or clinician-delivered interventions as well as manifold issues impeding intervention delivery fidelity. As of 2018, 94% of teens reported going on web daily and almost 95% reported mobile device usage and/or ownership [41]. Compared with traditional delivery methods, CHIT interventions delivered via digital platforms boast benefits of greater appeal to youth [28], reduced costs [36], standardized content delivery [36], potential for delivery across different settings (eg, on the web, home, community organizations, and health care providers’ offices) [37], and minimized training and/or clinical staff burden [42].

Published scientific literature on digital platforms for interventions targeting adolescent substance misuse is burgeoning [43,44]. Such programs have demonstrated effectiveness in 3 contexts: primary care [45], schools [44], and homes [46-48]. They target the prevention of different classes of drugs: alcohol [43,44], cannabis [45,49], cigarettes [50] and generally consist of interactive web-based activities that function to increase drug-related knowledge and shape user attitudes and normative beliefs about substance use in ways that promote abstinence or delayed onset of use [51]. The web-based context for the P4T program focuses on a new class of drugs (POs) previously unexplored in a digital format and additionally employs unique informational technologies that are effective in promoting relevant knowledge and skills. The P4T content uses information technologies to teach content to mastery via interactive and computer-assisted instruction (engaged when youth access quizzes) and enables exploration of the information and skills being taught in a video-based simulated environment [29,52,53].
Objectives

The randomized controlled trial described herein focused on the prevention of PO misuse among youth. This web-based trial is designed to evaluate the effectiveness of the web-based PO misuse prevention program P4T, developed by our research group, compared with an active control website JustThinkTwice (Drug Enforcement Administration [DEA]) to impact attitudes about knowledge and perceptions of risk associated with misuse of POs as well as intentions to use and actual use of POs. Details of the development and formative evaluation of P4T have been published elsewhere [24].

Methods

Design

Participants were assigned at random using a nonlinear random number generator based on an AES block cipher in counter mode to either the experimental, web-based P4T program or the DEA’s JustThinkTwice (JTT) website (the active control condition). The study team was not blinded to randomization. However, due to the web-based nature of the trial (eg, recruitment, randomization, data collection) and limited-to-nonexistent research team contact with participants following randomization, bias was minimized.

The CONSORT (Consolidated Standards of Reporting Trials) checklist has been provided in Multimedia Appendix 1.

Participants

Adolescent participants (12-17 years old) were recruited for study participation through Facebook and Google AdWords. This age range was selected to capture youth before a notable increase in risk of hazardous consequences of nonmedical PO use observed from age 12 years to 14 years [6,54], through the end of high school or before college. To be eligible, youth needed to be willing to use the study website to complete assessments and participate in the interventions, have access to a computer, a tablet, or a mobile device with an internet connection, and be able to hear audio.

From a user perspective, once an interested youth clicked on an ad, they were directed to the study landing page, which provided basic information about the study aims and clickable icons to learn more. Upon clicking on learn more, interested youth were offered the opportunity to receive a call from a research assistant by entering basic contact information (ie, name, email, parent’s name, email, phone number, and best time to be reached) that the research assistant used to make contact, answer additional questions, collect zip code data, email the consent form, and enable backend, automatic random assignment to a study condition. Once consent was established, the research assistant emailed the baseline assessment, which, once completed (as evidenced by a timestamp record on the program’s dashboard menu of participant activities), prompted the research assistant to send the first electronic gift card via email to the participant as compensation for their time spent in completing the assessment. Youth received US $20 for baseline, US $30 for 1-, 3-, and 6-month follow-ups and US $30 as bonus if all assessments were completed. Participants completed all assessments on the web in a secure manner, which allowed for greater anonymity and has been shown to result in more valid data compared with data collected via in-person interviews [55,56]. Delivering assessments via computer also ensured that questionnaire administration was more consistent, data processing was eliminated, and lag time between data collection and analyses was reduced. All procedures were approved by the Dartmouth College Committee for the Protection of Human Subjects.

Procedures

The experimental program P4T is a newly developed intervention [24] designed to increase knowledge about POs and their risks and address social influences on PO use, such as developing skills to refuse offers or requests for POs. The program comprised 8 primary modules, and the information and skills emphasized in each module are delivered through 4 components: a storytelling component, an information lesson component, a skill-based video, and a quiz. The 8 module topics are (1) what are opioids? (2) misconceptions that opioids are safe and nonaddictive, (3) misconceptions that use of POs without a prescription is legal, (4) risks of PO misuse, (5) nonmedication alternatives for pain management, (6) refusing offers to misuse POs, (7) refusing requests by others for a PO prescribed to you, and (8) how to know if you or someone you may know may be addicted.

In each module, users were introduced to a different character based on real stories of youth in treatment for OUD. By clicking on the character icon, users were brought to an introductory screen displaying an exemplary quote from the youth’s story regarding PO use. Here, users could choose to listen to a recording of the story, read the story transcript, or view story highlights.

The program then allowed users to move between the introductory storytelling screen and the remaining 3 components (lesson, video, and quiz) personalizing the navigational flow and contributing to the interactive nature of P4T. The lessons detailed the scientific underpinnings of the story and delivered information through an interactive carousel format. The videos provided participants with concrete methods to approach social interactions and dilemmas involving PO misuse. The videos employed an action-reaction model in which a behavioral scenario was shown, followed by one or more characters reflecting on the situation. Finally, the quizzes allowed program users to test their understanding of the module content. Youth were given a variable amount of time to respond and quiz questions, which are presented multiple times and worded slightly differently to increase fluency and mastery, depending on how fluent youth are with the material, for example, if they are repeatedly getting a question incorrect, they will be allowed more time to respond to the next time they see a version of the question. Thus, the quizzes further contributed to the interactive nature of the program. Participants were asked to complete the 8 modules over the course of 4 weeks (approximately 2 modules per week).

The active, educational control website JTT is a web-based educational initiative supported by the DEA, which provides science-based information about teen drug abuse prevention. The intended purpose of the website, according to a DEA press...
release on the occasion of the launch of the teen website reads that it is “a website especially for our teenagers that provides young people with straightforward information on the consequences of drug use and trafficking, including health, social, legal, and international consequences. The site does not inundate the user with DEA messages; rather the facts come straight from leading physicians, scientists, and legal experts.” [57]

The website is not strictly dedicated to POs, although opioids are well represented. People navigating the website will find drug information, news and media, true stories of youth who have suffered due to drug use, information about consequences of drug use, drug use facts and statistics, videos, and a brief quiz. Randomized youth were asked to use this website for 30 min twice per week for 4 weeks.

Outcome Measures

Behavioral assessments accessible by links emailed to participants were completed at baseline and follow-up time points (1, 3, and 6 months). At baseline, participants completed a form measuring basic demographic and substance use history, for example, age, gender, race, ethnicity, grade in school, average school grades, lifetime prescriptions for opioids, past-year mental health status, substance use in general, PO use among participants and their friends, and past participation in PO abuse prevention programs. At the 1-month time point only, participants completed the program feedback survey. Given the pervasive misconceptions that many youths have in their understanding of the risks associated with PO misuse [58], we primarily focused on analyses of knowledge about PO misuse as well as measures that are highly predictive of future use (attitudes, intentions, skills, and perceived risk).

Primary

Attitudes Toward PO Misuse

Participants were asked about their expectancies associated with PO misuse. Positive expectancies (eg, reduce boredom) and negative expectancies (eg, get in trouble with parents) about such use were evaluated using a 5-point measure ranging from strongly disagree to strongly agree. Mounting evidence has suggested that outcome expectancies (expected or anticipated behavioral, cognitive, and emotional harms and benefits [59]) associated with substance use play a role in the initiation and progression of drug use [60]. We modeled these questions after expectancy items developed by researchers examining potential physical, social, and psychological consequence expectancies associated with alcohol consumption among youth [61]. Changes in expectancies appear to be an important target in substance use prevention across alcohol, tobacco, and marijuana [62].

Perceived Risk of PO Misuse

Participants were asked 2 separate questions about how much they think they risk harming themselves (1) physically and (2) in other ways if they try POs for nonmedical purposes (eg, 5-point scale ranging from no risk to great risk) [59]. These questions are used annually in the Monitoring the Future Study [63], and the reliability and validity of survey questions is extensively discussed in an occasional paper detailing design and procedures [64]. Other studies have also included questions modeled after survey questions [65]. Research has consistently shown that alcohol and cannabis use is less likely among youth who perceive those substances and/or substance use behaviors as risky for the user [66,67], and thus, perceived harmfulness is potentially central to early prevention strategies [68].

Knowledge About PO Abuse Prevention

Participants were asked to complete a 15-item, multiple-choice measure assessing knowledge about effective PO abuse prevention (eg, how opioids work in the body). Knowledge test questions were generated by the research team based on scientific literature associated with the 8 module topics in the P4T program (eg, nonmedical alternatives for pain management).

Skill Acquisition

Youth were asked to pretend a friend offered them a PO and estimate how hard it would be to refuse the offer (5-point scale of very easy to very hard) and their ability to refuse the offer (5-point scale of definitely would to definitely would not). The same format was used to ask youth to pretend a friend asked them to share or sell POs prescribed to them [69]. These items were modeled after drug resistance scales used in previous studies with youth of the same age [70,71].

Secondary

Assessment of Usage Data

We quantified usage statistics of the web-based program by assessing the extent of module completion.

Behavioral Intentions to Use Opioids Without a Prescription

Youth were asked about their intentions to use opioids without a prescription even once or twice over the next 12 months using a 5-point scale ranging from definitely not to definitely will. Those who provided an affirmative response indicating any likelihood were also asked about the likelihood of using opioids without a prescription nearly every month for the next 12 months. This 2-item composite (α=.73) was modeled after a measure used in a study [72] that found changes in marijuana expectations among a large cohort of adolescents associated with subsequent future marijuana initiations.

Feedback Survey

The feedback survey was a brief 15-item tool that included 11 visual analog scale items (Multimedia Appendix 2) and 4 open-ended response items (ie, What youth liked best? Least? Suggestions? Anything else to add?). Possible values for visual analog scale scores ranged from 0 to 100 mm and were anchored by the variable of interest probed in the item (eg, how interesting was the section of the program you just completed? score range: 0=not interesting to 100=very interesting).

Data Analysis

Although random assignment was designed to account for baseline differences, groups were compared for differences in demographics and other characteristics using two-tailed t tests, Wilcoxon rank sum tests for nonnormal variables, and chi-square tests for categorical measures. Program feedback (collected at 1 month) was also compared via t tests. Primary analyses included all participants randomized to a study condition.
independent of early dropout, consistent with an intent-to-treat approach to clinical trials [73]. Analyses were performed using SAS statistical software (type I error=.05). Outcome measures were evaluated in separate analyses. Data from primary outcomes were evaluated using mixed effect models, which allow for nonindependent data within individuals and are robust to incomplete data. All participants with any baseline or follow-up assessments were included in the outcome analyses. In addition to the study condition indicator, these models included, in the fixed effects portion of the model, a main effect for time as well as a 2-way interaction between study condition and time. Before evaluating the comparative effectiveness of P4T, each program’s effectiveness in impacting primary outcome variables without comparison is reviewed, as neither has previously been evaluated. The key estimate from this model is the 2-way interaction effect, which indicates whether changes in outcome over time are different for the 2 conditions.

**Sample Size Calculation**

In our previous work [74], a computer-based prevention intervention, relative to an efficacious life skills control condition, had a large impact on knowledge (Cohen $d=0.84$), a moderate impact on drug refusal (Cohen $d=0.43$), a small impact on drug use intentions and attitudes (Cohen $d=0.20$), and a moderate impact on alcohol use (Cohen $d=0.37$). Schwinn et al [69] found a comparable effect size for reducing substance use when comparing an internet-based prevention program with an assessment-only control group (Cohen $d=0.40$). The planned sample size of 400 participants was based on having sufficient power to detect group differences in all outcomes, assuming 80% retention at the 6-month follow-up [73,75,76]. Assuming baseline assessments account for at least 9% of the variance in corresponding outcomes ($r=0.30$), power is estimated to be greater than 99% using $\alpha=.05$ (2 sided) for detecting a prevention group effect of Cohen $d=0.84$ on the outcome measure of knowledge. Power was estimated to be 92% using $\alpha=.05$ (2 sided) for detecting a prevention group effect of Cohen $d=0.37$ on the outcome measure of substance use and 98% using $\alpha=.05$ (2-sided) for detecting a prevention group effect of Cohen $d=0.43$ on the outcome measure of drug refusal. For the intention to use outcomes, we determined the sample size needed to detect Cohen $d=0.30$, which is slightly higher than the effect observed in previous work [74], to reflect the use of an active control group in the planned study instead of a comparison condition of demonstrated effectiveness. The power to detect that effect was 80% when the sample size was 320 (after 20% attrition) at the 6-month follow-up.

**Results**

**Overview**

A nationwide sample of youth from 41 of the 50 US states was recruited between June 2017 and February 2018, and data collection was completed in September 2018. Of the 1470 youth and/or parent/guardian who signed up to gather more information about participation, 406 were consented and randomly assigned to one of the 2 websites (Figures 1 and 2).
Figure 1. CONSORT (Consolidated Standards of Reporting Trials) diagram.

Figure 2. Geographic locations of participants. Zip code data for 379 of 406 participants (missing zip code data: n=27). In total, 41 of 50 states had at least one participant. Numbers in red circles are those of participants in a geographic area and may represent more than one state’s data. Alaska (n=4) is not shown on the map.

Participant Characteristics
The sample was primarily female (285/405, 70.4%), with a mean age of 15.8 (SD 1.2) years, and high achieving with 70.9% (287/405) reporting A’s for average school grade; 92.8% (376/405) reported good-to-excellent physical health, and approximately 73.6% (298/405) reported good-to-excellent mental health. More than a quarter of the sample reported lifetime exposure to medically prescribed opioids. Randomization was largely successful, as groups did not differ significantly on any baseline variable except for race: Asian
(P4T/JTT: 21%/13.5%); Black/African American (P4T/JTT: 5.9%/12%); and White (P4T/JTT: 64%/67.5%; P=.03). For additional participant characteristics, see Table 1.
<table>
<thead>
<tr>
<th>Demographic and baseline characteristics</th>
<th>Overall (N=405)</th>
<th>P4T&lt;sup&gt;a&lt;/sup&gt; (n=205)</th>
<th>JTT&lt;sup&gt;b&lt;/sup&gt; (n=200)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SE)</td>
<td>15.8 (1.2)</td>
<td>15.7 (1.2)</td>
<td>15.8 (1.2)</td>
<td>.80</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.22</td>
</tr>
<tr>
<td>Female</td>
<td>285 (70.4)</td>
<td>148 (72.2)</td>
<td>137 (68.5)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>113 (27.9)</td>
<td>54 (26.3)</td>
<td>59 (29.5)</td>
<td></td>
</tr>
<tr>
<td>Transgender</td>
<td>5 (1.2)</td>
<td>1 (0.5)</td>
<td>4 (2)</td>
<td></td>
</tr>
<tr>
<td>No answer</td>
<td>2 (0.5)</td>
<td>2 (0.9)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.03</td>
</tr>
<tr>
<td>American Indian or Alaskan Native</td>
<td>3 (0.7)</td>
<td>1 (0.5)</td>
<td>2 (1)</td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>70 (17.3)</td>
<td>43 (20.9)</td>
<td>27 (13.5)</td>
<td></td>
</tr>
<tr>
<td>Black or African American</td>
<td>36 (8.8)</td>
<td>12 (5.9)</td>
<td>24 (12)</td>
<td></td>
</tr>
<tr>
<td>Pacific Islander</td>
<td>4 (0.9)</td>
<td>4 (1.9)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>266 (65.7)</td>
<td>131 (63.9)</td>
<td>135 (67.5)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>26 (6.4)</td>
<td>14 (6.8)</td>
<td>12 (6)</td>
<td></td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.20</td>
</tr>
<tr>
<td>Latino or Hispanic</td>
<td>49 (12.1)</td>
<td>29 (14.1)</td>
<td>20 (10)</td>
<td></td>
</tr>
<tr>
<td>Non-Latino or non-Hispanic</td>
<td>356 (87.9)</td>
<td>176 (85.9)</td>
<td>180 (90)</td>
<td></td>
</tr>
<tr>
<td><strong>Grade, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.27</td>
</tr>
<tr>
<td>6th-9th (ages 13-15 years)</td>
<td>64 (15.8)</td>
<td>31 (15.1)</td>
<td>33 (16.5)</td>
<td></td>
</tr>
<tr>
<td>10th-12th (ages 16-18 years)</td>
<td>324 (80)</td>
<td>169 (82.4)</td>
<td>155 (77.5)</td>
<td></td>
</tr>
<tr>
<td>Not in school or other</td>
<td>17 (4.2)</td>
<td>5 (2.4)</td>
<td>12 (6)</td>
<td></td>
</tr>
<tr>
<td><strong>Average school grade, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.88</td>
</tr>
<tr>
<td>A (90-100)</td>
<td>287 (70.9)</td>
<td>144 (70.2)</td>
<td>143 (71.5)</td>
<td></td>
</tr>
<tr>
<td>B (80-89)</td>
<td>100 (24.7)</td>
<td>52 (25.4)</td>
<td>48 (24)</td>
<td></td>
</tr>
<tr>
<td>C (70-79)</td>
<td>15 (3.7)</td>
<td>7 (3.4)</td>
<td>8 (4)</td>
<td></td>
</tr>
<tr>
<td>D (60-69)</td>
<td>2 (0.5)</td>
<td>1 (0.5)</td>
<td>1 (0.5)</td>
<td></td>
</tr>
<tr>
<td>F (&lt;60)</td>
<td>1 (0.2)</td>
<td>1 (0.5)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td><strong>Poor or fair mental health, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.35</td>
</tr>
<tr>
<td>No</td>
<td>298 (73.6)</td>
<td>155 (75.6)</td>
<td>143 (71.5)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>107 (26.4)</td>
<td>50 (24.4)</td>
<td>57 (28.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Physical health, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.19</td>
</tr>
<tr>
<td>Excellent</td>
<td>93 (22.9)</td>
<td>50 (24.4)</td>
<td>43 (21.5)</td>
<td></td>
</tr>
<tr>
<td>Very good</td>
<td>177 (43.7)</td>
<td>85 (41.5)</td>
<td>92 (46)</td>
<td></td>
</tr>
<tr>
<td>Good</td>
<td>106 (26.2)</td>
<td>58 (28.3)</td>
<td>48 (24)</td>
<td></td>
</tr>
<tr>
<td>Fair</td>
<td>24 (5.9)</td>
<td>8 (3.9)</td>
<td>16 (8)</td>
<td></td>
</tr>
<tr>
<td>Poor</td>
<td>5 (1.2)</td>
<td>4 (1.9)</td>
<td>1 (0.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Ever prescribed opioids, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.41</td>
</tr>
<tr>
<td>Yes</td>
<td>106 (26.2)</td>
<td>50 (24.4)</td>
<td>56 (28)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>299 (73.8)</td>
<td>155 (75.6)</td>
<td>144 (72)</td>
<td></td>
</tr>
<tr>
<td><strong>Friends who use prescription opioids, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.49</td>
</tr>
<tr>
<td>Yes</td>
<td>68 (16.8)</td>
<td>37 (18)</td>
<td>31 (15.5)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>337 (83.2)</td>
<td>168 (81.9)</td>
<td>169 (84.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Participated in a prescription opioid prevention program, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.34</td>
</tr>
</tbody>
</table>
Program Effectiveness (Within-Condition Effects)

Drug Use Outcome Expectancies (Attitudes)

The P4T program produced significant improvements from baseline across the follow-up time points (1, 3, and 6 months) for all positive expectancies of POs. The JTT program produced a similar pattern of results except for reduce boredom (baseline-1 month: \( P=.11 \)) and weight loss (baseline-6 months: \( P=.06 \)). The P4T program produced significant improvements from baseline across all follow-up time points for most negative expectancies. The exceptions were a pattern of nonsignificant results across all time points for get in trouble with parents and nonsignificance of feel sleepy (baseline-1 month: \( P=.41 \)). The JTT program produced significant improvements from baseline across all follow-up time points for a few negative expectancies (eg, feel sleepy or overdose). The exceptions were a pattern of significant differences observed at the 1 and 6 month follow-ups, and nonsignificant differences at the 3-month follow-up (eg, spend too much money, feel sick, or pass out). The same pattern of nonsignificant differences across all time points for get in trouble with parents held for the JTT program. Finally, there were significant differences from baseline to 1 month that were not sustained at subsequent follow-ups for do poorly in school. For greater detail on within-condition effects, see Multimedia Appendix 2 (means) and Multimedia Appendix 3 (mixed models).

Perceived Risks

The P4T program significantly increased perceived physical risks from baseline to 1 month and baseline to 3 months; however, significant increases were not maintained at the third follow-up (\( P=.14 \)). The program also significantly increased perceived other risks from baseline to 3 months; however, this effect was not observed for baseline to 1 month (\( P=.06 \)) or baseline to 6 months (\( P=.06 \)). The JTT program produced significant and sustained increases in perceived physical and other risks from baseline across all time points.

Knowledge

The P4T program significantly increased knowledge about POs from baseline to all time points. The JTT program produced no significant changes in knowledge at any follow-up time point.

Skills

The P4T program produced significant and sustained changes in the desired direction across all skill sets (ie, assessments of difficulty and ability to refuse offers and requests) and time points except for ability to refuse an offer to misuse POs at 3 months (\( P=.06 \)). The JTT program produced significant and sustained changes in the desired direction across all skill sets except for perceived difficulty to refuse an offer to misuse POs at 1 month (\( P=.14 \)).

Intentions

Both programs produced significant and sustained decreased intentions to use POs in the next 12 months across all time points.

Assessment of Usage

Participants in the P4T group completed an average of 6.43 (SD 2.98) of 8 possible modules and a total of 80.79% (1312/1624) possible modules. We were unable to calculate a similar metric in the control sample (JTT), as we did not control that website. However, we were able to calculate the average number of log-ins on the control site (a conservative estimate as participants may have chosen to access the site without using the portal on the study website [mean 4.06, SD 3.89]).

Effectiveness of P4T Compared With JTT

Drug Use Outcome Expectancies (Attitudes)

There were no significant differences between groups for any positive expectancies at any time points. There were no significant differences between groups across the negative expectancies observed from baseline to 1 month. From baseline to 3 months, there were statistically significant increases in negative expectancies of POs favoring P4T: do poorly in school (\( P=.01 \)), spend money (\( P=.01 \)), feel sick (\( P=.03 \)), and pass out (\( P=.004 \)). From baseline to 6 months, the effect for do poorly in school was maintained (\( P=.01 \)).

Perceived Risks

P4T produced a greater reduction (from baseline to 1 month) in the odds of perceiving a low other risk from POs compared with JTT (\( P=.03 \)). There were no other significant differences between groups at any other time point for measures of risk.

Knowledge

There was a significant difference between groups in change from baseline for knowledge gains favoring P4T at the first 2 follow-up time points: baseline to 1 month (\( P=.001 \)) and baseline to 3 months (\( P=.001 \)). The effect somewhat diminished at the 6-month follow-up (\( P=.06 \)).

Skills

There were no significant differences between groups across skills except for difficulty refusing an offer to misuse between baseline and 1 month (\( P=.05 \)) favoring P4T. Differences were not maintained at later time points.

Intentions

There were no significant differences between groups in change from baseline to any of the 3 follow-up time points for intention...
to use POs: baseline to 1 month (P=.68), baseline to 3 months (P=.99), and baseline to 6 months (P=.75).

Feedback Surveys

With one exception, evaluations of the P4T and JTT programs were generally positive, with most mean scores at 7 or higher (scale 1-10) and not significantly different. However, the P4T program was rated as significantly easier to use than the JTT program (P<.001). In addition, the P4T youth liked using laptops, phones, and/or tablets significantly more to access the program than JTT youth (P<.001). No mean scores fell below 6, except for the applicability of program content to participants’ lives (Multimedia Appendices 2 [means] and 3 [mixed models]).

Four P4T program dimensions that youth liked best (in order of preference) were stories, ease of use, quizzes, and video. The stories were preferred for how they provided real-life, relatable examples and helped make the opioid epidemic just seem more real. Youth liked P4T because of how easy it was to access and navigate. They also reported enjoying the quizzes for how the material began to make sense, and the repetitive nature of the quiz questions helped youth master the information. Finally, some youth appreciated that the videos were upfront with being a little bit corny at times and were a great educational tool. The functionality of quizzes and videos surfaced among program dimensions was the least. Specifically, the timed and repetitive nature of the quizzes surfaced for critique:

The timed portion of the quizzes created unnecessary stress, increasing speed of the questions...lead to testing for your reaction time rather than processing information, the questions seemed very repetitive.

Videos were least liked by some because they were found to be dull.

Baseline Differences: Characterizing the Sample in Terms of At-Risk Subgroups

Drug Use Outcome Expectancies (Attitudes)

Scores for youth reporting past-year medical use of POs, having friends who engage in NMUPO, and having poor mental health illuminated their at-risk status at baseline compared with youth who were not in those groups and therefore warrant attention. For negative expectancies, those with poor mental health agreed more strongly than those without poor mental health that overdose is likely when one engages in NMUPO. There was a pattern across those with a history of past year medical use of POs and having friends who engage in NMUPO that NMUPO would likely result in trouble with parents and doing poorly in school compared with those without such histories. In addition, those with a history of past year medical use of POs agreed more strongly that NMUPO would make one feel sleepy. For positive expectancies from POs, there is a clear pattern for both those with histories of poor mental health and having friends who engage in NMUPO demonstrating greater agreement with almost all such items compared with those without these histories, indicating an increased risk for these groups of youth. The only positive expectancy score for those with past year medical use of POs histories higher than their comparators was for reducing physical pain.

Perceived Risks, Knowledge, Skills, and Intentions

There were no differences between groups at risk (poor mental health, past year medical use of POs, and having friends who engage in NMUPO) and those not at risk in these categories for perceived risks with the lone exception among those with friends who engage in NMUPO who demonstrated slightly weaker agreement than those without friends who engage in NMUPO that there may be other risks (beyond physical), if one NMUPO. There were also no differences between youth in these 3 at-risk groups and their counterparts without such histories on knowledge about POs. Similar to the pattern of findings for positive expectancies, those with poor mental health and friends who engage in NMUPO scored at greater risk with respect to skills compared with participants without such histories. There were no differences between those with past year medical use of POs and those without such histories. Finally, all 3 subgroups reported stronger intentions to NMUPO in the next 12 months compared with youth not in those groups (Table 2).
Table 2. Primary and secondary measures of at-risk youth at baseline (mean).

<table>
<thead>
<tr>
<th>Baseline valuea</th>
<th>Poor mental health</th>
<th>Medical prescription opioid use</th>
<th>Friend who NMUPOb</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes, mean (SD)</td>
<td>No, mean (SD)</td>
<td>P value</td>
</tr>
<tr>
<td>Intention to use prescription opioids</td>
<td>1.63 (0.77)</td>
<td>1.43 (0.69)</td>
<td>.02</td>
</tr>
<tr>
<td><strong>Negative expectancies</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spend too much (US $)</td>
<td>3.92 (1.07)</td>
<td>3.81 (1.11)</td>
<td>.41</td>
</tr>
<tr>
<td>Overdose</td>
<td>3.09 (1.13)</td>
<td>2.77 (1.11)</td>
<td>.01</td>
</tr>
<tr>
<td>Trouble with parents</td>
<td>4.58 (0.82)</td>
<td>4.53 (0.95)</td>
<td>.58</td>
</tr>
<tr>
<td>Pass out</td>
<td>3.44 (0.93)</td>
<td>3.30 (0.93)</td>
<td>.18</td>
</tr>
<tr>
<td>Do poorly in school</td>
<td>3.93 (0.99)</td>
<td>3.96 (1.09)</td>
<td>.79</td>
</tr>
<tr>
<td>Feel sick</td>
<td>3.79 (0.94)</td>
<td>3.80 (0.90)</td>
<td>.95</td>
</tr>
<tr>
<td>Feel sleepy</td>
<td>3.85 (0.89)</td>
<td>3.75 (0.90)</td>
<td>.34</td>
</tr>
<tr>
<td><strong>Positive expectancies</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reduce anxiety</td>
<td>3.12 (1.17)</td>
<td>2.73 (1.05)</td>
<td>.003</td>
</tr>
<tr>
<td>Reduce boredom</td>
<td>2.45 (1.14)</td>
<td>2.10 (1.07)</td>
<td>.01</td>
</tr>
<tr>
<td>Escape problems</td>
<td>2.35 (1.10)</td>
<td>2.01 (1.01)</td>
<td>.01</td>
</tr>
<tr>
<td>Feel good</td>
<td>2.95 (1.04)</td>
<td>2.56 (1.07)</td>
<td>.001</td>
</tr>
<tr>
<td>Reduce physical pain</td>
<td>3.67 (1.10)</td>
<td>3.48 (1.04)</td>
<td>.12</td>
</tr>
<tr>
<td>Reduce sadness</td>
<td>2.76 (1.04)</td>
<td>2.44 (1.00)</td>
<td>.01</td>
</tr>
<tr>
<td>Improve social situations</td>
<td>2.31 (0.96)</td>
<td>1.93 (0.93)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Lose weight</td>
<td>2.57 (1.00)</td>
<td>2.45 (0.99)</td>
<td>.31</td>
</tr>
<tr>
<td><strong>Perceived risks</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical</td>
<td>4.28 (0.87)</td>
<td>4.37 (0.81)</td>
<td>.33</td>
</tr>
<tr>
<td>Other</td>
<td>4.35 (0.78)</td>
<td>4.44 (0.76)</td>
<td>.28</td>
</tr>
<tr>
<td><strong>Skills</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>How hard to refuse offer</td>
<td>1.81 (0.95)</td>
<td>1.49 (0.77)</td>
<td>.002</td>
</tr>
<tr>
<td>Able to refuse offer</td>
<td>1.69 (0.78)</td>
<td>1.38 (0.72)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>How hard to refuse request for prescription</td>
<td>1.88 (1.05)</td>
<td>1.52 (0.82)</td>
<td>.002</td>
</tr>
<tr>
<td>Able to refuse request for prescription</td>
<td>1.67 (0.89)</td>
<td>1.46 (0.80)</td>
<td>.03</td>
</tr>
<tr>
<td>Knowledge</td>
<td>13.31 (2.00)</td>
<td>13.18 (2.18)</td>
<td>.58</td>
</tr>
</tbody>
</table>

aLikert item anchors or values: expectancies: strongly disagree=1, disagree=2, not sure=3, agree=4, strongly agree=5; perceived risks: no risk=1, not sure=3, great risk=5; skills or difficulty: very easy=1, easy=2, not sure=3, hard=4, very hard=5; skills or ability: definitely would=1, would=2, not sure=3, would not=4, definitely would not=5; intentions: definitely will not=1, will not=2, not sure=3, will=4, definitely will=5.
bNMUPO: nonmedical use of prescription opioids.

**Discussion**

**Principal Findings**

To our knowledge, we developed the first interactive, web-based, and mobile-friendly program focused specifically on the prevention of PO misuse among adolescents. This study is the first to evaluate the effectiveness of this novel tool designed to help meet the challenges of the evolving opioid crisis in the United States. The study yielded 4 key findings. First, the results demonstrate that both the P4T and the comparison JTT programs performed well in targeting variables known to impact NMUPO. Both programs were effective in steadily and significantly decreasing agreement with positive expectancies (in all cases for P4T/in most cases for JTT) and increasing agreement with negative expectancies potentially associated with PO use over time. The exception was the potential to get in trouble with parents, and yet the baseline scores for this item were already only a half-point from the full agreement, highlighting a ceiling effect.
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limiting significant change. A recent longitudinal study of 3396 ethnically diverse high school students (9th and 10th grades) found that increases in positive substance use expectancies among those who never used each respective substance predicted increased odds of onset during late adolescence (11th and 12th grades; alcohol: odds ratio [OR] 7.73, P<.001; tobacco: OR 5.58, P<.001; marijuana: OR 2.49, P=.001) [62]. Mounting evidence has suggested that outcome expectancies associated with substance use play a role in the initiation and progression of drug use [77]. Thus, change in expectancies is an important target in general substance use prevention and likely for PO misuse prevention as well.

Similar to the ceiling effect for the negative expectancy potential to get in trouble with parents, youth in both conditions perceived great risks at baseline; thus, limiting room for statistically significant change. However, both programs encouraged youth to increase their negative expectations around PO use. A systematic review of risk and protective factors associated with nonmedical use of prescription drugs (including opioids) among youth in the United States identified perceived risks as among the strongest and most consistent contributing factors at the individual level [78]. Both programs effectively impacted youth’s assessment of the difficulty and one’s ability to refuse offers to misuse POs as well as requests for personally prescribed POs. Scores across these variables were already close to optimal at baseline with little room for change. However, both programs produced statistically significant changes.

The second key finding is that P4T outperformed JTT on knowledge and negative expectancy changes as well as perceived ease of use, ease of understanding, and how much youth liked using technology to access the program. Knowledge-based, stand-alone interventions do not prevent later substance use. Programs that combine knowledge-based components with social competence and social influence approaches have greater support for their efficacy [79]. In addition, the JTT program focused on opioids among other drugs. However, it is significant that the program was effective in helping youth attain and sustain mastery of this important content.

The P4T youth also performed better than the JTT in increasing negative expectancy changes. Cross-sectional and longitudinal research findings indicate that the level of negative substance use expectancies is negatively associated with substance use behavior and use onset [80]. As noted above, although expectancy change and its effect on substance use onset may be more salient for positive expectancies (relative to negative), including both proximal and distal, negative expectancy items may increase the power of negative expectancies to impact substance use as powerfully as positive expectancies. The P4T program enlisted the stories of 8 youths detailing countless negative effects, both proximal and distal, of their experiences with NMUPO. It is possible that the level of detail with respect to negative effects through long periods of time (in most instances) served to more significantly impact the P4T scores in this area. The expectation-experience discrepancy (violating expectations) literature suggests that although it may seem reasonable in prevention efforts to stress the physical, psychological, and other harms of using drugs, this approach requires caution. Some marijuana-focused evidence suggests that if adolescents choose to use marijuana and the promised harms fall short of the severity they were led to expect, expectation changes may strengthen usage intentions [72]. However, legitimate opioid use before high school graduation is independently associated with a 33% increase in the risk of future opioid misuse after high school, and this association is concentrated among individuals who have little to no history of drug use and strong disapproval of illegal drug use at baseline [4]. It is highly plausible that expectation-experience discrepancies combined with the highly reinforcing properties of POs may have functioned to alter attitudes in this study.

Finally, the youth significantly preferred the P4T program to the JTT program in terms of ease of use cannot be underestimated. Drug prevention programs are arguably not at the top of the average adolescent’s list of preferred activities. Thus, lowering the barriers to a positive user experience in terms of program navigability and applicability to the lives of users is advantageous.

We drew a predominantly White, female, highly educated, middle adolescent (15-17 years), US sample, some of whom had personal histories of medical use of POs, friends who used POs nonmedically, and/or reported poor mental health. Aside from the highly educated [81,82] and White [83] characterizations of the sample, reporting past year medical use of POs, having friends who engage in NMUPO, and poor mental health are all often noted adolescent risk factors for NMUPO. The third key finding is that many youths in these latter 3 subgroups compared with youth not in the groups (comparators) scored consistently higher in terms of risk at baseline across variables of interest. Across all 3 subgroups (past year medical use of POs, having friends who engage in NMUPO, and poor mental health), intentions to use POs were significantly greater than those of comparators (P<.05). Youth with poor mental health and friends who engage in NMUPO underscored their elevated risk status by scoring almost all positive expectancies at a significantly higher rate than comparators, and perceived greater difficulty and lower ability to refuse offers and requests to use POs relative to comparators. These data support the growing evidence characterizing youth at greater risk for PO misuse. In addition, youth with past year medical use of POs and friends who engage in NMUPO tended toward disagreement with several negative expectancies relative to comparators (trouble with parents and do poorly in school). Those with a history of past year medical use of POs were in greater agreement than the comparators that POs might make a person feel sleepy. Thus, youth who had a history of past year medical use of POs may have more realistic expectations given their actual experience with the medications and be aware that POs do make you sleepy and that schoolwork does not have to suffer. Notably, youth who had past year medical use of POs also scored only one positive expectancy (reduce pain) significantly higher relative to comparators. Consistent with the realistic expectations noted above, youth with medication experience may be aware that POs do indeed reduce pain. Although the evidence supports their at-risk status [4], the scores for youth who had past year medical use of POs function as a control on the other at-risk
Limitations and Future Research

This study has several limitations. Recruitment advertisements were directed toward parents (after advertisements directed toward youth failed to yield interested families) skewing the sample in favor of youth from homes with parents attentive to substance misuse issues, that is, youth potentially less likely to have problems with substances or at least youth with concerned parents, impacting the generalizability of the sample. Participants were also not blinded; thus, knowledge of group assignment may have affected their behavior in the trial (eg, motivation to access the control group website) as well as their responses to subjective outcome measures. In addition, the knowledge questions posed to participants in both groups were derived from content in the P4T program and might have consequently inflated the differences between groups at multiple time points. Finally, although the measures used in this study have been used in previous studies, one limitation is that they have not been clinically validated.

Improving prevention focused on the risk factors for opioid misuse and OUD is one of the 4 central areas proposed by the National Institute on Drug Abuse, which is necessary for reversing the opioid crisis [87]. The US opioid crisis is now in its third wave [88] of opioid overdose-related deaths (wave 1: POs, wave 2: heroin, wave 3: synthetic opioids, eg, illicit fentanyl). As the nature of opioids driving the crisis evolves, prevention efforts will also need to evolve to respond effectively. On the basis of the results of our study, future research might include an enhanced approach to target at-risk subgroups (eg, poor mental health, having friends who engage in NMUPO, past year medical use of POs), as the pattern of findings point to different risk factors based on the different risk profiles (we plan to publish the differential effects of group assignment on at-risk subgroups). Moreover, due to the ceiling effect we found with respect to perceived physical and other risks and the floor effect for intentions to use, it may be useful to recruit youth who may already be experimenting and/or who endorse increased sensation-seeking or self-medicating profiles [89]. Recognizing the heterogeneity among NMUPO will enhance the evolution and efficient tailoring of prevention programs.

Future research may also require an enhanced approach to target the misuse of synthetic opioids such as illicit fentanyl by youth, as underscored by the dramatic increase in death rates noted above. Another potential direction for future research is to attend to how parents contribute to or can protect against adolescent NMUPO. Parental NMUPO is associated with adolescent NMUPO [90], and parental use of opioids is associated with a doubling of the risk of a suicide attempt by their children (OR 1.99, 95% CI 1.71-2.33) [91]. However, parental involvement and disapproval of substance use [92] and monitoring as well as reduced conflict [90] are associated with reduced odds of lifetime NMUPO.

Public Health Implications

The results suggest that the P4T program, which is freely available and accessible on the internet, may help prevent future misuse of PO among adolescents. Digital technology may provide scalable, effective prevention of PO misuse among teens.
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Emerging evidence has indicated a negative and disproportionate impact of COVID-19 on Black, Asian, and minority ethnic (BAME) communities. Previous studies have already reported that biological and social risk factors increase disease susceptibility, particularly in BAME communities. Despite frontline workers in ethnic minority communities in the United Kingdom’s National Health Service attempting to quell the pandemic, disproportionate numbers of BAME physicians and other health care workers have died of COVID-19. This unprecedented situation highlights ethical and moral implications, which could further augment the impact of the pandemic on their mental health. While the government attempts to mitigate the rate of virus transmission, certain key factors inadvertently augment the negative impact of the pandemic on the mental health and general well-being of BAME communities. This study examined the available literature to explore the association between, and the wider impact of, COVID-19 on BAME communities. Furthermore, this study aims to raise awareness and provide a deeper insight into current scientific discussions.
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be exercised when generalizing across different health care systems [1]. A Public Health England (PHE) report [7] acknowledges the disproportionate impact of COVID-19 on BAME communities, reporting increased mortality, despite the absence of measures to potentially address the concerns identified therein.

**Deaths Among National Health Service Health Care Professionals in BAME Communities**

On March 12, 2020, chief medical officers in the United Kingdom elevated the country’s risk status from moderate to high, and on March 23, 2020, the prime minister imposed a nationwide lockdown [8]. Since then, 181 National Health Service (NHS) workers have died of COVID-19 [9]. This figure, however, mainly relies on reports from hospitals within England only. Numerous reports have claimed that approximately 62%-75% of COVID-19–related deaths among health care workers occurred in BAME workers [1,2,4]. This is alarming because only one-third of NHS physicians in hospitals or community services in England belong to Asian (27.2%) or Black (6.95%) communities [10].

**Disease Susceptibility and Predictability in BAME Communities**

Many experts, including Duncan Young (professor, Intensive Care Medicine, University of Oxford), Dr Riyaz Patel (associate professor, Cardiology, University College London), and Naveed Sattar (professor, Metabolic Medicine, University of Glasgow), have suggested that ethnic minorities are at an increased risk of SARS-CoV-2 infection, severe disease, and poor outcomes owing to socially and biologically relevant reasons [11]. First, ethnicity could play a major role in disease transmission owing to cultural, behavioral, and societal differences including those in health-seeking behaviors [12], cohabiting lifestyle [13], and lower socioeconomic status. The disease transmission risk is further increased among NHS workers. Furthermore, individuals in ethnic minority communities are disproportionally employed in fields including those associated with public transport or delivery services, where there is a known, markedly higher risk of virus transmission. It is also common for BAME households to have several generations cohabiting within close confinement as culture and family are potentially important aspects of identity in these communities. Thus, it could be challenging for BAME communities to follow social distancing protocols [14,15].

Furthermore, complexities in other comorbidities such as diabetes, hypertension, and cardiovascular diseases are commonly associated with South Asians [11]. Another theory is based on the similarities observed between the risk of mortality during the last major influenza crisis—the H1N1 epidemic—and ethnic minority communities in 2009-2010 and during the first postpandemic season of 2010-2011 in England. From this data set, 67 of 337 (19.9%) individuals were from BAME communities. Furthermore, ethnic minorities have been at a higher mortality risk than the Caucasian population during the 2009-2010 pandemic, with individuals of Pakistani descent being at the highest risk [16].

In addition, early studies on the disproportionate prevalence and severity of respiratory diseases among BAME communities suggest predictable health outcomes based on socioeconomic status [17]. Social stressors and environmental adversity appear to be linked to an elevated risk of cardiovascular disease and other comorbidities [16]. According to Carol Cooper, the head of equality, diversity and human rights at Birmingham Community Healthcare NHS Trust [18]:

*Many of us knew that BAME people would be overrepresented - given their proportion of the population - in the mortality and morbidity figures because of the comorbidities that exist in our communities, because of the location of our communities in terms of the workforce being on the frontline [and] because of the amount of people that are caught in the poverty trap and live in households that have higher occupancy.*

Despite previous warnings and the need for public health authorities to identify at-risk populations, a literature review indicated that only 2 of 29 (7%) publications reported disaggregated data on ethnicity (case series without ethnicity-specific outcomes) [13]. The countries that initially reported the highest number of COVID-19 cases did not report data on ethnicity [13]. Researchers in the United Kingdom did not acquire or publish information on ethnicity until concerns of an association between COVID-19 and ethnicity began to emerge [3,13,19]. As is the case in many diseases, researchers and policy makers do not often consider ethnicity as a core factor until deaths among BAME communities become prominent in mortality data or media reports.

In addition to reports from the United Kingdom [11], those from the United States have indicated that chronic conditions such as diabetes, asthma, hypertension, kidney disease, and obesity are more common in Black American than in White American populations [20]. These conditions are associated with poor outcomes in COVID-19 cases. Moreover, Kirby [20] reported:

*The risks of COVID-19 to Indigenous communities could not be clearer. More than 1 in 3 Indigenous Australian adults report having either cardiovascular disease, diabetes, or renal disease, and onset of these diseases often occurs 20 years earlier than the non-Indigenous population.*

The NHS Long Term Plan has identified and prioritized more common conditions including diabetes, hypertension, and obesity, but has overlooked other, more specific health conditions that increase disease severity in BAME communities, such as asthma and kidney and cardiovascular diseases [21,22]. Similarly, these conditions do not seem to be prioritized by US health care authorities [23].
Inequalities and Their Psychological Impact

Stress-related physiological and general psychological responses, such as recurrent experiences of discrimination, can significantly impact health by increasing the risk of heart disease, diabetes, and infections [24]. The PHE report of 2020 [22] asserts that this pandemic did not generate health inequalities but merely exposed and exacerbated the longstanding health and socioeconomic inequalities affecting BAME communities in the United Kingdom. Although this statement might hold true, perceptions of the underlying causal relationships may vary greatly and are difficult to unravel [7]. Compared to the United Kingdom, hate crimes against Asian Americans have increased in the United States [25]. A study from the Healthforce Center at the University of California San Francisco [25] reported that 25% of working nurses are either Asian-born or Asian American in California alone. In the United Kingdom, over 1 in 5 allied health professionals, such as nurses, health visitors, and midwives, belong to a BAME community [26]. Similarly, Cook et al [27] reported that among 119 NHS deaths recorded in the NHS staff, 35 occurred among nurses, 27 among health care workers, and 18 among physicians. Furthermore, nurses belonging to BAME communities are more likely to report higher levels of stress and show signs of posttraumatic stress or other common mental health disorders than their non-BAME counterparts [28]. Furthermore, social media platforms reporting these stories can potentially influence global communities [29].

In an interview with Nursing Times, Carol Cooper added, “BME staff feel that they are being put on Covid wards and exposed to patients with Covid over and above their colleagues” [18]. The NHS Staff Survey of 2020 and data from the NHS Workforce Race Equality Standard (WRES) consistently provide evidence on staff in BAME communities, reporting instances of discrimination, harassment, and victimization from other staff members and the general public [26]. Consequently, some NHS staff from BAME communities may not feel confident in requesting necessary items such as personal protective equipment (PPE) and COVID-19 tests to ensure their safety. Feedback from BAME staff [14] also suggested that some forms of PPE may not be suitable. For example, some Muslim health care professionals wear a head covering (referred to as a “hijab”); hence, wearing face masks and visors may be difficult. In addition, some Muslim and Sikh men may have a beard, which could also affect the fit of face masks or PPE. Furthermore, key measures or restrictions to prevent the spread of infection could potentially be more hazardous to ethnic minorities than to others, such as withdrawing key services, implementing no-visitor policies, and social isolation or quarantine [14]. Without translation or language support, some patients are unable to articulate their health needs. Isolation is difficult owing to the multigenerational households in these communities. Furthermore, the closure of religious or community centers can impact psychological well-being. Compared to nonattendees, individuals from BAME communities who visit religious places of worship or community centers presented reduced suicide rates [30]. Closure of churches, community centers, and mosques can therefore result in poor mental health; this can, in turn, affect physical health, thus reducing the chances of survival among individuals of BAME communities [24,31].

In addition, Greenberg et al [32] reported that health care professionals are at an increased risk of “moral injury” and mental health difficulties. Health care workers are faced with detrimental decision making and extreme pressures both before and during the pandemic. Health care workers must be able to ensure the welfare of both themselves and others. They must maintain a balance between “desire” and “duty,” while working with insufficient resources, particularly during COVID-19 [32]. Furthermore, Greenberg et al [32] reported that individuals developing moral injuries were likely to have negative thoughts about themselves or others as well as feelings of shame, guilt, or disgust. Negative thoughts can often lead to the development of common mental health problems, including depression and posttraumatic stress disorder, in turn affecting physiological health and even leading to suicidal ideation.

Health workers in Pakistan who have been under physical and psychological pressure have seen an increased incidence of mental health symptoms, such as heightened fears and anxiety, which could have long-term and detrimental effects on overall well-being [28]. Rana et al [28] suggested that intervention might involve the development and delivery of online content by mental health professionals to spread awareness of the psychological impact of pandemics. Psychological factors such as fear and prejudices associated with COVID-19 have led to notable levels of xenophobia, and this might have led to Zahidul Islam—a 36-year-old Bangladeshi man—committing suicide on March 25, 2020 [33,34]. This again may support the negative effects of closing religious and community centers or other places of importance, and social isolation. Zahidul may have also believed it was his “moral duty” not to transmit the virus, although his tests revealed that he did not harbor the infection [34].

Accordingly, researchers from National University Health System and Yong Loo Lin School of Medicine used a self-administered questionnaire to examine psychological distress, depression, and anxiety among health care workers in Singapore [35]. Tan et al [35] reported that during the peak of the pandemic, the incidence of anxiety was increased among nonmedical health care workers, probably owing to “less first-hand medical information on the outbreak and less intensive training on PPE and infection control measures.” These suggestions are consistent with those of a systematic literature review [36] wherein numerous studies highlighted the importance of preparation, including training and work experience, during a crisis. Brooks et al [37] aimed to identify the social and occupational factors affecting the psychological well-being of health care workers involved in the severe acute respiratory syndrome crisis. They reported that “those who perceived their training as inadequate were more likely to experience burnout, posttraumatic stress and longer continuing perceived risk” [37]. This may be why death rates among NHS workers in BAME communities have been so high, and the WRES [26] similarly indicated that White NHS workers are more likely to have greater access to nonmandatory training.
and continuous professional development than their BAME counterparts. Thus, White people may be better informed and therefore better able to cope with pandemics than their BAME counterparts.

The COVID-19 pandemic has threatened the health and lives of millions of individuals worldwide, and data from the Johns Hopkins University have reported 38,272,349 confirmed cases and 1,088,051 global deaths as of June 30, 2020 [38]. As of October 2, 2020, the United Kingdom has reported 42,369 deaths [39]. Figures 1 and 2 show the total deaths at NHS hospitals in England. As such, a virus may not discriminate among individuals; however, society apparently does, as emphasized in a recent editorial [40]. Negative effects of government measures to mitigate virus transmission albeit unintentionally increase health inequalities, including mental health inequalities [14,24,30,31]. Inequalities in wages and career development in the NHS, combined with discrimination at work and in society, restrict BAME workers to certain roles potentially rendering their specialties and services critical for combatting COVID-19 and other pandemics [40]. As previously indicated, health care workers in BAME communities may not have the confidence to voice their concerns regarding inadequate PPE, long hours of work, and low wages, which unnecessarily places them at a higher risk of succumbing to the infection [40]. Even at higher-level positions, BAME physicians and health care workers are perhaps as vulnerable as those at lower socioeconomic positions [40]. Stress, inequality, trauma, discrimination, and marginalization can negatively impact the working environment of individuals belonging to BAME communities. Furthermore, inadequacies apparent within the research sphere fail to address the inequalities among BAME groups. This was observed even during past epidemics such as the H1N1 influenza (2009), polio (2014), Ebola in West Africa (2014), Zika (2016), and Ebola in the Democratic Republic of the Congo (2019) [27], and notable effects were also observed among individuals in BAME communities in the United Kingdom [16]. Inequalities in addressing biological or physiological risk factors will inevitably lead to poor outcomes among ethnic minorities than among other populations [11,40].

Figure 1. Total COVID-19-related deaths at National Health Service Hospitals in England (data up to June 19, 2020).
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Conclusion

Emerging data strongly suggest a disproportionate impact of COVID-19 on BAME communities in the United Kingdom [1-11]. A disproportionate number of BAME physicians and health care workers in the NHS have died during the pandemic [9,10]. Nonmedical staff are at the highest risk of psychological distress, while health care professionals from BAME communities are more likely to succumb to the pandemic owing to discrimination and inequalities both at the workplace and in society [35]. These effects are further bolstered by recent government measures such as social isolation, social distancing, and lockdowns to prevent virus transmission. Stress-related physiological and psychological responses can significantly affect health by increasing the risk for heart disease, diabetes, and infection; this is a primary biological explanation for the aforementioned disproportionate impact [11]. Although mental health problems may be a secondary outcome of the pandemic, they need to be a primary focus area owing to their longer-lasting effects than those of COVID-19. The crisis thus presents an opportunity to improve mental health and bridge the aforementioned inequality gap [40]. More evidence, research, and global data on ethnicity are needed to confirm speculations of conjectured associations between COVID-19 and BAME communities, and to inform these communities about the current policies and practices. This is particularly important for regions where the pandemic is at an early stage or in those preparing for a second wave of infection. While the United Kingdom may have been late in preventing virus transmission compared to other countries, psychological intervention need not be delayed.
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Abstract

Background: The country of Spain has one of the highest incidences of COVID-19, with more than 1,000,000 cases as of the end of October 2020. Patients with a history of chronic conditions, obesity, and cancer are at greater risk from COVID-19; moreover, concerns surrounding the use of angiotensin-converting enzyme inhibitors (ACEIs) and angiotensin type II receptor blockers (ARBs) and its relationship to COVID-19 susceptibility have increased since the beginning of the pandemic.

Objective: The objectives of this study were to compare the characteristics of patients diagnosed with COVID-19 to those of patients without COVID-19 in primary care; to determine the risk factors associated with the outcome of mortality; and to determine the potential influence of certain medications, such as ACEIs and ARBs, on the mortality of patients with COVID-19.

Methods: An observational retrospective study of patients diagnosed with COVID-19 in the Catalan Central Region of Spain between March 1 and August 17, 2020, was conducted. The data were obtained from the Primary Care Services Information Technologies System of the Catalan Institute of Health in Barcelona, Spain.

Results: The study population included 348,596 patients (aged >15 years) registered in the Primary Care Services Information Technologies System of the Catalan Central Region. The mean age of the patients was 49.53 years (SD 19.42), and 31.17% of the patients were aged ≥60 years. 175,484/348,596 patients (50.34%) were women. A total of 23,844/348,596 patients (6.84%) in the population studied were diagnosed with COVID-19 during the study period, and the most common clinical conditions of these patients were hypertension (5267 patients, 22.1%) and obesity (5181 patients, 21.7%). Overall, 2680/348,596 patients in the study population (0.77%) died during the study period. The number of deaths among patients without COVID-19 was 1825/324,752 (0.56%; mean age 80.6 years, SD 13.3), while among patients diagnosed with COVID-19, the number of deaths was 855/23,844 (3.58%; mean age 83.0 years, SD 10.80) with an OR of 6.58 (95% CI 6.06-7.15).

Conclusions: We observed that women were more likely to contract COVID-19 than men. In addition, our study did not show that hypertension, obesity, or being treated with ACEIs or ARBs was linked to an increase in mortality in patients with COVID-19. Age is the main factor associated with mortality in patients infected with SARS-CoV-2.
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Introduction

A highly pathogenic coronavirus, SARS-CoV-2, was first described in Wuhan in late December 2019 and has since spread worldwide [1,2]. As a result, the second meeting of the International Health Regulations Emergency Committee was convened by the Director-General of the World Health Organization (WHO) regarding the outbreak of this coronavirus to declare it a public health emergency of international concern [3], and it was declared a pandemic on March 11, 2020 [4]. Spain, particularly some geographical areas such as the autonomous communities of Catalonia and Madrid, has been one of the countries most affected by COVID-19, with more than one million cases by the end of October 2020 [5].

Since the beginning of the pandemic, it has been clearly shown that COVID-19 disproportionately affects patients with a history of chronic conditions such as cardiovascular disease, chronic obstructive pulmonary disease (COPD), hypertension, and diabetes mellitus [6,7]. Obesity and cancer have also been linked to worse outcomes and prognosis for COVID-19 [8]. The relationship between smoking and the severity of COVID-19 infection is also controversial. At the beginning of the pandemic, studies pointed to a protective relationship between smoking and COVID-19 and suggested that nicotine could have a protective effect against COVID-19 due to its minor anti-inflammatory properties. This effect could even be more marked considering that it could be masked by smoking-related toxicity and cessation of smoking when patients are severely ill with COVID-19 [9-11]. The information linking smoking and protection against COVID-19 prompted the WHO to issue a warning that the severity of COVID-19 disease was higher among smokers [12]. Other studies have supported this statement, indicating that tobacco smoking increases the lung gene expression of angiotensin-converting enzyme II (ACE2) and therefore increases the severity of COVID-19 [13-16].

Although angiotensin-converting enzyme (ACE) and ACE2 are distinct enzymes with different mechanisms of action [17], ACE2 has been linked to susceptibility to COVID-19 as well as its severity, as the viral protein involved in cell entry (spike S protein) binds to ACE2 [17-19]. In rat hearts, angiotensin-converting enzyme inhibitors (ACEIs) and angiotensin-receptor blockers (ARBs) have been shown to increase the expression of ACE2 [20], and it has been suggested that these treatments can predispose patients to more serious SARS-CoV-2 infection and worse outcomes and mortality [17]. Other studies have postulated that ACEI has a protective role in COVID-19 and could even be used as a treatment to reduce lung complications resulting from the disease [21].

Although the burden of managing the COVID-19 pandemic initially fell on hospitals, this situation has gradually changed; primary care services are handling more cases, which is requiring substantial changes in the way primary care services are delivered to populations to manage the COVID-19 pandemic [22]. Patients are usually encouraged to request advice and speak first to a primary care physician by telephone or a video call to avoid in-person appointments and going to primary care settings. Countries recognized to have strong primary care systems, such as Spain, Belgium, and the United Kingdom, have experienced high COVID-19 mortality rates [23,24]. A recent study analyzing the prognostic factors of patients with COVID-19 in primary care was also conducted in Catalonia, including 322 consecutive patients with COVID-19. Being older, male sex, and autoimmune disease were the main predictors of admission to hospital or death [25]. Analysis of the characteristics of the population followed up in primary care and comparison between the characteristics of patients with and without COVID-19 can provide useful information for decision-making in pandemic situations.

The objectives of this study were (1) to compare the characteristics of adult patients diagnosed with COVID-19 compared to patients without COVID-19 in primary care; (2) to determine the risk factors for these patients associated with fatality as the outcome; and (3) to analyze the influence of taking medications such as ACEIs and ARBs on the mortality of patients with COVID-19.

Methods

Population

An observational retrospective study was conducted on patients diagnosed with COVID-19 living in Spain, specifically in the Catalan Central Region, from March 1 to August 17, 2020. The population in the region over the age of 15 years was included in the study, with 348,596 patients. Patients older than 15 years are cared for by family and community specialists in primary care in Spain. The population of the area, including patients younger than 16 years, was 415,000 at the time of the study. Among the patients included in the study, 6.8% (23,844/348,596) had been diagnosed with COVID-19.

The data were extracted from the computerized medical records of the Primary Care Services Information Technologies (IT) System of the Catalan Institute of Health in Barcelona, Spain. The Primary Care Services IT System contains primary care electronic health records (EHRs) for over 6 million people in Catalonia, covering more than 80% of the Catalan population [26]. This system applies an anonymization process to maintain complete confidentiality and privacy of these data, following the European General Data Protection Regulation 2016/679 of April 27 and the Spanish Organic Law 3/2018 on Data Protection and Guarantee of Digital Rights. Variables such as demographic characteristics (ie, age and sex) and diverse comorbidities, such as hypertension, diabetes, obesity, dyslipidemia, COPD, being a current smoker, heart failure,
cerebrovascular disease, and ischemic heart disease, were studied. Patients being treated with ACEIs or ARBs were also considered. The different diagnoses of risk factors and COVID-19 were based on the International Statistical Classification of Diseases and Related Health Problems 10th Edition (ICD-10); the codes related to these diseases are registered in the EHR database. Specifically, the codes used were based on the WHO and the Spanish Ministry of Health codification recommendations: U07.1 COVID-19; B97.29: Other coronavirus as the cause of diseases classified elsewhere and B34.2: Coronavirus infection, unspecified. The complete list of codes used in the study is included in Multimedia Appendix 1. The death events of the patients were also obtained from this database, which records the exact moment a patient dies.

The study protocol was approved by the University Institute for Primary Care Research Jordi Gol Health Care Ethics Committee (Code 20/066-PCV).

**Statistical Analysis**

Categorical variables are described using frequencies and percentages. Continuous variables are described with means and standard deviation. Proportions of categorical variables were compared using the Fisher exact test, and the sample t test or Wilcoxon rank-sum test were used in the case of continuous variables. Multiple logistic regression analysis for predicting binary outcomes from continuous and categorical variables was applied. Multivariate logistic regression models were applied for the comparison between groups (patients with and without COVID-19, and deceased and living patients with COVID-19), in which risk factors were adjusted for age and sex. The level of significance used was P<.05. The statistical analysis was conducted using R version 3.6.3 (R Project) and Jamovi version 1.2.24.0.

**Results**

The study population included 348,596 patients over 15 years of age registered in the Primary Care Services IT System of the Central Catalan Region in Spain. The mean age of the patients was 49.53 years (SD 19.4), and 108,762/348,596 (31.2%) of the patients were aged ≥60 years. Overall, 175,484/348,596 patients (50.3%) were female. The most common comorbidities and clinical conditions were hypertension (75,699/348,596, 21.7%), dyslipidemia (71,424/348,596, 20.5%), and obesity (69,501/348,596, 19.9%). Regarding patients with hypertension, 22,771/75,699 (30.1%) of them were being treated with ACEIs and 9487/75,699 (12.5%) were being treated with ARBs. A comparison of the demographics and risk factors of patients without COVID-19 and patients diagnosed with COVID-19 is shown in Table 1.

The characteristics of patients with and without COVID-19 are shown in Table 1. A total of 23,844 patients in the study population of 348,596 (6.8%) were diagnosed with COVID-19 during the study period, with a mean age of 49.9 years (SD 20.0) and no significant differences compared to patients without COVID-19 (χ²1=18.1, P=.10) adjusted for sex. However, COVID-19 diagnosis was more frequent in patients between 31 and 40 years of age, between 41 and 50 years of age, between 81 and 90 years of age, and aged ≥90 years, with significant differences between the groups with and without COVID-19 (χ²7=1521.5, P<.001). Of the 23,844 patients diagnosed with COVID-19, 13,763 (57.7%) were women. The most frequent clinical conditions among these 23,844 patients were hypertension (5267 patients, 22.1%), obesity (5181 patients, 21.7%) and dyslipidemia (4749 patients, 19.9%). Among the 5267 patients with COVID-19 and hypertension, 1701 (32.3%) were in treatment with ACEIs, and 729 (13.8%) were in treatment with ARBs.

Patients who had been diagnosed with COVID-19 were more likely to have diverse comorbidities. Diabetes (P=.01), obesity (P<.001), COPD (P=.001), cancer (P<.001), smoking (P<.001), heart failure (P<.001), and cerebrovascular disease (P<.001) were significantly more frequent among patients with COVID-19 compared to patients without COVID-19. Moreover, hypertension (P=.77) and ischemic heart disease (P=.02) were more frequent among patients with COVID-19; however, the differences were significant only in the case of ischemic heart disease. Finally, dyslipidemia (P<.001) was more frequent among patients without COVID-19, with a significant difference.
Table 1. Demographics and comorbidities of the study population, including patients with and without COVID-19 (N=348,596). Multivariate analysis of the risk factors was performed. Age was adjusted for sex and sex was adjusted for age. The remaining risk factors were adjusted for age and sex.

<table>
<thead>
<tr>
<th>Demographics and risk factors</th>
<th>Patients with COVID-19 (n=23,844)</th>
<th>Patients without COVID-19 (n=324,752)</th>
<th>Adjusted odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographics</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>49.93 (19.4)</td>
<td>49.53 (20.0)</td>
<td>1.0 (0.99-1.0)</td>
<td>.10</td>
</tr>
<tr>
<td>Age group (years), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16-30</td>
<td>4239 (19.2)</td>
<td>61,382 (20.4)</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>31-40</td>
<td>4182 (18.9)</td>
<td>49,610 (16.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>41-50</td>
<td>4381 (19.8)</td>
<td>56,457 (18.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>51-60</td>
<td>3685 (16.6)</td>
<td>48,309 (16.0)</td>
<td>0.73 (0.71-0.75)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>61-70</td>
<td>1841 (8.3)</td>
<td>39,163 (13.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>71-80</td>
<td>1335 (6.0)</td>
<td>25,999 (8.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>81-90</td>
<td>1763 (8.0)</td>
<td>16,884 (5.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;90</td>
<td>739 (3.3)</td>
<td>3620 (1.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td>0.73 (0.71-0.75)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Female</td>
<td>13,763 (57.7)</td>
<td>161,721 (49.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>10,081 (42.3)</td>
<td>163,031 (51.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Risk factors</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hypertension</td>
<td>5267 (22.1)</td>
<td>70,432 (21.7)</td>
<td>1.01 (0.97-1.04)</td>
<td>.77</td>
</tr>
<tr>
<td>Diabetes</td>
<td>2101 (8.8)</td>
<td>27,379 (8.4)</td>
<td>1.06 (1.01-1.12)</td>
<td>.01</td>
</tr>
<tr>
<td>Dyslipidemia</td>
<td>4749 (19.9)</td>
<td>66,675 (20.5)</td>
<td>0.94 (0.90-0.97)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Obesity</td>
<td>5181 (21.7)</td>
<td>64,320 (19.8)</td>
<td>1.10 (1.06-1.14)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Chronic obstructive pulmonary disease</td>
<td>685 (2.9)</td>
<td>8193 (2.5)</td>
<td>1.23 (1.14-1.34)</td>
<td>.001</td>
</tr>
<tr>
<td>Cancer</td>
<td>1765 (7.4)</td>
<td>21,785 (6.7)</td>
<td>1.09 (1.04-1.15)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Current smoker</td>
<td>3578 (15.0)</td>
<td>46,659 (14.3)</td>
<td>1.09 (1.05-1.13)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Heart failure</td>
<td>515 (2.2)</td>
<td>4301 (1.3)</td>
<td>1.63 (1.48-1.79)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Cerebrovascular disease</td>
<td>176 (0.7)</td>
<td>1658 (0.5)</td>
<td>1.48 (1.26-1.72)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Ischemic heart disease</td>
<td>627 (2.6)</td>
<td>8122 (2.5)</td>
<td>1.11 (1.02-1.20)</td>
<td>.02</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not applicable.

A total of 2680/348,596 patients (0.77%) in the overall study population died during the study period. The number of deaths among patients without COVID-19 was 1825/324,752 (0.56%); meanwhile, the number of deaths among patients diagnosed with COVID-19 was 855 (3.72%), with an odds ratio (OR) of 6.58 ($\chi^2_1=2658.4$, $P<.001$, 95% CI 6.06-7.15). However, the number of deaths among patients aged ≥60 years without COVID-19 was 1681 (1.67%), and the number of deaths among patients with COVID-19 was 828 (14.02%), with an OR of 8.36 ($\chi^2_1=3168.5$, $P<.001$, 95% CI 7.66-9.12). Moreover, the number of deaths among patients aged <60 years without COVID-19 was 17 (0.07%), with an OR of 2.44 ($\chi^2_1=18.1$, $P<.001$, 95% CI 1.62-3.69).

The frequency of risk factors and the statistical analysis of the association of the different risk factors with mortality adjusted for age and sex among patients diagnosed with COVID-19 are shown in Table 2. The mean age of patients with COVID-19 who died was 83 years (SD 10.80), with significant differences compared to the mean age (48.7 years, SD 19.22) of patients who survived ($t_{1066.4}=-87.84$, $P<.001$). Men with COVID-19 died more frequently than women compared to the group of patients who survived. The mean age of death in patients with COVID-19 (83.0 years, SD 10.80) was higher than the mean age of death in patients without COVID-19 (80.6 years, SD 13.3), with a significant difference ($t_{2015.5}=-4.9936$, $P<.001$).
Table 2. Characteristics of deceased and living patients diagnosed with COVID-19.

<table>
<thead>
<tr>
<th>Demographics and risk factors</th>
<th>Deceased patients with COVID-19 (n=855)</th>
<th>Living patients with COVID-19 (n=22,989)</th>
<th>Adjusted odds ratio (95% CI)</th>
<th>P valuea</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>83 (10.8)</td>
<td>48.7 (19.2)</td>
<td>1.12 (1.11-1.13)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>468 (54.7)</td>
<td>13,295 (57.8)</td>
<td>2.22 (1.90-2.60)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Female</td>
<td>387 (45.3)</td>
<td>9694 (42.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Risk factors</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hypertension</td>
<td>587 (68.7)</td>
<td>4680 (20.4)</td>
<td>1.16 (0.98-1.37)</td>
<td>.09</td>
</tr>
<tr>
<td>Diabetes</td>
<td>278 (32.5)</td>
<td>1823 (7.9)</td>
<td>1.69 (1.43-1.99)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Dyslipidemia</td>
<td>383 (44.7)</td>
<td>4367 (19.0)</td>
<td>1.19 (1.03-1.39)</td>
<td>.03</td>
</tr>
<tr>
<td>Obesity</td>
<td>250 (29.2)</td>
<td>4931 (21.5)</td>
<td>1.08 (0.91-1.27)</td>
<td>.38</td>
</tr>
<tr>
<td>Chronic obstructive pulmonary disease</td>
<td>105 (12.3)</td>
<td>580 (2.5)</td>
<td>1.18 (0.92-1.51)</td>
<td>.19</td>
</tr>
<tr>
<td>Cancer</td>
<td>210 (24.6)</td>
<td>1555 (6.8)</td>
<td>1.19 (0.99-1.43)</td>
<td>.06</td>
</tr>
<tr>
<td>Current smoker</td>
<td>37 (4.3)</td>
<td>3541 (15.4)</td>
<td>0.98 (0.67-1.39)</td>
<td>.93</td>
</tr>
<tr>
<td>Heart failure</td>
<td>127 (14.9)</td>
<td>388 (1.7)</td>
<td>1.59 (1.26-1.99)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Cerebrovascular disease</td>
<td>21 (2.5)</td>
<td>155 (0.7)</td>
<td>0.84 (0.50-1.33)</td>
<td>.47</td>
</tr>
<tr>
<td>Ischemic heart disease</td>
<td>93 (10.9)</td>
<td>534 (2.3)</td>
<td>1.20 (0.93-1.54)</td>
<td>.15</td>
</tr>
<tr>
<td>Treatment with ACEIsb</td>
<td>152 (17.8)</td>
<td>1549 (6.7)</td>
<td>0.90 (0.74-1.09)</td>
<td>.32</td>
</tr>
<tr>
<td>Treatment with ARBs c</td>
<td>75 (8.8)</td>
<td>654 (2.8)</td>
<td>1.00 (0.76-1.30)</td>
<td>.98</td>
</tr>
</tbody>
</table>

a In the multivariate analysis, sex was adjusted for age and age was adjusted for sex. The remaining risk factors were adjusted for age and sex.
b ACEIs: angiotensin-converting-enzyme inhibitors.
c ARBs: angiotensin II receptor blockers.

The logistic regression analysis showed that several conditions, such as diabetes, dyslipidemia, and heart failure, were associated with increased death risk with significant differences. Age and (male) sex were also associated with an increased death risk, with significant differences. Meanwhile, hypertension, obesity, COPD, cancer, being a current smoker, cerebrovascular disease, and ischemic heart disease did not show an increased risk of mortality among patients diagnosed with COVID-19. Figure 1 shows the ORs and 95% confidence intervals for the association between these risk factors and mortality described in Table 2. The use of ACEIs and ARBs for the treatment of hypertension, did not show an increased risk of mortality among patients diagnosed with COVID-19.
Discussion

Principal Findings

We report the clinical characteristics and mortality rates of 23,844 patients diagnosed with COVID-19 in primary care, who constituted 6.84% of the population studied in the Central Catalan Region aged ≥16 years. This is one of only a few larger studies of COVID-19 patients conducted in primary care settings [25,27,28] and the only one to compare the characteristics and risk factors of patients diagnosed with COVID-19 with those of other patients without COVID-19 in the same health care area. Although there is no significant difference in age between patients with and without COVID-19, age is the main factor associated with mortality in patients with COVID-19, along with male sex, diabetes, dyslipidemia and heart failure. On the other hand, although obesity is more frequent among patients with COVID-19, it did not show an increase in the risk of mortality in this study. Moreover, ACEI or ARB treatment did not show an increase in the risk of mortality.

In our study, we report lower rates of comorbidity among patients diagnosed with COVID-19 compared to another study carried out in Catalonia in primary care, with rates of 33.9% for hypertension, 14.3% for diabetes, 5.9% for COPD, and 11.5% for cancer. In contrast, they reported lower rates of dyslipidemia (13.7%) and obesity (14.3%) [25]. In this study, they reported a mean age of 56.7 years, more than 7 years older than the mean age in our study; this aspect could explain the differences in the frequency of the mentioned comorbidities.

Numerous studies have shown that male sex and older age are associated with higher COVID-19–related mortality, a conclusion which our study strongly supports [14,29,30]. Although studies based on hospital data have found that the frequency of SARS-CoV-2 infection was higher in men [2,31-35], we found that women more frequently contracted COVID-19. Regarding mortality and age, we report that the death rate among patients aged ≥60 years with COVID-19 was 8.36 times higher than that among patients aged ≥60 years without COVID-19, with age being a strong predictor of mortality among people diagnosed with COVID-19, in particular those older than a certain age (≥60 years).

In our study, diabetes was more common in patients with COVID-19 and was associated with an increased risk of death. This finding is in accordance with a meta-analysis that analyzed the association between comorbid diabetes and disease severity or death [35,36]. As shown in our study, diabetes is one of the most prevalent comorbidities in patients with COVID-19, and there is a significant association with a greater severity of the illness or death in primary care; this association is in line with in-hospital mortality for patients with COVID-19, for which up to a 3-fold increased risk has been found [37]. Likewise, in our study, heart failure was more frequent among patients with COVID-19 and was associated with an increased risk of mortality. Other studies have reported similar results [30]. Although we found that patients with obesity were more common among those diagnosed with COVID-19, contrary to other studies, we did not find an increased risk of mortality in these patients [38]. In addition, surprisingly, hypertension, one
of the most important factors reported as a mortality risk factor [31], and ischemic heart disease were neither more frequent nor associated with a higher mortality risk in our study.

As for smoking, we found that smokers were more frequently infected with COVID-19, although with no increased risk of mortality. Regarding risk factors such as cancer and cerebrovascular disease, patients diagnosed with COVID-19 were not at a higher risk of mortality. In addition, our results are in keeping with those showing that ACEIs and ARBs are not significantly associated with an increased risk of death among patients with COVID-19 [2,35,39] when adjusting for age and sex. Although the frequency of the different risk factors analyzed, except in the case of dyslipidemia, was higher among patients with COVID-19, this aspect should be considered as important to take into account in the management of these patients; we have seen that mortality is linked to some of these factors, such as diabetes, dyslipidemia, and heart failure. In addition, the health characteristics of the population followed up in primary care settings can be useful to have a better knowledge of

Limitations

The study has several limitations. The diagnostics of COVID-19 registered in the Primary Care Services IT System during the early months of the pandemic were based on both clinical and polymerase chain reaction (PCR) testing. This is a pragmatic approach due to the fact that PCR testing was not fully available in primary care during the first few weeks of the pandemic. After the first months of pandemic the number of PCR tests performed increased, and for this reason the number of COVID-19 diagnoses may be underestimated during the period of our study. Although we included the majority of relevant risk factors and comorbidities associated with COVID-19 in the study, additional conditions should be considered, which may have an impact on the analysis and its interpretation. Although the coverage of patients followed up by primary care physicians is approximately 80% of the population in Catalonia, including this health care area studied, it is unlikely but possible that the remaining 20% of patients have other demographic or health characteristics that could affect the results. In addition, as can occur in other diseases, the registration and mortality of cases can be underestimated or can be affected by factors such as gender; this may modify some of the results presented.

Conclusions

At the beginning of the COVID-19 outbreak, attention was focused on the characteristics of patients diagnosed with COVID-19 who were admitted to hospital. However, after the period of our study, the attention shifted to community and primary care services, coinciding with the work overload in primary care settings and the possibility of more extensive SARS-CoV-2 testing. Our study is focused on patients in primary care with COVID-19, unlike most previous studies on COVID-19, which are based on hospital data. As we observed in our study, hypertension, one of the risk factors associated with COVID-19, was neither more frequent nor associated with higher mortality in patients with COVID-19 in primary care. We observed that women were more affected by COVID-19, unlike the majority of studies, which reported that men more frequently contracted the disease. In addition, our study did not find an associated risk between obesity and COVID-19, another risk factor associated with increased COVID-19–related mortality. Furthermore, treatment with ACEIs or ARBs was not associated with a higher mortality rate among patients infected with SARS-CoV-2. Age was the most important factor associated with mortality in patients with COVID-19. Further studies focused on community and primary care are needed to provide new insights into SARS-CoV-2 infection and how to address outbreaks and improve health care strategies in pandemic situations.
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Abstract

The emergence of COVID-19 spurred the formation of myriad teams to tackle every conceivable aspect of the virus and thwart its spread. Enabled by global digital connectedness, collaboration has become a constant theme throughout the pandemic, resulting in the expedition of the scientific process (including vaccine development), rapid consolidation of global outbreak data and statistics, and experimentation with novel partnerships. To document the evolution of these collaborative efforts, the authors collected illustrative examples as the pandemic unfolded, supplemented with publications from the JMIR COVID-19 Special Issue. Over 60 projects rooted in collaboration are categorized into five main themes: knowledge dissemination, data propagation, crowdsourcing, artificial intelligence, and hardware design and development. They highlight the numerous ways that citizens, industry professionals, researchers, and academics have come together worldwide to consolidate information and produce products to combat the COVID-19 pandemic. Initially, researchers and citizen scientists scrambled to access quality data within an overwhelming quantity of information. As global curated data sets emerged, derivative works such as visualizations or models were developed that depended on consistent data and would fail when there were unanticipated changes. Crowdsourcing was used to collect and analyze data, aid in contact tracing, and produce personal protective equipment by sharing open designs for 3D printing. An international consortium of entrepreneurs and researchers created a ventilator based on an open-source design. A coalition of nongovernmental organizations and governmental organizations, led by the White House Office of Science and Technology Policy, created a shared open resource of over 200,000 research publications about COVID-19 and subsequently offered cash prizes for the best solutions to 17 key questions involving artificial intelligence. A thread of collaboration weaved throughout the pandemic response, which will shape future efforts. Novel partnerships will cross boundaries to create better processes, products, and solutions to consequential societal challenges.

(JMIR Public Health Surveill 2021;7(2):e25935) doi:10.2196/25935
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**Introduction**

COVID-19, caused by the transmission of SARS-CoV-2, was declared a pandemic in March 2020. In the early days of the COVID-19 pandemic, Karl Gude, former director of Infographics at Newsweek magazine, wanted to use his talents to help the public protect themselves against the onslaught of the new virus. He collaborated with a nurse and an epidemiologist, using Centers for Disease Control and Prevention resources [1] as a base to create the infographic “Break the Chain of Infection,” which was widely circulated on social media in March 2020 [2]. In response to demand, translations were crowdsourced into Arabic, Chinese, French, German, Italian, Japanese, Korean, Malayalam, Portuguese, and Spanish [3]. The United Nations subsequently called upon the global power of creatives to help stop the spread of COVID-19 [4,5].

Scientists have also taken advantage of unprecedented capabilities for global information sharing to accelerate their research. China sequenced the genome of the virus and shared it with the world on January 12, 2020, igniting investigation into the characteristics of the virus and enabling development of diagnostic tests. The gene sequence data was submitted for posting on Virological [6], a hub for prepublication data [7].

Similarly, in the race to combat the pandemic, researchers have posted their preliminary findings as preprints for global online scrutiny in advance of peer review and journal publication. The two most popular preprint servers, bioRxiv and medRxiv, posted nearly 3000 COVID-19 studies by May 7, 2020 [8]. Nature launched an open-source platform, The Outbreak Science Rapid PREview, which allows scientists with ORCID IDs to submit their reviews as they read the preprints [9]. A new journal from MIT Press, Rapid Reviews: COVID-19, will use artificial intelligence (AI) to categorize preprints by discipline, novelty, and importance prior to review by humans [10]. Innovation to expedite review processes also includes peer-reviewed journals. A preprint analysis of 14 medical research journals found that average turnaround times had fallen from 117 to 60 days [8].

The JMIR journals, which are fully online, have set a precedent by partnering with the World Health Organization (WHO) on an e-collection Theme Issue 2020: Novel Coronavirus (COVID-19) Outbreak Rapid Reports, giving priority to the review and publication of COVID-19 articles on an ongoing basis [11]. The JMIR COVID-19 Special Issue citation library can be easily accessed via its download button. As of July 28, 2020, it included 147 papers that were screened by two of the authors to identify relevant references to supplement examples of collaboration collected by the authors throughout the pandemic, as well as through personal experience gained through the development of a COVID-19 dashboard for Canada [12].

The objective of this paper is to provide an illustrative, rather than exhaustive, overview of the range and types of collaboration stimulated by COVID-19 on a variety of fronts (research, public health information, personal protective equipment [PPE] shortages, etc) and involving individuals, academia, governments, and the private sector (Table 1). Finding the right partners for collaboration may require reaching outside existing networks to add complementary skills and perspectives [13]. Case in point, several of the authors of this paper have never met each other in person. Although forming successful new relationships entails risk and cost, it can also unlock creative potential to confront complex challenges [13].
Table 1. Overview of the scope and scale of collaboration to combat COVID-19.

<table>
<thead>
<tr>
<th>Section</th>
<th>Scale of collaboration</th>
<th>Outcomes</th>
</tr>
</thead>
</table>
| Knowledge dissemination          | Global                 | • Multilingual infographics
|                                  |                        | • >40 million shares of cocreated articles
|                                  |                        | • COVID-19 eLearning                                                     |
| Data                             | Global                 | • Dashboards and data visualization                                       |
| The collection, and dissemination of COVID-19 data | Global | • Data sharing agreements/policies                                        |
| Sharing data among countries in the Americas | International (Western Hemisphere) | • Data sharing agreements/policies                                        |
| Crowdsourcing                    | Global                 | • Hackathons                                                             |
| The power of the crowd           | Global                 | • Software development                                                  |
| Crowdsourcing and telemedicine   | Global                 | • Hive mentality problem solving                                          |
| Crowdsourcing and artificial intelligence | Global | • Communicate, work, interact, share information, and generate and exchange knowledge |
| Artificial intelligence          | Global                 | • >200,000 articles in shared data set available for data and text mining |
| Predicting the spread of a global pandemic | Global | • Predictive models assessing international transmission               |
| Predicting those most vulnerable | Global                 | • Predictive models assessing those most at risk                         |
| Hardware                         |                        |                                                                          |
| Personal protective equipment     | Nationala (Canada)     | • 10 million face shields                                               |
| Ventilators                      | Internationala (Canada, US, Italy) | • 10,000 medical ventilators                                            |
| Test development and deployment  | Global                 | • Noninvasive saliva-based antigen test for COVID-19                    |

aThis refers to the examples used in the text; the World Health Organization distributed these items worldwide.

COVID-19 Public Health Information and Education

The quantity of information on COVID-19 available to the public on virtually every communication channel can be truly overwhelming, while quality varies widely from peer-reviewed research to purposeful misinformation [14]. Even renowned publications such as the Economist or the Atlantic, whose content is usually behind a paywall, have provided free access to their COVID-19 coverage [15]. On February 15, 2020, the WHO recognized that the COVID-19 outbreak was accompanied by an infodemic (an overabundance of information, only some of which is accurate) and created a framework to manage it based on an online, crowdsourced technical consultation [16].

Amid the tsunami of information, a remarkable and highly successful example of collaboration to inform the public was initiated by Tomas Pueyo, a French and Spanish writer, engineer, and businessman based in San Francisco. Familiar with exponential growth rates, he published a data-driven article on Medium titled “Coronavirus: Why You Must Act Now” on March 10, 2020, which was viewed by 40 million people and translated into 30 languages before the month ended [17].

Collaboration can take many forms. It may be the stated intent from the onset or can be stimulated by the actions of an individual. Tomas later said, “I’m nobody. I’m just a guy in the right place and right time with enough storytelling ability and analytics ability to put it together” [17]. He sounded the alarm in a manner that resonated with many. Others took up the call. By March 14, 2020, the Khan Academy, a nonprofit that aims to provide free world-class education [18], had produced a video with a detailed explanation of concepts from Pueyo’s analysis [19]. Pueyo’s [20] second Medium post on March 19 was described as a team effort involving over a dozen normal citizens working around the clock to find all relevant research and structure it into a cohesive whole.

Among the numerous online courses about COVID-19, FutureLearn had 233,575 participants enrolled as of August 2020 [21]. There are also highly specialized courses to strategically encourage expert collaboration, such as Johns...
Hopkins’s course on epidemiology for data scientists [22] or Stanford’s course on COVID-19 and AI [23].

Data

The Collection and Dissemination of COVID-19 Data

Managing and responding to a pandemic requires getting the right information to the right people at the right time and in the right format. In times of crisis, however, quality and disaggregated data are not always readily available from standard sources such as public health or other governmental agencies. Data-sharing policies and lack of transparency might also interfere with the ability to conduct timely analyses [24,25]. In the case of SARS-CoV-2, the inability to rapidly collect robust public health data and share information on the spread of the pandemic could have constrained the advance of scientific knowledge. In particular, it could have affected the immediacy of care, the availability of PPE for frontline practitioners, and the success of public health mitigation strategies.

In response to the lack of public information in the early stages of the COVID-19 pandemic, citizens and academics took to scraping and compiling data from the internet. In early January 2020, Avi Schiffman, a then 17-year-old high school student from Washington State, United States, published a website to track the disease as it moved around the world. His site was viewed by over 2 million unique visitors by March 3 [26], growing to 3 million in another 8 days, demonstrating the public’s appetite for such information [27].

Interestingly, when data began appearing on government websites, they were not presented in a consistent manner, and as the pandemic continued, there were changes in the types of data reported and the manner in which they were provided. As local, regional, and federal public health agencies came to grips with the reality of the pandemic, their data became more readily available, interoperable, and consistent (although not without discrepancies and challenges [28]). Official Canadian data published on the Government of Canada websites, for example, were not downloadable until March 30, 2020, and the list of variables available changed over time. Depending on the source of information (ie, federal or provincial) and the time of the query, the data could have been presented in aggregate form with new or cumulative cases; with or without case status; and possibly with age, gender, race, or socioeconomic status [29]. These changes meant that anyone attempting to automate analyses and visualizations would be frequently forced to update their web scrapers and code.

When waiting for improvements to provincial and federal repositories to better understand how SARS-CoV-2 was spread, researchers and journalists resorted to using the Wayback Machine to access archived snapshots of pandemic data, including journalists at Maclean’s magazine who used archived data to generate a pandemic curve of daily new cases [30]. Researchers at the University of Toronto, University of Guelph, and The Hospital for Sick Children (SickKids) developed a Canadian repository of data by painstakingly scraping media sources for details about COVID-19 cases [29]. In the United States, researchers at Johns Hopkins have been at the forefront, compiling and managing a global data set of pandemic metrics [31]. Updated daily, it has been used by numerous organizations for modeling, visualization, and knowledge mobilization [31]. Other online data sources include the Centers for Disease Control and Prevention, Worldometer, and Our World in Data (to name a few).

To make these data meaningful to the public, researchers and citizen scientists published online dashboards to visualize various aspects of the pandemic, including (but not limited to) spread, daily and cumulative case and mortality counts, hospitalization rates, testing, doubling times, and positive case rates [12,32,33]. Some of the earliest dashboards were designed by the researchers behind the Johns Hopkins data set [31] and the team of University of Toronto, University of Guelph, and SickKids researchers behind the Canadian COVID-19 data set [32]. These dashboards are subsequently addressed in the “Crowdsourcing” section. Developers, however, had to design or redesign their dashboards based on how the data that supported them were obtained (ie, manually collected and managed; automatically pulled using web scrapers; or directly accessed through downloadable files, database queries, or application programming interface statements). The COVID-19 Dashboard in Canada [12] required several updates to account for changes in the formats and types of data available as the pandemic progressed.

Although there is a danger that errors may be propagated, the open nature also serves as a safeguard, as others can discover errors with fresh eyes. For example, a reanalysis of code and data found that presymptomatic infections are spread over a longer time period before symptom onset than previously thought. Thus, tracing contacts from 2 or 3 days before symptom onset may not be sufficient to find all secondary cases. Detection of this error was only possible because the original code and data were available and accessible, and the authors noted that it was highly likely that this error was propagated in derivative works [34].

Data sharing is a key input for COVID-19 models; subsequent sharing of modeling code is equally important. Although it has been said that all models are wrong but some are useful [35], their influence on public policy cannot be ignored [36]. Transparency around model assumptions, parameter estimates, and sources of data and code can allow others to check, build upon, and improve on them as additional information about the virus and its spread becomes available. Although the structure of the models does not appear to have changed since August 2020, Our World in Data provides weekly updates of four major models based on current data [37], which is made available through their code on GitHub [38-41]. Models are produced by scientists, who may or may not have experience in public health policy. Covid Act Now is a distributed team of volunteers including technologists, epidemiologists, public health experts, and public policy leaders working to provide disease intelligence, data analysis, and modeling on COVID-19 for the United States [42].

As the pandemic progressed, larger organizations and citizen scientists created symptom tracking websites such as COVIDNearYou.org and Flatten.ca, the former developed by...
volunteers from Amazon, Apple, and Google [43], and the latter by Shrey Jain at the University of Toronto [44]. Smartphone and web-based data collection tools have extraordinary potential to accumulate large amounts of data in short periods of time. However, authors in the JMIR COVID-19 Special Issue have expressed a need for a global policy regarding citizen science data collection methods to avoid issues of privacy intrusion and potential harm [44].

Sharing Data Among Countries in the Americas

Designed to prevent and cope with major international public health threats, 196 countries are signatories to the International Health Regulations. Its stated purpose is “to prevent, protect against, control and provide a response to public health threats through improved surveillance, reporting and international cooperation, and to do so in ways which avoid unnecessary interference with international traffic and trade” [45]. Under Article 44, which deals with collaboration and assistance, the countries of the Americas have shared data for research purposes and to prepare for the potential importation of cases.

The Pan American Health Organization (PAHO), which serves as the Regional Office for the Americas of the WHO and as the health organization of the Inter-American System, facilitates a communication network of national focal points, providing technical cooperation and logistical support for the detection, assessment, and response to events. Between January and November 2020, the countries of the Americas exchanged 643 communications related to the COVID-19 pandemic, particularly to advise other Member States of confirmed cases and contacts during a flight (41%) and confirmed cases and contacts during a cruise or on a ship or vessel (13%), to report travel restrictions or quarantine protocols at points of entry (4%), to request information or verification of an event (9%), to report cases from mass gatherings (2%), for repatriation or evacuations of citizens from one country to another (1%), and for contacts or confirmed cases with or without a travel history (30%).

In addition, since the beginning of the pandemic, the countries of the Americas have reported the daily counts of COVID-19 cases and deaths from official government public sources, which PAHO and the WHO collates, analyzes, and publishes on its regional dashboard [46]. PAHO supports the public health authorities to monitor trends in COVID-19 cases and deaths, identify clusters especially among vulnerable populations, and guide the implementation and adjustment of targeted public health control measures. The dashboard provides geographic distribution of cases and deaths, effective reproductive numbers, and epidemiologic graphs and trends. In-depth analyses on age, gender, testing patterns, and severity is also reported. As of November 6, 2020, details were available for 83% (17,525,352/21,168,405) of total reported cases and 56% (365,540/650,705) of total reported deaths through a shared electronic line list. PAHO also supports countries providing information on the quality of COVID-19 surveillance by monitoring performance indicators such as timelines, completeness, and representativeness of surveillance data. This type of collaboration between Member States and a multilateral organization supports a meaningful interpretation of the surveillance data on a regional basis.

Crowdsourcing

The Power of the Crowd

Despite the many parallels between the COVID-19 pandemic and the Spanish flu of 1918, there stands a major distinction: the human population today communicates with unprecedented speed and effectiveness regardless of geographical distance and in the absence of face-to-face contact. This global connectedness has fostered an extraordinary response to the pandemic that vastly outpaces its predecessor just 100 years ago.

Anyone with a connection to the internet could collect information, analyze data, and develop software and hardware. As new needs arose, eager volunteers would band together to identify potential solutions and courses of action. In April 2020, in the course of a week, volunteers from tech giants such as Google, Amazon, and Apple, in collaboration with researchers at Harvard University, Boston Children’s Hospital, and the University of Toronto, had developed “COVID Near You,” an app allowing users to share their symptoms and view the number of potential COVID-19 cases in their community [47]. Early efforts to map the disease by the University of Toronto relied solely on voluntary online self-assessment data [48].

Another call to action was for helping make sense of the accumulating data and drawing meaningful conclusions. Some of the authors of this paper were among the first volunteers to take the raw data being offered by the Government of Canada and translate it into an informational dashboard of preliminary epidemiological analyses interpretable by all [12]. As mentioned in the “Data” section, teams from the University of Toronto in conjunction with the University of Guelph also collaborated in producing a dashboard of critical epidemiological measures [49]. As of January 2021, 28 volunteer-driven data visualization resources have been produced in Canada alone to translate raw data into plots, figures, and tables that can be interpreted by the masses [50]. The collaborative spirit in Canada is demonstrated by the more than 6800 registered volunteers and over 200 volunteer-driven projects (as of January 2021) included in the “COVID-19 Resources” project aimed at matching volunteers nationwide to projects [50].

A larger-scale crowdsourcing effort was undertaken by Google, Apple, and local health authorities in developing contact tracing and exposure notification apps for smartphones [51]. By keeping a record of the contacts a person has had, these notifications can occur retroactively should an individual test or screen positive for the virus. Smartphone contact tracing allows for a secure and constant record of contacts to be kept based on proximity, thus eliminating the need for manual recording. Recognizing the universal need for apps such as these, Google and Apple, rivals in the tech industry, formed a partnership to expedite the software development with the intention that it be adapted and modified by individual public health authorities. Crowdsourcing projects such as these are passive in nature, as they require minimal user input following the initial setup but could play a role in curbing the pandemic with sufficient uptake.

More traditional forms of crowdsourcing, in which a direct invitation to participate is made to the public by an organization,
have also been prevalent over the course of the pandemic. Hackathons are competitions in which individuals with experience in software development, design, or other computer-based skills collaborate in a sprint to propose a solution to a challenge. The COVID Global Hackathon, occurring over a 5-day long weekend in March, attracted over 18,000 volunteers from 175 countries, proposing solutions to over 1500 distinct challenges ranging from developing health-monitoring apps for smartwatches to software that connects gamers to fight social isolation [52]. The Montreal General Hospital in collaboration with McGill University challenged volunteers to design a new ventilator, and shortly thereafter, numerous teams produced designs, some at a tenth of the price of traditional machines [53].

The humanitarian efforts were not only limited to designs and theories but also featured the physical production of PPE and machines. Cooper3D, makers of antibacterial 3D printing filaments, recognized the need for alternative forms of respirators, as the global stock of N95s dwindled. Their team designed a 3D model for a new respirator, able to be printed on most at-home and industrial printers, and made the design free to the public [54]. Enthusiasts of 3D printing also jumped on the opportunity to help designing and publishing over 4000 printable files with the tag “COVID-19” to the popular community-driven platform “Thingiverse” in the first 6 months of the pandemic. These files include face masks, door pulls, and air purifiers ready to be printed by anyone with a 3D printer at home [55]. For those with a desire to help but no access to a 3D printer, “Get Us PPE” served as a switchboard, connecting people offering masks (in small or large quantities) or materials to make masks to underresourced communities. The Get Us PPE organization has facilitated the donation of over 5.5 million units of PPE as of January 2021 [56].

As the COVID-19 pandemic persisted, health officials have recognized the health risks of social isolation, and communities have had to adapt to stay connected. Online social communities have boomed as countries such as the United States have seen an increase in social media use by roughly 50% of the population [57]. These online communities not only keep individuals connected but serve as a highway for ideas and information. Reddit users, in just over 3 months, have created the fastest growing community (also known as a “subreddit”) “r/coronavirus,” with over 2 million members voluntarily offering information, support, and high-quality data visualizations [58]. Health officials have warned against misinformation on social media platforms, and through crowdsourcing, this Reddit community has amassed a team of moderators consisting of PhD students, virology experts, and doctors to monitor the tens of thousands of posts a day [59]. Communities of COVID-19 survivors such as “The Survivor Corps” have also emerged, allowing for discussion of experiences to aid health care workers while serving as a support system for the trauma some have endured [60].

Crowdsourcing and Telemedicine

With border closures, quarantines, and nonpharmaceutical interventions, billions of people are socially isolated. Individuals, governments, and health institutions have turned to information and communication technologies to communicate, work, interact, share information, and generate and exchange knowledge [61]. Telemedicine in particular has proved key to sustaining the continuity of health care services, especially for those with chronic noncommunicable diseases and mental health issues [62].

A crowdsourcing exercise was conducted to obtain goods, services, and ideas for telemedicine from a network of experts across the Americas. The main public good obtained was a “Tool for assessing the maturity level of health institutions to implement telemedicine services” [63], which, although it was designed for the Americas region, was quickly disseminated throughout all continents. It was created by PAHO and the Inter-American Development Bank in collaboration with institutions and experts in telemedicine and the use of information technology in public health from the Region of the Americas and Spain: Italian Hospital of Buenos Aires (PAHO and WHO Collaborating Center for Information Systems and Digital Health), Open University of Catalonia (PAHO and WHO Collaborating Center for eHealth), Center for Health Informatics, University of Illinois (PAHO and WHO Collaborating Center on Information Systems for Health), Salud.uy, Agency for eGovernment and the Information Society of Uruguay, Telemedicine Network from Brazil, the Central American Health Informatics Network, and 10 experts from the PAHO Information Systems for Health network.

The most important result from the crowdsourcing exercise was the transformation of the original idea of a “maturity assessment” into an “accreditation service.” Although this was not originally envisioned, it emanated from debate with experts and national health authorities, and proved to be a powerful aid for governments and institutions that wanted to provide telemedicine services in an effective, legal, and safe manner.

Crowdsourcing and Artificial Intelligence

Crowdsourcing is a valuable cost-effective tool and, with advancements in the field of AI, citizen scientists have new abilities to help in the global COVID-19 relief efforts. It is no wonder Eric Schmidt (former Google CEO and Executive Chairman of Alphabet Inc) predicted the next US $100 billion dollar company would be one that “uses the crowd to learn,” training an AI platform on crowdsourced data to the point where the AI could outperform the crowd [64].

The purpose of the Fast Healthcare Interoperability Resources (FHIR) data format standard is to make the exchange of electronic health records and health care data easily accessible to both health care providers and individuals on a wide variety of platforms, including computers, tablets, and cell phones [65]. In the face of a global pandemic, the FHIR standard helped facilitate the international exchange of health care data relating to SARS-CoV-2, creating shared open data resources that could be mined by individuals and organizations. For example, the COVID-19 Open Research Dataset Challenge (CORD-19)—on-FHIR data set for COVID-19 research (provided by the Allen Institute for AI to support the ongoing research into COVID-19) was made available for open collaboration through GitHub [66].
The initial data set consisted of over 13,202 journal articles all relating to research on SARS-CoV-2 [67]. Coordinated by The White House Office of Science and Technology Policy, the Allen Institute for AI collaborated with the Chan Zuckerberg Initiative, Georgetown University’s Center for Security and Emerging Technology, Microsoft, and the National Library of Medicine of the National Institutes of Health to expand the data set to over 200,000 scientific articles, all of which were made freely available to the scientific community.

On March 16, 2020, the CORD-19 was launched, challenging experts in the field of AI to answer 17 key questions or “Tasks” that were developed in coordination with the WHO and the National Academies of Sciences, Engineering, and Medicine’s Standing Committee on Emerging Infectious Diseases and 21st Century Health Threats [68]. Using text and data mining, AI experts used the data set to answer key questions such as “What do we know about COVID-19 risk factors?” or “What do we know about diagnostics and surveillance?” A cash prize of US $1000 was awarded for each task to whomever submitted a solution that best met the evaluation criteria set out for each of the 17 questions [67].

Artificial Intelligence

Predicting the Spread of a Global Pandemic

With the domestic and international movement of billions of humans and animals annually, the COVID-19 pandemic demonstrated how a local public health event can rapidly grow to become a global emergency. Traditional public health surveillance measures have been historically slow, often relying on reporting from health care facilities being funneled through various channels before information is communicated to the public. Furthermore, the infrastructure required to support these surveillance systems (eg, diagnostic laboratories) has (historically) limited public health surveillance to only the wealthiest of nations [69]. In the current digital era, advanced early warning public health surveillance systems powered by AI offer an alternative. Combining predictive modeling with the capacity to analyze large volumes of data in a variety of formats [70], AI is making public health surveillance faster, cheaper, and smarter.

The Canadian company BlueDot operates at the intersection of AI, public health surveillance, and epidemiology, using machine learning algorithms to collect, synthesize, and assess various data sources, including news reports written in over 60 languages, airline data, and animal disease networks, to detect outbreaks and predict the transmission patterns of disease [71]. Epidemiologists then review and verify outputs from the algorithms, ensuring they are interpretable from an epidemiological perspective. The results are disseminated to a global network of partners consisting of governmental agencies, private industry, and nongovernmental organizations, enabling them to anticipate, prepare, and manage emerging disease threats [71].

At the dawn of the global COVID-19 pandemic, BlueDot was one of the first global entities to detect the emergence of a novel coronavirus (later to be named SARS-CoV-2) in China’s Hubei Province and reported its detection through ProMED-mail on December 30, 2019 [72]. BlueDot proceeded to model the international spread of COVID-19 using various different sources of data from collaborators (eg, flight and passenger travel manifests) to identify the 20 most popular international destinations for flights departing from Wuhan Tianhe International Airport [72]. Using the Infectious Disease Vulnerability Index, BlueDot assessed the capacity for each of those 20 locations to manage an outbreak should the novel coronavirus expand beyond China’s borders and published the first scientific paper on the international spread of COVID-19 [73].

Predicting Those Most Vulnerable

In addition to powering disease surveillance, AI is enabling new methods to detect those most vulnerable to both emerging and existing health threats. The ClosedLoop.ai platform (powered by Amazon Web Services) uses the C-19 Index, an AI predictive model to detect those most susceptible to COVID-19 [74]. The team behind the C-19 Index developed three different predictive models, each built with different degrees of accuracy and ease of implementation. The objective for each model was the same: predict the likelihood an individual will end up in the hospital within the next 3 months due to COVID-19 [74]. The “Survey” model was the simplest of the three, built using logistic regression and made accessible to the public [75]. The “Open Source” model used gradient boosted trees and had improved accuracy compared to the “Survey” model at the cost of increased user complexity. The source code for this model was uploaded to GitHub, so the health care community could adapt the model to their changing needs [75]. Finally, the “Full” model was the most accurate and most complex of the three models. It too used gradient boosted trees and was built in the ClosedLoop.ai platform and was made available free of charge [75].

Hardware

The Private Sector Retools to Meet Demand for PPE

The pandemic has also seen the corporate sector retool and form new partnerships to meet the demands of the crisis. Inksmith was a company that used 3D printing to teach children about topics in science, technology, engineering, and mathematics [76]. Their company responded to a call from the Kitchener-Waterloo Academy of Medicine in Ontario to produce face shields for health care workers. Certification from Health Canada took just 4 days from the time the company pivoted to making face shields [77]. The company produced 1 million face shields by early May 2020 [78], en route to fulfilling an order placed by the Canadian Government for 10 million face shields by the end of August 2020 [79]. Inksmith has partnered with KWArtzLab Makerspace to coordinate a community 3D printing initiative. These additional shields with 3D printed components are donated to teachers, homeless shelters, and other organizations that need PPE [76].

Mustang Survival also retooled itself to address the needs of the pandemic. This marine apparel and goods company manufactured reusable medical gowns in response to the growing need due to COVID-19 [80]. The British Colombian
company collaborated with StedFast, a Quebecois textile company, to produce level 3 medical gowns. This partnership was facilitated by Innovation, Science and Economic Development Canada, a branch of the Canadian federal government. Outdoor apparel company Arc’teryx has also joined the effort to produce medical gowns [81]. These two companies expected to produce a total of 90,000 medical gowns.

**Getting a Medical Ventilator Manufactured in Canada**

Early in the COVID-19 pandemic, there were concerns that the demand for mechanical ventilators in hospitals would exceed the number available [82]. It would also be difficult to source ventilators, as demand would likely exceed the abilities of existing supply chains. Ventilators for Canadians (V4C) was launched by Canadian businessman Jim Estill of Danby Appliances Inc to address these concerns by organizing a supply chain within Canada [83]. Three other Canadian entrepreneurs joined Estill early in the formation of the V4C consortium: Rick Jamieson of ABS Friction and FTI Professional Grade Inc, Paul L’Heureux of Crystal Fountains, and Scott Shawyer of JMP Solutions [84].

JMP Solutions partnered with Medical Ventilator Milano and Nobel Laureate Arthur McDonald to design a ventilator that could be manufactured in Canada. Medical Ventilator Milano is an international team of scientists and engineers out of Canada, the United States, and Italy [85]. Medical Ventilator Milano itself originated from the Global Argon Dark Matter Collaboration, an international organization looking for an invisible component of the universe known as “dark matter.” A lot of their usual research involves working with gas handling and control systems; thus, Global Argon Dark Matter Collaboration decided to repurpose their expertise to develop additional ventilators to help address the need caused by the pandemic as Medical Ventilator Milano [86]. As part of Medical Ventilator Milano, Dr McDonald led a team of three Canadian labs to develop a ventilator, including Canadian Nuclear Laboratories, TRIUMF, and SNOLAB. Ultimately, JMP Solutions and Medical Ventilator Milano partnered with Vexos Inc to produce the Medical Ventilator Milano Ventilator [87]. The Medical Ventilator Milano Ventilator was approved by the US Food and Drug Administration within just 6 weeks of development.

Meanwhile, FTI Professional Grade Inc partnered with Baylis Medical to develop and manufacture 10,000 ventilators for the Canadian government [88]. These Baylis V4C-560 ventilators are based on the design of the Medtronic PB560 ventilator, which Medtronic made open-source in late March 2020 [89]. Anyone can download, use, and sell ventilators of this design until the WHO’s Public Health Emergency of International Concern ends (or until October 1, 2024) [90]. The first batch of V4C-560 ventilators were approved by Health Canada and were scheduled to arrive in August of 2020 [91].

**Novel Partnerships to Accelerate Test Development and Deployment**

The shortage of testing capacity and supplies has been a bottleneck for the global containment of COVID-19. Researchers from industry and academia have been working fervently to develop accurate yet fast, easy, cheap, and scalable tests. On July 28, 2020, the XPRIZE Foundation in conjunction with the nonprofit OpenCovidScreen and a coalition of partners added further incentive by announcing a 6-month competition with US $5 million in prizes to accelerate development of economically viable mass screening tests to enable a safer return to work and school [92,93]. The winning teams’ testing protocols will be documented “in a free, multimedia playbook that will be disseminated globally” [92]. Furthermore, the US $50 million COVID Apollo Project led by life science investors is poised to take these innovations to market [92].

Noninvasive tests (for example, saliva tests that can achieve similar accuracy to testing using nasopharyngeal swabs in people who are asymptomatic) may increase peoples’ willingness to get tested and reduce frontline workers’ risk of viral exposure [94,95]. SalivaDirect is an example that arose from unique circumstances with researchers at Yale University funded by the National Basketball Association and National Basketball Players Association. The test was developed to beagnostic to the equipment on which it is run, having been validated with reagents and instruments from multiple vendors, and its protocol is available as open-source to encourage widespread adoption and production [96,97]. Laboratories around the world can easily obtain the equipment required to carry out the testing without having to rely on proprietary resources. The SalivaDirect protocol is published at protocols.io, a crowdsourced resource where researchers share knowledge and assist each other [98]. The use of a common protocol will also be used to compare data from COVID-19 vaccine candidates within the global laboratory network established by the nonprofit Coalition for Epidemic Preparedness Innovations [99].

**Conclusions**

The thread of collaboration, cocreation, and networking that weaved throughout the pandemic response needs to be recognized as more than a series of random events and recorded to inform future efforts, pandemic or nonpandemic related. We have learned to adapt on the fly, incorporating nimbleness and agility into scientific endeavors. New ways of working together, exemplified by the surge in videoconferencing, have been thrust upon us but will have ramifications that last beyond the current pandemic. Our connectedness has allowed us to dynamically share and magnify information about the pandemic, regardless of its reliability. We also recognize that hundreds of millions of people are disconnected and that equity considerations should be a crosscutting strategy for digital transformation in health.

The pandemic has spurred the creation of large shared open repositories of health data and research, which have spawned further generations of derivative works. This dependency creates a vulnerability should there be changes or errors in the original source. Innovative processes such as crowdsourcing and competitions have been deployed to populate the repositories and to mine them for answers and solutions, using advanced analytical techniques such as AI. Examples of the intersections among the five major themes can be found in Figure 1.
Novel partnerships, with flexible combinations of citizens, entrepreneurs, small businesses, corporations, academia, and governmental and nongovernmental organizations have crossed national boundaries and disciplinary frontiers to create new processes for working together. They have pivoted and even worked with former competitors to speed development and delivery of equipment and products in short supply. In some cases, they have taken an open-source approach with their solutions, making them available to others to reuse and modify, thus amplifying the end benefits. Born of necessity, it is hoped that this multifaceted progress will be applied not only to the pandemic but also other challenges of global proportion, such as climate change.
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Abstract

Background: The COVID-19 pandemic is severely affecting people worldwide. Currently, an important approach to understand this phenomenon and its impact on the lives of people consists of monitoring social networks and news on the internet.

Objective: The purpose of this study is to present a methodology to capture the main subjects and themes under discussion in news media and social media and to apply this methodology to analyze the impact of the COVID-19 pandemic in Brazil.

Methods: This work proposes a methodology based on topic modeling, namely entity recognition, and sentiment analysis of texts to compare Twitter posts and news, followed by visualization of the evolution and impact of the COVID-19 pandemic. We focused our analysis on Brazil, an important epicenter of the pandemic; therefore, we faced the challenge of addressing Brazilian Portuguese texts.

Results: In this work, we collected and analyzed 18,413 articles from news media and 1,597,934 tweets posted by 1,299,084 users in Brazil. The results show that the proposed methodology improved the topic sentiment analysis over time, enabling better monitoring of internet media. Additionally, with this tool, we extracted some interesting insights about the evolution of the COVID-19 pandemic in Brazil. For instance, we found that Twitter presented similar topic coverage to news media; the main entities were similar, but they differed in theme distribution and entity diversity. Moreover, some aspects represented negative sentiment toward political themes in both media, and a high incidence of mentions of a specific drug denoted high political polarization during the pandemic.

Conclusions: This study identified the main themes under discussion in both news and social media and how their sentiments evolved over time. It is possible to understand the major concerns of the public during the pandemic, and all the obtained information is thus useful for decision-making by authorities.

(JMIR Public Health Surveill 2021;7(2):e24585) doi:10.2196/24585
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Introduction

Background

In December 2019, the outbreak of COVID-19 in China was reported [1]. Due to the rapid spread of SARS-CoV-2 worldwide, the World Health Organization declared a state of emergency. Recent research has confirmed that during the current pandemic, the number of infected people can double every 7 days, and each patient can spread the virus to 2.2 other people on average [2]. In Latin America, there were 937,974 cases of COVID-19 and 49,139 confirmed deaths up to May 31, 2020 [3]. In this region, Brazil is the country that is most
affected by the disease. According to the abovementioned report [3], there were 465,166 cases and 27,878 deaths in Brazil.

In past pandemic outbreaks, information exchange was relatively slow. However, with the popularization of the internet, 3.7 billion people worldwide (approximately 49.7% of the world’s population) commonly use web-based information [4], and these people rely on two main sources of web-based data, namely news media web sites and social media. Using these media, people keep themselves informed about treatments, prevention, and cases, and they also participate in debates about the impact of the COVID-19 outbreak on their lives.

News media web sites are used to report crisis situations worldwide. The articles on these sites are written by journalists and subject matter experts; therefore, people trust these sources of data. However, these channels failed to keep pace with the spread of the outbreak of COVID-19 [5], and many news media channels incorrectly stated that either the pandemic would not affect countries other than China or the virus was less dangerous than influenza [6]. This coverage of the pandemic had repercussions after the spread of the disease became severe and global [7].

On the other hand, social media is a well-known channel for news and information in the timely media environment, with one in three people worldwide engaging in social media and two-thirds of people using the internet [8]. This is particularly true for health issues, with one-third of people reporting that social media are an important source of information [9]. However, recent studies have indicated that social media has also become an environment for misinformation on COVID-19 [10,11].

Currently, almost 70% of Brazilians use the internet, 90% of them access the web on a daily basis, and Brazil is the country in the western hemisphere whose residents spend most time on social media per day [12]. Thus, we envisioned that Brazil is a strategic country to study the impact of the COVID-19 pandemic through web-based media. We proposed to perform this task by applying an improved topic model and sentiment analysis methodology to news and social media compared to related work. The results of this study can help researchers understand what information about the pandemic is relevant and how people are reacting to it. Thus, this information can be useful for researchers and authorities to identify important aspects of the pandemic that can guide better action and communication policies toward the population.

Prior Work

Traditional news media focus substantial interest on health issues, especially when a new disease emerges. A number of researchers have exploited the importance of understanding the depiction of health issues in the news media. For instance, Washer [13] investigated how severe acute respiratory syndrome (SARS) was depicted in newspapers in the United Kingdom. Dias et al [14] presented a study that analyzed the representations of mental health and its treatment and the impact of the 2008 economic crisis. Ribeiro et al [15] investigated how the Zika outbreak was reported in two major newspapers in Brazil. Liu et al [16] investigated the patterns of media-directed health communications as well as the role of the media in the COVID-19 crisis in China. Gozzi et al [17] investigated the media coverage and collective internet response to the COVID-19 pandemic in four countries: Italy, the United Kingdom, the United States, and Canada.

These related studies focused on how traditional news media react to health events and the characterization of their reports. Our work differs by focusing on the analysis of social media and comparing it with traditional news media, as we are interested in showing the impact of the COVID-19 pandemic on people’s lives.

The research community is also interested in correlating pandemic events with information shared by people on social networks, especially Twitter. Several examples show how useful information can be extracted from social media to help understand pandemic behavior but also to enable organizations to act to improve people’s quality of life. For instance, Chew and Eysenbach [18] presented the first study using Twitter data to evaluate the H1N1 influenza pandemic in 2009, showing that this social media platform disseminated news from credible sources but also shared users’ opinions and experiences. Comito et al [19] presented a study to evaluate the effectiveness of Twitter-based influenza as surveillance information. Ahmed et al [20] investigated the content shared by Twitter users during the Zika virus outbreak in 2016, and they showed that people’s fears were intensified due to false news. More recently, Lwin et al [21] examined worldwide trends of several types of emotions and the narratives underlying those emotions during the COVID-19 pandemic. Abd-Alrazag et al [22] presented a topic study of tweets in English, and Huang et al [23] analyzed the characteristics of suspected or laboratory-confirmed patients with COVID-19 who asked for help on social media; they found that it is possible to identify common patient characteristics in advance to accelerate emergency responses.

Although several previous studies have separately assessed news coverage and social media in pandemic events, only a few of them have compared news coverage with social media (in contrast to other disasters [24-28]). Particularly, Kim et al [29] investigated topic coverage and sentiment dynamics of two different media sources, Twitter and news publications, on the health issue of Ebola virus. The results reported in their paper indicate that Twitter and news media present two distinct points of view. In other work, Mondragon et al [30] presented a study on how Ebola virus was transformed from purely scientific knowledge to public thinking through media communication.

Our work follows a similar approach to that of [29] in that we use topic analysis and sentiment polarity on each data set. However, we have extended and improved the proposed methodology by generating the topic model from all data sets, aggregating them in meaningful themes, and analyzing sentiments from documents classified according to themes, which resulted in a better and more meaningful sentiment timeline.

Goals

In this study, we describe a methodological approach to analyze the content of two main sources of web-based data to better
understand the focus of each channel in disseminating information on COVID-19. Recent work in the literature (eg, [18,19]) has presented methodologies focused on social media and news comparisons based on topic models [31] and sentiment analysis [32]. We have contributed to the literature by extending these methodologies in addition to introducing specific analysis to understand the COVID-19 pandemic in Brazil. To the best of our knowledge, this is the first study to compare news and social media data in Portuguese.

The three main research questions that we are addressing in this study are:

- **RQ1:** Does social media cover similar categories and types of topics to traditional news media about the COVID-19 pandemic?
- **RQ2:** Do news web sites and social media mention the same types of entities?
- **RQ3:** Are there differences in the sentiments of Twitter posts and news articles? Does the degree of sentiments change over time?

To answer these questions, we collected and analyzed data from the main news media web site from Brazil, namely Universo Online (UOL), and Twitter. Twitter is a very popular social media platform worldwide, and UOL is a very popular portal for news in Brazil. We proposed the generation of topic models for each data collection, their grouping in themes for sentiment analysis, the observation of theme-sentiment evolution on a time scale, and the extraction of named entities. One challenging aspect of this research is the adaptation of the proposed methods to the Brazilian Portuguese language; therefore, we adopted some tools and developed specific trained models. By comparing all the features extracted from news and social media data sets, we present some perceptions on how the COVID-19 pandemic is affecting Brazil.

**Methods**

**Data Collection**

We collected news articles and tweets related to COVID-19 in the Portuguese language from January to May 2020. To collect the tweets, we used the TwitterScraper Python library [33] with the option --lang to retrieve tweets only in Portuguese. The metadata of a tweet contains a location entry; however, we noted that very few users fill this field, and many of those users fill in nonstandard labels. Although Brazil is not the only country in which Portuguese is spoken, it represents 75% of the world’s speakers, and upon manually checking the tweets that contained the user’s location, we observed that only 4% were from people who spoke Portuguese and were not in Brazil. Thus, we consider that these data statistically represent this country. We also filtered the tweets with the following set of most frequently appearing keywords obtained from Google Trends for COVID-19–related topics: azitromicina (azithromycin), cloroquina (chloroquine), comorbidade (comorbidity), corona, coronavírus, covid, covid19, covid-19, distanciamento social (social distancing), ivermectina (ivermectin), lockdown, hidroxicloroquina (hydroxychloroquine), pandemia (pandemic), quarentena (quarantine), and tamiflu. This search for keywords was executed at the beginning of March 2020. The final Twitter collection did not contain any retweets, and it contained 1,597,934 tweets posted by 1,299,084 users.

Regarding news collection, we gathered all the articles published in the COVID-19 section from the UOL portal. We chose UOL because this portal is responsible for publishing the Folha de São Paulo, which is the leading Brazilian daily newspaper by circulation [34]. In this collection, we gathered all web pages related to COVID-19; therefore, we did not need to use a set of keywords. The final news collection contained 18,413 articles.

**Characterization of the Collected Data**

To better understand the collected data, we evaluated the statistics of the number of tokens published in each data source over time, where a token is an individual occurrence of a linguistic unit in speech or writing. The monthly distributions of the total number and percentage of tokens from both data sets are described in Table 1. One major difference between tweets and news articles is that the news presented a sharp increase in the number of tokens that decreased in May, whereas a persistent increase occurred on Twitter during the entire period of time. These findings indicate that Twitter users remained increasingly interested in the COVID-19 pandemic, while the news media began to lose interest in the month of May. This can also be observed in Figure 1, which shows the distributions of the collected data by day over five months. Additionally, this figure shows that the number of posts sharply increased at the end of March, when the first death from COVID-19 was announced in Brazil.

![Table 1. Monthly statistics of tokens in news articles and tweets.](http://publichealth.jmir.org/2021/2/e24585/)

<table>
<thead>
<tr>
<th>Tokens</th>
<th>Month, n (%)</th>
<th>January</th>
<th>February</th>
<th>March</th>
<th>April</th>
<th>May</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>News articles</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unique tokens</td>
<td>(n=134,845)</td>
<td>4149 (3.07)</td>
<td>10,093 (7.48)</td>
<td>38,300 (28.40)</td>
<td>43,327 (32.13)</td>
<td>38,976 (28.90)</td>
</tr>
<tr>
<td>Total tokens</td>
<td>(n= 2,616,002)</td>
<td>14,550 (0.55)</td>
<td>62,008 (2.37)</td>
<td>792,175 (30.28)</td>
<td>953,441 (36.44)</td>
<td>793,828 (30.34)</td>
</tr>
<tr>
<td><strong>Tweets</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unique tokens</td>
<td>(n=407,406)</td>
<td>16,100 (3.95)</td>
<td>29,511 (7.24)</td>
<td>84,713 (20.79)</td>
<td>122,169 (29.98)</td>
<td>154,913 (38.02)</td>
</tr>
<tr>
<td>Total tokens</td>
<td>(n=14,155,346)</td>
<td>106,619 (0.75)</td>
<td>284,012 (2.00)</td>
<td>2,191,226 (15.48)</td>
<td>4,420,658 (31.23)</td>
<td>7,152,831 (50.53)</td>
</tr>
</tbody>
</table>
We also noted that the variation in the density of news and tweets over time (Figure 2) shows the 24-hour temporal distributions of news and tweets. The highest rates of tweeting occurred at night, while the highest rates of news posting occurred between noon and 6 PM. Interestingly, we verified that a peak in the news data source appeared at 4 AM on different days. This is probably due to an automated action to publish news for that morning.

Figure 2. The 24-hour temporal distributions of posted tweets and news articles.

Although the distribution trend is relatively consistent on each day of the week, the activity was significantly different between work periods and holidays. As shown in Figure 3, during work periods, the number of tweets and news publications was significantly higher. The daily activity during holidays was quite different from that during work periods. One of the main differences observed between data sources is that Twitter users posted on the weekend until early afternoon at the same pace as during work periods, while news articles were posted at a much slower pace during holiday periods than during work periods.
Figure 3. The 24-hour temporal distribution of posts on Twitter and Universo Online.

Data Preprocessing
The collected data contained a large amount of noise that needed to be filtered out before further analysis. First, we tokenized the text, and then we adopted the following steps to normalize the texts:

1. Lowercase: All tokens were converted to lowercase. By doing this, identical tokens were merged and the dimensionality of the text was reduced.
2. URL removal: People post URLs with text to provide supporting information about the text. These URL links became noisy data during the analysis. All URL links in the texts were replaced by a space.
3. Username: Some Twitter usernames in texts start with the symbol @ and are used to tag other users. In our investigation, we were focusing on COVID-19 and not on any targeted person; therefore, we replaced all usernames with white spaces. This step was applied only to tweets.
4. Punctuation: We removed all the punctuation symbols from the collected data because they did not contribute to our evaluation.
5. Stop words: Stop words refer to the most common words used in text. We eliminated the Portuguese stop words that contributed less to our evaluation. We used a list of Portuguese stop words provided by the Natural Language Toolkit framework.
6. White spaces: We removed all the extra white spaces between tokens or at the end of lines or paragraphs of the text.

In addition to the above steps, we used lemmatization and stemming in the preprocessing of the text. However, the results were not satisfactory because there are few tools with these functions in the Portuguese language, and these tools present results with low accuracy.

Topic Modeling and Topic Similarity
Topic models are particularly useful because they enable the inference of structure from a large data collection without the need for extensive manual interventions [35]. In the sentiment analysis domain, one of the best-known techniques to discover topics is latent Dirichlet allocation (LDA) [36]. LDA is a statistical topic model with the purpose of automatically identifying groups of related terms that approximate to real-word topics. In our research, we used LDA to uncover the main discussion topics and their trends over time.

LDA requires the user to specify the number of topics, where this parameter provides control over the granularity of the discovered topics. A larger number of topics will produce more detailed topics (finer-grained), while a smaller number of topics will produce more general topics (coarser-grained). Therefore, there is no single value of the number of topics that is appropriate in all domains and types of problems. To discover the most appropriate number of topics, we performed several different LDA experiments, varying the number of topics from 1 to 30 for both data sources. As illustrated in Figure 4, the coherence score increases steadily and quickly at the beginning, but it becomes stable at the score of 10 for both data sources. With the goal to capture broad topic trends in both data collections while keeping them distinct from each other, we set
the number of topics to 20. Our final model generated 20 topics using the MALLET (Machine Learning for Language Toolkit) implementation of LDA [37] with the default parameters, and the coherence scores were 0.511 and 0.446 for news media and Twitter, respectively. The lowest values of the score obtained for Twitter are in line with previous results reported by [31,38,39], because LDA may not necessarily perform well when handling short texts. Despite this shortcoming, we still extracted a set of representative topics about COVID-19 from Twitter.

Figure 4. Coherence scores for the latent Dirichlet allocation. UOL: Universo Online.

After topic discovery, we manually categorized the topics in themes based on the first 10 words, as these terms are ranked by their probability of appearance. The topics were categorized in the following themes: Confirmed Cases, Economic Influences, Entertainment, Medical Supplies, Medical Treatment and Research, Political, Prevention and Control, and Stories. Table 2 presents a short description of each theme. These themes are commonly used in the literature [16,22,40] to aggregate topics discussing similar subjects.

Table 2. Descriptions of the considered themes in this work.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Confirmed Cases</td>
<td>Mentions of confirmed cases of COVID-19, such as updated numbers of cases and mortalities</td>
</tr>
<tr>
<td>Economic Influences</td>
<td>The influence of COVID-19 on the economy and society, such as the large number of unemployed people</td>
</tr>
<tr>
<td>Entertainment</td>
<td>Cultural events, sports, or food, such as the interruption of soccer championships</td>
</tr>
<tr>
<td>Medical Supplies</td>
<td>The medical supply situation in Brazil, such as the lack of respirators and use of masks</td>
</tr>
<tr>
<td>Medical Treatment and Research</td>
<td>Mentions of medical treatment and research combating COVID-19, such as the use of hydroxychloroquine</td>
</tr>
<tr>
<td>Political</td>
<td>Mentions of politicians and public officials and their responsibility</td>
</tr>
<tr>
<td>Prevention and Control</td>
<td>Different aspects of prevention and control procedures, such as social isolation and lockdowns in cities</td>
</tr>
<tr>
<td>Stories</td>
<td>Stories from people in Brazil who became ill or about the impact of COVID-19 on people's lives</td>
</tr>
</tbody>
</table>

Once we obtained the topics and themes, we assessed their similarity to understand if Twitter and traditional news media cover similar categories and types of topics related to COVID-19. To achieve this, we adopted the popular cosine similarity, which is the angle between the representation of two topics, as a measure to report the similarity among topics:

$$ \cos(\theta) = \frac{t_a \cdot t_b}{||t_a|| ||t_b||} $$

where $t_a$ and $t_b$ are the vector representations of topics $a$ and $b$, respectively. The range of similarity is between 0 and 1, as all vector values are positive, with 1 implying total similarity.

**Calculation of Topic-Based Sentiment Scores**

For the sentiment analysis, we identified the polarity of the opinion or emotion expressed in the texts. One challenge we faced was the lack of robust language resources to support sentiment analysis for the Portuguese language [41]. This is due to the lack of advanced tools for Portuguese. Some studies [32,42,43] showed that methods that translate data set texts to English for sentiment analysis perform better than versions in Portuguese. In fact, this approach has become very common in research involving multilingual texts, as machine translation systems are presenting a good level of maturity [44]. Thus, we adopted this approach in this work and translated all original texts to English using the googletrans tool, a free Google Translate application programming interface [45], which is also evaluated in [44] and used in [46].

After the translation process, we used the VADER (Valence Aware Dictionary and Sentiment Reasoner) tool [47] to calculate the degree of positivity or negativity of the texts. VADER is a lexicon and rule-based sentiment analysis tool that focuses on sentiments expressed in social media. It can capture sentiment intensity based on grammatical and syntactical conventions. It performs well on social media platforms such as Twitter. Evaluations in [47] also show competitive performance on conventional text data sets. Sentiments are assigned a value on a scale of −1.0 to 1.0, the most negative and most positive polarities, where 0.0 represents neutral.
Table 3 presents some examples. It can be seen that the translation tool captures expressions and social typos well (eg, \(\text{vc} = \text{você} = \text{you}\)) while preserving entity names.

<table>
<thead>
<tr>
<th>Portuguese text</th>
<th>Translated text</th>
<th>VADER(^a) sentiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>pq é que pessoas doentes insistem em espirrar para cima dos outros? ne ouviram falar de distanciamento social quando estão doentes?</td>
<td>why are sick people insisting on splashing on others? haven’t you heard of social distance when you’re sick?</td>
<td>−0.8</td>
</tr>
<tr>
<td>Pode o que ve quiser, seu corpo, suas regras. Fim.</td>
<td>Do what you want, your body, your rules. End.</td>
<td>0.0</td>
</tr>
<tr>
<td>ministro Paulo Guedes diz que vamos recuperar e em “V”!!!</td>
<td>Minister Paulo Guedes says that we will recover and in “V” !!!</td>
<td>0.8</td>
</tr>
<tr>
<td>Isso significa, rapidamente! Eu confio nele!</td>
<td>That means, quickly! I trust him!</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)VADER: Valence Aware Dictionary and Sentiment Reasoner

**Named Entity Recognition and Network**

Named entity recognition (NER) is particularly useful for identifying which terms in a text are mentions of entities in the real world and classifying them according to a set of categories. Although NER is not a new research field, it is not an easy task. The reasons for this are manifold. First, there is much work targeting English text, but studies focused on Portuguese text are still scarce [48]. Therefore, further work is still needed for several languages, such as Portuguese, due to their complex structures and relatively scarce language processing tools and data sets. Secondly, the category of a named entity is highly dependent on textual semantics and its surrounding context. The extraction of named entities from Twitter is an even more challenging task because tweets are short and are therefore more difficult to interpret compared to longer texts. In addition, short texts have many linguistic variations, and they tend to be less grammatically correct than news articles. Moreover, there are many definitions of named entity and evaluation criteria, which introduces evaluation complications [49]. Finally, we could not find a NER system that was designed to recognize the entities that we were interested in for this study.

Considering that the current state-of-the-art NER systems are based on neural architectures, we decided to use the spaCy2 library, which is based on the hierarchical attention network proposed in [50] and enables the creation of news models. The pretrained model for named entity recognition in Portuguese provided by spaCy recognizes the following entities: location, organization, person, and miscellaneous. As our goal is to identify entities in tweets and news articles related to COVID-19, we created our own model using the spaCy library. Our model is able to recognize the following entities: Person (PER), Organization (ORG), Disease (DIS), Symptoms (SYMP), and Drugs (DRUG). We chose these categories of entities because they are essential during a pandemic crisis.

We trained a new blank spaCy Portuguese language model; the initial model had no trained entities. An important issue in generating NER models is the effort involved in obtaining training data. To address this issue, we adopted a semi-supervised approach to create training data that is better explained as follows. After training data generation, we then shuffled and looped over the training data. For each instance, the model was updated by calling the update function, which steps through all the words of each sentence. At each word, the update function makes a prediction. It then consults the golden standards to determine whether the prediction is right. If it is wrong, the update function adjusts its weights so that the correct action will score higher next time. Our model was built using 100 iterations with a dropout rate of 0.2. Once trained, our NER model was saved, and it can be used to recognize named entities in previously unseen tweets and news. Figure 5 illustrates an output example of our NER model, where dipirona (dipyrone) is a type of drug that was not used in training.

![Figure 5. Sample outcome of the trained NER model.](image-url)

Regarding the training data set, our strategy consisted of using a list of keywords for each entity regarding COVID-19 as a set of seeds. The algorithm in Textbox 1 describes this semi-supervised strategy. The algorithm takes two inputs. The first input is a set of pairs \((e, k) \in P\), where \(e\) is an entity and \(k\) is a keyword. \((\text{DRUG}, \text{tamiflu})\) and \((\text{DIS}, \text{COVID-19})\) are examples of pairs. The second input is a set \(S\) of unlabeled sentences. We used the sentences from our data collection. Our algorithm returns as output a training data composed of pairs \((s, L)\), where \(s\) is a sentence and \(L\) is a list of pairs \((e, k)\). Each of these pairs represents that sentence \(s\) contains one or more keywords \(k \in S\) associated with some entity \(e \in E\).
The algorithm iterates through the set of sentences \( s \in S \) (lines 4-12), attempting to match any of the sentence terms with some \( k \in P \) (line 7). If there is an occurrence of \( k \) with any term of the sentence \( s \), then the pair \( (e, k) \) is added to the list \( L \) (Line 8). After all the pairs belonging to \( P \) have been processed, a training pair \( (s, L) \) is added to \( T \) in line 11. If the keyword \( k \) does not match any term in sentence \( s \), this sentence \( s \) is simply discarded. Note that in this case, the set \( L \) remains empty. After all the sentences \( s \in S \) are processed, the algorithm outputs the training set \( T \) in line 13.

The training set generated by Algorithm 1 involves only a small degree of supervision, such as a set of keywords for each target entity, to start the learning process. To represent each type of text, we generated distinct training sets for news media and Twitter.

Textbox 1. Semisupervised learning strategy.

![Algorithm 1](image)

**Results**

**Overall Topic Distribution**

Topics were analyzed for UOL and Twitter data sets according to the methods described in the previous section. Afterward, we organized the topics in themes as described in Table II. Topics and themes for UOL and Twitter are shown in Table 4 and Table 5, respectively. The original words in Portuguese are shown in brackets. The topic terms appear in decreasing order of density distribution. These tables show that the topic terms capture different meanings from both UOL and Twitter posts, and a diversity of themes was represented.
<table>
<thead>
<tr>
<th>ID</th>
<th>Topic</th>
<th>Theme</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>people (pessoas), mask (máscara), city (cidade), food (alimentos), products (produtos), employees (funcionários), local (local), alcohol (álcool), residents (moradores), image (imagem)</td>
<td>Prevention and Control</td>
</tr>
<tr>
<td>2</td>
<td>people (gente), do (fazer), stay (ficar), people (pessoas), time (tempo), account (conta), moment (momento), situation (situação), work (trabalho), folks (pessoal)</td>
<td>Stories</td>
</tr>
<tr>
<td>3</td>
<td>president (presidente), bolsonaro (bolsonaro), minister (ministro), state (diz), stated (afirmou), health (saúde), isolation (isolamento), interview (entrevista), party (partido), social (social)</td>
<td>Political</td>
</tr>
<tr>
<td>4</td>
<td>cases (casos), number (número), deaths (mortalidade), confirmed (confirmados), data (dados), total (total), bigger (maior), disease (doença), people (pessoas), deaths (obitos)</td>
<td>Confirmed Cases</td>
</tr>
<tr>
<td>5</td>
<td>tests (testes), patients (pacientes), study (estudo), treatment (tratamento), research (pesquisa), vaccine (vacinado), virus (vírus), researchers (pesquisadores), pain (dor), disease (doença), results (resultados)</td>
<td>Medical Treatment and Research</td>
</tr>
<tr>
<td>6</td>
<td>people (pessoas), virus (vírus), risk (risco), health (saúde), disease (doença), can (podem), diseases (doenças), avoid (evitar), population (população), seniors (idosos)</td>
<td>Prevention and Control</td>
</tr>
<tr>
<td>7</td>
<td>president (presidente), government (governo), states (estados), state (estado), minister (ministro), crisis (crise), pandemic (pandemia), congress (congresso), project (projeto), senate (senado)</td>
<td>Political</td>
</tr>
<tr>
<td>8</td>
<td>measures (medidas), isolation (isolamento), social (social), people (pessoas), state (estado), city (cidade), activities (atividades), capital (capital), cities (cidades), measure (medida)</td>
<td>Prevention and Control</td>
</tr>
<tr>
<td>9</td>
<td>can (podem), data (dados), information (informação), classes (aulas), access (acesso), possible (possível), do (fazer), work (trabalho), pandemic (pandemia), form (forma)</td>
<td>Stories</td>
</tr>
<tr>
<td>10</td>
<td>disease (doença), symptoms (sintomas), hospital positive (positivo), result (resultado), state (dipe), death (morte), exams (exames), doctor (médico), covid (covid)</td>
<td>Medical Treatment and Research</td>
</tr>
<tr>
<td>11</td>
<td>state (dize), announced (anunciou), week (semana), pandemic (pandemia), march (março), communication (comunicação), events (eventos), april (abril), since (partir), june (janeiro)</td>
<td>Political</td>
</tr>
<tr>
<td>12</td>
<td>soccer (futebol), pandemic (pandemia), championship (campeonato), clubs (clubes), players (jogadores), season (temporada), athletes (atletas), games (jogos), return (retorno), english (inglês)</td>
<td>Entertainment</td>
</tr>
<tr>
<td>13</td>
<td>countries (países), state (dize), authorities (autoridades), world (mundo), people (pessoas), measures (medidas), worldwide (mundial), organization (organização), pandemic (pandemia), confinement (confinamento)</td>
<td>Political</td>
</tr>
<tr>
<td>14</td>
<td>economy (economia), companies (empresas), crisis (crise), fall (queda), market (mercado), sector (setor), pandemic (pandemia), bigger (maior), production (produção), impact (impacto)</td>
<td>Economic Influences</td>
</tr>
<tr>
<td>15</td>
<td>pandemic (pandemia), world (mundo), people (pessoas), moment (momento), big (grande), crisis (crise), population (população), form (forma), social (social), society (sociedade)</td>
<td>Stories</td>
</tr>
<tr>
<td>16</td>
<td>health (saúde), professionals (profissionais), patients (pacientes), hospitals (hospital), beds (leitos), state (estado), doctors (médicos), attendance (atendimento), hospital (hospital), equipment (equipamentos)</td>
<td>Medical Supplies</td>
</tr>
<tr>
<td>17</td>
<td>decision (decisão), police (policia), general (geral), public (público), ministry (ministro), request (pedido), state (estado), safety (segurança), public (público), measures (medidas)</td>
<td>Political</td>
</tr>
<tr>
<td>18</td>
<td>workers (trabalhadores), work (trabalho), government (governo), companies (empresas), payment (pagamento), income (renda), value (valor), coxa measure (medida), money (dinheiro)</td>
<td>Economic Influences</td>
</tr>
<tr>
<td>19</td>
<td>social nets (redes), video (vídeo), publication (publicação), Instagram (instagram), twitter (twitter), wrote (escreveu), shared (compartilhada), quarantine (quarentena), world (mundo)</td>
<td>Stories</td>
</tr>
<tr>
<td>20</td>
<td>masks (máscaras), protection (proteção), coronavirus (coronavírus), passengers (passageiros), american (americano), local cases (casos), week (semana), final (final), transmission (transmissão)</td>
<td>Prevention and Control</td>
</tr>
</tbody>
</table>
subjects. Twitter, in contrast, presents more topics with stronger correlations. This indicates that UOL topics cover more diverse topics, which are very correlated (e.g., 3 and 7 in Table 4 have these topics. We can note that the UOL news presents only two new topics: coronavirus (coronavirus), total (total)

The goal was to observe the subject coverage obtained with Figure 6 and Figure 7 present the cosine similarities among the achieved topics of the UOL and Twitter collections, respectively. The goal was to observe the subject coverage obtained with these topics. We can note that the UOL news presents only two topics, which are very correlated (e.g., 3 and 7 in Table 4 have many terms in common), while many other topics present lower correlations. This indicates that UOL topics cover more diverse subjects. Twitter, in contrast, presents more topics with stronger correlations (e.g., 6, 9, 17, and 19) but also presents more topics with very low similarities. This is due to the fact that UOL documents are both formally written and longer than Twitter documents (which have a character limit). Thus, its documents naturally relate different subjects, and common terms can be found among different posts. Additionally, on social media, it is common for a few subjects to be concentrating the attention of the users, while people also talk about aleatory things.

<table>
<thead>
<tr>
<th>ID</th>
<th>Topic</th>
<th>Theme</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>president (presidente), bolsonaro (bolsonaro), minister (ministro), governors (governadores), sır (senhor), mayors (prefeitôs), jairbolsonaro (jairbolsonaro), blame (culpa), mandetta (mandetta), meeting (reunião)</td>
<td>Political</td>
</tr>
<tr>
<td>2</td>
<td>Instagram (Instagram), ighishid (ighishid), covid (covid), twitter (twitter), mask (máscara), masks (mascaras), stay (fique), important (importante), prevention (prevenção), attention (atenção)</td>
<td>Medical Supplies</td>
</tr>
<tr>
<td>3</td>
<td>deaths (mortes), number (número), dead (morte), bigger (maior), covid (covid), numbers (números), countries (países), infected (infectedos), weeks (semanas), months (meses)</td>
<td>Confirmed Cases</td>
</tr>
<tr>
<td>4</td>
<td>cases (casos), state (estado), confirmed (confirmados), tests (testes), city (cidade), twitter (twitter), deaths (obitos), new (novos), coronavirus (coronavirus), total (total)</td>
<td>Confirmed Cases</td>
</tr>
<tr>
<td>5</td>
<td>health (saúde), hospitals (hospitais), combat (combate), professionals (profissionais), measures (medidas), public (público), actions (ações), beds (leitos), campaign (campanha), system (sistema)</td>
<td>Medical Supplies</td>
</tr>
<tr>
<td>6</td>
<td>twitter (twitter), pandemic (pandemia), covid (covid), lives (vidas), work (trabalho), moment (momento), video (video), congratulations (parabéns), big (grande), save (salvar)</td>
<td>Stories</td>
</tr>
<tr>
<td>7</td>
<td>people (gente), quarantine (quarentena), doing (fazendo), do (fazer), stay (ficar), friends (amigos), really (sério), damn (porra), finish (acabar), seeing (vendo)</td>
<td>Stories</td>
</tr>
<tr>
<td>8</td>
<td>pandemic (pandemia), time (tempo), quarantine (quarentena), things (coisas), moment (momento), time (tempos), difficult (difícil), do (fazer), pass (passar), expect (esperar)</td>
<td>Stories</td>
</tr>
<tr>
<td>9</td>
<td>pandemic (pandemia), world (mundo), economy (economia), worldwide (mundial), general (geral), war (guerra), finish (acabar), ended (acabou), history (história), can (podem)</td>
<td>Economic Influences</td>
</tr>
<tr>
<td>10</td>
<td>true (verdade), policy (política), press (impresso), left (esquerda), tell (dizer), state (estado), political (político), said (fale), media (mídia), shame (vergonha)</td>
<td>Political</td>
</tr>
<tr>
<td>11</td>
<td>people (pessoas), risk (risco), lack (falta), covid (covid), group (grupo), dying (morrendo), cause (causa), can (podem), died (morreram), diseases (doenças)</td>
<td>Confirmed Cases</td>
</tr>
<tr>
<td>12</td>
<td>social isolation (isolamento), detachment (distanciamento), measures (medidas), keep (manter), governor (governador), required (necessário), need (necessidade), services (serviços), commerce (comércio)</td>
<td>Prevention and Control</td>
</tr>
<tr>
<td>13</td>
<td>government (governo), population (população), combat (combate), money (dinheiro), pandemic (pandemia), fight (combater), want (querem), assist (ajudar), federal (federal), help (ajuda)</td>
<td>Political</td>
</tr>
<tr>
<td>14</td>
<td>death (morte), covid (covid), person (pessoa), disease (doença), positive (positivo), symptoms (sintomas), hospital died (morreu), week (semana), result (resultado)</td>
<td>Confirmed Cases</td>
</tr>
<tr>
<td>15</td>
<td>do (fazer), take (tomar), need (precisa), stay (ficar), die (morrer), work (trabalhar), want (quero), take (pegar), back (voltar), know (saber)</td>
<td>Economic Influences</td>
</tr>
<tr>
<td>16</td>
<td>corona (corona), virus (vírus), thing (coisa), speak (falar), state (disse), speaking (falando), cause (causa), buy (comprar), account (vollar), looks (parece)</td>
<td>Stories</td>
</tr>
<tr>
<td>17</td>
<td>coronavirus (coronavirus), twitter (twitter), covid (covid), vaccine (vacina), news (notícias), health (saúde), research (pesquisa), globo (globo), coronavirus (coronavirus)</td>
<td>Medical Treatment and Research</td>
</tr>
<tr>
<td>18</td>
<td>situation (situação), form (forma), problem (problema), exist (existe), best (melhor), done (feito), question (questão), possible (possível), looks (parece), example (exemplo)</td>
<td>Stories</td>
</tr>
<tr>
<td>19</td>
<td>pandemic (pandemia), crisis (crise), twitter (twitter), coronavirus (coronavirus), account (conta), companies (empresas), soccer (futebol), company (empresa), big (grandes), activities (atividades)</td>
<td>Entertainment</td>
</tr>
<tr>
<td>20</td>
<td>chloroquine (cloroquina), treatment (tratamento), patients (pacientes), doctor (médicos), medicine (remédio), study (estudo), doctors (médicos), medicine (medicamento), effects (efeitos), studies (estudos)</td>
<td>Medical Treatment and Research</td>
</tr>
</tbody>
</table>
Figure 6. Similarity among Universo Online topics.
The theme distributions between the UOL and Twitter collections are compared in Figure 8. In the UOL media, we can see that the preferred subjects are Politics, Prevention and Control, and Stories. One theme that was less common than expected is Confirmed Cases; however, this can be explained by the fact that this information was concentrated on fixed dashboards rather than in new documents. On Twitter, people posted frequently about the impact of COVID-19 on their lives (Stories), followed by concerns about Confirmed Cases and Political subjects, especially among supporters and critics of Brazil’s president.
Entity Distribution and Network

According to the NER analysis method described in the last section, we compared the main mentions for each entity using word clouds, as this popular text analysis tool provides a visualization of word frequency in a source text while giving more prominence to words that occur more often. To facilitate the understanding of the most representative words by entity, we decided to show the 20 most frequently mentioned words in each entity. Words that were incorrectly extracted as belonging to an entity were manually removed. We assessed that our NER analysis method had an average accuracy of approximately 85% among the 20 most frequently mentioned terms. In Figure 9, we present the most frequent person entity mentions for the UOL and Twitter data collections. The entities of Bolsonaro (the president of Brazil) and Trump (the president of the United States) are the most frequently mentioned persons in both collections. Other frequently mentioned persons in both collections are governors and mayors (eg, Doria and Crivella) and other political personalities (eg, Maia and Moro). Figure 10 presents the most frequent organizations (ORG), and it can be observed that the State Department and Federal Department are the most commonly mentioned entities, followed by media companies. It is interesting to note that social media posts refer frequently to formal media (eg, Globo, which is the main television network in Brazil), and UOL news refers frequently to social networks (eg, Instagram and Twitter). Regarding the Disease entity (DIS), we can see in Figure 11 that the main terms are COVID and coronavirus, as expected, and the terms cancer and Dengue (a common tropical disease) are representative. In Figure 12, the Symptoms (SYMP) entity shows the most common COVID-19 symptom terms, namely pain, fever, and cough, as expected. Finally, Figure 13 shows that the Drugs entity (DRUG) is very polarized to the chloroquine discussion in both collections; however, UOL media seems to contain more information about vaccines.

Figure 9. Word clouds showing the most frequent entity mentions in the Persons category: (a) Universo Online; (b) Twitter.

Figure 10. Word clouds showing the most frequent entity mentions in the Organizations category: (a) Universo Online; (b) Twitter.

Figure 8. Distribution of themes. UOL: Universo Online.
From the word clouds for all these entities, it is important to mention that the found terms are very coherent with their respective entity categories. This fact reinforces that the adopted NER method is valid for the Portuguese language and that this study reflects the Brazilian perception of the COVID-19 pandemic. By comparing both formal and social media, it can be noted that there is no substantial difference regarding the main terms. However, people’s discussions on Twitter have much sparser terms than those on UOL, while the terms in latter seem to be more diverse. Another important difference between the collections can be seen in the entity distribution graph in Figure 14. Both the UOL and Twitter texts obviously contain the main Disease terms (DIS) frequently, with a higher proportion in the size-limited Twitter posts. UOL news articles refer more to official sources of information (ORG entities), while people on Twitter talk more about drug treatments (DRUG). In fact, the administration of chloroquine was the cause of polemic and controversial debate in Brazil, with high politicization [51].

**Figure 11.** Word clouds showing the most frequent entity mentions in the Disease category: (a) Universo Online; (b) Twitter.

**Figure 12.** Word clouds showing the most frequent entity mentions in the Symptoms category: (a) Universo Online; (b) Twitter.

**Figure 13.** Word clouds showing the most frequent entity mentions in the Drugs category: (a) Universo Online; (b) Twitter.

**Figure 14.** Entity distributions by data set. DIS: Disease; DRUG: Drugs; ORG: Organization; PER: Person; SYMP: Symptoms.

**Topic and Sentiment Changes**

Once topics were obtained for all posts in a collection, we classified every document by its topic with highest probability and applied the previously described sentiment analysis. We then grouped all posts by weekly intervals of time, summing the number of documents in each theme and calculating the sentiment averages. **Figure 15** and **Figure 16** show how UOL and Twitter sentiments changed over time according to the defined themes. The y-axis
presents the sentiment mean for all documents in a given theme, the x-axis presents its evolution grouped by week of the year, and the dot size is proportional to the number of documents for a given theme and week. In both figures, we can see that the number of posts related to COVID-19 was very small during the initial weeks of the pandemic, and the posts presented high sentiment variation due to the impact of some specific posts. The number of posts began to grow considerably after mid-March, when Brazil registered its first death from COVID-19 (March 12, 2020). From the UOL sentiment analysis shown in Figure 15, we can see that all themes are more distributed around the neutral polarity (0.0). The themes of Entertainment and Stories have more positive averages (around 0.25), while Confirmed Cases (involving the number of cases and deaths) and Political are more negative themes (~0.25). Confirmed Cases reached a minimum representative polarity point (with more than 180 posts) by mid-April, just when the curves of confirmed cases and deaths started to scale exponentially. By the end of May, several themes presented a sentiment improvement; this coincides with the plateau of cases and deaths in several Brazilian capitals, such as Manaus, São Paulo, and Rio de Janeiro. For the Twitter collection, as shown in Figure 16, all the themes are positioned lower on the sentiment scale. Political, Confirmed Cases, Prevention and Control, and Economic Influences are more negative (near ~0.2), while other themes are close to neutral polarity (0.0). For Twitter posts, it is possible to see that Economic Influences and Prevention and Control are positioned lower on the sentiment scale than UOL news. In fact, much discussion occurred regarding the need for quarantine or social distancing and the impact of these measures on the unemployment rate. This finding is reinforced by the observation that the Economic Influences sentiment increased on average in the beginning of April, when the government announced financial aid for autonomous workers [52]. Unlike UOL articles, Twitter had not yet shown any positivity by the end of May, and Economic Influences showed an additional decrease. We evaluated the standard deviations of the sentiment means, and we noted that they did not change greatly over time or among the themes; therefore, we omitted these data from the graphs. However, slight differences were observed between news (SD ~0.7) and social media (SD ~0.5). These standard deviations show that both sources present a high diversity of sentiments.

Figure 15. Universo Online sentiment analysis over time.

Figure 16. Twitter sentiment analysis over time.
Discussion

Principal Results
From a general point of view, we can observe that UOL articles and Twitter posts were concerned about the same main COVID-19 topics and themes. For instance, the topics and themes were very similar for both types of media, and this was reflected in the most common entity mentions. This study suggests that formal news media and social media influence each other; we found a representative cross-reference in the Organization entity graph.

The main differences found between UOL and Twitter pertain to the distribution of the main themes, diversity of entities, and overall sentiment about subjects related to COVID-19. Formal media naturally refers more to official entities and their recommendations. This can be seen in its top themes (Political and Prevention and Control), top entity groups (Organization and Disease), and diversity of entity mentions. Twitter, in contrast, is very focused on personal opinions and cases, as demonstrated by its top theme (Stories) and entity groups (Disease and Drugs). Additionally, social media tended to have a more negative polarity for all themes, while formal media seemed to present almost neutral polarity on average. Together with the very high number of collected tweets during the period, which shows that discussion about the disease was very active, we can observe the severity of the pandemic in Brazil and people’s concerns about it.

It is remarkable how the subject of COVID-19 was the target of political polarization in Brazil. This theme was frequently discussed on both formal and social media, with higher negative sentiments over time. Drugs was the second most common entity in social media discussions, and it was very focused on the use of chloroquine to treat patients with COVID-19. A suggested hypothesis to explain this finding is that Brazil’s government stated many times that this drug could help treat COVID-19 while minimizing the severity of the disease. In fact, in all the periods examined in this research, the government and formal media positioned themselves in opposite fields in this discussion, which is reflected in the high number of citations to political organization entities and in the disproportional reference to this specific drug.

Finally, by applying the proposed methodology, it was possible to observe the main information being conveyed and how people were reacting to it. This provides a way to monitor the evolution of a pandemic and its effects. Moreover, we believe this information can be useful for researchers and authorities to identify potentially controversial aspects, address possible misinformation, and establish better public policies for action and communication with the population.

Limitations
We discuss some limitations that can be attributed to this study as follows.

We retrieved data using a set of keywords; therefore, our data may have excluded tweets from users who wrote about the COVID-19 pandemic using different target keywords. A further limitation is that Twitter and UOL do not publish data about the profiles of their users, such as age, gender, or social class. Therefore, it was not possible to perform a stratified analysis of the users, and the results thus may not reflect the entire Brazilian population. A possible hypothesis is that different media reach different segments of society (eg, news media sites are accessed more frequently by more educated people); therefore, these differences may be reflected in the discovered topic distributions and sentiments. Thus, our findings may not be generalizable to other social media platforms or other communication media, such as television or radio. Moreover, the presented results for the selected vehicles may present some bias. For instance, a specific news media source may present a political leaning that can affect the sentiment about some themes. Therefore, while it is not our focus to explore possible bias and its impact on the results, caution is advised before assuming their generalization.

Conclusions
People rely on data published on the web to better understand recent global crises, and this is also occurring during the COVID-19 pandemic. News media web sites and social media are two distinguished channels of timely information. In this paper, we have proposed a methodological approach to analyze this type of media and to answer some questions regarding the COVID-19 pandemic in Brazil. The results presented and discussed in this study are particularly important because they make it possible to understand the difference between two data sources in how they cover global crises. In addition, this paper provides a method that uses several computational techniques to process textual social media in a language other than English. As the main contribution, this method resulted in observations that can aid understanding of the COVID-19 pandemic, with a better and more meaningful sentiment timeline.

In future work, we intend to extend this study to include data from longer periods of time, even after the pandemic ends. The idea is to understand how existing media platforms and people will react when they return to a normal situation and whether some trauma will remain. Additionally, we think that the proposed methodology is useful for studying other events of interest, such as other catastrophes and elections. Therefore, we intend to improve it by implementing a tool and applying it to new study cases.
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Abstract

Background: Over the past decade, there has been an increasing secular trend in the number of studies on social media and health.

Objective: The purpose of this cross-sectional study was to examine the content and characteristics of TikTok videos that are related to an important aspect of community mitigation—the use of masks as a method for interrupting the transmission of SARS-CoV-2.

Methods: In total, 100 trending videos with the hashtag #WearAMask (ie, a campaign on TikTok), along with 32 videos that were posted by the World Health Organization (WHO) and involved masks in any way (ie, all related WHO videos at the time of this study), were included in our sample. We collected the metadata of each post, and created content categories based on fact sheets that were provided by the WHO and the US Centers for Disease Control and Prevention. We used these fact sheets to code the characteristics of mask use.

Results: Videos that were posted on TikTok and had the hashtag #WearAMask garnered almost 500 million views, and videos that were posted by the WHO garnered almost 57 million views. Although the ratio of the number of trending #WearAMask videos to the number of WHO videos was around 3:1, the #WearAMask videos received almost 10 times as many cumulative views as the WHO videos. In total, 68% (68/100) of the trending #WearAMask videos involved humor and garnered over 355 million cumulative views. However, only 9% (3/32) of the WHO videos involved humor. Furthermore, 27% (27/100) of the trending #WearAMask videos involved dance and garnered over 130 million cumulative views, whereas none of the WHO videos involved dance.

Conclusions: This study is one of the first to describe how TikTok is being used to mitigate the community spread of COVID-19 by promoting mask use. Due to the platform’s incredible reach, TikTok has great potential in conveying important public health messages to various segments of the population.

 doi:10.2196/26392
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Introduction

As of November 30, 2020, there have been 62,363,527 COVID-19 cases and 1,456,687 deaths from COVID-19, and 13,082,877 cases and 263,946 deaths have been reported in the United States [1]. As with all emerging infectious disease outbreaks, public health messages have become centrally important. In fact, researchers have created infectious disease transmission models that are based on media influence–related data [2]. The sheer volume of information that is being generated throughout the COVID-19 pandemic has been classified as an “infodemic” by the World Health Organization (WHO) [3]. This influx of information (ie, correct information and incorrect/misleading information) can cause confusion, negate mitigation efforts [4], and result in serious negative consequences [5,6]. Members of the general public rely on different outlets for obtaining information. Recent studies have indicated that those who mostly rely on national news outlets believe that media coverage is largely accurate [7]. However, national news varies in content and focus; often presents information that is based on the different contexts of pandemics [8,9]; and at times, fails to capitalize on the opportunity to promote infection prevention techniques and coping strategies [8]. During the time when newspaper content was filled with information on COVID-19, popular social media outlets also began to provide information about the disease [10-14].

The majority of Americans who use the internet have, in part, done so to find web-based health information [15]. In a survey of US adults, 18% of participants (ie, in a sample of younger people who were generally unconcerned with political news) relied on social media as their customary source of news [15]. However, only 37% of these participants reported that they monitored news about the COVID-19 pandemic very closely, and over half (57%) of all participants reported that they have seen information about COVID-19 that seemed to be “completely made up” [15]. Social media is incredibly popular in the United States, as roughly 70% of the public has reported that they use some type of social media platform during their typical daily routines [16]. Prior to the COVID-19 pandemic, researchers raised questions about the proliferation of misinformation during public health emergencies [17-20], and one study on social media concluded that falsities spread more rapidly than the truth [21]. Several social media platforms have taken measures (eg, filtering posts from untrustworthy websites) for addressing concerns about the potentially harmful effects of misleading or incorrect information [22,23].

Public health professionals, agencies, and organizations have made efforts to use social media platforms to share information, or have partnered with popular members of these platforms to disseminate messages. One such effort has been promoting mask use on TikTok [24]. TikTok is a popular social media platform with approximately 800 million users worldwide and over 30 million users in the United States [25]. TikTok allows users to post 15-second or 60-second videos that are generally oriented toward entertainment. Roughly 42% of TikTok users are aged 18-24 years, and about 27% of frequent users are aged 13-17 years. As of November 12, 2020, 410 people in the United States Ages between 15 and 24 years have died due to COVID-19 [26]. Although the incidence rate of such deaths is higher among people aged ≥25 years, studies have confirmed that younger individuals can transmit SARS-CoV-2 [27,28].

Over the past decade, there has been an increasing secular trend in the number of studies on social media and health, as indexed by the National Library of Medicine. Yet on December 5, 2020, a web-based search for the keyword “TikTok” only yielded 13 results, of which 4 were studies that focused on COVID-19. The purpose of this study was to examine the content and characteristics of TikTok videos that relate to an important aspect of community mitigation—the use of masks as a method for interrupting the transmission of SARS-CoV-2.

Methods

The methods that we used in this study mirror those that were used in a prior study on TikTok and COVID-19 [10]. However, our study focused exclusively on the use of TikTok as an infection prevention tool for promoting mask use and mitigating the airborne transmission of SARS-CoV-2. On November 3, 2020, we identified 100 trending TikTok videos that used the hashtag #WearAMask, which is a campaign on TikTok that encourages mask use [29,30]. In addition, our sample included all WHO videos that mentioned masks (n=32). The WHO has approximately 2.7 million followers on TikTok; however, unlike the TikTok users in the #WearAMask campaign, the WHO’s followers are not represented by a hashtag. The reason our study was structured in this way was so that we could compare TikTok posts that used the most popular mask-promoting hashtag at the time of this study (ie, consumer-driven posts), with those from the most popular nongovernmental organization at the time of this study [31] (ie, professionally driven posts). Thus, the videos that we analyzed in this study represented consumer and professional interests for the same topic.

We conducted various quantitative data collection and analysis methods. Content categories were created by using fact sheets about mask use, which were provided by the WHO and the US Centers for Disease Control and Prevention [32,33]. Furthermore, we collected the metadata of each post, which included the date of the post; the number of views, likes, and comments; whether the post was in English or Spanish; the gender of the individual(s) in the video; whether the video included consumers (ie, members of the general public) or professionals (ie, doctors, registered nurses, public health professionals, etc); and whether the video involved dance, music, or humor. It is important to note that videos with the hashtag #WearAMask reported the exact number of views, while WHO videos reported a rounded number of views. Although these view counts were nuanced, we chose to report them as they appeared on TikTok, so as to not lose data. We also noted whether metadata characteristics or a mask appeared within the first 15 seconds of a video, whether the specific hashtag #WearAMask was mentioned or displayed in a video’s description, and whether an image of a mask or the word “mask” appeared in a video’s thumbnail. With regard to coding, we determined whether a video mentioned the following information: the hashtag #WearAMask, the correct use of a mask, the ramifications of improper mask use, guidelines for
using fabric masks, the necessity of masks for people who do not practice social distancing, the importance of using a mask to prevent infection, three-layer masks, and comparisons among different types of masks. To establish interrater readability, one author (ie, IP) recorded the content of all included videos, and another author (ie, CHB) coded the content of a random sample of 20 videos. The agreement of the coded data was excellent ($κ=0.98$). Data analysis involved the calculation of descriptive statistics, which included frequencies and percentages. Since this study did not involve human subjects, it was not reviewed by the institutional review board at William Paterson University, as per their protocol. This study was also deemed exempt for review by the Teachers College, Columbia University Institutional Review Board.

**Results**

A total of 132 TikTok videos were analyzed in this study. Of these 132 videos, 100 (75.8%) used the hashtag #WearAMask and garnered 494,824,395 views, and 32 (24.2%) were posted by the WHO and garnered almost 57 million views. Although the ratio of the number of trending #WearAMask videos to the number of WHO videos was 3:1, the #WearAMask videos received almost 10 times as many cumulative views as the WHO videos.

A total of 68% (68/100) of the trending #WearAMask videos involved humor and garnered over 355 million cumulative views, but only 9% (3/32) of the WHO videos involved humor. Additionally, while 27% (27/100) of the trending #WearAMask videos involved dance and garnered over 130 million cumulative views, none of the WHO videos involved dance. With regard to the trending #WearAMask videos, the proportion of videos was generally consistent with the proportion of cumulative views. With regard to the WHO videos, there were several notable differences. For example, while proper mask use was shown in 8 of the 32 WHO videos (25%), these videos received more than 75% (43,148,900/56,874,200, 75.87%) of the cumulative views. Additionally, while 15 of the 32 WHO videos (47%) mentioned wearing a mask, these videos received over 82% (47,049,700/56,874,200, 82.73%) of the cumulative views. In contrast, while 22 of the 32 WHO videos (69%) used music, these videos received less than 20% (10,534,400/56,874,200, 18.52%) of the cumulative views. Furthermore, although almost half of the WHO videos (15/32, 47%) mentioned that masks were essential infection prevention tools and garnered over 44 million views, this was not mentioned in a great majority of trending #WearAMask videos (Table 1).

Although our observations show how the presence of certain characteristics was associated with the number of cumulative views, independent 1-tailed $t$ tests ($α=.05$) did not indicate whether these characteristics (ie, the use of dance, the use of music, mentions of wearing a mask, mentions of proper mask use, and mentions of masks as an essential infection prevention tool) led to higher view count averages. The tests we conducted for all videos and video categories returned $P$ values of >.05. The presence of humor however had a marginal statistical effect ($P=.052$); videos that involved humor had an average view count of 5,010,849, while those that did not involve humor had an average view count of 3,211,939.

Of the 132 videos, 2 (1.5%) were recorded in English, 1 (0.8%) was recorded in Spanish, and 1 (0.8%) was recorded in both English and Spanish. The video that was recorded in Spanish had 4,600,000 views, and the video that was recorded in both English and Spanish had 3,500,000 views. Overall, 40.9% (54/132) of the videos only featured females, 32.6% (43/132) only featured males, and 16.7% (22/132) featured both.

Videos that used humor collectively received over 70% (66,329,979/92,922,611; 71.38%) of the total likes and over 75% (683,822/897,252; 76.21%) of the total comments. Furthermore, although almost half of the WHO videos (15/32, 47%) mentioned that masks were essential infection prevention tools and garnered over 44 million views, this was not mentioned in a great majority (16/100, 16%) of trending #WearAMask videos (Table 1.)
Table 1. Observed characteristics, content, and view count of 132 TikTok videos (ie, 100 videos with the #WearAMask hashtag and 32 videos created by the World Health Organization).

<table>
<thead>
<tr>
<th>Variables</th>
<th>#WearAMask videos (n=100)</th>
<th>World Health Organization videos (n=32)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number of videos, n</td>
<td>Number of views, n (%), 494,824,395</td>
</tr>
<tr>
<td>Video characteristics</td>
<td></td>
<td>89.69 (%)</td>
</tr>
<tr>
<td>Used dance</td>
<td>27</td>
<td>130,480,395 (26.37)</td>
</tr>
<tr>
<td>Used music</td>
<td>58</td>
<td>284,671,795 (57.53)</td>
</tr>
<tr>
<td>Used humor</td>
<td>68</td>
<td>355,304,595 (71.8)</td>
</tr>
<tr>
<td>Mentioned or showed a mask in the first 15 seconds</td>
<td>59</td>
<td>240,836,695 (48.67)</td>
</tr>
<tr>
<td>Mentioned #WearAMask in the video’s description</td>
<td>100</td>
<td>494,824,395 (100)</td>
</tr>
<tr>
<td>Contained the word “mask,” an image of a mask, or an image of a person wearing a mask in the thumbnail</td>
<td>42</td>
<td>161,267,595 (32.59)</td>
</tr>
<tr>
<td>Video content</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Used the term “wear a mask”</td>
<td>10</td>
<td>31,583,695 (6.38)</td>
</tr>
<tr>
<td>Proper mask use</td>
<td>11</td>
<td>58,226,495 (11.77)</td>
</tr>
<tr>
<td>Improper mask use</td>
<td>4</td>
<td>9,974,400 (2.02)</td>
</tr>
<tr>
<td>Fabric mask use guidelines</td>
<td>0</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Wearing a mask when not social distancing</td>
<td>0</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Wearing a mask as an essential infection prevention tool</td>
<td>16</td>
<td>52,325,695 (10.57)</td>
</tr>
<tr>
<td>Mentioned three-layer fabric masks</td>
<td>0</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Compared different types of masks</td>
<td>1</td>
<td>10,300,000 (2.09)</td>
</tr>
</tbody>
</table>

*This percentage refers to the number of views out of the total number of views for all 132 videos (N=551,998,595).

Discussion

The 100 trending TikTok videos on mask use that were reviewed in this study were collectively viewed almost 500 million times, which indicates the immense popularity of this emerging social media platform. Although the ratio of the number of #WearAMask videos to the number of WHO videos was 3:1, the former received almost 10 times as many views as the latter. A relatively small number of videos addressed proper versus improper mask use, the necessity of wearing a mask when not practicing social distancing, or the importance of masks as an infection prevention tool.

The differences between the #WearAMask and WHO videos in terms of video format (ie, the use of dance, music, and humor) and the commensurate differences in number of views suggest that these video formats warrant consideration as an effective method for disseminating up-to-date, mask use–related messages to the younger population.

To date, there is a paucity of research on public health information that is conveyed on TikTok. Although younger populations do not seem to be the most vulnerable to developing COVID-19 or experiencing the harmful consequences of the disease, they play an important role in disease transmission [27,28]. It is therefore imperative that public health professionals find methods for communicating effectively with younger populations when it comes to disseminating information about community mitigation (eg, promoting mask use).

Despite the large, relative differences between #WearAMask and WHO videos in terms of the number of views, the fact that the WHO videos on mask use garnered almost 57 million views is encouraging. The #WearAMask videos clearly used a different approach from that of the WHO videos; the #WearAMask videos were more likely to use dance, music and humor. They were also far more likely to attract viewers. Research is needed to help inform the WHO and other public health agencies about methods for adapting their communications, which are generally about very serious subjects; and to appeal to their intended audiences. For example, the presence of entertainers has been associated with the popularity of messages on other social media platforms [34], and the presence of influencers in messages related to health has been increasing [35,36]. This suggests that social media can be an effective platform for disseminating public health messages [37]. However, to date, TikTok videos on mask use do not, for the most part, highlight masks as an essential infection prevention tool or demonstrate proper mask use. Given the short length of TikTok videos, further research is needed to determine the types of messages that can effectively be conveyed on this platform.

http://publichealth.jmir.org/2021/2/e26392/
This study had several limitations and delimitations. First, the content on TikTok fluctuates on a constant basis, and our study was cross-sectional in design. Therefore, we could not generalize our findings to different time periods. Second, the sample of videos that we analyzed was relatively small, given the large volume of posts on TikTok. Third, we could not distinguish the number views from the number of viewers, as we did not know whether the same users viewed a video multiple times. Fourth, we could not determine whether the videos were viewed in their entirety. Furthermore, this study was delimited to focus specifically on masks, which are an effective infection prevention tool [38,39] given the airborne nature of SARS-CoV-2 (ie, the virus that causes COVID-19) [40,41]. However, there are other hashtags that also promote mask use. We selected #WearAMask because it had the largest number of collective views (ie, about 4.5 billion views at the time the data was coded) [29]. There are also other organizations that have posted videos on TikTok; however, the WHO has been noted as the most popular [31].

Despite these limitations and delimitations, this study is one of the first to describe how TikTok is being used to mitigate the community spread of COVID-19 by promoting mask use. The nature of this medium presents challenges for conveying complex information. Nevertheless, because of its widespread reach, TikTok has great potential in conveying important public health messages to various segments of the population. Future research is needed to develop methods for applying the characteristics of highly viewed videos to public health messages. This is necessary for helping people make informed decisions about health promotion and disease prevention in general, and COVID-19–related mask use in particular.
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Abstract

Background: In Japan, as a countermeasure against the COVID-19 outbreak, both the national and local governments issued voluntary restrictions against going out from residences at the end of March 2020 in preference to the lockdowns instituted in European and North American countries. The effect of such measures can be studied with mobility data, such as data which is generated by counting the number of requests made to Apple Maps for directions in select countries/regions, sub-regions, and cities.

Objective: We investigate the associations of mobility data provided by Apple Inc and an estimate an effective reproduction number $R(t)$.

Methods: We regressed $R(t)$ on a polynomial function of daily Apple data, estimated using the whole period, and analyzed subperiods delimited by March 10, 2020.

Results: In the estimation results, $R(t)$ was 1.72 when voluntary restrictions against going out ceased and mobility reverted to a normal level. However, the critical level of reducing $R(t)$ to <1 was obtained at 89.3% of normal mobility.

Conclusions: We demonstrated that Apple mobility data are useful for short-term prediction of $R(t)$. The results indicate that the number of trips should decrease by 10% until herd immunity is achieved and that higher voluntary restrictions against going out might not be necessary for avoiding a re-emergence of the outbreak.

(JMIR Public Health Surveill 2021;7(2):e20335) doi:10.2196/20335

KEYWORDS
peak; COVID-19; effective reproduction number; mobility trend data; Apple; countermeasure

Introduction

The rapid spread of COVID-19, the disease caused by SARS-CoV-2, continues to have a substantial impact. At the end of October 2020, the World Health Organization reported approximately 46 million COVID-19 cases and more than one million fatalities. Japan, however, reported only approximately 100,000 cases with 1,700 deaths, and at 769.2 per one million residents, the country’s incidence rate was considerably lower than the global average of 5974 per million. Japan’s case fertility rate, however, was comparable with the worldwide rate (1.7% vs 2.2%); that is, the country showed fewer patients but a moderate case fertility rate. Understanding the dynamics of Japan’s COVID-19 outbreak has been important for planning and evaluating countermeasures.

As a countermeasure against the COVID-19 outbreak in Japan, both the national and local governments issued voluntary restrictions against going out at the end of March 2020 in preference to lockdowns such as those instituted in European and North American countries [1]. However, it is unclear exactly how voluntary restriction against going out affected the outbreak compared with the country’s post-voluntary restriction against going out statistics. The outbreak in Japan reached its first peak at the beginning of April...
2020, but it was unclear why the peak occurred at that time. Thus, understanding the associations between the voluntary restriction against going out implementation and the first peak is urgent for controlling subsequent waves in Japan.

Susceptible-infected-recovered (SIR) models for COVID-19 incorporating countermeasures have emphasized the date that countermeasures were initiated [2,3]. However, at least in Japan, voluntary restrictions against going out expanded gradually; therefore, all-or-nothing approaches such as SIR models might not be appropriate. A more continuous variable is expected to be necessary to represent voluntary restriction against going out compliance over time.

Several companies, including Apple Inc and Alphabet Inc (hereinafter Apple and Google, respectively) worldwide, and Nippon Telegraph and Telephone (NTT) and East and West Japan Railway (JR) companies in Japan, have made available relevant data on such variables. Apple, the front-runner of this service, began providing data from January 13, 2020, specifically the daily ratio of the number of trips from homes to activities by transportation type (driving, transit, and walking) [4]. This data is generated by counting the number of requests made to Apple Maps for directions in select countries/regions, sub-regions, and cities. For privacy protection, data that is sent from users’ devices to the Apple Maps service is associated with random, rotating identifiers; thus Apple claims to not have a profile of the movements and searches of individual users. Using trip information provided by Apple, we examined various associations and estimated the effective reproduction number $R(t)$.

**Methods**

Applying a simple SIR model [2,3,5] to the epidemic curve in Japan, with its 120 million population, we assumed an incubation period that conformed to the empirical distribution in Japan; we used the number of patients who were symptomatic reported by the Ministry of Labour, Health and Welfare (MLHW) for February 10 to April 30, 2020, published on May 13, 2020 [6]. We excluded some patients from the data: persons presumed to have been infected abroad or as passengers on the Diamond Princess (the Ministry presumed that these patients did not represent a community-acquired infection in Japan). For some patients who were symptomatic, their onset dates were unknown; for these patients, we estimated the dates from an empirical distribution with duration extending from the onset to the report date among patients for whom the onset date had been reported.

In detail, we estimated the unknown onset dates as follows. Letting $f(k)$ represent this empirical distribution and $N_t$ denote the number of patients for whom onset dates were not available published at date $t$, the number of patients for whom the onset date was known is $t - 1$. The number of patients for whom onset dates were not available was estimated as $f(1)N_t$. Similarly, the number of patients with onset date $t - 2$ for whom onset dates were not available was estimated as $f(2)N_t$. Hence, we estimated the total number of patients for whom the onset date was not available, considering an onset date of $s$, as $\Sigma_{k=t-1}^{\infty} f(k)N_t + k$ for the long duration extending from $s$.

Moreover, reporting delays were possible for the MLHW’s published data; that is, if $s + k$ was larger than that in the current period $t$, then $s + k$ represented the future for period $t$, and for this reason, $Ns + k$ was not observable. This reporting delay engendered the underestimation of the number of patients, and thus, it had to be adjusted as $\Sigma_{k=1}^{t-1} f(k)N_t + k\Sigma_{k=1}^{t-1} f(k)$. Similarly, we expected that patients for whom the onset dates were available would be affected by the reporting delay, leading to $M_t/N_{t-1} + f(k)$, where $M_{t-1}/N_t$ represents the reported number of patients for whom onset dates were within period $s$, extending until current period $t$.

We defined $R(t)$ as the number of patients who were infected on day $t$ divided by the number of patients who were presumed to be infectious. We calculated the number of patients who were infected from the epidemic curve by the onset date using a distribution of the incubation period. The distribution of infectiousness in symptomatic and asymptomatic cases was assumed to be 30% on the onset day, 20% on the following day, and 10% for the subsequent 5 days [7].

For analyses, we used Apple’s average daily information on the three types of trips as well as their ratios using a root search function on Apple Maps on each day compared with that on January 13, 2020. Apple provides no information regarding how many users or proportions of Apple users used this function. To elucidate the associations between $R(t)$ and Apple data, we regressed $R(t)$ on a polynomial function of daily data. We determined the order of the polynomial function stepwise from the model including only a linear term to the model, including a higher order if all estimated coefficients were significant. Besides the estimation using the whole period, we analyzed subperiods before and after March 10, 2020.

To intuitively understand the estimation result, we predicted $R(t)$ when voluntary restriction against going out ceased and Apple data reached 100. We also sought the highest value of Apple data that implied $R(t) < 1$ by a grid search from 100. To confirm the predictive power of the model, we predicted $R(t)$ based on available Apple data on day $t$ prospectively for the subsequent 2 months until the end of June 2020 (Figure 1); then, we compared the result with the observed $R(t)$ on day $s+t+40$ to avoid uncertainty because of reporting delays. We inferred significance at the 5% level.
Results

From February 10 to April 30, 2020, in Japan, 13,967 community-acquired cases were identified, excluding asymptomatic cases. Figure 2 presents an empirical distribution of the duration of onset to a report in Japan, showing a maximum delay of 30 days. Figure 3 depicts the empirical distribution of incubation periods among 91 cases for which the MLHW had published an exposed date and an onset date. The mode was 6 days, and the average was 6.6 days.

Table 1 presents the estimation result. During the whole period and after the March 10, 2020, period, we selected up to cubic terms; however, before the March 10 period, we selected the quadratic term. The estimated coefficients in the whole period and after the March 10 period were similar, although they differed greatly from the subperiod before March 10.

Figure 2. Empirical distribution of duration from onset to report by Ministry of Labour, Health and Welfare in Japan. Bars represent the probability of duration from onset to report based on 657 patients for whom the onset date was available.
Figure 3. Empirical distribution of the incubation period published by Ministry of Labour, Health and Welfare (MLHW) in Japan. Bars show the distribution of incubation periods for 91 cases for which MLHW Japan had published the exposure date and the onset date. The patients for whom incubation was longer than 14 days are included in the bar shown for day 14.

Table 1. Results of estimate R(t) for Apple data.\(^a\)

<table>
<thead>
<tr>
<th>Terms</th>
<th>Whole period (N=81)</th>
<th>Before March 10, 2020 (n=29)</th>
<th>After March 10, 2020 (n=52)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimate coefficient</td>
<td>P value</td>
<td>Estimate coefficient</td>
</tr>
<tr>
<td>Linear term</td>
<td>-0.705</td>
<td>&lt;.001</td>
<td>0.451</td>
</tr>
<tr>
<td>Quadratic term</td>
<td>0.007</td>
<td>&lt;.001</td>
<td>-0.002</td>
</tr>
<tr>
<td>Cubic term</td>
<td>-0.228*10^-4</td>
<td>&lt;.001</td>
<td>N/A(^b)</td>
</tr>
<tr>
<td>Constant</td>
<td>21.55</td>
<td>&lt;.001</td>
<td>-27.26</td>
</tr>
<tr>
<td>Adjusted R^2</td>
<td>0.701</td>
<td>N/A</td>
<td>0.349</td>
</tr>
</tbody>
</table>

\(^a\)The dependent variable was R(t), and the explanatory variables were the polynomial function of Apple data.

\(^b\)N/A: not applicable.

Figure 4 depicts the R(t) and the predicted line based on Apple data in the whole period and the two subperiods. The model clearly shows poor fit in the whole period, especially around the peak at the end of March 2020. Conversely, the prediction in the post-March 10 subperiod shows a clearly good fit around the peak.

The estimation result indicates that R(t) was 1.72 when voluntary restriction against going out ceased and mobility reverted to a normal level, which was 100 in the Apple data. Therefore, complete cessation of voluntary restrictions against going out would reinitiate the outbreak. We found in the Apple data that the critical level of R(t)<1 was 89.3.

Prospective operation using Apple data from the beginning of May 2020 for 2 months is shown on the right-hand side of Figure 3. The correlation coefficient for the actual observed R(t) and prospective prediction from Apple data for this period was 0.6433, which was significant.
Discussion

Principal Findings

Here, we demonstrated that Apple data are useful for short-term prediction of $R(t)$. Figure 3 suggests that a model with two subperiods might be preferable to the whole model. Such a model might be consistent with the apparent change in the dominant virus among SARS-CoV-2 that occurred in March 2020 [8]. The estimations seem to indicate that the Wuhan-originated strain was dominant before the end of March but that a mutated virus subsequently became dominant in European countries and the United States. These two virus subtypes showed different associations with the mobility data and might have different infectiousness.

In the prospective operation period, the prediction using Apple data correlated significantly with the ultimately observed $R(t)$, although the correlation among them was only slightly higher than the finding from the retrospective analysis until the end of April 2020; this finding is likely attributable to prospective operation. Furthermore, because the state of emergency declaration was canceled at the end of May 2020, the behavior of the population could be expected to have changed around then; for example, the intensity of meetings might have been lower or more mask wearing and longer distancing might be used for conversations. Under such circumstances, Apple data might lose their predictive power.

Current results obtained using Apple data indicate a critical level of $R(t)<1$ as 89.3. Consequently, a 10% reduction in trips from home, likely for more than 1 year, will be necessary until the so-called herd immunity is achieved; if this decrease is achieved, full voluntary restrictions against going out might not be necessary to avoid another outbreak. Current voluntary restriction against going out data indicate a 40% reduction from Apple data. Therefore, restrictions against excursions can be relaxed by 30 percentage points; such relaxation might include restarting schools or private events and sports that involve small numbers of players, little player contact, and large outside spaces, but large entertainment events and professional sports events with numerous participants might continue to be risky. In other words, it is possible to monitor a partial relaxation of voluntary restrictions against going out consistent with a controlled outbreak including monitoring economic activity to maintain $R(t)<1$ but not extremely low. Apple data might support fine control of the outbreak and acceptable levels of social interaction.

In an unpublished study using Google data [9], a 70% reduction in going out was necessary to control the outbreak in Spain, which is different from the degree required in Japan. That in Spain was seven times higher than that in Japan. In fact, the outbreak in Japan was controlled using voluntary restrictions against going out without lockdown, yet the country’s necessary degree of reduction in going out was seven times lower than Spain’s.

A COVID-19 advisory council in Japan has required an 80% reduction since the emergency declaration on April 8, 2020 [10], and trips outside the home have decreased 40% from normal levels. However, the outbreak has been decreasing; it has become apparent that the requirement was stricter than necessary, which has at least produced some evidence of what a request of 80% reduction is likely to elicit from citizens. Our study results indicate that a mere 11% reduction might be sufficient to control an outbreak. In the early stage of the outbreak, $R_0$ of 0.6 was inferred [11], which indicated that an outbreak would never have occurred in Japan. Such estimates might also have led to misguided countermeasures in Japan that necessitated adherence to contact tracing for cluster detection. Earlier researchers [12] who used worldwide Apple and Google data examined only linear terms, whereas results show that higher terms might be necessary for predicting $R(t)$. As such, the higher predictive power from Apple data suggests that $R(t)$ predicted using Apple data might be more reliable.
Particularly, the estimated $R(t)$ over a few days was less precise because the virus incubation period is approximately 6 days on average, and increasing $R(t)$ over time up to 6 days was a widely observed phenomenon. Conversely, Apple data are available the next day, and thus, the latest $R(t)$ from Apple data might be predicted.

We used Apple data exclusively, rather than data from Google or other sites, because Apple began providing the earliest data, and it has also continued to provide data on a timely basis with only 2 days of delay. Google data are delayed longer than the Apple data, and although the NTT and JR are likely delayed by only 1 day or half a day, they began compiling their data later. Additionally, NTT and JR data were not published systematically or were not made available for public use. Therefore, Apple’s data were most appropriate for evaluating the outbreak dynamics and predicting them prospectively.

This study has some limitations. First, $R(t)$ was not determined for the number of contacts only. It depends on other circumstances such as the proportion of people who are susceptible and the infectiousness of people who are asymptomatic, and we did not incorporate these into our calculations. Considering such data would have required an SIR model that included asymptomatic cases, which we anticipate to be a challenge for future research.

Second, we examined this problem only for the entirety of Japan, but Apple also provides this information by prefecture; therefore, we could have extended our analyses to affected prefectures such as Tokyo, Osaka, and Hokkaido.

Third, it should be highlighted that Apple data show the proportions of users leaving their residences, but the data do not directly reflect numbers or rates of contacts; in other words, Apple data show no intensity of respective contacts. In fact, the measurements of contact intensity are difficult, but we consider meeting this challenge as a future research objective.

Fourth, although Apple data were better than those from other sources, Apple users might be limited to a particular population of young or healthy people, whereas information from NTT or JR might not be limited to those users. Thus, combining Apple data with data from these other sources might yield better results than those from this study, although these data have some disadvantages compared with the Apple data. Assessing and overcoming such limitations are challenges for future research efforts.

**Conclusions**

We demonstrated that mobility data from Apple Inc are useful for short-term prediction of $R(t)$. Specifically, we determined that reducing trips from home by 11% was sufficient to maintain $R(t)<1$. We should examine the Apple data carefully to evaluate the effects of countermeasures.
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Telehealth Demand Trends During the COVID-19 Pandemic in the Top 50 Most Affected Countries: Infodemiological Evaluation

Abstract

Background: The COVID-19 pandemic has led to urgent calls for the adoption of telehealth solutions. However, public interest and demand for telehealth during the pandemic remain unknown.

Objective: We used an infodemiological approach to estimate the worldwide demand for telehealth services during COVID-19, focusing on the 50 most affected countries and comparing the demand for such services with the level of information and communications technology (ICT) infrastructure available.

Methods: We used Google Trends, the Baidu Index (China), and Yandex Keyword Statistics (Russia) to extract data on worldwide and individual countries’ telehealth-related internet searches from January 1 to July 7, 2020, presented as relative search volumes (RSV; range 0-100). Daily COVID-19 cases and deaths were retrieved from the World Health Organization. Individual countries’ ICT infrastructure profiles were retrieved from the World Economic Forum Report.

Results: Across the 50 countries, the mean RSV was 18.5 (SD 23.2), and the mean ICT index was 62.1 (SD 15.0). An overall spike in worldwide telehealth-related RSVs was observed from March 11, 2020 (RSV peaked to 76.0), which then tailed off in June-July 2020 (mean RSV for the period was 25.8), but remained higher than pre-March RSVs (mean 7.29). By country, 42 (84%) manifested increased RSVs over the evaluation period, with the highest observed in Canada (RSV=100) and the United States (RSV=96). When evaluating associations between RSV and the ICT index, both the United States and Canada demonstrated high RSVs and ICT scores (≥70.3). In contrast, European countries had relatively lower RSVs (range 3.4-19.5) despite high ICT index scores (mean 70.3). Several Latin American (Brazil, Chile, Colombia) and South Asian (India, Bangladesh, Pakistan) countries demonstrated relatively higher RSVs (range 13.8-73.3) but low ICT index scores (mean 44.6), indicating that the telehealth demand outstrips the current ICT infrastructure.

Conclusions: There is generally increased interest and demand for telehealth services across the 50 countries most affected by COVID-19, highlighting the need to scale up telehealth capabilities, during and beyond the pandemic.

(JMIR Public Health Surveill 2021;7(2):e24445)  doi:10.2196/24445
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Introduction

COVID-19 was formally declared a pandemic by the World Health Organization (WHO) on March 11, 2020. As of September 7, the WHO has reported over 27 million cases, with a cumulative mortality rate of 3.26% [1]. In the context of infectious disease outbreaks such as the current COVID-19 pandemic, concerns regarding the overloading of health care facilities, coupled with the need to minimize patient and health care provider exposure in hospital care settings have led to calls for a shift from the traditional patient-physician face-to-face physical consultations to telehealth-based remote clinical services [2-6]. However, the magnitude of this major shift in health care management has yet to be evaluated. Public interest in and potential demand for telehealth services are relatively unknown [7,8]. This information gap poses challenges for health care providers to redesign strategies, institute new policies, and restructure manpower and infrastructure to address a potential “new wave” of clinical needs.

Infodemiology is a rapidly growing field of methodology in health informatics, which study trends in online search behavior and internet activity [9,10]. These methods provide new insights on population behavior and health-related phenomena, particularly during infectious disease outbreaks [11-13]. Google Trends (GT) and the Baidu Index are examples of infodemiological tools that researchers have used to analyze temporal and geographical trends in relative search volume (RSV) on the internet, with GT being the most prolific among published reports [14-16]. These tools have the additional advantage of providing real-time data, reflecting the immediate changes in population behavior in response to real-world events [9,10]. In the current climate of the COVID-19 pandemic, these tools have recently been used to investigate the overall public interest in COVID-19 [17], public fear of COVID-19 symptoms [18], and changes in behavioral attitudes toward activities such as social distancing and hand washing [19].

A recent paper by Hong et al [2] utilized a similar infodemiological approach to describe the increase in telehealth-related search volumes in the United States, up to March 2020. Building upon this work, we further broadened our current investigation toward a global perspective and extended the evaluation period beyond the initial wave of COVID-19 to include postlockdown periods and the reopening of countries’ economy, society, and health care systems.

To provide a broader understanding of the current global interest and demand for telehealth, we used an infodemiological approach to investigate internet RSV as a proxy for public interest and demand for telehealth services in the 50 countries most affected by COVID-19. We described trends in telehealth-related RSVs across these countries over a 6-month period, spanning from the start of the pandemic to each country’s lockdowns and their subsequent reopening. Finally, we compared the demand for telehealth with the level of information and communications technology (ICT) infrastructure for each country. These findings may provide valuable information for policy makers and health care providers to better cater to the new demands for telehealth services during COVID-19, and into the post–COVID-19 new normal.

Methods

Retrieving COVID-19 Key Dates and Confirmed Case Numbers

Real-world data on daily confirmed COVID-19 cases and deaths were retrieved on July 9, 2020, from the WHO’s COVID-19 dashboard from January 1, 2020, until July 7, 2020 [1]. Worldwide data, as well as individual country-level data for the 50 countries with the highest cumulative confirmed COVID-19 case numbers (as of July 7, 2020), were also retrieved. Key dates of the COVID-19 pandemic were retrieved from the WHO’s COVID-19 timeline and news reports of regional COVID-19–related events [20,21].

Retrieving Data From GT and Other Country-Specific Search Query Databases

GT provides data on volumes and patterns in online search behaviors of internet users [15]. It tracks keyword search queries that users enter into the Google search engine and presents information on the search query according to the specified time period and geographical location [22]. The search volume results are normalized and presented as an RSV index, wherein each data point is divided by the total searches performed in a specified geography within a given time range to provide relative comparisons [22]. The resulting output ranges from 0 to 100, with 100 indicating the maximum search interest in the selected time period and location. To comprehensively capture trends in online search behavior and infectious burden over an extended period, daily worldwide and country-specific GT data were retrieved over the first 6 months of the outbreak, from January 1 to July 7, 2020.

In addition to GT, the Baidu Index and the Yandex Wordstat Keyword Statistics Service were used to retrieve data on search queries in China and Russia, respectively. Baidu and Yandex are the predominant search engines used in China and Russia, respectively [14,23]. To facilitate direct visualization and comparisons with the RSV index obtained from GT, data from the Baidu Index and Yandex were similarly scaled to range from 0 to 100 [18]. In this work, total-RSV denotes the cumulative RSVs over the entire evaluation period, while average RSV represents an RSV value that was averaged over a specified period (eg, pre– or post–COVID-19 period; further descriptions are provided below).

Keyword Selection

For the GT analysis, we followed the detailed methodology described by Mavragani et al [10] for our keyword selection. First, different permutations of search terms and topics related to “telehealth” and “telemedicine” were searched to understand overarching trends in worldwide interest and to optimize keyword search combinations. We then conducted worldwide and country-specific GT searches using a baseline combination of English, Spanish, Russian, and French translations (chosen from the list of most commonly spoken languages worldwide) [24], in addition to translations in the native or official language.
of that particular country. Mandarin Chinese is the second most spoken language in the world [24] but was not included in the baseline search combination since the majority of native Mandarin Chinese speakers reside in China and do not use Google as their main internet search tool. For the Baidu and Yandex search indexes, a combination of keywords in Mandarin Chinese (both traditional and simplified) and Russian, respectively, were used. The detailed keyword search strategy can be found in Table S1 in Multimedia Appendix 1.

**Retrieval of Additional Telehealth-Related National Indicators**

Data regarding the key dates of major public health responses such as lockdowns for each country were obtained from internet sources and news reports [25-27]. In addition, ICT data from the ICT adoption pillar of the Global Competitiveness Index 4.0 framework were obtained from the World Economic Forum Global Competitiveness Report 2019 and used to compare ICT level across countries [28]. The extracted ICT adoption index (ICT index) scores range from 0 to 100 (highest), wherein a higher score represents greater levels of networked infrastructure and higher regional usage and access to such infrastructure. Additional country-specific indices including GDP (gross domestic product) per capita (US), literacy rates, and World Bank regional income groups were obtained from the World Bank DataBank [29].

As a proxy measure of the existing telehealth capacity of the respective countries, the Crunchbase (CB) [30] and CB Insights (CBI) [31] business analytic platforms were used to search for the prevalence of prominent telehealth providers within each of the 50 countries, and was used to define a CB/CBI score.

**Analysis**

First, to provide a more accurate observation of underlying trends and eliminate short-term fluctuations in data, the time trends for telehealth-related RSVs were smoothened by 7-day rolling intervals [32]. For countries with lower total-RSVs (<5), 14-day interval smoothing was used instead, as these countries are more susceptible to daily fluctuations (thus more “noise” in the trend data). Having a longer smoothing interval helps to minimize errors in estimations caused by these fluctuations over a short period. The RSVs were then plotted against daily COVID-19 confirmed cases and deaths (two separate Y axes), both worldwide and for each of the 50 countries.

Mean (SD) and median (IQR) values were used to provide summary statistics for key country parameters including total-RSVs, COVID-19 cases and deaths, and ICT indexes. The Pearson and Spearman correlation tests (when applicable) were used to further investigate associations between key parameters. The kurtosis/skewness and Shapiro-Wilk tests were used to determine normality of data distribution. P values of <.05 were considered as statistically significant.

The lockdown periods for each country were incorporated along with two key dates for reference—January 23, 2020, when China first imposed a lockdown in Hubei Province, and March 11, 2020, when the WHO declared COVID-19 a global pandemic. When evaluating changes in average RSV levels in the pre- and post–COVID-19 periods (ie, RSVs averaged over the period before and after COVID-19, respectively), we defined these periods based on the landmark date of March 11, 2020 (the WHO’s COVID-19 pandemic declaration), except for China, where the pre–COVID-19 period was defined as before January 23, 2020. The ratios of the average pre– and post–COVID-19 RSV levels for each country were then calculated.

Lastly, bubble plots were used to illustrate the relationships between the total-RSVs of individual countries and various telehealth-related national indicators (GDP per capita [US], literacy rates, the ICT index, and the CB/CBI score). Countries were grouped and color-coded according to World Bank regional classifications. All analyses and visualizations were conducted using Python (Python Software Foundation, version 3.7.4).

**Results**

Characteristics of the 50 countries, including the number of COVID-19 cases and deaths, telehealth-related RSVs, and ICT index values, are presented in **Table 1**. Across the 50 countries, the mean total-RSV was 18.5 (SD 23.2; median 9.20, IQR 5.75–18.68), and the mean ICT index score was 62.1 (SD 15.0; median 64.5, IQR 51.2–72.5). Figure 1 (top) shows a geographic choropleth map of the telehealth-related GT RSVs. North American countries had the highest total-RSVs (RSV=100 in Canada and RSV=96.6 in the United States). Within Europe, Switzerland (RSV=19.5) and Portugal (RSV=16.1) had the highest total-RSVs. For Latin America and the Caribbean region, Chile (RSV=74.7) and Ecuador (RSV=69.0) had the highest total-RSVs. Likewise, the United Arab Emirates (RSV=40.2) scored the highest for the Middle East, South Africa (RSV=12.6) for sub-Saharan Africa, Bangladesh (RSV=41.4) for South Asia, and Singapore (RSV=41.4) for East Asia. Similarly, Figure 1 (bottom row) demonstrates geographic choropleth maps by the number of COVID-19 confirmed cases and deaths, respectively. Overall, among the evaluated countries, there were fair correlations between total-RSVs and COVID–19 cases (Pearson \( r=0.46, P<.001 \); Spearman \( p=0.29, P=.04 \)) and deaths (\( r=0.39, P=.005; p=0.17, P=.25 \)) (**Figure 2**).
Table 1. Key COVID-19 and telehealth-related parameters for the top 50 countries most affected by the pandemic.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Country</th>
<th>COVID-19 cases&lt;sup&gt;a&lt;/sup&gt;, n</th>
<th>COVID-19 deaths&lt;sup&gt;a&lt;/sup&gt;, n</th>
<th>Total-RSVs&lt;sup&gt;b&lt;/sup&gt;</th>
<th>ICT&lt;sup&gt;c&lt;/sup&gt; adoption index</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>United States</td>
<td>2,877,238</td>
<td>129,643</td>
<td>96.6</td>
<td>74.35</td>
</tr>
<tr>
<td>2</td>
<td>Brazil</td>
<td>1,603,055</td>
<td>64,867</td>
<td>29.9</td>
<td>58.06</td>
</tr>
<tr>
<td>3</td>
<td>India</td>
<td>719,665</td>
<td>20,160</td>
<td>13.8</td>
<td>32.11</td>
</tr>
<tr>
<td>4</td>
<td>Russia</td>
<td>694,230</td>
<td>10,494</td>
<td>10.3&lt;sup&gt;d&lt;/sup&gt;</td>
<td>77.03</td>
</tr>
<tr>
<td>5</td>
<td>Peru</td>
<td>302,718</td>
<td>10,589</td>
<td>46.0</td>
<td>45.70</td>
</tr>
<tr>
<td>6</td>
<td>Chile</td>
<td>298,557</td>
<td>6384</td>
<td>74.7</td>
<td>63.13</td>
</tr>
<tr>
<td>7</td>
<td>United Kingdom</td>
<td>285,772</td>
<td>44,236</td>
<td>9.2</td>
<td>72.99</td>
</tr>
<tr>
<td>8</td>
<td>Mexico</td>
<td>256,848</td>
<td>30,639</td>
<td>6.9</td>
<td>55.03</td>
</tr>
<tr>
<td>9</td>
<td>Spain</td>
<td>251,789</td>
<td>28,388</td>
<td>6.9</td>
<td>78.21</td>
</tr>
<tr>
<td>10</td>
<td>Iran</td>
<td>243,051</td>
<td>11,731</td>
<td>4.6</td>
<td>50.85</td>
</tr>
<tr>
<td>11</td>
<td>Italy</td>
<td>241,819</td>
<td>34,869</td>
<td>9.2</td>
<td>64.49</td>
</tr>
<tr>
<td>12</td>
<td>Pakistan</td>
<td>234,509</td>
<td>4839</td>
<td>34.5</td>
<td>25.21</td>
</tr>
<tr>
<td>13</td>
<td>Saudi Arabia</td>
<td>213,716</td>
<td>1968</td>
<td>13.8</td>
<td>69.30</td>
</tr>
<tr>
<td>14</td>
<td>Turkey</td>
<td>206,844</td>
<td>5241</td>
<td>5.7</td>
<td>57.82</td>
</tr>
<tr>
<td>15</td>
<td>South Africa</td>
<td>205,721</td>
<td>3310</td>
<td>12.6</td>
<td>49.67</td>
</tr>
<tr>
<td>16</td>
<td>Germany</td>
<td>196,944</td>
<td>9024</td>
<td>5.7</td>
<td>69.98</td>
</tr>
<tr>
<td>17</td>
<td>Bangladesh</td>
<td>165,618</td>
<td>2096</td>
<td>41.4</td>
<td>39.14</td>
</tr>
<tr>
<td>18</td>
<td>France</td>
<td>159,568</td>
<td>29,831</td>
<td>5.7</td>
<td>73.66</td>
</tr>
<tr>
<td>19</td>
<td>Colombia</td>
<td>117,110</td>
<td>4064</td>
<td>32.2</td>
<td>49.89</td>
</tr>
<tr>
<td>20</td>
<td>Canada</td>
<td>105,536</td>
<td>8684</td>
<td>100.0</td>
<td>70.29</td>
</tr>
<tr>
<td>21</td>
<td>Qatar</td>
<td>100,345</td>
<td>133</td>
<td>13.8</td>
<td>83.78</td>
</tr>
<tr>
<td>22</td>
<td>China</td>
<td>85,345</td>
<td>4648</td>
<td>52.9&lt;sup&gt;e&lt;/sup&gt;</td>
<td>78.49</td>
</tr>
<tr>
<td>23</td>
<td>Argentina</td>
<td>77,815</td>
<td>1523</td>
<td>11.5</td>
<td>57.99</td>
</tr>
<tr>
<td>24</td>
<td>Egypt</td>
<td>76,222</td>
<td>3422</td>
<td>9.2</td>
<td>40.57</td>
</tr>
<tr>
<td>25</td>
<td>Sweden</td>
<td>73,061</td>
<td>5433</td>
<td>3.42</td>
<td>87.78</td>
</tr>
<tr>
<td>26</td>
<td>Indonesia</td>
<td>64,958</td>
<td>3241</td>
<td>5.7</td>
<td>55.37</td>
</tr>
<tr>
<td>27</td>
<td>Belarus</td>
<td>63,804</td>
<td>429</td>
<td>4.6</td>
<td>—&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>28</td>
<td>Ecuador</td>
<td>62,380</td>
<td>4821</td>
<td>69.0</td>
<td>47.62</td>
</tr>
<tr>
<td>29</td>
<td>Iraq</td>
<td>62,275</td>
<td>2567</td>
<td>0</td>
<td>—</td>
</tr>
<tr>
<td>30</td>
<td>Belgium</td>
<td>62,058</td>
<td>9774</td>
<td>3.4</td>
<td>67.02</td>
</tr>
<tr>
<td>31</td>
<td>United Arab Emirates</td>
<td>52,068</td>
<td>324</td>
<td>40.2</td>
<td>91.87</td>
</tr>
<tr>
<td>32</td>
<td>Netherlands</td>
<td>50,602</td>
<td>6119</td>
<td>8.0</td>
<td>76.29</td>
</tr>
<tr>
<td>33</td>
<td>Kuwait</td>
<td>50,644</td>
<td>373</td>
<td>0</td>
<td>69.57</td>
</tr>
<tr>
<td>34</td>
<td>Ukraine</td>
<td>49,607</td>
<td>1283</td>
<td>5.7</td>
<td>51.85</td>
</tr>
<tr>
<td>35</td>
<td>Kazakhstan</td>
<td>49,683</td>
<td>264</td>
<td>6.9</td>
<td>67.99</td>
</tr>
<tr>
<td>36</td>
<td>Oman</td>
<td>47,735</td>
<td>218</td>
<td>0</td>
<td>58.11</td>
</tr>
<tr>
<td>37</td>
<td>Philippines</td>
<td>46,333</td>
<td>1303</td>
<td>31.0</td>
<td>49.69</td>
</tr>
<tr>
<td>38</td>
<td>Singapore</td>
<td>44,983</td>
<td>26</td>
<td>41.4</td>
<td>87.11</td>
</tr>
<tr>
<td>39</td>
<td>Portugal</td>
<td>44,129</td>
<td>1620</td>
<td>16.1</td>
<td>71.24</td>
</tr>
<tr>
<td>40</td>
<td>Panama</td>
<td>38,149</td>
<td>747</td>
<td>13.8</td>
<td>50.06</td>
</tr>
<tr>
<td>41</td>
<td>Bolivia</td>
<td>39,297</td>
<td>1434</td>
<td>12.6</td>
<td>51.45</td>
</tr>
<tr>
<td>Rank</td>
<td>Country</td>
<td>COVID-19 cases(^a), n</td>
<td>COVID-19 deaths(^a), n</td>
<td>Total-RSVs(^b)</td>
<td>ICT(^c) adoption index</td>
</tr>
<tr>
<td>------</td>
<td>------------------</td>
<td>--------------------------</td>
<td>--------------------------</td>
<td>------------------</td>
<td>-------------------------</td>
</tr>
<tr>
<td>42</td>
<td>Dominican Republic</td>
<td>38,128</td>
<td>804</td>
<td>10.3</td>
<td>51.79</td>
</tr>
<tr>
<td>43</td>
<td>Poland</td>
<td>36,155</td>
<td>1521</td>
<td>9.2</td>
<td>65.41</td>
</tr>
<tr>
<td>44</td>
<td>Afghanistan</td>
<td>33,384</td>
<td>920</td>
<td>0</td>
<td>—</td>
</tr>
<tr>
<td>45</td>
<td>Switzerland</td>
<td>32,230</td>
<td>1685</td>
<td>19.5</td>
<td>78.58</td>
</tr>
<tr>
<td>46</td>
<td>Israel</td>
<td>30,055</td>
<td>331</td>
<td>9.2</td>
<td>67.56</td>
</tr>
<tr>
<td>47</td>
<td>Bahrain</td>
<td>29,821</td>
<td>98</td>
<td>0</td>
<td>67.19</td>
</tr>
<tr>
<td>48</td>
<td>Nigeria</td>
<td>29,286</td>
<td>654</td>
<td>10.3</td>
<td>33.39</td>
</tr>
<tr>
<td>49</td>
<td>Armenia</td>
<td>29,285</td>
<td>503</td>
<td>0</td>
<td>62.02</td>
</tr>
<tr>
<td>50</td>
<td>Romania</td>
<td>29,223</td>
<td>1768</td>
<td>9.2</td>
<td>72.01</td>
</tr>
</tbody>
</table>

\(^a\)COVID-19 case and death numbers as of July 7, 2020.

\(^b\)RSV: relative search volume. Total-RSVs were calculated over the evaluation period from January 1 to July 7, 2020.

\(^c\)ICT: information and communications technology.

\(^d\)For Russia, the RSV value reflects search volumes as measured by GT only. Mean search volumes based on Yandex was 44.3 but was not listed in the table.

\(^e\)For China, the RSV value reflects the mean RSV as measured by the Baidu Index. GT was not applicable for China.

\(^f\)Not available.

**Figure 1.** Global choropleth map comparing telehealth-related relative search volumes (RSVs) (top), real-world COVID-19 confirmed cases (bottom left), and real-world COVID-19 confirmed deaths (bottom right).
Figure 2. Correlation between total telehealth-related relative search volumes (RSVs) against total COVID-19 cases (left) and deaths (right) per country.

Figure 3 depicts the overall worldwide trends in telehealth-related RSVs during the study period, on a backdrop of accumulated COVID-19 cases and deaths. A surge in RSV levels can be observed from March 11, 2020, the date when the WHO officially declared the COVID-19 outbreak a pandemic, and culminates with an observed peak (RSV=76.0) in telehealth-RSV levels on March 24, 2020, with more than 10 times the pre–COVID-19 levels (mean 7.29). RSV levels then tailed off in June-July 2020 (mean 25.8) but still remained higher than pre–COVID-19 levels. For comparison, another curve representing RSVs for a search of “coronavirus” (in blue) was plotted alongside the telehealth-RSV curve (in red). The coronavirus-related RSVs demonstrated a similar trend—a sharp spike near March 11 and peaking on March 18.

Country-specific telehealth-RSV levels during the study period were similarly plotted in Multimedia Appendix 2. In total, 42 (84%) of the evaluated countries manifested spikes in telehealth-RSV levels over the evaluation period. When comparing the average pre– and post–COVID-19 RSV levels across these 42 countries, RSV levels increased by an average of 4.07 (SD 3.23) times post COVID-19 (Table S2, Multimedia Appendix 1). The remaining 8 countries were from Central Asia (Armenia) and the Middle East (Iran, Belarus, Iraq, Kuwait, Oman, Afghanistan, Bahrain), and had either no RSVs or no observable increased trends.

Of the 42 countries with increases in RSVs, the United States and Canada had the highest total-RSVs, showing sharp increases...
in telehealth-RSV levels during early March, peaking in mid to late March, before decreasing and eventually plateauing to levels that were still higher than pre–COVID-19 levels (Multimedia Appendix 2). Compared to pre–COVID-19 levels, the average RSV levels increased by 5.83 times in the United States and by 2.69 times in Canada (Table S2, Multimedia Appendix 1). The remaining 40 countries also displayed increases in RSV levels over the evaluation period, albeit with less prominent spikes compared to the United States and Canada. These countries often approached peak RSVs more gradually over a longer period of months. These countries can be further subdivided into two categories based on the magnitude of RSV increases (Table S2, Multimedia Appendix 1). The first group observed large increases in average RSV levels (≥2.5 times increase compared to pre–COVID-19 levels; n=24). This group consisted largely of countries from Latin America (Brazil, Peru, Chile, Colombia, Argentina, Ecuador), South Asia (India, Bangladesh, Pakistan), East Asia (China, Indonesia, the Philippines), the Middle East (Saudi Arabia, Qatar, Egypt), and several European countries (Russia, Spain, Italy, Turkey, Romania, Ukraine). The second group of countries experienced smaller increases in average RSV levels compared to pre–COVID-19 levels (between 1 to 2.5 times; n=16), and largely comprised the United Kingdom, Germany, France, Netherlands, Portugal, Poland, Sweden, Belgium, Switzerland, Singapore, and Israel (Table S2, Multimedia Appendix 1). For most of these 40 countries, increases in RSV levels began in early March, either alongside or preceeding the rise in local COVID-19 case numbers, with the exception of China where the increase in Baidu RSVs was observed earlier during late January.

Figure 4 illustrates the relationship between telehealth total-RSVs and ICT index values across the evaluated countries. There was no significant correlation between RSVs and ICT scores ($r=0.11$, $P=.45$; $\rho=-0.08$, $P=.59$). However, broad clustering patterns among countries in similar regions can be observed. By using the mean RSV value (horizontal dashed line) and mean ICT index (vertical dashed line), we visually divided the plot into 4 quadrants and observed that the United States and Canada occupy the top right quadrant, with high total-RSVs (≥296.6) and ICTs (≥270.3). The United Arab Emirates and Singapore were also in the top right quadrant, with similarly high total-RSVs (40.2 and 41.4, respectively) and ICT scores (91.9 and 87.1, respectively). In contrast, while European countries generally had high ICT scores (range 51.9-87.8), they had lower total-RSVs (range 3.4-19.5). Latin American countries generally occupied a cluster near the middle of the bubble plot, with moderate levels of total-RSVs (6.9-74.7) and moderate ICT scores (45.7-63.1). On the other hand, South Asian countries generally had moderate to moderate-high total-RSVs (13.8-41.4), despite their low ICT scores (≤39.1). Similarly, Figures S2 and S3 in Multimedia Appendix 1 illustrate the relationship between telehealth-RSVs with (1) the relative literacy rate and (2) the GDP per capita across the 50 countries. Similar clustering patterns of countries (as in the ICT evaluation) were observed.

Figure 3. Worldwide time trends for telehealth-related relative search volumes (RSVs) (red) against daily COVID-19 cases (left) and deaths (right). The x axis represents time in individual days from January 1 to July 7, 2020. The left and right y axes represent Google Trends RSVs and COVID-19 cases or deaths, respectively. Blue and red trendlines represent “coronavirus” and telehealth-RSVs, respectively. Teal vertical bars represent daily COVID-19 cases or deaths. Black vertical lines represent two key dates: the start of the Hubei Province lockdown (January 23, 2020) and the declaration of COVID-19 as a pandemic by the World Health Organization (WHO) on March 11, 2020.
Figure 4. Relationship between telehealth-related relative search volumes (RSVs) versus information and communications technology (ICT) adoption index across the 50 countries most affected by COVID-19. Each country is represented as a data point and color-coded according to its World Bank region. The size of each plot reflects the accumulated total COVID-19 case numbers (as of July 7, 2020). The x axis represents the ICT adoption index, while the y axis represents the scaled (log) RSVs for each country. Vertical and horizontal dashed lines represent the mean values for the x and y axes, respectively. China and countries where RSV=0 (Google Trends) were not included in the plot.

Discussion

Principal Findings

In this study, we used data from GT, the Baidu Index, and Yandex Keyword Statistics to evaluate trends in telehealth demand during the first 6 months of the COVID-19 pandemic. To our knowledge, this is the first study to apply an infodemiological approach to investigate the potential public demand for telehealth in the 50 countries most affected by COVID-19. Our study further unraveled trends of demands alongside key COVID-19 events and varying levels of ICT infrastructure. Our findings suggest a general trend of increased demand for telehealth services across the evaluated countries during the COVID-19 pandemic. This trend was largely sustained beyond the initial wave, country lockdown periods, and subsequent reopenings. Our results suggest an ongoing and possible increased interest in telehealth services in the future as we enter a post–COVID-19 new normal phase. We also observed that current ICT infrastructure in several developing countries may lag behind this surging demand for telehealth. Our findings collectively indicate a pressing need to scale up telehealth capabilities in response to this growth in telehealth demand.

Most other countries had less well-defined but observable increases in RSVs. Interestingly, in many countries, RSV trends over time did not closely follow local COVID-19 case and death counts. However, RSVs often increased in early March, suggesting that the global announcement by the WHO on March 11, 2020, possibly had a great impact on the public’s change in behavior to seek for telehealth options. Other studies investigating COVID-19–related search trends have reported that increases in RSVs often preceded local COVID-19 cases and deaths [17,33]. It has been suggested that RSV trends tend to change in response to particular “index events” [18]. For instance, Rovetta et al [33] reported that significant increases in COVID-19–related RSVs were only observed after the WHO’s COVID-19 pandemic announcement and the imposition of strict social distancing rules by governments.

Our study also found fair correlations between total-RSVs and a country’s COVID-19 cases and deaths. We posit two possible explanations for this. First, larger numbers of COVID-19 cases and deaths could result in increased risk perception in the general population, thus driving greater interest in telehealth to minimize risk exposures. This is in line with other studies that have also reported that changes in search volumes toward other risk-minimizing activities, such as social distancing, hand washing, and face mask wearing, corresponded with increases in COVID-19 cases [19,33]. Another potential explanation would be that the increase in telehealth-related RSVs reflected actual needs of affected patients. The timing of the RSV spikes for each country often preceded the actual spike in COVID-19 cases, suggesting that changes in search activity were probably
more likely due to changes in public perception as the pandemic situation evolved. Nevertheless, further real-world investigations in the form of custom-designed questionnaires would be needed to further elucidate this aspect.

The bubble plots presented in this report further investigated the relationships between total-RSVs and various telehealth-related indices (ICT index, GDP per capita, literacy rates). These indices were evaluated as proxies for the capacity of a country to adopt and operationalize new telehealth services [34-36]. The clustering patterns observed in Figure 4 and Figures S2-S4 in Multimedia Appendix 1 may enable the classification of regions or countries based on their relative demands and capacity for telehealth services. For example, regions with the potential for rapid growth and adoption of telehealth are those with higher literacy levels, better ICT infrastructure, and higher RSVs (Figure S4, Multimedia Appendix 1). These countries include Argentina, Chile, Qatar, the United Arab Emirates, Saudi Arabia, and Singapore [37]. On the other hand, countries such as Colombia, Peru, Ecuador, Bangladesh, Pakistan, and the Philippines demonstrated growing interest in telehealth (moderate to high RSVs) but are limited by existing ICT capability (low to moderate ICT index).

Despite high ICT indexes and strong existing telehealth capacity (high CB/CBI scores; Figure S4, Multimedia Appendix 1) in a majority of European countries [38], the RSVs of these countries were relatively low compared to other developed western countries such as Canada and the United States. This observation may be explained by the availability and easy accessibility of existing telehealth services, which may also impact the population’s information-seeking behavior. For instance, in European countries that are at a more advanced stage of telehealth adoption, telehealth awareness and literacy may already be present, and patients may be directly seeking telehealth services from providers instead of conducting online queries in search engines [38]. Other factors that may also influence search volumes include different models of health care systems. For example, patients in the United Kingdom may contact their general practitioner or seek online consultations readily and directly through the NHS App [39]. Public health communications play a role as well. Sweden, for instance, contrarily downplayed the significance of the pandemic [40], eschewing lockdown measures, which may also explain why Sweden had the lowest RSVs among the evaluated European countries [40,41].

Our study offers useful insights into the short- and medium-term trends in telehealth demand in response to the COVID-19 pandemic. The trend of sustained increase observed in the Baidu Index RSV in China provides preliminary indications that telehealth demand will likely remain higher than in the pre–COVID-19 era. This trend is especially likely given that China can be considered to have entered its post–COVID-19 recovery phase, with minimal new cases reported over the last 3 months of our study period. On the other hand, given the resurgence of second or third waves of COVID-19 in several countries in recent months [1,42], it is foreseeable that telehealth demand may surge yet again or remain higher than the pre–COVID-19 period. Nonetheless, to better ascertain the long-term impact of COVID-19 on telehealth interest, further evaluation over a longer period is required.

Strengths and Limitations

The key strengths of our study include our unique infoveillance approach to evaluate the public demand for telehealth services, capturing real-time responses to key COVID-19 pandemic events [11,16,43]. Second, our study provided extensive coverage of the 50 most affected countries worldwide, and evaluated these countries over a long duration (6 months), thus providing more concrete insights on trends. Third, we also included the additional use of the Baidu Index and Yandex Keyword Statistics to further investigate RSVs in China and Russia. The high degree of correlation between GT and Yandex Keyword Statistics for RSVs in Russia ($r=0.875$, $P<.001$) further confers a degree of reliability to our results.

This study also has a few limitations. First, it should be acknowledged that infodemiological approaches can only serve as a proxy for estimating the true demand for telehealth services. Second, as suggested earlier, although search engines provide a good catchment of overall interest, there may be alternative channels for the public to seek health care–related information, including their general practitioners, insurance services, or directly from telehealth service providers. In addition, it should also be acknowledged that it is not possible to include all terms utilized by internet users to search for information on telehealth. Third, not all countries use Google as their primary search engine. Hence, using GT as a main proxy for overall demand when comparing across countries may be subjected to bias for some countries. Fourth, overall RSV trends may be confounded by different sampling profiles between countries, wherein factors including education and internet access may skew the representativeness of the RSV samples for each country. Additionally, infodemiology platforms such as GT and the Baidu Index present data as normalized RSVs rather than as absolute search counts, thus limiting direct comparisons of RSV data extracted from different sources of search engines [10]. Fifth, to reduce subjectivity, across all included countries (except for China), we standardized the definition of the post–COVID-19 period based on the date when the WHO declared COVID-19 as a global pandemic. Although it might have been ideal to individually quantify each country’s pre– and post–COVID-19 periods, it was difficult to do so, considering each country had a different community transmission trajectory. Furthermore, changes in search volumes were often in response to not just local events (lockdowns, local increases in COVID-19 cases, etc) but also global events such as the WHO’s pandemic announcement. Lastly, to better ascertain the long-term impact of COVID-19 on telehealth interest, further evaluation over a longer period is required.

Conclusion

Telehealth is a major health technology solution that has gained further traction during the COVID-19 pandemic. We identified increased demand for telehealth services across the 50 countries most affected by COVID-19. We also found indications that several developing countries may still have suboptimal ICT infrastructure to cope with this surge in telehealth demand. These findings underscore a pressing need for policy makers

http://publichealth.jmir.org/2021/2/e24445/
and health care providers to scale up telehealth infrastructure and capability, during and beyond COVID-19.
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Abstract

Background: The COVID-19 pandemic is a rapidly growing outbreak, the future course of which is strongly determined by people’s adherence to social distancing measures.

Objective: The objective of this study was to determine the knowledge level, attitudes, and practices of the Iranian population in the context of COVID-19.

Methods: A nationwide study was conducted from March 24 to April 3, 2020, whereby data were collected via an online self-administered questionnaire.

Results: Responses from 12,332 participants were analyzed. Participants’ mean knowledge score was 23.2 (SD 4.3) out of 30. Most participants recognized the cause of COVID-19, its routes of transmission, its symptoms and signs, predisposing factors, and prevention measures. Social media was the leading source of information. Participants recognized the dangers of the situation and felt responsible for following social distancing protocols, as well as isolating themselves upon symptom presentation. Participants’ mean practice score was 20.7 (SD 2.2) out of 24. Nearly none of the respondents went on a trip, and 92% (n=11,342) washed their hands before touching their faces.

Conclusions: Knowledge of COVID-19 among people in Iran was nearly sufficient, their attitudes were mainly positive, and their practices were satisfactory. There is still room for improvement in correcting misinformation and protecting people from deception. Iranians appear to support government actions like social distancing and care for their and others’ safety.

(JMIR Public Health Surveill 2021;7(2):e21415) doi:10.2196/21415
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Introduction

The COVID-19 pandemic is a rapidly growing outbreak that has resulted in more than 13 million reported cases worldwide, as of June 2020 [1]. In response to the evolving situation, physical distancing, school closures, and lockdown measures have been implemented in many countries to contain the outbreak and prevent the overburdening of health care systems. COVID-19 has short-term and long-term socioeconomic consequences affecting the health of communities, which are not yet fully understood [2]. Since the beginning, the spread of misinformation primarily via social media became a significant concern among health authorities. Therefore, the World Health Organization launched a webpage addressing misbeliefs via sharable media [3]. There have been unsafe or stigmatizing attitudes toward COVID-19 or patients affected by it. In addition, there have been reports on dangerous or irresponsible practices among people, which could put communities at risk.

Given the high transmissibility of COVID-19, many control measures have been implemented worldwide. Nevertheless, the future course of the pandemic is strongly determined by people’s
adherence to control measures [4], which highlights the essential role of proper knowledge, responsible attitudes, and safe practices [5].

Outbreak management requires people to follow social distancing measures, which occurs when people defer to health authorities due to proper knowledge, positive attitudes, and safe practices. Therefore, the educational needs of people should be addressed to provide training programs across the community, and their current knowledge level, attitudes, and practices need to be determined quickly, considering the rapid spread of COVID-19 [1]. The objective of this study was therefore to determine the level of knowledge, attitudes, and practices related to COVID-19 among the Iranian population via a rapid online survey.

**Methods**

This community-based national study was approved by the Ethical Committee of Shahid Beheshti University of Medical Sciences (IR.SBMU.RETECH.REC.1399.020). Participation was anonymous and voluntary.

**Setting and Sampling**

This survey was conducted from March 24 to April 3, 2020, in Iran. We collected data via an online self-administered questionnaire using Google Docs and circulated an online invitation post with a link to the questionnaire on popular social networks in Iran, including Telegram, Instagram, WhatsApp, Twitter, and LinkedIn. In the early days of the online circulation of the questionnaire, we requested medical students from all 31 provinces of Iran to send the invitation to others. Participants were Iranian adults who agreed to participate in the study and were currently living in Iran.

**Variables and the Questionnaire**

Variables included sociodemographic characteristics, knowledge about COVID-19, attitudes toward COVID-19, and practices during the pandemic. Sociodemographic characteristics included participants’ age, sex, ethnicity, literacy, marital status, number of living children, smoking status, knowing someone with COVID-19, and province of residence.

The knowledge section included questions about symptoms of COVID-19, signs, predisposing factors related to severe outcomes of COVID-19, statements on general knowledge, a self-evaluation of one’s level of knowledge, information sources, and one’s need for further training. The attitudes section included statements about participants’ attitudes toward COVID-19. In response to these statements, participants chose an item using a 5-point Likert scale. The practices section included questions about self-isolation and care seeking, preventive measures, use of face masks when leaving one’s home, handwashing, leaving town, and general practices related to COVID-19.

A panel of experts evaluated the content validity of the questionnaire. An item discrimination analysis was conducted for each scale to eliminate items deemed too tricky or easy. Factor analysis was performed for factor structure. Separate test-retest analyses were conducted over 2 weeks for the three scales of the questionnaire. The test-retest correlation for the knowledge scale was 0.86. The Kuder-Richardson-20 was used to prevent an overestimation of internal consistency and resulted in a coefficient of 0.85. The test-retest correlation for the attitudes scale was 0.87, and the coefficient alpha was .89. The test-retest correlation for the practice scale was 0.91, and the coefficient alpha was .92. The pilot survey was conducted on 50 men and 50 women, who were recruited online via the convenience sampling method.

**Data Analysis**

One point was awarded to each correct answer to score participants’ knowledge about COVID-19. To analyze participants’ attitudes, responses “I strongly agree” and “I agree” were combined to signify agreement; responses “I strongly disagree” and “I disagree” were combined to indicate disagreement. To analyze participants’ practices, 1 point was awarded for undertaking each correct measure or for not undertaking each wrong measure. For the key proportions using the exact binomial distribution, the 95% CI was reported. Categorical variables were analyzed via the chi-square test. For analyzing the differences between the means of two groups and or those of three or more groups, independent-sample *t* tests and one-way analysis of variance (ANOVA) were used, respectively. Statistical analyses were performed using SPSS (version 21, IBM Corp). A probability level of less than .05 was considered significant.

**Results**

Responses from 12,332 participants were analyzed. The mean age was 33.2 (SD 9.9) years and ranged from 18-88 years (women: 32.9 [SD 9.5] years; men: 33.5 [SD 10.8] years). As many as 6403 (51.9%) participants reported that they knew someone with COVID-19. Other sociodemographic characteristics are presented in Table 1.
Table 1. Sociodemographic characteristics of participants.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>7629 (61.9)</td>
</tr>
<tr>
<td>Male</td>
<td>4703 (38.1)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
</tr>
<tr>
<td>Never married</td>
<td>4502 (36.5)</td>
</tr>
<tr>
<td>Engaged</td>
<td>282 (2.3)</td>
</tr>
<tr>
<td>Married</td>
<td>7183 (58.2)</td>
</tr>
<tr>
<td>Divorced</td>
<td>296 (2.4)</td>
</tr>
<tr>
<td>Widowed</td>
<td>69 (0.6)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>Fars</td>
<td>7575 (61.4)</td>
</tr>
<tr>
<td>Turk/Azari</td>
<td>2417 (19.6)</td>
</tr>
<tr>
<td>Kurd</td>
<td>723 (5.8)</td>
</tr>
<tr>
<td>Lor</td>
<td>696 (5.6)</td>
</tr>
<tr>
<td>Other</td>
<td>921 (7.6)</td>
</tr>
<tr>
<td><strong>Literacy</strong></td>
<td></td>
</tr>
<tr>
<td>Illiterate</td>
<td>18 (0.1)</td>
</tr>
<tr>
<td>Primary school</td>
<td>449 (3.6)</td>
</tr>
<tr>
<td>Secondary school</td>
<td>518 (4.2)</td>
</tr>
<tr>
<td>High school diploma</td>
<td>2195 (17.8)</td>
</tr>
<tr>
<td>Associate degree</td>
<td>964 (7.8)</td>
</tr>
<tr>
<td>Bachelor</td>
<td>4962 (40.3)</td>
</tr>
<tr>
<td>Master</td>
<td>2262 (18.3)</td>
</tr>
<tr>
<td>PhD and higher</td>
<td>945 (7.7)</td>
</tr>
<tr>
<td>Hawzeh</td>
<td>19 (0.2)</td>
</tr>
</tbody>
</table>

Knowledge

**General Knowledge About COVID-19**

The majority of participants identified the cause of COVID-19, its routes of transmission, and the role of self-isolation (Table 2).

The mean knowledge score was 23.2 (SD 4.3; range 0-30), out of a total of 30 (77%). The mean knowledge score of those with high school diplomas or higher degrees was significantly higher compared to those with less education. No significant differences were observed between knowledge scores and participants’ age, sex, province of residence, marital status, number of children, smoking status, knowing someone with COVID-19, having a household member with COVID-19, having the disease themselves, or having a family member passing away due to COVID-19 (Table 3).
<table>
<thead>
<tr>
<th>Statement</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>&quot;It's true,&quot; n (%)</td>
<td>&quot;It's false,&quot; n (%)</td>
</tr>
<tr>
<td>COVID-19 is transmitted via respiratory droplets and infected surfaces.</td>
<td>12,140 (98.4)</td>
</tr>
<tr>
<td>Patients with COVID-19 and their close contacts should be quarantined &gt;14 days.</td>
<td>12,035 (97.6)</td>
</tr>
<tr>
<td>COVID-19 could be transmitted from an infected travel companion.</td>
<td>11,991 (97.2)</td>
</tr>
<tr>
<td>COVID-19 is caused by a virus.</td>
<td>11,959 (97.0)</td>
</tr>
<tr>
<td>There are still no medications available for COVID-19 prevention.</td>
<td>11,074 (89.8)</td>
</tr>
<tr>
<td>There is currently no specific treatment available for COVID-19.</td>
<td>11,009 (89.3)</td>
</tr>
<tr>
<td>Handwashing with water alone is not enough for disinfection.</td>
<td>9916 (80.4)</td>
</tr>
<tr>
<td>Solely using the hand dryer cannot kill the pathogen.</td>
<td>9093 (73.7)</td>
</tr>
<tr>
<td>Vaccination against pneumonia or influenza imposes no protection against COVID-19.</td>
<td>8956 (72.6)</td>
</tr>
<tr>
<td>Eating garlic does not kill the pathogen.</td>
<td>8269 (67.1)</td>
</tr>
<tr>
<td>COVID-19 is not transmitted via insects.</td>
<td>6762 (54.8)</td>
</tr>
<tr>
<td>Viruses in the Coronaviridae family can cause zoonotic diseases.</td>
<td>6242 (50.6)</td>
</tr>
<tr>
<td>Regularly rinsing nostrils with saline has a protective effect against COVID-19.</td>
<td>5789 (46.9)</td>
</tr>
<tr>
<td>Mouth washing has a protective effect against COVID-19.</td>
<td>3705 (30.0)</td>
</tr>
<tr>
<td>COVID-19 always has mild symptoms.</td>
<td>2763 (22.4)</td>
</tr>
<tr>
<td>Using air humidifiers could kill the agent at home.</td>
<td>2543 (21.4)</td>
</tr>
<tr>
<td>Hand rubbing with alcohol-based solutions is more effective than handwashing with soap.</td>
<td>1936 (15.7)</td>
</tr>
<tr>
<td>The cause of COVID-19 is the influenza virus.</td>
<td>1319 (10.7)</td>
</tr>
<tr>
<td>The severity of COVID-19 is always comparable to the common cold.</td>
<td>1265 (10.3)</td>
</tr>
<tr>
<td>People who recovered from COVID-19 will never get the disease again.</td>
<td>1129 (9.2)</td>
</tr>
<tr>
<td>Patients with COVID-19 cannot transmit the disease unless they have a fever.</td>
<td>1107 (8.9)</td>
</tr>
<tr>
<td>All patients with COVID-19 require hospital admission and treatment.</td>
<td>885 (7.1)</td>
</tr>
<tr>
<td>Taking a shower with hot water can kill the agent inside the body.</td>
<td>858 (7.0)</td>
</tr>
<tr>
<td>A person with no cough, fever, or dyspnea cannot carry the pathogen.</td>
<td>801 (6.5)</td>
</tr>
<tr>
<td>Children do not get COVID-19.</td>
<td>766 (6.2)</td>
</tr>
<tr>
<td>Going to a steam room or sauna can kill the agent inside the body.</td>
<td>599 (4.9)</td>
</tr>
<tr>
<td>Warming the upper airways with a blow dryer can kill the agent inside the body.</td>
<td>446 (3.6)</td>
</tr>
<tr>
<td>Drinking alcoholic beverages could kill the pathogen inside the body.</td>
<td>209 (1.7)</td>
</tr>
<tr>
<td>A person who recovered from COVID-19 does not need to follow prevention protocols.</td>
<td>78 (0.6)</td>
</tr>
</tbody>
</table>
Table 3. Determinants of the COVID-19 general knowledge score among participants.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Score (SD)</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>23.4 (4.1)</td>
<td>23.3-23.5</td>
</tr>
<tr>
<td>Male</td>
<td>22.8 (4.5)</td>
<td>22.7-22.9</td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;40 years</td>
<td>23.2 (4.2)</td>
<td>23.1-23.3</td>
</tr>
<tr>
<td>≥40 years</td>
<td>23.1 (4.4)</td>
<td>22.9-23.3</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>23.2 (4.2)</td>
<td>23.1-23.3</td>
</tr>
<tr>
<td>Never married</td>
<td>23.2 (4.3)</td>
<td>23.1-23.4</td>
</tr>
<tr>
<td>Divorced</td>
<td>23.1 (4.6)</td>
<td>22.6-23.6</td>
</tr>
<tr>
<td>Engaged</td>
<td>22.5 (5.0)</td>
<td>22.1-23.2</td>
</tr>
<tr>
<td>Widowed</td>
<td>21.5 (5.9)</td>
<td>19.8-22.6</td>
</tr>
<tr>
<td><strong>High school diploma</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>23.3 (4.2)</td>
<td>23.2-23.4</td>
</tr>
<tr>
<td>No</td>
<td>20.4 (5.4)</td>
<td>19.9-20.9</td>
</tr>
<tr>
<td><strong>Number of children</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>23.3 (4.3)</td>
<td>23.3-23.4</td>
</tr>
<tr>
<td>1</td>
<td>23.4 (4.1)</td>
<td>23.2-23.5</td>
</tr>
<tr>
<td>2</td>
<td>23.0 (4.2)</td>
<td>22.9-23.2</td>
</tr>
<tr>
<td>≥3</td>
<td>22.5 (4.9)</td>
<td>22.1-22.9</td>
</tr>
<tr>
<td><strong>Smoking</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>22.8 (4.6)</td>
<td>22.6-23.2</td>
</tr>
<tr>
<td>No</td>
<td>23.3 (4.2)</td>
<td>23.1-23.3</td>
</tr>
<tr>
<td>Former smoker</td>
<td>22.9 (4.4)</td>
<td>22.5-23.4</td>
</tr>
<tr>
<td><strong>Knowing someone with COVID-19</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>23.6 (4.1)</td>
<td>23.5-23.7</td>
</tr>
<tr>
<td>No</td>
<td>23.4 (4.4)</td>
<td>23.3-23.5</td>
</tr>
<tr>
<td><strong>Household member with COVID-19</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>23.4 (4.4)</td>
<td>23.0-23.9</td>
</tr>
<tr>
<td>No</td>
<td>23.2 (4.3)</td>
<td>23.1-23.3</td>
</tr>
<tr>
<td><strong>Has or has had COVID-19</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>22.8 (5.0)</td>
<td>22.1-23.5</td>
</tr>
<tr>
<td>No</td>
<td>23.2 (4.2)</td>
<td>23.2-23.3</td>
</tr>
<tr>
<td>Not sure</td>
<td>22.9 (4.6)</td>
<td>22.7-23.2</td>
</tr>
<tr>
<td><strong>Deceased family member due to COVID-19</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>23.5 (4.2)</td>
<td>23.3-23.6</td>
</tr>
<tr>
<td>No</td>
<td>23.2 (4.3)</td>
<td>23.1-23.3</td>
</tr>
</tbody>
</table>

**Symptoms of COVID-19**

More than 90% of participants recognized the most common symptoms of COVID-19: fever, dyspnea, and cough. In addition, 98% (n=11,846) knew that worsening dyspnea could be a red flag for severe disease outcomes. However, 221 (1.8%) reported no knowledge of the general symptoms, and 280 (2.3%) stated they did not know what the symptoms of severe disease were (Table 4).
Table 4. Participants’ knowledge of symptoms of COVID-19 and severe course of disease.

<table>
<thead>
<tr>
<th>Symptoms (n=12,111)</th>
<th>Response</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes, n (%)</td>
<td>No, n (%)</td>
<td></td>
</tr>
<tr>
<td>Fever</td>
<td>11,567 (95.5)</td>
<td>544 (4.5)</td>
<td></td>
</tr>
<tr>
<td>Dyspnea</td>
<td>11,403 (94.2)</td>
<td>708 (5.8)</td>
<td></td>
</tr>
<tr>
<td>Cough</td>
<td>11,030 (91.1)</td>
<td>1081 (8.9)</td>
<td></td>
</tr>
<tr>
<td>Loss of smell or taste</td>
<td>8707 (71.9)</td>
<td>3404 (28.1)</td>
<td></td>
</tr>
<tr>
<td>Myalgia</td>
<td>6928 (57.2)</td>
<td>5183 (42.8)</td>
<td></td>
</tr>
<tr>
<td>Malaise</td>
<td>6678 (55.1)</td>
<td>5433 (44.9)</td>
<td></td>
</tr>
<tr>
<td>Sore throat</td>
<td>6478 (53.5)</td>
<td>5633 (46.5)</td>
<td></td>
</tr>
<tr>
<td>Diarrhea</td>
<td>4839 (40.0)</td>
<td>7272 (60.0)</td>
<td></td>
</tr>
<tr>
<td>Loss of appetite</td>
<td>4435 (36.6)</td>
<td>7676 (63.4)</td>
<td></td>
</tr>
<tr>
<td>Sneeze</td>
<td>2613 (21.6)</td>
<td>9498 (78.4)</td>
<td></td>
</tr>
<tr>
<td>Rhinorrhea</td>
<td>2590 (21.4)</td>
<td>9521 (78.6)</td>
<td></td>
</tr>
<tr>
<td>Loss of consciousness</td>
<td>2075 (17.1)</td>
<td>10,036 (82.9)</td>
<td></td>
</tr>
<tr>
<td>Confusion</td>
<td>1968 (16.2)</td>
<td>10,143 (83.8)</td>
<td></td>
</tr>
<tr>
<td>Signs (n=12,052)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Worsening dyspnea</td>
<td>11,846 (98.3)</td>
<td>206 (1.7)</td>
<td></td>
</tr>
<tr>
<td>Worsening coughs</td>
<td>8564 (71.1)</td>
<td>3488 (28.9)</td>
<td></td>
</tr>
<tr>
<td>Fever &gt;5 days</td>
<td>8252 (68.5)</td>
<td>3800 (31.5)</td>
<td></td>
</tr>
<tr>
<td>Loss of consciousness</td>
<td>2605 (21.6)</td>
<td>9447 (78.4)</td>
<td></td>
</tr>
<tr>
<td>Confusion</td>
<td>1046 (8.7)</td>
<td>11,006 (91.3)</td>
<td></td>
</tr>
<tr>
<td>Productive coughs</td>
<td>608 (5.0)</td>
<td>11,444 (95.0)</td>
<td></td>
</tr>
</tbody>
</table>

High-Risk Settings and Predisposing Factors of Severe COVID-19

Most participants recognized that COVID-19 could be transmitted via hospitals, religious facilities, sports complexes, and public transportation. The majority considered respiratory diseases, age >60 years, and diabetes mellitus as predisposing factors for COVID-19 complications (Table 5). However, almost half (n=5253, 44.1%) did not recognize hypertension as a predisposing factor, and 411 (3.3%) reported that they did not know what the predisposing factors were.

Table 5. Participants’ knowledge of predisposing factors of severe COVID-19 (n=11,921).

<table>
<thead>
<tr>
<th>Factors</th>
<th>Response</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes, n (%)</td>
<td>No, n (%)</td>
<td></td>
</tr>
<tr>
<td>Respiratory disease</td>
<td>10,843 (91.0)</td>
<td>1078 (9.0)</td>
<td></td>
</tr>
<tr>
<td>Age &gt;60 years</td>
<td>10,674 (89.5)</td>
<td>1247 (10.5)</td>
<td></td>
</tr>
<tr>
<td>Diabetes mellitus</td>
<td>9659 (81.0)</td>
<td>2262 (19.0)</td>
<td></td>
</tr>
<tr>
<td>Cardiovascular disease</td>
<td>9277 (77.8)</td>
<td>2644 (22.2)</td>
<td></td>
</tr>
<tr>
<td>Chemotherapy</td>
<td>9193 (77.1)</td>
<td>2728 (22.9)</td>
<td></td>
</tr>
<tr>
<td>Extensive corticosteroids</td>
<td>7993 (67.0)</td>
<td>3928 (33.0)</td>
<td></td>
</tr>
<tr>
<td>Organ transplant</td>
<td>7896 (66.2)</td>
<td>4025 (33.8)</td>
<td></td>
</tr>
<tr>
<td>Hypertension</td>
<td>6668 (55.9)</td>
<td>5253 (44.1)</td>
<td></td>
</tr>
<tr>
<td>Severe obesity</td>
<td>3022 (25.4)</td>
<td>8899 (74.6)</td>
<td></td>
</tr>
</tbody>
</table>
Estimation of Pathogenicity, Hospitalization Rate, Case Fatality, and Reproduction Number

Participants were asked about their perception of the percentage of people exposed to the virus who may contract, be hospitalized, or pass away due to COVID-19 infection. The median estimates were 60 (IQR 30-80), 25 (IQR 17-50), and 6 (IQR 3-20), respectively. In addition, participants reported the median number of people that an individual with COVID-19 could infect to be 10 (IQR 5-30).

Self-Evaluation on the Level of Knowledge About COVID-19

Participants self-reported varying levels of knowledge: sufficient (n=2542, 20.6%), fair (n=8336, 67.6%), and insufficient (n=1454, 11.8%). Subsequently, when asked whether they felt the need for further training, 8892 (72.1%) responded in the affirmative. As indicated in Table 6, Telegram and audiovisual media were the leading sources of information about COVID-19 in Iran.

<table>
<thead>
<tr>
<th>Source of information</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Telegram</td>
<td>8740 (70.9)</td>
</tr>
<tr>
<td>Audiovisual media</td>
<td>8631 (70.0)</td>
</tr>
<tr>
<td>Internet search</td>
<td>7657 (62.1)</td>
</tr>
<tr>
<td>Instagram</td>
<td>5762 (46.7)</td>
</tr>
<tr>
<td>News agencies</td>
<td>4367 (35.4)</td>
</tr>
<tr>
<td>Family and friends</td>
<td>4184 (33.9)</td>
</tr>
<tr>
<td>Health care professionals</td>
<td>4199 (34.0)</td>
</tr>
<tr>
<td>Scientific articles</td>
<td>3296 (26.7)</td>
</tr>
<tr>
<td>Work</td>
<td>1381 (11.2)</td>
</tr>
<tr>
<td>Print media</td>
<td>1048 (8.5)</td>
</tr>
<tr>
<td>Pamphlets and posters</td>
<td>1045 (8.5)</td>
</tr>
<tr>
<td>Twitter</td>
<td>870 (7.1)</td>
</tr>
</tbody>
</table>

Attitudes

When asked about participants’ reaction to receiving a positive diagnosis for COVID-19, 11,452 (92.9%) reported self-isolation and resting at home, 10,671 (86.5%) mentioned seeing a doctor in case symptoms worsen, and 332 (2.7%) reported continuing with daily life.

In response to a question about the likelihood of COVID-19 being manufactured for bioterrorism purposes, 2971 (24.1%) reported a very high likelihood. The remaining participants answered as follows: high (n=2928, 23.7%), fair (n=3225, 26.2%), low (n=1178, 9.5%), and very low (n=2030, 16.5%). When asked about the dangers of the current situation, responses were as follows: very high (n=5817, 47.2%), high (n=5146, 41.7%), fair (n=1238, 10.1%), low (n=103, 0.8%), and very low (n=28, 0.2%). When asked whether they thought that countries would eventually defeat the disease, 11,212 (90.9%) responded in the affirmative, while 1120 (9.1%) said no.

In response to a question asking how long it would take to control the pandemic, 131 (1.1%) reported <1 month, 2762 (22.4%) reported 1-3 months, 3917 (31.8%) reported 3-6 months, 1496 (12.1%) reported 6-9 months, 1548 (12.6%) reported 9-12 months, 2141 (17.4) reported >1 year, and 337 (2.7%) had no idea.

Most respondents had positive attitudes toward COVID-19. They were on board with the government in terms of maintaining a safe physical distance, city lockdowns, and self-isolation upon symptom onset. However, participants were mostly unsure when asked how comfortable they would be when encountering someone who has recently recovered from COVID-19 (Table 7).
Table 7. Attitudes of participants toward COVID-19.

<table>
<thead>
<tr>
<th>Statement</th>
<th>Respondents, n</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>“I agree,” n (%)</td>
<td>12,219 (99.6)</td>
<td>45 (0.4)</td>
</tr>
<tr>
<td>“I disagree,” n (%)</td>
<td>12,264</td>
<td></td>
</tr>
<tr>
<td>Maintaining a safe physical distance is a duty for all citizens.</td>
<td>12,264</td>
<td></td>
</tr>
<tr>
<td>Only people at risk of the severe form of COVID-19 need to take preventive measures.</td>
<td>12,184</td>
<td>459 (3.8)</td>
</tr>
<tr>
<td>As an employee, I would notify my employer upon the emergence of COVID-19 symptoms.</td>
<td>12,118</td>
<td>12,070 (99.6)</td>
</tr>
<tr>
<td>I would visit a close friend or family member with COVID-19.</td>
<td>12,061</td>
<td>75 (0.6)</td>
</tr>
<tr>
<td>Every household member should use their towel or facial tissue to dry their hands and face.</td>
<td>12,056</td>
<td>11,933 (99.0)</td>
</tr>
<tr>
<td>As an employer, I would agree with my employees’ sick leave if they have COVID-19 symptoms.</td>
<td>12,019</td>
<td>11,959 (99.5)</td>
</tr>
<tr>
<td>Closure of businesses, schools, and universities is an opportunity to visit family and friends.</td>
<td>11,958</td>
<td>706 (5.9)</td>
</tr>
<tr>
<td>Relatives of a person deceased from COVID-19 should not feel ashamed.</td>
<td>11,902</td>
<td>11,673 (98.1)</td>
</tr>
<tr>
<td>All affected cities need to go under immediate lockdown.</td>
<td>11,573</td>
<td>11,215 (97.2)</td>
</tr>
<tr>
<td>Authorities need to prioritize pressing issues like road accidents or noncommunicable diseases.</td>
<td>11,184</td>
<td>442 (4.0)</td>
</tr>
<tr>
<td>Pet owners need to take special care of their pets’ contact with people.</td>
<td>11,099</td>
<td>10,721 (96.6)</td>
</tr>
<tr>
<td>People with a suspected travel history or close contact should report themselves to health authorities.</td>
<td>11,001</td>
<td>10,615 (96.5)</td>
</tr>
<tr>
<td>I would rather shop online instead of shopping in person.</td>
<td>10,339</td>
<td>9809 (94.9)</td>
</tr>
<tr>
<td>I would notify health authorities if my employer insisted on the illegal reopening of business.</td>
<td>10,140</td>
<td>9830 (96.9)</td>
</tr>
<tr>
<td>In a resource-scarce setting, I would make a face mask at home to cover my nose and mouth.</td>
<td>9705</td>
<td>8278 (85.3)</td>
</tr>
<tr>
<td>Despite keeping a safe distance, I feel uncomfortable around people who have recovered from COVID-19.</td>
<td>9691</td>
<td>5589 (57.7)</td>
</tr>
<tr>
<td>This pandemic is divine retribution due to the sins of humankind.</td>
<td>8699</td>
<td>1553 (17.9)</td>
</tr>
<tr>
<td>The pandemic will resolve on its own when the weather gets warmer.</td>
<td>7527</td>
<td>919 (7.5)</td>
</tr>
</tbody>
</table>

Practices

General Practices Related to COVID-19

The mean score for general practices related to COVID-19 was 20.7 (SD 2.2, range 2-24) out of 24 (86.2%) (Table 8). No significant differences were observed between practice scores of participants and their sex, age, province of residence, marital status, number of living children, smoking status, whether they knew someone with COVID-19, whether they had a household member with COVID-19, whether they caught the disease themselves, or whether a family member had passed away due to COVID-19 (Table 9).
Table 8. General statements regarding participants’ practices pertaining to COVID-19.

<table>
<thead>
<tr>
<th>Statement</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>I will not go on a trip during Nowruz.</td>
<td>11,945 (96.9) 387 (3.1)</td>
</tr>
<tr>
<td>I will isolate myself at home if I have a symptom of COVID-19.</td>
<td>11,878 (96.3) 454 (3.7)</td>
</tr>
<tr>
<td>I cover my mouth and nose when sneezing or coughing.</td>
<td>11,694 (94.8) 638 (5.2)</td>
</tr>
<tr>
<td>I disinfect the packaging of the goods I buy from stores.</td>
<td>11,626 (94.3) 706 (5.7)</td>
</tr>
<tr>
<td>I did not go on a trip during Nowruz.</td>
<td>11,468 (93.0) 864 (7.0)</td>
</tr>
<tr>
<td>I always wash my hands or use hand sanitizers before touching my face.</td>
<td>11,342 (92.0) 990 (8.0)</td>
</tr>
<tr>
<td>As requested by authorities, I stayed at home and isolated myself</td>
<td>11,208 (90.9) 1124 (9.1)</td>
</tr>
<tr>
<td>immediately.</td>
<td></td>
</tr>
<tr>
<td>I regularly disinfect my cell phone according to guidelines.</td>
<td>10,412 (84.4) 1920 (15.6)</td>
</tr>
<tr>
<td>I carry hand sanitizers or water-soap solutions when outside the home.</td>
<td>10,357 (84.1) 1957 (15.9)</td>
</tr>
<tr>
<td>I always use a face mask if I must leave the house for an emergency.</td>
<td>9519 (77.2) 2813 (22.8)</td>
</tr>
<tr>
<td>I heat bread before use to kill potential pathogens.</td>
<td>9512 (77.1) 2820 (22.9)</td>
</tr>
<tr>
<td>I regularly disinfect highly touched surfaces at home.</td>
<td>9499 (77.0) 2833 (23.0)</td>
</tr>
<tr>
<td>I bought some face masks for personal protection.</td>
<td>8638 (70.0) 3694 (30.0)</td>
</tr>
<tr>
<td>I keep my cell phone in my pocket to reduce the chance of infection.</td>
<td>8251 (66.9) 4081 (33.1)</td>
</tr>
<tr>
<td>I made homemade face masks for me/my family.</td>
<td>2392 (19.4) 9940 (80.6)</td>
</tr>
<tr>
<td>I bought some unprescribed drugs to prevent the disease.</td>
<td>2065 (16.7) 10,267 (83.3)</td>
</tr>
<tr>
<td>I let my children visit their grandparents.</td>
<td>1573 (12.8) 10,759 (87.2)</td>
</tr>
<tr>
<td>I went to the bazaar to shop on days before Nowruz.</td>
<td>1176 (9.5) 11,156 (90.5)</td>
</tr>
<tr>
<td>I drank alcoholic beverages for disinfection.</td>
<td>301 (2.4) 12,031 (97.6)</td>
</tr>
<tr>
<td>I attended a relative’s funeral.</td>
<td>152 (1.2) 12,180 (98.8)</td>
</tr>
<tr>
<td>I visited a cemetery on the last Thursday before Nowruz.</td>
<td>138 (1.1) 12,194 (98.9)</td>
</tr>
<tr>
<td>As always, I visited my family and friends during Nowruz.</td>
<td>128 (1.0) 12,204 (99.0)</td>
</tr>
<tr>
<td>I let my children play with other children outside the house.</td>
<td>107 (0.9) 12,225 (99.1)</td>
</tr>
<tr>
<td>As always, I will visit my family and friends during Nowruz.</td>
<td>84 (0.7) 12,248 (99.3)</td>
</tr>
</tbody>
</table>
### Table 9. Determinants of the COVID-19 general practices score among participants.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Score (SD)</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>20.7 (1.9)</td>
<td>20.5-20.8</td>
</tr>
<tr>
<td>Male</td>
<td>20.4 (2.1)</td>
<td>20.3-20.6</td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;40 years</td>
<td>20.9 (1.9)</td>
<td>20.8-21.1</td>
</tr>
<tr>
<td>≥40 years</td>
<td>20.6 (2.2)</td>
<td>20.4-20.9</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>20.8 (2.1)</td>
<td>20.8-20.9</td>
</tr>
<tr>
<td>Never married</td>
<td>20.5 (2.2)</td>
<td>20.4-20.5</td>
</tr>
<tr>
<td>Divorced</td>
<td>20.8 (2.2)</td>
<td>20.4-20.9</td>
</tr>
<tr>
<td>Engaged</td>
<td>20.3 (2.5)</td>
<td>20.1-20.6</td>
</tr>
<tr>
<td>Widowed</td>
<td>20.8 (2.2)</td>
<td>20.4-20.9</td>
</tr>
<tr>
<td><strong>High school diploma</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>20.6 (2.1)</td>
<td>20.4-20.6</td>
</tr>
<tr>
<td>No</td>
<td>20.2 (2.8)</td>
<td>20.1-20.4</td>
</tr>
<tr>
<td><strong>Number of children</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>20.5 (2.2)</td>
<td>20.4-20.7</td>
</tr>
<tr>
<td>1</td>
<td>20.8 (2.1)</td>
<td>20.6-20.9</td>
</tr>
<tr>
<td>2</td>
<td>20.9 (2.1)</td>
<td>20.8-20.9</td>
</tr>
<tr>
<td>≥3</td>
<td>20.8 (2.2)</td>
<td>20.7-20.9</td>
</tr>
<tr>
<td><strong>Smoking</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>20.4 (2.5)</td>
<td>20.3-20.7</td>
</tr>
<tr>
<td>No</td>
<td>20.7 (2.1)</td>
<td>20.5-20.8</td>
</tr>
<tr>
<td>Former smoker</td>
<td>20.6 (2.1)</td>
<td>20.4-20.8</td>
</tr>
<tr>
<td><strong>Knowing someone with COVID-19</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>20.7 (2.1)</td>
<td>20.6-20.8</td>
</tr>
<tr>
<td>No</td>
<td>20.7 (2.2)</td>
<td>20.6-20.7</td>
</tr>
<tr>
<td><strong>Household member with COVID-19</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>20.7 (2.1)</td>
<td>20.5-20.9</td>
</tr>
<tr>
<td>No</td>
<td>20.7 (2.2)</td>
<td>20.6-20.7</td>
</tr>
<tr>
<td><strong>Has or has had COVID-19</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>20.3 (2.9)</td>
<td>19.9-20.7</td>
</tr>
<tr>
<td>No</td>
<td>20.7 (2.1)</td>
<td>20.7-20.8</td>
</tr>
<tr>
<td>Not sure</td>
<td>20.5 (2.4)</td>
<td>20.3-20.7</td>
</tr>
<tr>
<td><strong>Deceased family member due to COVID-19</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>20.7 (2.2)</td>
<td>20.6-20.8</td>
</tr>
<tr>
<td>No</td>
<td>20.7 (2.2)</td>
<td>20.6-20.7</td>
</tr>
</tbody>
</table>

**Self-isolation, Care Seeking, and Preventive Measures**

In total, 200 (1.6%) participants reported they became COVID-19 positive, 10,453 (84.8%) stated they did not get the disease, and 1679 (13.6%) reported that they had experienced some symptoms but took no measures. Among those who indicated an infection, 174 (87.0%) reported self-isolation at home, 99 (49.5%) reported visiting a doctor when symptoms became worse, and 19 (9.5%) reported carrying on with daily life.
When asked about what they did to prevent COVID-19, 11,760 (95.4%) participants reported staying at home, 11,687 (94.8%) practiced hand hygiene, 9691 (78.6%) maintained a safe physical distance, 9391 (76.2%) wore gloves, 8907 (72.2%) wore a face mask, 5458 (44.3%) took vitamin supplements, 3405 (27.6%) consumed herbal teas, 252 (2.0%) took the Imam Kazem drug, 57 (0.5%) performed wet cupping, and 48 (0.4%) took violet oil.

Among 6156 respondents, 2914 (47.3%) reported wearing surgical masks, 1989 (32.3%) cloth masks, 1566 (25.4%) N95 masks, and 772 (12.5%) homemade masks. In total, 728 (11.8%) respondents reported not wearing a mask. The mean duration of wearing each mask was 5.1 (SD 7.9) hours (median 3.0, IQR 2-5).

The mean number of times respondents performed daily handwashing with water and soap was 13.1 (SD 12.6; median 10, IQR 6-15). The mean duration of handwashing was 22.5 (SD 14.7) seconds (median 20, IQR 20-25). The mean number of times of daily rubbing hands with alcohol-based hand sanitizers among participants was 4.9 (SD 9.8; median 2, IQR 1-5). The mean duration of hand rubbing was 9.9 (SD 10.1) seconds (median 10, IQR 3-15).

Leaving One’s Home or Town

The mean number of times participants left their homes during the past week was 2.7 (SD 4.1; median 2, IQR 1-3). When questioned about the reason, 7303 (59.2%) reported going grocery shopping, 2103 (17.1%) went to work, 834 (6.8%) shopped for items other than groceries, 755 (6.1%) visited family and friends, 521 (4.2%) went sightseeing, 511 (4.1%) went to the hospital, and 460 (3.7%) left to take care of the elderly. As many as 2239 (18.2%) reported that they did not leave their home. Only 7.0% (n=327) of male participants stated they had not left town during the pandemic, which differed significantly from females (n=1912, 25.1%; P<.001).

In total, 9074 (73.6%) participants reported that they did not leave town since the official declaration of the outbreak. Among those who did leave town, the mean number of times of going outside the city was 6.5 (SD 14.7; median 2, IQR 1-4). When asked about their reason for leaving town, 1955 (60.0%) reported going to work, 906 (27.8%) visited family and friends, 338 (10.4%) went sightseeing, 24 (0.7%) visited holy shrines, and 22 (0.7%) reported other reasons.

Discussion

Knowledge

Participants’ COVID-19 knowledge scores were adequate. More than 90% recognized the cause of the disease, its routes of transmission, and measures for prevention. Since the beginning of the COVID-19 pandemic, the media has focused on three symptoms—fever, dyspnea, and cough. Hence, more than 90% recognized the three most common symptoms, similar to people in the United Kingdom and the United States [6]. However, infrequently discussed symptoms like gastrointestinal symptoms were less known to the public. A large majority (98%) knew that worsening dyspnea could be a sign for the severe form of the disease. However, 70% considered fever alarming. Although more than 80% considered respiratory diseases, age >60 years, and diabetes as predisposing factors, almost half did not recognize hypertension, despite imposing significant risk [7], and only 25% knew severe obesity to be a prognostic factor. Nearly all adults in the United Kingdom and the United States recognized that adults with underlying diseases were more likely to experience a fatal disease course [6]. Participants’ median estimate for the case fatality rate of COVID-19 was 6%, which was similar to results from the United Kingdom and the United States [6]. The observed case fatality rate is 4.9% in Iran, 5.8% in the United States, 14.1% in the United Kingdom, and 5.9% worldwide [1].

Regarding misconceptions about the disease, about 15% thought that eating garlic would kill the pathogen. In comparison, 33% of Egyptians thought eating garlic was a proper preventive measure [8]. A study analyzing the trends in social media use among Iranians reported that the main misconceptions were about statistics, prevention and protection methods, treatment, dietary recommendations, and disease transmission [9]. Misbeliefs were not confined to people in Iran; 44% and 36% of the participants in the United States and the United Kingdom believed that using a hand dryer, rinsing the nose with saline, taking antibiotics, or gargling with mouthwash were effective prevention measures for COVID-19 [6]. In India, false claims about the use of herbal medicine, as well as religious and spiritual methods for prevention and treatment, became problematic and added to confusion [10].

The role of social media in delivering health information during the pandemic is significant. Telegram, the most popular social media platform in Iran, was the leading source of information among participants, followed by television and radio. When looking for a platform to deliver rapid health information to the public, social media appears to be promising [11]. There were no significant differences among participants’ knowledge score and their sex, ethnicity, or province of residence. This could suggest that the information origin of popular media sources was the same, led by national audiovisual media sources. However, there are studies that express the concern that the freedom of expression in social media could result in the dissemination of misbeliefs, misinformation, and deception [10]; this can be corrected with public health information campaigns that target these misconceptions [12]. The active and effective presence of health professionals and authorities on the internet and social media is essential, especially in the early days of a crisis when quality information might be limited on the internet [13].

Attitudes

Participants’ attitudes toward COVID-19 were mainly positive, and the majority believed that the COVID-19 pandemic would eventually be controlled, which is similar to the results of a study from Wuhan, China [5]. Most participants recognized the dangers of the current situation. They agreed that all people need to maintain a safe physical distance and stay at home and that all affected cities should implement immediate lockdown. While 86% of people in Egypt considered COVID-19 to be dangerous [8], only 20% of participants in a study in Pakistan believed that the disease is dangerous [14]. In our study,
participants felt inclined to wear face masks in public, as 85% reported that they would even make a face mask at home if they could not buy one. More than 90% of participants said they would self-isolate if they experienced symptoms. In comparison, 64% of participants in the United States reported they follow self-isolation protocols [6].

Nearly 50% of participants considered it highly likely that the COVID-19 is caused by a human-made pathogen for bioterrorism purposes, which is larger than the 27% of Egyptians who believe the virus was initially designed as a biological weapon [8].

Practices
The mean practice score of participants was adequate. Most participants had left their home 1 to 3 times during the past week, mostly for grocery shopping. Almost 75% of participants reported that they had not left town since the beginning of the outbreak.

The early days of social distancing implementation coincided with the Persian New Year holiday, Nowruz, which lasts for at least 2 weeks. People displayed satisfactory cooperation with the government in not leaving their homes. More than 90% reported self-isolation at home immediately after being requested to do so by the government. Iranians perform holiday customs before and during Nowruz. Before Nowruz, they shop for new clothes, shoes, sweets, and nuts, and pay their respects to deceased beloved ones in cemeteries on the last Thursday before Nowruz. They also visit family and friends and take trips during this holiday. More than 90% reported that they did not go shopping on the days before Nowruz, and 99% said they did not visit a cemetery. Moreover, almost all participants stated that they did not visit their family and friends, and 97% reported that they did not go on a trip this Nowruz.

Almost all participants reported that they would not let their children play with other children outside their home. Hence, the social and mental needs of children need attention during lockdowns [15].

People also followed hygiene protocols correctly. The majority of participants covered their faces when sneezing or coughing and washed their hands before touching their faces. In comparison, only 38% of participants in a study in Pakistan avoided touching their face with contaminated hands [14]. Most participants (77%) used face masks and carried hand sanitizers when outside, which was lower than a study from Wuhan, China, where 98% of participants used face masks [5]. It is worth mentioning that although supply shortages in personal protective equipment in Iran was resolved after the early days of the pandemic, it was severely compromised at the beginning of the outbreak, which may explain the lower adherence to face mask use seen in our study. About 20% reported the use of homemade face masks, which could ease the supply demand for surgical or N95 masks that are needed at health care facilities.

While 95% of participants reported staying home and practicing hand hygiene to prevent COVID-19, less than 2% were involved in some sorts of deception. The most challenging to control, trending practices included the oral use of an herbal combination called the Imam Kazem drug and a method that involved inserting a ball of cotton wool drenched in violet oil into the anus. The use of all unapproved medications is under question due to possible serious consequences [16].

About 2% of participants reported drinking alcoholic beverages for disinfection purposes, which needs particular attention, as a new methanol poisoning outbreak is being witnessed in Iran [17]. We also noted that participation was higher among women. Gender-based differences in participation have been reported in other studies as well [18,19].

Strengths and Limitations
This is the first nationwide study to assess the knowledge level, attitudes, and practices of people in Iran in the context of COVID-19. The strengths of this study lie in its large sample size and time of data gathering (ie, in the early days of the outbreak in Iran). Findings could empower public health authorities to precisely direct relevant information campaigns to eliminate misconceptions.

There are some limitations that must be acknowledged. Compared to the most recent national population statistics of Iran, our sample was overrepresentative of women and younger people. Since there was no representative online platform to connect researchers to people in Iran, we decided to conduct this study using the Google Forms platform. Despite the high penetration rate of the internet in Iran, some groups, especially the elderly and vulnerable groups in rural areas, might not have access to the platform. Participants were asked to read the questionnaire to their parents and grandparents to ensure higher participation of those groups; however, such voluntary measures are not guaranteed.

Conclusions
Knowledge pertaining to COVID-19 was almost adequate among Iranians, their attitudes were mainly positive, and their practices were satisfactory. There is still room for improvement in correcting misinformation and protecting people from deception, especially in terms of consuming alcohol. Iranians appear to agree with government decisions, like the implementation of social distancing measures, and care for their safety and that of others. The government and health care authorities need to continue to maintain public trust.
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Abstract

Background: The COVID-19 pandemic has greatly limited patients' access to care for spine-related symptoms and disorders. However, physical distancing between clinicians and patients with spine-related symptoms is not solely limited to restrictions imposed by pandemic-related lockdowns. In most low- and middle-income countries, as well as many underserved marginalized communities in high-income countries, there is little to no access to clinicians trained in evidence-based care for people experiencing spinal pain.

Objective: The aim of this study is to describe the development and present the components of evidence-based patient and clinician guides for the management of spinal disorders where in-person care is not available.

Methods: Ultimately, two sets of guides were developed (one for patients and one for clinicians) by extracting information from the published Global Spine Care Initiative (GSCI) papers. An international, interprofessional team of 29 participants from 10 countries on 4 continents participated. The team included practitioners in family medicine, neurology, physiatry, rheumatology, psychology, chiropractic, physical therapy, and yoga, as well as epidemiologists, research methodologists, and laypeople. The participants were invited to review, edit, and comment on the guides in an open iterative consensus process.

Results: The Patient Guide is a simple 2-step process. The first step describes the nature of the symptoms or concerns. The second step provides information that a patient can use when considering self-care, determining whether to contact a clinician, or considering seeking emergency care. The Clinician Guide is a 5-step process: (1) Obtain and document patient demographics, location of primary clinical symptoms, and psychosocial information. (2) Review the symptoms noted in the patient guide. (3) Determine the GSCI classification of the patient’s spine-related complaints. (4) Ask additional questions to determine the GSCI subclassification of the symptom pattern. (5) Consider appropriate treatment interventions.

Conclusions: The Patient and Clinician Guides are designed to be sufficiently clear to be useful to all patients and clinicians, irrespective of their location, education, professional qualifications, and experience. However, they are comprehensive enough to provide guidance on the management of all spine-related symptoms or disorders, including triage for serious and specific diseases. They are consistent with widely accepted evidence-based clinical practice guidelines. They also allow for adequate documentation and medical record keeping. These guides should be of value during periods of government-mandated physical or social distancing due to infectious diseases, such as during the COVID-19 pandemic. They should also be of value in underserved communities in high-, middle-, and low-income countries where there is a dearth of accessible trained spine care clinicians. These guides have the potential to reduce the overutilization of unnecessary and expensive interventions while empowering patients to self-manage uncomplicated spinal pain with the assistance of their clinician, either through direct in-person consultation or via telehealth communication.

(JMIR Public Health Surveill 2021;7(2):e25484) doi:10.2196/25484
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Introduction

This paper has been developed primarily in response to the impact of the COVID-19 pandemic caused by the SARS-CoV-2 virus on the delivery of health care for people with spine-related symptoms. Although the SARS-CoV-2 virus was first identified in late 2019, it was not until January and February 2020 that the seriousness of the situation became evident to health authorities globally [1,2]. By March 2020, the world began to recognize the severity of COVID-19 and a lockdown of health care services was considered for all but emergency care. Internationally, public health professionals and government have either mandated or recommended staying at home and physical or social distancing as key interventions necessary to reduce viral transmission. These restrictions have had a dramatic impact on clinicians’ ability to deliver in-person spine care, which traditionally consists of close-contact clinical examination and physical interventions [3,4].

In March 2020, the World Spine Care (WSC) charities [5,6] were forced to close their clinics in all countries where they were operational. This was, in each case, an edict by the health care authorities in the respective countries. Volunteer clinicians had to return home to avoid being stranded in the countries where they were providing services.

During this period, however, people with spine-related symptoms, especially those disabled by these disorders, did not suddenly cease to require care that was simply not immediately available. A series of articles offering advice to clinicians within several specialties that commonly manage people with chronic pain and musculoskeletal and spinal disorders began appearing [7-10]. However, by March and April 2020, no organization had provided guidance that both patients and clinicians with different levels of training and education could follow to triage
spine-related symptoms and disability and provide advice on what the current evidence would suggest as a reasonable management strategy for all potential symptom presentations.

In 2018, the Global Spine Care Initiative (GSCI), an initiative of WSC, published 15 articles in a special issue of the European Spine Journal, summarized in an executive summary [11]. The goal of the GSCI was to bring together leading health care providers, scientists, specialists, government agencies, and other stakeholders to review all current guidelines and to develop a care pathway and model of care that was consistent with current evidence and could be used by all clinicians, irrespective of their training and experience. The final articles were the result of collaboration between 68 participants from 24 countries on 5 continents [12]. The publication of the GSCI provided a unique evidence-based foundation to support the development of guides that could be used to support the delivery of spine care during the COVID-19 pandemic.

Physical distancing between clinicians and patients with spine-related symptoms is not limited to restrictions imposed by pandemic-related lockdowns. For people experiencing these symptoms in most low- and middle-income countries, as well as many underserved communities in high-income countries, extraordinarily little if any evidence-based spine care is available and practiced [13].

The objective of this paper is to describe the process of developing and presenting evidence-based patient and clinician guides that can be used for triage, advice, education via telecommunication, and referral for appropriate care when necessary when direct in-person care is not available.

Methods

The proposed patient and clinician guides were based on 4 principles:

1. Useful during situations where spine care is delivered remotely.
2. Consistent with the recommendations of the most widely accepted evidence-based approach to spinal disorders.
3. Useful for all clinicians who manage spinal disorders, irrespective of their training. This includes family physicians, chiropractors, physical therapists, and medical specialists in such fields as neurology, rheumatology, physiatry, and others.
4. Clear and easily understandable so that patients with different levels of education can reasonably use it, if necessary, with the help of a clinician via telecommunication.

In the end, two sets of guides, one for patients and one for clinicians, were developed by extracting information from the published GSCI papers [14–19]. These papers had reviewed all current, widely accepted guidelines for the management of spinal disorders. The steps recommended in these guides were extracted primarily from the articles on the GSCI Classification of Spinal Disorders [16] and the GSCI Care Pathway [14]. Special attention was paid to the flash cards in the GSCI Care Pathway article. These flash cards provided evidence-based intervention recommendations for each class and subclass of spinal disorder in the GSCI system.

The stimulus for the development of these guides came after a presentation to the Skoll World Forum on April 1, 2020, by World Spine Care, titled “Pain and disability: Making the vulnerable more vulnerable.” This presentation has been viewed by approximately 3000 people. Questions and discussion after this event made it clear that there was a need for information and guidance for the management of spinal disorders during the pandemic. The process of initial extraction and review was completed by two of the lead investigators of the GSCI, a layperson without health care qualifications, and an emeritus dean of an educational institution that graduates clinicians who treat patients with spine-related symptoms.

To ensure a wide consensus and an evidence-based approach that was not limited to members of the GSCI, it was decided that an international and interdisciplinary team would review, provide input on, edit, and modify the guides as necessary. Therefore, 14 individuals who had been coauthors of the GSCI articles and 15 individuals who did not participate in the GSCI were invited to review drafts of the guides. The group included 8 participants who had extensive experience in developing and reviewing evidence-based guides on the management of low back or neck pain; 10 participants who currently held, or had held, senior teaching or administration positions for clinicians who manage spinal disorders in the fields of family practice, chiropractic, and physical therapy; and 15 participants who had extensive clinical experience in family medicine, neurology, physiatry, rheumatology, psychology, chiropractic, physical therapy, and yoga. The participants were from 10 countries on 4 continents.

An open, progressive, iterative approach was used to ensure that every participant would be able to have input and review opinions and recommendations from all other participants. When a participant submitted edits or recommendations, they were incorporated into the guides, with all other participants invited to review and comment on the revisions. A total of 10 versions of the guides were prepared using this process. When there were no further comments or edits from any of the participants, the final draft was converted into a formal educational document for distribution in a professionally produced education format. The process was completed within a 4-week time frame and the final document was posted on the World Spine Care website on April 26, 2020. It has subsequently been posted on the websites of the Society of Indian Physiotherapists and the World Federation of Chiropractic and downloaded over 500 times.

Results

The Patient Guide

It was agreed that the patient guide should be limited to a simple 2-step process. The first step requires the patient to describe the nature of their symptoms or concerns. The second step provides the following:

- Information that a patient could use to determine the level of care required for their symptoms.
• Reassurance and recommendations where the evidence suggests that self-care is likely to be of benefit.
• Advice about when it would be important to seek the care of a spine care clinician or to seek emergency care.

It was stressed that not all spine-related symptoms require immediate (clinical) treatment, imaging, or expensive interventions. The following statement was included in the Patient Guide: “You are empowered to self-assess. Your spine care provider is your partner in health, do not hesitate to reach out to them by phone or email if you have questions.”

The first step in the patient guide includes a series of five questions for patients to self-complete that provide adequate information on pain location, severity, and activity impact, and major red flags for serious pathology. Based on feedback from laypeople involved in creating the guides, it was felt that the questions were clear enough that an average patient, even with limited education, could provide answers. Textbox 1 includes the questions that are felt to be essential for this purpose. It was also realized that patients, especially in situations where reading capacity or comprehension might be limited, may require assistance from a clinician, family member, or community helper to answer specific questions. This clarification is included within Textbox 1. The process of using the guides starts with the following statement: “I have back or neck pain or symptoms such as pain, numbness or weakness in my arms or legs or headaches that might be coming from my back or neck. How do I determine the severity of these symptoms?”
Textbox 1. Step 1 of Patient Guide.

Answer the following five questions to determine whether it is necessary to seek professional help. This can be done personally, or with the help of a licensed clinician or first responder via a telehealth consultation by phone or videoconferencing.

1. What are my problems/symptoms?
   A. No or minimal discomfort
   B. Mild pain
   C. Moderate pain
   D. Severe pain
   E. Numbness or tingling
   F. Muscle weakness
   G. Loss of balance
   H. Recent onset of bladder or bowel problems like loss of control

2. Do I feel pain beyond my spine?
   A. No
   B. Down both legs
   C. Down one leg
   D. Down both arms
   E. Down one arm
   F. New or different headaches
   G. Chest pain

3. Are my symptoms stopping me from doing my normal activities?
   A. No. I can do everything
   B. Yes, a little. I can do most activities
   C. Yes, a lot. I have difficulty doing anything

4. Have I had a recent fall or accident?
   A. No
   B. Yes

5. Do I have, or have I had, any other serious diseases?
   A. No
   B. Cancer
   C. Infection such as tuberculosis or HIV/AIDS
   D. Osteoporosis or steroid use
   E. Any condition that causes inflammation of my joints or muscles
   F. Any condition that affects my nerves or brain

The second step in the patient guide is a listing of concerns for which a patient might seek answers. This step includes information that would apply to specific responses from the questionnaire in step 1. The level and severity of the complaints is divided into subgroups consistent with the GSCI Classification of Spinal Disorders [19]: minimal or no discomfort, mild spine pain, moderate spine pain, severe spine pain, symptoms consistent with nerve involvement, possible spine or bone fracture, and possible complications of serious systemic diseases that might cause spine-related symptoms (Textbox 2).

The first question likely to be asked by a patient is whether they need to see a clinician in the office. The answers, as noted in Textbox 2, vary from “not necessary” through “not usually necessary,” “may need,” “may be necessary,” “emergency care is needed,” and “seek care from a medical specialist.” For patients with spine pain and no red flags, self-care recommendations are made that are consistent with current evidence-based guidelines, with emphasis on reassurance and education. This differentiation of symptoms into patterns also ensures that those patients with red-flag symptoms are referred appropriately. It is necessary to ensure that patients who have ongoing concerns can get further information and advice via telehealth communications with a knowledgeable clinician, without having a face-to-face office or hospital appointment.
Now that I have described my symptoms, what should I do?

**Minimal or no discomfort and no other symptoms, “Yes” on 1A and “No” on all other questions.**

It is not necessary for you to see a licensed clinician in the office.

If concerned about activities that can cause spine pain, seek information from a reliable source and stay active. Consider a telehealth communication with your licensed clinician if you have questions.

**Mild spine pain, “Yes” on 1B and “No” to all other questions.**

Office-based treatment by a licensed clinician is not usually necessary. Consider self-care recommendations and telehealth communication with a licensed clinician.

Self-care suggestions:
- Keep moving and try to maintain as much of your normal activity as you can.
- Try applying heat or cold over the area of discomfort for 20 minutes maximum. Take care to avoid skin burns if too hot or cold.
- Avoid prolonged sitting or stationary positions.
- Consider home exercises and relaxation techniques such as yoga and tai chi.
- Consider over-the-counter medication such as paracetamol, ibuprofen, and naproxen. These medications should not be taken without first contacting a medical physician if they have caused any prior adverse symptoms or if you have symptoms consistent with the flu.
- Mild spine pain is very common and usually does not become disabling. Usually the pain will improve or resolve within a few days or weeks.
- If the symptoms persist for a prolonged period (greater than 6 weeks), consider contacting a licensed clinician who is knowledgeable about spinal disorders.
- Tests such as X-ray and magnetic resonance imaging are not very helpful in the decision of which treatment to consider.

**Moderate spine pain, “Yes” on 1C and 3B.**

Office-based treatment by a licensed clinician is not always necessary. Initially try self-care.

Self-care suggestions:
- Keep moving and try to maintain as much of your normal activity as you can.
- Try applying heat or cold over the area of discomfort for 20 minutes maximum. Take care to avoid skin burns if too hot or cold.
- Avoid prolonged sitting or stationary positions.
- Consider home exercises and relaxation techniques such as yoga and tai chi.
- Consider over-the-counter medication such as paracetamol, ibuprofen, and naproxen. These medications should not be taken without first contacting a medical physician if they have caused any prior adverse symptoms or if you have symptoms consistent with the flu.
- Moderate spine pain is not uncommon. Usually the pain will improve or resolve over time.
- If the pain does not resolve over a period of 2 weeks, or the pain is intolerable, it may be necessary to seek the advice of a licensed clinician for recommendations on how to reduce symptoms.
- X-ray or magnetic resonance imaging or other testing is generally not required unless the pain does not improve over a period of 6 weeks.

**Severe spine pain, “Yes” on 1D and 3C and “No” on all other questions.**

Office-based treatment by a licensed clinician is not always necessary. Initially try self-care.

Self-care suggestions:
- Keep moving and try to maintain as much of your normal activity as you can.
- Try applying heat or cold over the area of discomfort for 20 minutes maximum. Take care to avoid skin burns if too hot or cold.
- Avoid prolonged sitting.
- Consider over-the-counter medication such as paracetamol, ibuprofen, and naproxen. These medications should not be taken without first contacting a medical physician if they have caused any prior adverse symptoms or if you have symptoms consistent with the flu.
- Severe spine pain is less common. Even severe spine pain, in most cases, in the absence of major injury, nerve symptoms, or serious disease, tends to improve or resolve with time.
- If the pain is intolerable, it may be necessary to seek the advice of a licensed clinician for recommendations on whether you should be seen in an outpatient setting, require testing, and how to reduce symptoms.
- X-ray or magnetic resonance imaging or other testing may be necessary.
Symptoms consistent with nerve involvement: pain, numbness, or tingling in arms or legs (“Yes” to 1D and/or 1E). Muscle weakness (“Yes” to 1F). Loss of balance (“Yes” to 1G). New onset of bowel or bladder problems (“Yes” to 1H). Severe new onset of headaches or chest pain (“Yes” to questions 2B, 2C, 2D, and/or 2E).

Office-based treatment by a licensed clinician may be necessary.

- If symptoms are of recent onset (less than one week), consider contacting a health care practitioner or emergency room for a detailed examination.
- If you have experienced recent onset of incontinence, loss of bowel or bladder function, or marked loss of balance, muscle weakness, or difficulty walking, go to the emergency department. The licensed clinician or emergency physician will determine if you require X-ray or magnetic resonance imaging, or other testing and treatment.

Possible spine/bone fracture, severe fall, or accident with severe spine pain (“Yes” on 1C and 4B).

Emergency treatment is necessary.

- Have someone call for an ambulance or nearest help.
- Keep still and do not move.

Possible complication of a serious problem that is affecting the spine, “Yes” on any of the conditions noted in question 5.

Seek care from a licensed clinician or medical specialist to determine whether your serious disease is causing your spine-related symptoms. Diseases such as cancer, certain infections, and inflammatory rheumatologic diseases can impact the spine and cause pain.

The Clinician Guide

The consensus of the panel was that a clinician guide should be clear and useful to all clinicians, irrespective of their professional qualifications and experience, as well as those who may not be familiar with spine care guidelines. It should be consistent with accepted evidence-based clinical practice. It should be sufficiently comprehensive to allow for documentation of the clinician thought process and ensure adequate medical record keeping, while at the same time not be overly time consuming. A 5-step process was recommended:

1. Obtain and document patient demographics, location of primary clinical symptoms, and psychosocial information. The guide recommends a minimum of the following: patient name, date, age, sex or gender, normal occupation, current work situation, worker’s compensation status (if applicable), location of primary complaint, comorbidities, level of anxiety and concern about the condition, and psychiatric history. A downloadable page with these questions is made available but it is recognized that clinicians may wish to develop their own charting method and include additional information on patient demographics or take a more comprehensive psychosocial history.

2. Ensure that the questionnaire recommended in the Patient Guide (Textbox 1) has been completed. The clinician should complete this questionnaire with the patient if it is incomplete and review the answers with the patient to ensure that the questions are understood and answered correctly. Clinicians may also want to quantify the patient’s level of pain and disability to a greater extent using visual analog scale (VAS) scores and the NIH Pain Consortium Impact Classification (NIH PCIC) score [20], as recommended in the GSCI publication [19]. The values for each of the questions on pain and disability are consistent with the terms minimal, mild, moderate, and severe symptoms as noted in the Patient Guide. Rating scales are not included in the Patient Guide. It is also noted that any valid disability scale that provided similar differentiation of levels of disability could be used instead of the NIH PCIC score.

3. Determine the classification of the patient’s complaints according to the GSCI Classification of Spinal Disorders (Textbox 3, Major Classes). The nomenclature of the GSCI classification system is consistent with the “minimal” through “severe” terminology noted in the patient guide. In the Patient Guide, the patient’s definition and judgment of the terms “minimal” through “severe” is used. The class of spinal disorder in the Clinician Guide requires consideration of the VAS score, NIH PCIC score, or a similar disability score, together with questioning of the patient to understand what these terms mean to them.
4. Determine the GSCI subclassification of the symptom pattern. This requires three additional questions.

Question 1 is the determination of the duration of the symptoms. Most spine guidelines recommend different interventions for acute versus chronic spine-related symptoms [21,22]. The differentiation between these terms varies somewhat in review articles and guidelines, with acute being defined as a few days to a few weeks and sometimes subdivided into acute (1-4 weeks) and subacute (4-12 weeks) [21,23]. It was elected to use the recommendations of the NIH Task Force on Research Standards, which defines chronic low back pain as present for >3 months.
and present for at least half the days in the past 6 months [20].

In specific patients, especially in the red flag classifications, acute may involve a very recent onset of symptoms and may require immediate or emergency care (1 day to 1 week).

Question 2 is the determination as to whether symptoms are progressive or stable. Again, these subclasses are most important in the red-flag and neurologic symptom classifications but also are useful in determining how to manage pain symptoms.

Question 3 includes enquiries on risk factors for spine pain and comorbidities. The information gained from this question allows the clinician to determine the presence of psychosocial factors known to impact disability, but also can be important for the understanding of a patient’s general health and activity level and whether comorbidities are controlled. The subclassifications are noted in Textbox 3 under each of the major classes.

5. Treatment interventions. It was not possible to list the extensive number of treatment recommendations for each class of spinal disorder. The clinician is advised to review the GSCI flash cards for each class and subclass of spinal disorder [19]. Clinicians are also advised to refer to websites presenting leading government guidelines [21,24] and those developed by major professional spine care societies, including guidelines specifically adopted by family physicians [22,23], chiropractors [25], and physical therapists [26] and which are felt to be reasonably consistent with each other. Lead statements on the importance of self-care, advice and reassurance, and exercise, as well as potential adverse events from pharmaceuticals, are included. A further statement stresses that imaging is rarely helpful in spinal pain complaints in the absence of other symptoms or red flags. Finally, it was felt that patients should be empowered to embrace self-care but should be made to feel that they are being cared for through follow-up contact with their clinician when they have questions or concerns (Textbox 4).

The Clinician Guide includes a textbox that provides guidance on some of the legal and ethical issues related to telehealth that may not be immediately clear to a practicing clinician (Textbox 5). These include licensing, malpractice, patient informed consent and patient record keeping and confidentiality (Textbox 5).
On completion of the questionnaire and determination of the class and subclass of spinal disorder, consider the following:


2. Consult national evidence-based treatment guidelines for evidence-based treatment options for each subclass of spinal disorder. Consider the Global Spine Care Initiative flash cards for a review of these guidelines and the interventions recommended for each class and subclass of spinal disorder.

Other resources:
- UK National Health Service Back Pain Guidelines
- American College of Physicians Clinical Practice Guideline
- Canadian Chiropractic Guideline Initiatives on Neck Pain, Low Back Pain, Self-Management Resources, Exercise Videos
- American Physical Therapy Association Clinical Practice Guidelines
- Task Force on Neck Pain Executive Summary

3. Advise patients over the phone, provide video consultations (in some regions partially or fully reimbursed by health insurance), and use social media including Facebook to educate patients. Considerations include the following:
   - Research existing online educational media that satisfies the requirements for each individual patient.
   - Consider leading online educational classes with patients.
   - Consider leading or referring to online yoga, including the World Spine Care Yoga Project, tai chi, Pilates, or rehabilitative exercise group classes with patients.

4. For Class 0, Class I, and moderate Class II, reinforce that the current research suggests that self-care is usually enough to control symptoms. Provide advice and reassurance that may relieve the pain and aid recovery.

5. The taking of over-the-counter medication including paracetamol and nonsteroidal anti-inflammatory drugs (NSAIDs), including ibuprofen and naproxen, is recommended for short-term relief of back and neck pain by most evidence-based guidelines. Patients should be aware of potential adverse events, including gastrointestinal bleeding and ulcers, and cardiovascular and renal disorders. The possibility that NSAIDs may negatively impact COVID-19 pulmonary symptoms has been raised but not confirmed at the time of publication [27]. Clinicians should be able to advise patients or refer patients to a reliable source of information when asked by patients about taking these medications.

6. Reinforce that testing such as X-ray and magnetic resonance imaging rarely help inform the decision of which treatment to consider. Referral to a surgeon is unlikely to be necessary unless the patient is incapacitated, has had a significant injury, or has red flags that result in Class III, IV, or V assessment.

7. Be available for regular follow-up contact with the patient (virtually).

8. Recognize that patient symptoms on rare occasions can get worse, so that they could eventually fall into a different class or subclass and require different or more immediate care than originally recommended.

9. Patients should be empowered to embrace self-management but still feel they are being cared for.

The Clinician Guide concludes with a section that has the following heading: “During this period of social and physical distancing what precautions must I consider when seeing a patient while protecting both the patient, me, and my staff from infection?” This section provides guidance that is widely recommended by the World Health Organization (WHO),...
Centers for Disease Control and Prevention (CDC), the UK National Health Service (NHS), and other government agencies based on the geographical area of practice. It is noted that these guidelines are fluid and clinicians should stay informed of best practices and requirements in their jurisdictions.

The Patient Guide and Clinician Guide can be downloaded in their professionally produced educational formats [28,29].

Discussion

Principal Results

The guides recommended in this article have been developed by an international team from 10 countries on 4 continents. Care was taken to have a large panel of 29 participants that included members from most of the nonsurgical spine care professions and specialties as well as patients. The process of developing these guides was an open iterative approach that allowed all participants to edit, comment on, or modify the recommendations. The guides are therefore not dependent on the recommendations from a single published spine care guideline, the opinions of a small number of clinicians or scientists, a single culture or part of the world, or a single spine care profession or discipline. These guides were extrapolated from a recent review of the most current international spine care guidelines, which were published in September 2018 [11]. The Patient and Clinician Guides minimize any potential conflicting information given to patients and their clinicians. Finally, these guides cover the entire spectrum of spinal disorders from minimal pain or concerns, through mild, moderate, and severe spine pain, neurological symptoms, trauma, and systemic diseases that can result in spine-related symptoms.

Comparison With Prior Work

The Patient and Clinician Guides described in this article are not the first or only guides that have been developed to help clinicians and patients during the current COVID-19 pandemic. The current COVID-19 pandemic has generated a great deal of interest and a number of articles that have focused on the difficulties of managing patients with chronic pain when in-person care is not feasible [8,9,30]. Most of these articles have focused on the challenges and terminology, or different telehealth or eHealth tools. There are also a number of articles that address specific subgroups of patients with spinal disorders such as low back pain [31], general musculoskeletal disorders [7,10,32,33], and inflammatory joint diseases [34], as well as triage of surgical patients [3]. Many of the articles addressing spine care during COVID-19 make recommendations based on a single or unspecified guideline [35]. We are not aware of any specific international, interdisciplinary comprehensive spine care guide that has been developed for use during a pandemic where lockdown restrictions have limited in-person care. None that we have found have addressed the full spectrum of spinal disorders with recommendations for both patients and clinicians.

Future Considerations

The COVID-19 pandemic and resulting limitation of in-person contact between patients and their clinicians will come to an end at some point. We are confident that the utility of these guides will persist after the pandemic and that the new normal will make greater use of virtual spine care interactions. This is likely to be more important where there are geographically dispersed populations or where spine specialists are not available, accessible, or affordable.

People with spine-related complaints or disabilities are rarely receiving care that is consistent with current evidence-based guidelines. This is true in high-, middle-, and low-income countries [13].

In high-income countries, the problem in the delivery of spine care is widely considered to be overutilization of many costly yet low-value interventions such as indiscriminate use of imaging, opioids, and invasive procedures [36]. The broad usage of the proposed linked guides for clinicians and patients ensures similar assessment and management options. This has the potential to reduce the overutilization of unnecessary and expensive interventions while increasing the empowerment of patients to self-manage uncomplicated spinal pain with the assistance of their clinician, either through direct in-person consultation or via telehealth communication.

In low- and middle-income countries, physical distancing between patients and clinicians trained and capable of providing evidence-based care is not available for most of the public. Foster et al [13] pointed out in their review of the literature that in many countries, the primary management strategy for patients who present with spine pain is either emergency room care, admission to hospital, or direct referral to an orthopedic surgeon. Irving et al [37] noted that for 50% of the world population, primary care physicians spend less than 5 minutes of face-to-face time with patients during a consultation. The most common intervention for back pain is limited to the prescription of NSAIDs or opioids. The likelihood that primary care or family practice clinicians could find the time to offer evidence-based spine care—which requires a clinical assessment and includes education, reassurance, and advice on lifestyle and exercise, as well as symptom relief—is remote. For much of the world, there is a dearth of any effective care by nonsurgical clinicians who have specific training and an interest in managing patients with spinal disorders. The proposed guides have the potential to reduce this deficit.

Telehealth Considerations

This lack of alternatives raises the possibility that patient and clinician guides such as those presented in this paper and those developed by local agencies (eg, the Ontario Inter-professional Spine Assessment and Education Clinics [38]) could be used to connect patients with clinicians knowledgeable about the management of spinal disorders through telehealth. Such tools have the potential to improve care and reduce the load on emergency rooms, hospitals, and advanced specialists and surgeons without burdening family and primary care physicians. Patients would have access to information and the ability to consult virtually with a knowledgeable clinician. This will hopefully result in improved outcomes and well-being. There is early evidence that telehealth [39] or digital care can have a positive impact on low back pain [39-41] and that these modalities are well accepted by patients, at least in conjunction with in-person access to a clinician when needed. The more general use of an app to educate patients with musculoskeletal
pam is also being explored [32]. This is becoming more feasible with the extensive and increasing availability of access to mobile phones in many low- and middle-income countries [42,43].

Telehealth is an expanding field with increasing understanding of what is possible through this medium for both acute and chronic consultations [43]. There are now several publications that describe a virtual neurologic examination [44,45]. There is also a growing number of publications addressing the possibility of virtual spine examination [46,47,48], although none of these virtual examinations have been studied for validity or reliability.

**Limitations**

The GSCI classification was developed through an iterative, broad consensus process and has not been validated through clinical trials at the time of writing. Although the guides were developed with extensive international and interprofessional representation, there is underrepresentation from Asian, Middle Eastern, and Western European countries, which may reduce their acceptance or compatibility with cultural norms in these and other regions of the world. Future revisions of these guides would benefit from input from wider geographic and cultural representation. Work is currently underway to test the GSCI model of care in three underserved communities around the world. Studies are also being proposed to test these guides to determine their acceptance by patients and clinicians, the mechanism through which these guides can be implemented, and their impact on patients with spinal disorders. It is also necessary to determine whether these guides influence the use of unnecessary, costly, and often ineffective interventions that do not comply with current evidence-based guidelines. The consideration of guides for spine-related disorders is a new and expanding field and the recommendations noted in Textboxes 2 and 3 should be considered fluid and are likely to change as our experience with telehealth guides increases.

**Conclusion**

This article describes the development of patient and clinician guides for the management of patients with all levels of spine-related symptoms who are, for various reasons, unable to access/conduct in-person office-based care. The guides were developed by an international, interdisciplinary panel of 29 participants from 10 countries, with the goal of providing guidance to both patients and their clinicians in situations involving physical distancing. The initial goal was to fill the gap in care during the COVID-19 pandemic lockdown period. It is believed, however, that these guides may be helpful in other situations where there is limited availability of evidence-based care in underserved communities. They should provide patients with both guidance and alternative options for access to spine care clinicians either digitally or via telehealth.
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