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Abstract

Accurate size estimates of key populations (eg, sex workers, people who inject drugs, transgender people, and men who have sex
with men) can help to ensure adequate availability of services to prevent or treat HIV infection; inform HIV response planning,
target setting, and resource allocation; and provide data for monitoring and evaluating program outcomes and impact. A gold
standard method for population size estimation does not exist, but quality of estimates could be improved by using empirical
methods, multiple data sources, and sound statistical concepts. To highlight such methods, a special collection of papers in JMIR
Public Health and Surveillance has been released under the title “Key Population Size Estimations.” We provide a summary of
these papers to highlight advances in the use of empirical methods and call attention to persistent gaps in information.

(JMIR Public Health Surveill 2020;6(4):e25076)   doi:10.2196/25076

KEYWORDS

HIV; key populations; population size estimation; capture-recapture

Globally, most new HIV infections in 2019 were estimated to
have occurred among key populations (KP), including sex
workers, people who inject drugs (PWID), transgender people,
and men who have sex with men (MSM), as well as their
partners [1]. Worldwide, 62% of new HIV infections among
adults were attributed to KP and their partners, ranging from
28% of new infections in eastern and southern Africa to 99%
in Eastern Europe and central Asia [1]. Inferences such as these
require not only robust analyses for the number of people living
with HIV but also accurate size estimates for the various at-risk
populations. For decades, population size estimation (PSE) has
suffered from the lack of a gold standard method, leading to the
use of numerous techniques and approaches with varying
robustness and implemented with erratic fidelity [2].
Underestimates are believed to be common, but because we do
not have actual population size counts, they are typically
accepted and used for the sake of political expediency.

Accurate estimates of KP size are essential for understanding
the scale of the response required to ensure adequate availability
of services needed to prevent or treat HIV infection; to inform
HIV response planning, target setting, and resource allocation;

and to provide data for monitoring and evaluating program
outcomes and impact. For example, KP size estimates could
help measure progress toward the Joint United Nations
Programme on HIV/AIDS (UNAIDS) 95-95-95 goals (95% of
HIV-positive individuals know their status; of these, 95% are
receiving antiretroviral therapy; and of these, 95% are virally
suppressed) [3]. However, the availability and quality of KP
size estimates vary globally. Many countries have conducted
PSE exercises, but results often are buried in surveillance reports
(ie, these estimates may not be published in journals or presented
at conferences) [4]. UNAIDS and the Centers for Disease
Control and Prevention (CDC) have worked to compile data
from PSE conducted as standalone studies or as part of
biobehavioral surveys (BBS) [2,5,6]. Often, however, reported
PSE are based on methods that are neither empirical (based on
scientific, systematic observation or measurement) nor
standardized and are not well documented. Furthermore, KP
size is frequently reported as a point estimate without specifying
measurements of statistical variability, such as confidence limits
or credible intervals. Although estimates derived from
nonempirical methods (ie, based on opinion or nonsystematic
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observation) such as the Delphi method, wisdom of the crowds,
and hotspot mapping may be useful for programmatic planning,
more robust empirical PSE methods generally can be expected
to facilitate better estimates of the number of KP members living
with HIV (KPLHIV), yielding more representative and higher
quality data [7,8] for use in measuring progress toward various
targets, including percent of KPLHIV aware of their HIV status,
percent of KPLHIV receiving antiretroviral treatment, and
percent of those virally suppressed. The general population is
relatively easy to enumerate using census methods, but
estimating the size of KP faces several challenges: lack of a
sampling frame, mobility or economic migration, and some KP
members may not want to be counted (ie, they may choose to
be less visible because of the stigma or criminalization of their
KP-defining behaviors) [9,10]. In the absence of a gold-standard
PSE method, methods that use empirical data, multiple data
sources, and sound statistical concepts can be expected to
provide more valid estimates than nonempirical methods.

Focused on application of empirical methods, a special
collection of papers in JMIR Public Health and Surveillance

has been released under the title “Key Population Size
Estimations” [11]. These 9 reports on empirically based PSE
include innovative approaches, such as use of social media apps
(Vietnam) [12], a reverse-tracking method (Namibia) [13],
multiple-source capture-recapture (CRC; Uganda) [14], and
successive sampling (SS)-PSE incorporating imputed visibility
[15]. We provide a summary of these papers to highlight
advances in the application of empirical methods and persisting
gaps in information.

Almost all the papers (Table 1) presented estimates based on
some form of CRC methodology — conventional two-source
(2S)-CRC; multiple-source CRC; or service, unique object,
unique event, or social app multiplier methods — or used prior
estimates that may have been partially based on these methods
for analysis (SS-PSE). Of the 9 papers, 4 described PSE
embedded within a BBS [13,16-18], 1 described using datasets
from previously conducted BBS [15], and 4 presented results
from standalone PSE exercises [12,14,19,20].

Table 1. Population size estimation methods, key populations, and geographic location covered by papers in the special-themed issue.

CitationLocationKey populationMethods

19Uganda, 11 townsFSWb, MSMc2S-CRCa

20Vietnam, Ho Chi Minh CityFSW (venue-based)2S-CRC

12Vietnam, 12 provincesMSMSocial app multiplier method

14Uganda, KampalaFSW, MSM, PWIDe3S-CRCd

16South Sudan, 2 citiesFSW3S-CRC; multiplier method

17South Africa, 3 citiesFSWMultiplier methods

18Papua New Guinea, 3 citiesFSW, MSM/TGWgMultiplier methods, SS-PSEf

15Armenia, 3 citiesFSW, MSM, PWIDSS-PSE

13Namibia, 2 citiesFSWRTMh, RadRi

a2S-CRC: 2-source capture-recapture.
bFSW: female sex workers.
cMSM: men who have sex with men.
d3S-CRC: 3-source capture-recapture.
ePWID: people who inject drugs.
fSS-PSE: successive sampling population size estimation.
gTGW: transgender women.
hRTM: reverse tracking method.
iRadR: respondent-driven sampling–adjusted RTM.

Apodaca and colleagues [19] conducted a 2S-CRC in 11 small
Ugandan towns with peers distributing unique objects to tag
female sex workers (FSW) and MSM in the first capture.
Distributers used a mobile global positioning system to record
locations of the distribution for quality control purposes. A
different group of peers (to minimize the risk of visiting the
same venues again) collected data for the second capture, which
consisted of asking FSW and MSM if they had received the
unique object using 2 different recapture definitions:
presentation of the object or identification of the object from a
set of photos. The most credible results (compared with other
published estimates) were based on presentation of the object.

Among the first empirically based PSE to be done in Uganda
to obtain FSW and MSM size estimates at the small-town level,
this exercise demonstrated the difference in results based on
recapture definitions and the feasibility of using peers for data
collection when provided proper training and standardized data
collection tools.

To estimate the size of venue-based FSW in Ho Chi Minh City,
Vietnam, Le et al [20] conducted multistage 2S-CRC. They
used stratified probability proportionate to size to select districts,
mapped venues, and distributed unique objects to all FSW in
those venues. The recapture consisted of an equal probability
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random selection of venues from the initial mapping and asking
FSW in those venues if they had received the object. The PSE
of venue-based FSW in these districts was multiplied by the
inverse of the proportion of districts selected to calculate the
number of venue-based FSW in Ho Chi Minh City. Although
this PSE method is useful for venue-based KP, the authors note
that estimates are needed for other FSW, including those who
may seek clients using social media platforms.

Son et al [12] used a social media app multiplier method for
PSE of MSM in 12 provinces in Vietnam. The first data source
was the count of social app users, and the second source was
data collected from MSM recruited via respondent-driven
sampling (RDS) and who responded to an online questionnaire
(telephone survey for MSM who did not have internet access).
The PSE was derived by dividing the number of app users in a
1-month period by the proportion interviewed who reported
using the app during the same period. Investigators estimated
the size of the MSM population in 12 provinces, from which
they extrapolated to generate a national PSE among MSM aged
15-49 years. This first attempt to estimate the MSM population
in Vietnam empirically highlighted the feasibility of reaching
many MSM through a social app and online. The percentage of
men estimated to be MSM nationally (0.68%, 95% CI
0.46%-1.95%) is well below the published estimates for
Southeast Asia of 3%-6% of MSM in the past 12 months [21].
PSE may have been underestimated by selecting users of only
1 social app, being biased toward those with higher internet or
social app literacy, excluding MSM aged ≥50 years, and
assuming that users of the social app during a 1-month period
represented all MSM. Reported PSE may represent a minimum
or a subgroup of MSM — some provinces had population
proportions that were improbably low (eg, 0.21%). Future efforts
should try to achieve better precision — wide confidence
intervals included crude estimates previously derived by
nonempirically based consensus methods. In one province, the
PSE confidence interval ranged from about 4200 to 68,000,
representing 0.6% to 9.6% of the male population aged 15-49
years. Adapting traditional empirical methods using social apps
and web-based interviews, this method is quick and relatively
inexpensive but needs improvement and additional validation.

In a study (published elsewhere) on the uptake of KP PSE in
guiding HIV responses in Africa, Viswasam et al [4] described
limited uptake of PSE in US President’s Emergency Plan for
AIDS Relief (PEPFAR) Country Operational Plans, national
strategic health planning documents, and Global Fund Concept
Notes and recommended stakeholder engagement and
data-oriented capacity building. Two papers in this
special-themed issue described implementation of multiplier
methods in conjunction with BBS and the importance of
stakeholder engagement in 3 South African cities among FSW
[17] and in 3 Papua New Guinea cities among MSM,
transgender women (TGW), and FSW [18]. Investigators in
South Africa used unique object, unique event, and service
multiplier methods; wisdom of the crowd; and a modified Delphi
method to adopt consensus estimates [17]. Asserting that a PSE
has limited value unless it is adopted and used by government,
civil society, and global health funding partners, Grasso et al
[17] found that stakeholder engagement and consensus were

critical to vetting and triangulating multiple empirically based
estimates to ensure adoption and use of the PSE at the national
and subnational levels. Because it is equally important not to
allow political expediency or agendas to adjust what otherwise
would be the best available PSE, data-oriented capacity building
as promoted by Viswasam et al [4] may be essential to prevent
the adoption of inferior PSE.

The Papua New Guinea PSE exercise, part of a BBS conducted
among MSM and TGW (combined) and FSW, employed unique
object and service multiplier methods as well as SS-PSE [18].
As in South Africa, final estimates were chosen through
meetings among experts that were then presented to key
stakeholders for adoption of a single estimate in each city.
Authors highlighted the challenges in using these methods —
the wide variation in results and importance in understanding
the biases in data collection, including issues with the
availability and quality of HIV-service data.

Doshi et al [14] demonstrated the feasibility of using 3-source
(3S)-CRC as a standalone (ie, not done in conjunction with a
survey) method for PSE in a resource-limited setting [14]. One
of the benefits of 3S-CRC is the ability to account partially for
sample dependencies (thereby relaxing the assumption of
independence required by 2S-CRC methods) by allowing
sources to be examined pairwise. In this first use of 3S-CRC
for FSW, MSM, and PWID in Kampala, Uganda, the project
team distributed 2 different unique objects in each of the first
2 captures, C1 and C2. KP members were asked in C2 and C3
whether they received the objects distributed in C1 and C2. The
number in C3 receiving one or both objects was determined.
Among PWID, recording errors prevented use of data collected
in C3; however, data from C1 and C2 could be analyzed as
conventional 2S-CRC. PSE were derived using the
Lincoln-Petersen method for 2S-CRC (PWID) and a Bayesian
nonparametric latent-class model for 3S-CRC (MSM and FSW).
For the latter, statistical analyses were performed in R using
the Bayesian nonparametric latent-class capture-recapture
package (LCMCR). Use of LCMCR was innovative because
this approach was not originally developed for analyzing
epidemiologic data.

Okiria et al [16] also described exercises undertaken in
conjunction with a BBS to estimate the number of FSW in the
South Sudan capital city, Juba, and Nimule, on the South
Sudan-Uganda border. They used unique object and service
multiplier methods as well as 3S-CRC. The attempt to conduct
3S-CRC in Juba was thwarted when the third capture, delayed
because of unique object procurement issues, was conducted 6
months after the BBS data collection had concluded and did
not include questions needed to determine the number of
individuals in each capture separately. Therefore, analysis was
treated the same as for a routine unique object multiplier method.
In Nimule, they found divergent PSE across all methods and
postulated violation of the closed population assumption because
of displacement of FSW due to conflict that delayed BBS launch
for 6 months. Furthermore, some results generated implausible
FSW population proportions (ie, as high as 193%), possibly
due to many FSW not actually residing in Nimule but across
the border in Uganda. Lessons learned included the need to
improve data quality during collection (eg, ensuring correct
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identification of residency and deduplication of service records)
and timing the first 2 captures before the BBS (if BBS is used
as a data source) to ensure individual-level data can be more
accurately collected by interviewers who receive intensive
training compared with volunteer object distributors. Despite
conflict and logistical and operational challenges, investigators
demonstrated the feasibility of conducting 3S-CRC and found
that use of multiple methods to estimate the number of people
not easily counted during mapping improved PSE compared
with previous results.

To advance the SS-PSE method [22], McLaughlin et al [15]
examined the performance of a modification that allows
visibility to be jointly modeled with population size. Imputed
visibility is a measure of how likely persons are to participate
in an RDS survey [23]. This measure may be used instead of
self-reported social network size, which is usually considered
a proxy for inclusion probability. Using 15 datasets from RDS
surveys of FSW, MSM, and PWID from 3 cities in Armenia,
they compared and evaluated the accuracy of imputed visibility
PSE against those found for the same populations based on
other methods. The imputed visibility adjustment worked well
with great (as defined by authors) fits with prior estimation for
FSW and PWID, but MSM populations in all 3 cities had
inconsistencies with expert prior values that made a great fit
impossible. Authors cautioned that prior estimations from expert
opinions may not always be accurate and that SS-PSE be used
only after ensuring that RDS assumptions have been met,
convergence has been reached on primary endpoints, and the
sampled population network structure does not have
bottlenecks. Lastly, to ensure generation of the most accurate
estimates, they recommended that SS-PSE be used in
conjunction with other PSE commonly used in RDS surveys as
well as with other years of SS-PSE.

Wesson et al [13] described using an RDS adjustment
(respondent-driven sampling–adjusted [RadR]) to the
less-commonly used reverse tracking method (RTM) [24] to
estimate the population size of FSW in Namibia [13]. The RadR
method allows for application in RDS surveys and improves
upon venue-based RTM because RaDR-based results account
for the proportion of KP that do not congregate at venues and
thus should provide more representative PSE. Additionally,
RadR can adjust for double-counting associated with traditional
venue-based RTM. The novel RadR method was successfully
integrated with RDS surveys among FSW in 2 sites in
Windhoek, Namibia to provide plausible PSE estimates
compatible with the Namibia Ministry of Health and Social
Services official estimates based on triangulation of PSE derived
from multiple methods. This study demonstrated that, although
it still needs more field testing with other KP groups and in
other geographical settings, the RadR method is easy to integrate
into RDS surveys and might be a promising methodological
advance.

Of the 9 papers in this collection, 8 papers described PSE of
FSW, 2 reported on PWID, and 5 included MSM (of these, 1
combined TGW with MSM). TGW PSE are lacking globally
[2,4-6,8]. Viswasam et al [4] conducted a review of all PSE for
KP in 54 African countries from 2009 through 2017 and
identified 118 size estimates — 70 for FSW, 27 for MSM, 21

for PWID, and none for transgender persons. PSE frequently
combines TGW with MSM; because the 2 populations have
distinct needs, generating separate estimates will be crucial for
advocating for both KPs and appropriately targeted programs
and services. Although only 2 papers in this collection reported
PWID size estimates [14,15], many countries have included or
are planning to include PSE in their BBS among PWID [25,26;
personal communication]. Estimating the size of the PWID
population may be less challenging in areas with substantial
drug-injecting activity, for example, along drug transportation
routes and border areas. A dearth of size estimates for the female
PWID population argues for enhancing efforts to recruit female
PWID for BBS and PSE. Challenges to estimating population
size of FSW include their mobility, driven by economic needs
and opportunity, and the variety of settings in which they work
or find clients, including the increasing use of internet sites and
social media apps. Social media and dating apps are emerging
as a data source for PSE, especially among MSM [12,27], but
should be used with caution. Limitations of social media and
dating apps for size estimation include potential overcounting
if many users are allies or onlookers and not members of the
KP and if identification and deduplication of users with multiple
accounts are not possible; dependence on internet and smart
phone coverage; variability of app use by age and cultural
context; and unstable popularity of apps as new apps are
introduced and adopted. Furthermore, detailed information about
how social apps derive estimated number of users and classify
user characteristics may be unknown or undisclosed to protect
proprietary interests.

Publications of KP PSE report the estimated absolute number
of KP but frequently omit the KP population proportion. This
metric, however, provides a reality check to assess
underestimation or overestimation by comparison with other
published estimates [5,6,8,21,28]. For example, 1.5% may be
a reasonable minimum threshold for an urban MSM population
proportion — figures less than 1.5% suggest underestimation.
The proportion of the population who are KP members will
vary by characteristics (eg, urbanicity, border, transportation
routes, drug trafficking routes, economic opportunity). The
proportion of the population that is MSM or TGW probably is
the most stable compared with that for PWID or FSW, which
is more variable and localized. The principal challenge, however,
is to account for MSM mobility (ie, migration from rural to
urban areas and to an unknown extent, small-to-larger town
migration). Hence, the proportion of MSM among urban men
can and should be expected to be higher as they absorb MSM
from rural and small-town settings.

Countries are encouraged to publish PSE reports in the
peer-reviewed literature, in addition to including estimates in
their surveillance reports or reporting estimates to UNAIDS
and other agencies upon request. Even when published, however,
Viswasam and colleagues [4] noted that there remains “limited
evidence of sustained uptake of these data to guide the HIV
responses.” In another review of the available and quality of
KP size estimates, Sabin et al [2] concluded that size estimates
are “increasingly available but quality varies widely” and that
“different approaches present challenges for data use.” This
collection of papers provides examples of PSE reports that may
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serve as models for countries to use to publish their own results.
We recommend that countries use multiple, robust empirical
methods; document the process; synthesize results; report point
estimates with confidence or credible intervals; include
population proportions (using appropriate sex-specific,
age-specific, and location-specific census data); and take steps
to ensure uptake and use of estimates to guide the HIV response
toward ending the HIV epidemic among KP.

Numerous challenges remain, including the aforementioned
need for distinct PSE for TGW and female PWID. If a BBS is

deemed impractical because of relatively small population sizes
or lack of resources, standalone PSE exercises as described in
4 of the papers [12,14,19,20] presented in this special-themed
issue (described earlier) may be considered to fill these gaps.
We continue to seek new, innovative, or improved methods in
a search for the holy grail (ie, a gold standard for finding the
true population size). In addition to encouraging publication
and use of high-quality PSE, we underscore the need for a global
consensus on minimum-threshold PSE to prevent the use of
extreme underestimates and highlight the continued need for
operational research to advance empirically based PSE.
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Abstract

Background: In 2019, 62% of new HIV infections occurred among key populations (KPs) and their sexual partners. The World
Health Organization (WHO) recommends implementation of bio-behavioral surveys every 2-3 years to obtain HIV prevalence
data for all KPs. However, the collection of these data is often less frequent and geographically limited.

Objective: This study intended to assess the availability and quality of HIV prevalence data among sex workers (SWs), men
who have sex with men (MSM), people who inject drugs, and transgender women (transwomen) in low- and middle-income
countries.

Methods: Data were obtained from survey reports, national reports, journal articles, and other grey literature available to the
Global Fund, Joint United Nations Programme on HIV/AIDS, and WHO or from other open sources. Elements reviewed included
names of subnational units, HIV prevalence, sampling method, and size. Based on geographical coverage, availability of trends
over time, and recency of estimates, data were categorized by country and grouped as follows: nationally adequate, locally
adequate but nationally inadequate, no recent data, no trends available, and no data.

Results: Among the 123 countries assessed, 91.9% (113/123) presented at least 1 HIV prevalence data point for any KP; 78.0%
(96/123) presented data for at least 2 groups; and 51.2% (63/123), for at least 3 groups. Data on all 4 groups were available for
only 14.6% (18/123) of the countries. HIV prevalence data for SWs, MSM, people who inject drugs, and transwomen were
available in 86.2% (106/123), 80.5% (99/123), 45.5% (56/123), and 23.6% (29/123) of the countries, respectively. Only 10.6%
(13/123) of the countries presented nationally adequate data for any KP between 2001 and 2017; 6 for SWs; 2 for MSM; and 5
for people who inject drugs. Moreover, 26.8% (33/123) of the countries were categorized as locally adequate but nationally
inadequate, mostly for SWs and MSM. No trend data on SWs and MSM were available for 38.2% (47/123) and 43.9% (54/123)
of the countries, respectively, while no data on people who inject drugs and transwomen were available for 76.4% (94/123) and
54.5% (67/123) of the countries, respectively. An increase in the number of data points was observed for MSM and transwomen.
Overall increases were noted in the number and proportions of data points, especially for MSM, people who inject drugs, and
transwomen, with sample sizes exceeding 100.
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Conclusions: Despite general improvements in health data availability and quality, the availability of HIV prevalence data
among the most vulnerable populations in low- and middle-income countries remains insufficient. Data collection should be
expanded to include behavioral, clinical, and epidemiologic data through context-specific differentiated survey approaches while
emphasizing data use for program improvements. Ending the HIV epidemic by 2030 is possible only if the epidemic is controlled
among KPs.

(JMIR Public Health Surveill 2020;6(4):e21688)   doi:10.2196/21688

KEYWORDS

Key populations; HIV prevalence; men who have sex with men; people who inject drugs; sex workers; transgender women; low-
and middle-income countries

Introduction

The prevalence of infection and disease and their distribution
over time are the most fundamental elements of information
required to describe an epidemic and its response. The risk of
transmitting HIV varies across individuals, subpopulations, and
communities. The overall risk is based on a combination of
prevalence levels, behaviors, and health services, and is
associated with differential transmission and acquisition risks
and interactions between different populations. Globally, in
2019, an estimated 62% of new HIV infections occurred among
stigmatized, epidemiologically key populations (KPs) and their
sexual partners [1]. KPs are defined groups who, due to specific
higher risk behaviors, are at increased risk of HIV irrespective
of the epidemic type or local context [2]. In addition, their
behaviors are often related to legal and social issues, such as
stigma. They also experience reduced access to quality and
essential health services, such as pre-exposure prophylaxis and
antiretroviral treatment, further increasing their HIV acquisition
and transmission risk [3]. The relative risk of acquiring HIV
among gay men and other men who have sex with men (MSM)
is 26 times higher than that among heterosexual men. This risk
is 29 and 30 times higher, respectively, for people who inject
drugs compared to those who do not inject drugs and sex
workers (SWs) aged 15-49 years than same-aged females who
do not sell sex. Transgender women (transwomen) are 13 times
more likely than adults aged 15-49 years to acquire HIV [1].
Globally, MSM, people who inject drugs, and SWs accounted
for 23%, 10%, and 8% of all new HIV infections in 2019 [1].

The geographic distribution of risks for acquiring and
transmitting HIV is heterogeneous. Injection drug use and sex
work occur more frequently in urban areas or areas with better
economic development opportunities, though they are not absent
from rural areas [4,5]. In many countries, MSM and transwomen
migrate to urban areas in an attempt to leave behind repressive
social stigma and discrimination [6]. Thus, spatial distribution
of risks and HIV prevalence is complex across and within
countries, and geographic mobility poses a unique challenge to
health service continuities. It is impractical to implement
surveillance and survey activities that can be used to generate
prevalence estimates for all relevant subnational units (SNUs)
within a country. However, for HIV prevention, care and
treatment programming must be implemented efficiently so as
to achieve a population-level impact, and a good understanding
of the distribution of HIV infections among and across
communities is required. The absence of HIV prevalence data

among a specific KP is often the result of either the lack of
appreciation that a population is affected differently at the local
level due to its risk profile, or the refusal to recognize the
existence of a specific KP. The omission of a surveillance
approach that includes information on HIV prevalence among
KPs can be attributed to structural stigma and discrimination
toward these populations [7]. Latent or blatant structural stigma
and discrimination toward KPs obstruct progress in the HIV
response, including the 95-95-95 targets and impact goals. The
behavioral characteristics that define each KP may not have
been formally recognized at one time or another in all countries
[8].

In many countries, HIV prevalence data have been collected
among KPs since the late 1980s. Typically, HIV sentinel surveys
were established in cities. Sentinel survey activities have
continued in some countries and locales without pause over the
ensuing 30 years, while others have stopped for various reasons
[9]. Today, more than 120 countries report routine sentinel
surveillance or surveys among 1 or more KPs. The number and
periodicity of surveys over time, preferably using consistent
methods and producing data amenable to analysis, can vary
widely. Trend analysis, in particular, must consider the
periodicity and recency of available data as well as the number
or proportion of SNUs from which the data have been generated.

Although the World Health Organization (WHO) guidelines
[10] recommend that bio-behavioral surveys (BBS) be
implemented every 2-3 years in all relevant KPs and in all
appropriate geographic areas within a country, in practice, many
countries conduct BBS periodically, as resources allow.
Irrespective of whether the country conducts sentinel
surveillance surveys or more intensive BBS, even the most
complete models include at least 1 site in the capital of each
province. However, almost no data exist beyond the provincial
capitals. Furthermore, some countries rely on sporadically
collected data and, at times, from only 1 city. These data,
regardless of the often-limited number and distribution of SNUs
from which they have been generated, are frequently used as
the basis for national estimates and a planning resource for a
country’s national epidemic response. In each case, assumptions
must be made about the distribution of HIV infections, and
some form of extrapolation is necessary to estimate the burden
of HIV among KPs at the national level.

Another important consideration involves the quality of
individual survey results used for generating HIV estimates. A
good quality survey will provide valid estimates that are
statistically representative of the population being surveyed.
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Representativeness is a challenge for surveys among KPs due
to the absence of a sampling frame [10]. Sentinel surveillance
often involved convenience sampling in the 1990s and early
2000s. In such cases, the methodological consistency and trend
analysis of HIV prevalence outweigh the representativeness.
More recent surveys applied approximate probability sampling,
such as respondent-driven sampling (RDS) and time-location
sampling (TLS) [11].

Some efforts have been made to assess HIV prevalence data
with similar parameters, such as KP groups, survey sites, HIV
prevalence, sample size, and sampling method, among KPs at
the regional level [12-18]. Most addressed a specific region or
group, or covered a shorter period. Additionally, systematic
assessment methods were not reported. The present analysis
provides a complete and extensive review of the HIV prevalence
studies/reports among KPs from 2001 to 2017. We describe the
availability and quality of HIV prevalence data among KPs in
123 low- and middle-income countries, which account for more
than 90% of the estimated global population living with HIV
in 2019 [1]. Similar assessment methods for the availability and
quality of population size estimates were published in 2016
[19].

Methods

Data Sources and Elements
We examined a variety of health research sources for published
and unpublished literature that included HIV prevalence data
for each of the 4 aforementioned KPs, namely MSM, SWs,
people who inject drugs, and transwomen.

The following data sources were examined, irrespective of their
language: Country Progress Reports for the United Nations
General Assembly Special Session on AIDS; Global AIDS
Response Progress Reports or Global AIDS Monitoring reports
submitted to the Joint United Nations Programme on HIV/AIDS
(UNAIDS); AIDS Data Hub [20]; annexes to Global Fund
concept notes, funding requests, and programmatic gap analysis
tables contained therein; and publicly available documents,
including integrated BBS or sentinel surveillance reports; journal
articles available on PubMed; grey literature available on
websites; and technical meeting abstracts, such as those at
International AIDS Conference sites. The terms used to search
the publicly available documents included “key populations,”
“most at-risk populations,” “risk groups,” “men who have sex
with men,” “gay,” “gay men,” “sex workers,” “female sex

workers,” “male sex workers,” “transgender sex workers,”
“transgender,” “transgender women,” “transwomen,” “injecting
drug users,” “injection drug users,” “drug users,” and “people
who inject drugs.” Acronyms, including “MSM,” “FSW,”
“MSW,” “TG,” “PWID,” and “IDU,” and their variations in
different languages were also utilized. The main languages used
in the search were English, Spanish, French, Portuguese,
Russian, and Chinese. In addition, we abstracted data from
reports in Arabic, Nepali, and Farsi. The assessment was limited
to 123 countries that were eligible for funding from the Global
Fund after the introduction of its new funding model in 2014
[21].

The reports were obtained either directly from UNAIDS or the
Global Fund. The obtained reports and articles were utilized in
the following priority order: (1) Reports submitted to UNAIDS
or the Global Fund by funded countries, either in a draft or the
final format, (2) journal articles, and (3) other grey literature
available online. In case an article was based on a submitted
report, we obtained the information from the report.

UNAIDS, WHO, and the Global Fund utilize a common
systematic mapping approach based on abstraction of standard
metadata from each survey report from 2001 onwards. This
approach was used on all surveys conducted between 2001 and
2017 to conduct a basic quality assessment, and it included the
name of the site, HIV prevalence, sampling method, and sample
size. The survey or sentinel surveillance had to have been
conducted between 2001 and 2017 for the data to be included
in the assessment. The year in which the survey or sentinel
surveillance was completed was used. When the survey or
sentinel surveillance completion date was not available, the
publication date was used as a proxy. The first-order of
subnational administrative units (SNU1), available from the
World Factbook [22], such as province, region, or state, were
used to compare the distribution of the survey or sentinel
surveillance sites to define the geographic coverage.

An initial review/analysis of all the studies meeting the
aforementioned criteria was conducted in December 2016 and
later updated in July 2018.

Categorization and Scoring
All the HIV prevalence data were categorized by country and
KP group regarding availability and quality in descending order
from (1) to (5) according to criteria that considered the
geographical coverage, availability of trends over time, and
recency of estimates (Figure 1).
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Figure 1. Decision tree depicting categorization of the subnational HIV prevalence data by key population and country. SNU1: first-order subnational
administrative unit, such as a province, state, or region.

(1) Nationally adequate: This category comprised countries
with more than 50% of SNU1-level administrative units
presenting any available prevalence data, with most having at
least 3 data points, the last one between 2015 and 2017.

(2) Locally adequate within selected SNUs but nationally
inadequate: This category comprised two scenarios, namely

(a) countries with less than 50% of SNU1-level administrative
units with any data, with the majority having at least 3 data
points, the last one between 2015 and 2017, or

(b) countries with more than 50% of SNU1-level administrative
units with any data, with the majority not meeting the criteria
of having at least 3 data points, the last one between 2015 and
2017.

(3) No recent data: This category comprised countries with at
least 3 available data points for one or more of the SNUs listed,
but the last data point was collected prior to 2015.

(4) No trends available: This category comprised countries with
less than 3 available data points for any SNU.

(5) No data: This category comprised countries with no HIV
prevalence data for any KPs since 2001.

Quality was further assessed in terms of sampling methods and
sample size. Sampling methods were classified as probability
(eg, simple random, systematic, or stratified sampling),
approximate probability (eg, RDS or TLS), and nonprobability
(eg, snowball) methods. Sample size data were grouped as <100
or ≥100. For any SNU (SNU1 or otherwise) with 3 or more data
points for any KP group, the sampling methods were examined
to assess whether they were consistent over time.

Maps were generated using Q-GIS (version 3.8 ; QGIS
Development Team) [23]. Regional divisions for UNAIDS were
used, while country-specific shapefiles were downloaded from
GADM, a database of the location of the world’s administrative
areas.

Results

Of the 123 countries (for the full list, see Multimedia Appendix
1) assessed, 113 (91.9%) had at least 1 data point/prevalence
estimate for at least 1 KP group during the period of 2001-2017.
During the same period, 10 countries (Dominica, Gabon,
Grenada, Democratic People’s Republic of Korea, Marshall
Islands, Saint Lucia, Samoa, Sao Tome and Principe, Sierra
Leone, and Tuvalu) did not report any HIV prevalence data for
any KP group (Figure 2).
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Figure 2. HIV prevalence categorization by key population (2001-2017). Kosovo and Zanzibar are not included due to unavailability of their shapefiles.

Among the 123 countries assessed, prevalence data for HIV
were available for SWs in 86.2% (106/123); MSM in 80.5%
(99/123); people who inject drugs in 45.5% (56/123); and
transwomen in 23.6% (29/123) of the countries. KP
group-specific categorization results are presented by country
in Figure 2. Approximately half of the countries assessed
(63/123, 51.2%) presented data for at least 3 KPs. Very few
countries (13/123, 10.6% in all; 6/123, 4.9% for SWs; 2/123,
1.6% for MSM; and 5/123, 4.1% for people who inject drugs;
Table 1) were categorized as having “nationally adequate” data
for any single KP. Further, while 26.8% (33/123) countries were
categorized as having data that were “locally adequate” within

the selected SNUs, they were considered as “nationally
inadequate”, primarily for SWs and MSM.

Of the 123 countries assessed, 78.0% (96/123) had data for at
least 2 groups; and 51.2% (63/123), for at least 3 groups. Only
14.6% (18/123) had data for all 4 groups (Table 2).

Among SWs and MSM, “no trends available” was the most
common category, followed by “locally adequate but nationally
inadequate.” For people who inject drugs and transwomen, the
most common category was “no data,” followed by “no trends”
(Table 1).
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Table 1. Categorization of HIV prevalence data by KPa and region (2001-2017).

RegionsKPs

Total (Nc=123)Western and
Central Africa

(nb=24)

Middle East and
North Africa

(nb=11)

Latin America

(nb=22)

Eastern

Europe and
Central

Asia (nb=16)

Eastern and
Southern Africa

(nb=22)

Asia and

Pacific

(nb=28)

SWsd, n (%)

6 (4.9)3 (12.5)0 (0)0 (0)2 (12.5)0 (0)1 (3.6)Nationally ade-
quate

33 (26.8)4 (16.7)3 (27.3)7 (31.8)5 (31.3)1 (4.5)13 (46.4)Locally adequate
but nationally in-
adequate

20 (16.3)5 (20.8)4 (36.4)3 (13.6)2 (12.5)4 (18.2)2 (7.1)No recent data

47 (38.2)8 (33.3)3 (27.3)7 (31.8)5 (31.3)17 (77.3)7 (25.0)No trends

17 (13.8)4 (16.7)1 (9.1)5 (22.7)2 (12.5)0 (0)5 (17.9)No data

MSMe, n (%)

2 (1.6)0 (0)0 (0)0 (0)2 (12.5)0 (0)0 (0)Nationally ade-
quate

33 (26.8)4 (16.7)2 (18.2)8 (36.4)7 (43.8)0 (0)12 (42.9)Locally adequate
but nationally in-
adequate

10 (8.1)2 (8.3)0 (0)2 (9.1)3 (18.8)1 (4.5)2 (7.1)No recent data

54 (43.9)13 (54.2)5 (45.5)9 (40.9)4 (25.0)15 (68.2)8 (28.6)No trends

24 (19.5)5 (20.8)4 (36.4)3 (13.6)0 (0)6 (27.3)6 (21.4)No data

People who inject drugs, n (%)

5 (4.1)0 (0)0 (0)0 (0)4 (25.0)0 (0)1 (3.6)Nationally ade-
quate

14 (11.4)0 (0)2 (18.2)0 (0)4 (25.0)0 (0)8 (28.6)Locally adequate
but nationally in-
adequate

12 (9.8)1 (4.2)2 (18.2)0 (0)5 (31.3)2 (9.1)2 (7.1)No recent data

25 (20.3)6 (25.0)2 (18.2)4 (18.2)2 (12.5)6 (27.3)5 (17.9)No trends

67 (54.5)17 (70.8)5 (45.5)18 (81.8)1 (6.3)14 (63.6)12 (42.9)No data

Transwomen, n (%)

0 (0)0 (0)0 (0)0 (0)0 (0)0 (0)0 (0)Nationally ade-
quate

5 (4.1)0 (0)0 (0)0 (0)0 (0)0 (0)5 (17.9)Locally adequate
but nationally in-
adequate

5 (4.1)0 (0)0 (0)3 (13.6)0 (0)0 (0)2 (7.1)No recent data

19 (15.4)4 (16.7)0 (0)8 (36.4)0 (0)1 (4.5)6 (21.4)No trends

94 (76.4)20 (83.3)11 (100.0)11 (50.0)16 (100.0)21 (95.5)15 (53.6)No data

aKP: key population.
bNumber of countries in a region.
cTotal number of countries assessed.
dSWs: sex workers.
eMSM: men who have sex with men.
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Table 2. Number and proportion of countries distributed by number of KPsa with HIV prevalence SNUb data (2001-2017; N=123).

Number of countries, n (%)Status of HIV prevalence SNU data

10 (8.1)No data

17 (13.8)1 population

33 (26.8)2 populations

45 (36.6)3 populations

18 (14.6)4 populations

aKP: key population.
bSNU: subnational unit.

Different patterns of availability and quality were evident among
the regions. Considering the top 2 categories, namely “nationally
adequate” and “locally adequate,” on average, availability and
quality of data for SWs were better in the Asia and Pacific
region than in other regions. Better data availability and quality
were observed for MSM in the Asia and Pacific and Eastern
Europe and Central Asia regions. While data for people who
inject drugs were available for countries in the Eastern Europe
and Central Asia regions, the majority were categorized as “no
recent data.” Most countries in the other regions were
categorized under “no data” for people who inject drugs.

Multimedia Appendix 2 presents the number of HIV prevalence
data points available by KPs over time as well as the availability
of sample size information and number of data points with a
sample size>100. From 2001 to 2017, the number of data points
increased with fluctuations for MSM and transwomen, fluctuated
but stabilized for people who inject drugs, and fluctuated but
decreased for SWs. Information on sample size was available
for more than 80% of the HIV prevalence data points for MSM
(1217/1456, 83.6%) and transwomen (226/273, 82.8%), and
for more than 50% of the HIV prevalence data points for SWs
(2470/4368, 56.5%) and people who inject drugs (1194/2211,
54.0%). Among those data points with reported sample sizes,
83.9% (1002/1194) reported a sample size>100 for people who

inject drugs; and 82.3% (1002/1217), for MSM. An overall
increase in the number and proportions of data points with
sample sizes>100 was observed, especially for MSM, people
who inject drugs, and transwomen.

Table 3 presents the sampling methods used for surveys or
sentinel surveillance in those SNUs with at least 3 data points
for any KP (n=68). Of the total SNUs, 9.5% (416/4368), 19.2%
(280/1456), 11.3% (249/2211), and 20.9% (57/273) met the
criteria of 3 data points per KP for SWs, MSM, people who
inject drugs, and transwomen. Overall, a small proportion of
SNUs, namely 18.3% (76/416) for SWs, 10.7% (30/280) for
MSM, 10.4% (26/249) for people who inject drugs, and 24.6%
(14/57) for transwomen, used probability sampling or
approximate probability sampling. Snowball sampling was the
most common nonprobability sampling method across all KP
groups. Moreover, 46.6% (194/416) of those SNUs reporting
at least 3 data points for SWs did not report any sampling
methods. Cluster, systematic, simple random, or stratified
sampling methods were mostly applied from 2001 to 2008 and
in a few countries where venue- or site-based sentinel
surveillance had been implemented (data not shown). The
comparable proportions for the other KPs are as follows: 35.4%
(99/280) for MSM, 39.8% (99/249) for people who inject drugs,
and 29.8% (17/57) for transwomen (Table 3).
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Table 3. Sampling methods used for surveys in SNUsa with at least 3 data points for any KPb (Nc=68).

KPsSampling methods

Transwomen (Ne=57)People who inject drugs (Ne=249)MSMf (Ne=280)SWsd (Ne=416)

Nonprobability sampling, n (%)

5 (8.8)17 (6.8)10 (3.6)34 (8.2)Cluster

2 (3.5)10 (4.0)18 (6.4)32 (7.7)Convenience

6 (10.5)15 (6.0)13 (4.6)15 (3.6)Facility-based

13 (22.8)74 (29.7)99 (35.4)62 (14.9)Snowball

0 (0)8 (3.2)11 (3.9)3 (0.7)Other nonprobability sam-
pling

Probability sampling, n (%)

2 (3.5)3 (1.2)5 (1.8)12 (2.9)Proportionate to population
size

3 (5.3)4 (1.6)4 (1.4)9 (2.2)Respondent-driven sampling

7 (12.3)12 (4.8)14 (5.0)41 (9.9)Systematic, simple random,
or stratified

2 (3.5)7 (2.8)7 (2.5)14 (3.4)Time-location sampling

17 (29.8)99 (39.8)99 (35.4)194 (46.6)Unknown, n (%)

aSNU: Subnational unit.
bKP: key population.
cTotal number of countries.
dSWs: sex workers.
eTotal number of SNUs with at least 3 data points.
fMSM: men who have sex with men.

We also examined the sampling methods used at the country
level. In terms of KPs, the results showed that 47.2% (58/123),
36.6% (45/123), 25.2% (31/123), and 8.1% (10/123) of the
countries reported sampling methods for at least 3 data points
for MSM, SWs, people who inject drugs, and transwomen,
respectively. Among these groups of countries, 12.2% (15/123),
12.2% (15/123), 6.5% (8/123), and 1.6% (2/123) of the countries
used approximate probability sampling methods consistently
for MSM, SWs, people who inject drugs, and transwomen,
respectively (data not shown).

Of the 106 countries that presented any subnational HIV
prevalence data among SWs, 14.2% (15/106; Bangladesh, Nepal,
Pakistan, Papua New Guinea, Philippines, Thailand, Paraguay,
Peru, Guyana, Suriname, Egypt, Bolivia, Guatemala, Paraguay,
and Côte d'Ivoire) had disaggregated data for male SWs. Of the
56 countries that presented any prevalence data for people who
inject drugs, 16.1% (9/56) (Bangladesh, Nepal, Philippines,
Kenya, United Republic of Tanzania, Republic of Moldova,
Russia, Egypt, and Iran) had disaggregated data for female
injectors. Moreover, 26.8% (33/123) of countries (Belize,
Bangladesh, Bhutan, Bolivia, Cambodia, Columbia, Costa Rica,
Cote d’Ivoire, Dominica Republic, Democratic Republic of
Congo, Ecuador, El Salvador, Fiji, Guatemala, Guyana, Haiti,
Honduras, India, Indonesia, Laos, Malaysia, Nepal, Nicaragua,
Panama, Paraguay, Peru, Philippines, Papua New Guinea,
Samoa, Thailand, Tuvalu, Uruguay, and Vanuatu) clearly listed
transwomen as the target population for the survey at least once;

note that transwomen may have been included in the surveys
on MSM in other countries.

Discussion

Despite general improvements in the availability and quality of
HIV prevalence estimates among KPs in low-and middle-income
countries from 2001 to 2017, both remain woefully inadequate
compared with HIV surveillance data from general populations
(ie, antenatal care (ANC) sentinel surveillance and
population-based estimates of HIV prevalence). These essential
epidemiologic data are critical for monitoring the HIV epidemic
and response regardless of epidemic type. Very few assessed
countries (13/123, 10.6%) were categorized as having
“nationally adequate” data for any single KP. Only 26.8%
(33/123) of countries assessed were categorized as having data
that were “locally adequate within selected SNUs but nationally
inadequate,” primarily for SWs and MSM. In total, only 37.4%
(46/123) of countries assessed had at least locally adequate data
for local program planning and monitoring. Lack of nationally
representative data presents a great challenge for strategic
planning, advocacy, and target setting, as well as cascade
analyses, which allow programs to identify and target differential
access, coverage, and quality of services. Countries may misuse
subnational data from a small proportion of the population to
represent the entire country without appropriate adjustment.
Such misuse of data can lead to incorrect resource allocation
and overall estimation of HIV burden. Models, such as those
used in the Spectrum suite (Avenir Health), provide one
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approach to extrapolate data, though input data quality must
still be adequate.

Global, regional and national HIV prevalence trends are
published by UNAIDS annually. However, tracking the trends
of HIV prevalence among KPs remains a major challenge. Even
till 2017, 36 years into the HIV epidemic, many programs still
could not assess whether the programmatic responses among
KP communities were improving or regressing. In Africa, where
the HIV epidemic is more generalized, epidemics among the
KPs were mostly neglected until very recently, when these
countries started to gain epidemic control in the general
population. About half (59/123, 48.0%) and one-third (46/123,
37.4%) of countries assessed presented at least 3 data points for
SWs and MSM, respectively, from 2001 to 2017, despite the
technical guidance urging the collection of such data every 2-3
years [10,24,25]. This challenge is the greatest in Eastern Europe
and Central Asia for all 4 groups, followed by Latin America
and the Caribbean, and the West and Central Africa regions.

Statistically representative estimates require the use of a
probability sampling method and an adequate sample size. The
use of approximate probability sampling methods has increased
since 2003, especially in the last 5 years for MSM and SWs
(data not shown). However, consistent use of such sampling
methods remains limited. Inadequate sample sizes remain an
issue despite an increasing trend in the number of estimates
(among MSM, people who inject drugs, and transwomen) and
surveys reporting sample size information (among SWs and
people who inject drugs) (Multimedia Appendix 2).

Collecting information on the HIV epidemic among KPs
continues to be uniquely challenging. While HIV surveillance
approaches within generalized epidemics continue to shift
toward reliance on routine ANC programmatic testing data, KP
programmatic data face several important hurdles. The first
hurdle concerns KP group disaggregation. In order to be able
to disaggregate HIV testing data by KP groups, it would be
necessary to collect and report information on these groups.
The second issue concerns coverage and representativeness;
whereas high majorities of pregnant women attend first ANC
visits, HIV testing service coverage among KPs is more variable
and difficult to define. Service providers need to be properly
sensitized and trained for risk ascertainment and documentation.
However, any activities that could potentially unmask people
who engage in stigmatized or illegal behaviors should be
avoided, or at least carefully balanced against the rights and
safety of community members, who should be closely involved
with related policy and technical decisions. Such efforts should
continue to ensure that essential health data are also collected
directly from within the communities, including through
community-led monitoring, and settings that provide prevention,
care, and treatment services to these populations. Such
approaches will enable evolution toward more integrated and
sustainable approaches, ensuring strategic information in the
long term.

Health information systems must be strengthened to enable
collection of person-centered individual-level longitudinal
information about KPs. This strengthening should include
investments in robust data security and confidentiality

procedures. It is important to establish shared ownership and
integration of health information systems between government
institutions and nongovernmental organizations (NGOs), with
involvement of communities and civil society playing an
essential part. As a first step, systems that collect prevention
and HIV testing data for KPs (usually owned by NGOs, at
physical or virtual locations) should be linked with systems that
collect treatment data (typically owned by governmental
institutions). Using common unique identification standards,
the entire prevention, testing, treatment, and viral load cascades
can be measured for the populations served at any given point
in time. Again, it is important to emphasize that data security
concerns may prevent NGOs from sharing individual-level data
[26], and this aspect must be adequately addressed to alleviate
community concerns. Some examples indicate how HIV-related
data among KPs are gathered from all service providers in a
single information system [8]. Such an arrangement will ensure
that programmatic and real-time data can be used for monitoring
the epidemic among KPs. While external donors shall continue
financing such data systems and building in-country capacity,
national stakeholders need to increase financing for government
institutions and NGOs for long-term, localized solutions for
collection and use of quality data.

There are several limitations to this analysis. This analysis did
not include data collected from prisoners and some other
affected populations defined in the WHO guidelines [2]. Despite
the efforts to collect and review all survey data from available
sources, some data were not accessible. Many accessed survey
reports were draft versions, and final reports may present
different results (eg, after weighted analysis is conducted). Many
reports did not describe basic survey elements such as
representativeness, sample size, sampling methods, and
eligibility criteria. Lack of such basic elements limited the
establishment of consistent quality metrics or a composite
scoring system. The categorization, a preliminary attempt to
assess data availability and quality in combination, did not factor
the consistency in sampling methods across years. Nor was the
comparability of data across countries over time assessed. HIV
prevalence is less sensitive than HIV incidence or mortality in
gauging the impact of the HIV response. As incidence and viral
suppression data become available, this categorization approach
may be useful to understand the monitoring quality of these
critical indicators. Moreover, trend analysis requires a minimum
of 3 data points at the same SNU, with consistent application
of probability sampling or approximate probability sampling
methods. This definition yielded few SNUs for trend analysis,
as the majority of the SNUs applied only nonprobability
sampling methods. Last, the sample size selection of 100 as the
threshold was arbitrary. Sample size considerations of each
individual survey could not be reviewed for many of the
available data.

Notwithstanding a slight decline in the availability of HIV
prevalence data among SWs from 2001 to 2017, availability of
data from the other reviewed populations increased during the
same period. This increase is partly attributable to increased
global financial investments and technical advances in
implementing surveys among difficult-to-survey populations.
Overall, however, the continued inadequacy of the most essential
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data is concerning. Regardless of the epidemic settings, basic
epidemiologic data are essential for monitoring HIV responses
and understanding progress toward the 95-95-95 goals.
Ultimately, the success of the HIV response will hinge on our

ability to ensure service coverage and quality in the last mile
toward ending HIV as a public health threat by 2030. The global
goal of ending HIV as an epidemic cannot be achieved without
controlling the epidemic among KPs.
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Abstract

Background: Poor nutrition and food selection lead to health issues such as obesity, cardiovascular disease, diabetes, and
cancer. This study of YouTube comments aims to uncover patterns of food choices and the factors driving them, in addition to
exploring the sentiments of healthy eating in networked communities.

Objective: The objectives of the study are to explore the determinants, motives, and barriers to healthy eating behaviors in
online communities and provide insight into YouTube video commenters’ perceptions and sentiments of healthy eating through
text mining techniques.

Methods: This paper applied text mining techniques to identify and categorize meaningful healthy eating determinants. These
determinants were then incorporated into hypothetically defined constructs that reflect their thematic and sentimental nature in
order to test our proposed model using a variance-based structural equation modeling procedure.

Results: With a dataset of 4654 comments extracted from YouTube videos in the context of Malaysia, we apply a text mining
method to analyze the perceptions and behavior of healthy eating. There were 10 clusters identified with regard to food ingredients,
food price, food choice, food portion, well-being, cooking, and culture in the concept of healthy eating. The structural equation
modeling results show that clusters are positively associated with healthy eating with all P values less than .001, indicating a
statistical significance of the study results. People hold complex and multifaceted beliefs about healthy eating in the context of
YouTube videos. Fruits and vegetables are the epitome of healthy foods. Despite having a favorable perception of healthy eating,
people may not purchase commonly recognized healthy food if it has a premium price. People associate healthy eating with
weight concerns. Food taste, variety, and availability are identified as reasons why Malaysians cannot act on eating healthily.

Conclusions: This study offers significant value to the existing literature of health-related studies by investigating the rich and
diverse social media data gleaned from YouTube. This research integrated text mining analytics with predictive modeling
techniques to identify thematic constructs and analyze the sentiments of healthy eating.

(JMIR Public Health Surveill 2020;6(4):e19618)   doi:10.2196/19618

KEYWORDS

YouTube comments; text mining; healthy eating; clustering; structural equation modeling

Introduction

Background
Poor nutrition and food selection lead to health issues such as
obesity, cardiovascular disease, diabetes, and cancer. In order
to reduce the risk of these diseases, it is important to follow

healthy nutrition choices. Food selection plays a major role in
a healthy lifestyle. Studies have shown that taste, cost, nutrition,
convenience, pleasure, and weight control are the predicting
factors for food selection [1]. This aligns with a number of
dietary recommendations and public health campaigns aiming
to encourage people to eat healthily.
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The majority of online comments contain opinions. Social media
platforms serve as a key source for obtaining large, current
datasets [2]. This study focuses on YouTube comments because
YouTube’s environment is multilingual, multidomain, and
multicultural [2], and YouTube audiences, in turn, are
international and intergenerational. In other words, the diverse
nature of YouTube comments makes it a potentially valuable
source of opinions on videos and the issues depicted in them
[3]. In studies on health-related issues, YouTube qualifies itself
as a natural candidate for researchers to study topics in the
development of community and data exchange [4]. YouTube
contains a large volume of comments made by video audiences.
Although these comments reflect the commenters’assumptions
about food choices and health awareness [5], little is known
about what people are discussing in terms of healthy eating.
The aim of this study of YouTube video comments related to
healthy eating is to uncover the reasons for and patterns of food
choices in networked communities.

Objectives
The objectives of the study are to explore the determinants,
motives, and barriers to healthy eating behaviors in online
communities and provide insight into YouTube video
commenters’ perceptions and sentiments of healthy eating
through text mining techniques. The study addresses the
following questions: Can we identify the relevant topics and
categories of healthy eating comments meaningfully? Can we
interpret people’s sentiments related to healthy eating?

Review on Healthy Eating
Healthy eating is defined as having a diet that is low in fat and
high in fiber, with more fruits and vegetables in addition to
balance and variety [6]. Bisogni and colleagues [7] conducted
a systematic review of past qualitative research studies to
understand how people interpreted healthy eating. Their research
revealed that people associated healthy eating with fruits and
vegetables, animal-based products, safe food, functional food,
general nutrients, fiber, vitamins and minerals, balance, variety,
and moderation, with descriptors such as fat, natural, organic,
homemade, and so on. People discussed healthy eating in terms
of foods, nutrients, or other components. Another study focused
on group interviews with adolescents from high school. The
results showed that young people considered healthy eating to
be eating the right types of food, and they went ahead to name
specific foods, such as fruit, salad, and yogurt [6]. They also
included carbohydrate-rich foods (eg, rice and pasta), lean meat
(baked chicken in particular), and tofu. Home-grown vegetables,
greens, corn, and celery were mentioned during the interviews.
The adolescents shared their understanding of unhealthy eating
by naming specific foods, such as fast food, candy, soda pop,
and chips [6]. Lu and Gursoy [8] examined the influencing
factor of organic food on consumer decision making. The results
indicated that healthy food described not only a low-fat or
low-calorie diet but also a meal loaded with nutrients and quality
ingredients (eg, organic food).

In the 20th century, the Mediterranean diet pyramid was
presented in the study by Willett and colleagues [9]. This diet
is characterized by abundant plant food, fresh fruits daily, olive
oil as the principal source of fat, dairy products (in particular

cheese and yogurt), fish and poultry consumed in moderate
amounts and red meat consumed in low amounts, and wine
consumed in low or moderate amounts during meals [9]. The
study exemplified the abundance of plant food with couscous,
vegetables, and legumes in North Africa, pasta, rice, and
vegetables in South Europe, and bulgur, rice and vegetables,
chickpeas, and other beans in the Eastern Mediterranean regions.
Olive oil is low in saturated fat, and it is a major source of fat
in the Mediterranean diet. Dairy products are included in this
diet from animals such as goats, sheep, cows, and buffalo. These
products are consumed in small to moderate portions. Compared
with the high intake of meat in the Western diet, the
Mediterranean diet recommends red meat in low amounts, along
with moderate consumption of fish and eggs. A healthy lifestyle
would require regular physical activity and sufficient relaxation.
Carefully prepared delicious food and sharing food with family
and friends stimulated the enjoyment of a healthy Mediterranean
diet. Apart from academic research, the public health sector in
the United States promoted healthy eating by releasing the
Healthy Eating Index (HEI) in 1995. The HEI-2005 dietary
guidelines advise people to eat fruit instead of fruit juice, to eat
dark green and orange vegetables, and to eat legumes. Milk,
meat, and beans are included in the index. HEI-2005 assesses
the intake of food and nutrients from a density basis, which is
calculated as a ratio to energy intake. The 1200- to 2400-calorie
weekly pattern meets the recommended nutrient intake,
including a 1000-calorie weekly intake of dark green and orange
vegetables and legumes. HEI-2005 includes guidance on sodium
and saturated fat intake as well. The dietary guidelines
encourage people to consume low-fat food free of added sugar
and avoid solid fat and alcoholic beverages [10].

Many studies have explored the determinants of healthy eating
behavior. In terms of food characteristics, Lu and Gursoy [8]
examined food quality from the diners’decision-making aspect.
The results showed that food presentation, the presence of
nutritious ingredients, taste, and freshness are the critical factors
that influence the diners’ attitudes toward visiting certain
restaurants. Examining a review of academic papers focused
on children and youths, Taylor et al [11] revealed that children’s
food preferences are an important predictor of healthy eating.
They believe that a lack of nutrient knowledge can lead to poor
food choices [11]. Differences in the determinants of eating
behaviors were found in boys and girls. Deshpande et al [1]
investigated factors influencing college students’healthy eating
habits and found that female students tend to eat more fatty food
than male students. They also concluded that female and male
students are motivated to eat a healthy diet by different factors.
This result is consistent with the study by Croll et al [6]. Girls
eat healthy food in order to have a better appearance, whereas
boys eat healthily to maintain energy. Food price is considered
to be an economic determinant of healthy eating. As agreed by
Taylor and colleagues [11], the most common consideration in
reference to food choice is food price. In other words, having
a low income leads to selecting food that is high in sugar and
fat as these foods are cheaper. This also means that people have
low-quality meals [8]. Moreover, another study found that the
food price is higher for healthy food than any other food in
grocery stores. These grocery stores appear to have more
positive reviews regarding the availability of quality healthy
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food [12]. Parenting styles and one’s peers are regarded as the
social determinants of healthy eating. Students off campus
choose different foods from students living on campus [1]. The
physical environment determinants include food portion size
and school environment. Studies have been carried out to
implement environmental interventions in reference to healthy
eating [1,13]. This provides a chance to eliminate or weaken an
unhealthy environment so it is easier for people to engage in
health-enhancing behavior. In addition, environmental
interventions promote role models and social support for the
members of the community.

Studies have investigated motives influencing healthy eating
behavior as well and have indicated that a healthy appearance,
positive feelings, and preventing disease are the factors behind
college students having a healthy diet [1]. Similar findings were
included in a study by Shepherd et al [14]. Previous work
revealed that weight management is influenced by healthy eating
[15]. A number of barriers to healthy eating were examined as
well. Shepherd et al [14] identified that the poor availability of
healthy food at school, a lack of healthy eating information from
teachers and friends, the students’preferences for fast food, and
expensive healthy food are barrier factors [14]. Deshpande et
al [1] included time sufficiency, convenience, and a higher
perception of stress and low self-esteem as student barriers to
healthy eating. It is widely known that a lack of nutrition
knowledge is attributed to barriers to healthy eating.

YouTube Video Comments
We reviewed the literature related to YouTube video comments
and found that a number of studies have categorized YouTube
comments through various approaches given the complexity of
YouTube comment characteristics. Madden et al [16] applied
a classification scheme that covers impressions, advice,
opinions, and comments in terms of YouTube use. This scheme
reveals differences in YouTube video commenting behavior
regarding different genres. Their study clustered 10 detailed
categories of YouTube comments, including information, advice,
impression, opinion, responses from previous comments,
expression of personal feelings, general conversation, site
process, video content description, and nonresponse messages
[16]. Another study categorized YouTube comments related to
health issues into different groups: self-disclosure comments,
feedback for the video uploader, factual in nature, help-related
messages, and so on [17]. Wendt et al [18] studied significant
differences in user perceptions of viral stealth videos and product
advertising videos. Topic, pragmatics, and sentiment are the
three main categories of YouTube videos. It is recognized that
comments are generally positive toward these videos. Madden
et al [16] explored the nature of YouTube comments to
understand perceptions of the utility of YouTube videos by
developing a category scheme. Their scheme included questions,
responses, feedback (general), feedback (positive/agree),
feedback (negative/disagree), appreciation/acknowledgment,
giving personal information/situation, personal action,
spam/promotion, and unclassifiable messages [19]. Besides
categorizing YouTube comments, several studies explored the
characteristics of YouTube videos, such as video type, viewer
engagement level, technique use level, and message level [20].
Ferchaud et al [21] established categories from video content

feature and production feature aspects in order to explore
parasocial attributes and YouTube personalities [21]. Zhang et
al [22] demonstrated that statistical evidence, narrative, humor,
fear image, and peer influence are important types of video
message appeal that stimulate more views, likes, and comments
on YouTube videos related to healthy eating.

Text Analytics
In studies of health research, surveys and consultations with
patients have the advantage of involving a large sample.
Conducting these surveys may potentially prevent geographical
dependence, yet the number of answers is restricted in
questionnaires, which can reduce the chances of capturing deep
input [23]. Additionally, low response rates and the difficulty
of obtaining an essential understanding of sensitive issues are
other disadvantages of traditional survey methods [24]. In
contrast, interviews and focus groups can offer the possibility
of obtaining detailed information [23]. However, given the
relatively small sample size, these methods may overlook
important aspects of the interviewees’ opinions. Long and
diffused answers generated from interviews make them difficult
to understand or analyze through a traditional approach [25].
Bicquelet [23] applied the text mining technique to gather online
data in order to understand patient needs. This increasingly
popular social research technique has been adapted to analyze
levels of interest in a topic or a time series analysis of trends in
interest [3]. Text mining allows researchers to process data from
a large number of web pages. In recent years, this automated
analysis has quickly and effectively interpreted large bodies of
extracted online data, thus promising valuable insights across
different research areas [23].

Feldman and Sanger [26] defined text mining as extracting the
corpus of the data and identifying patterns and relationships in
the textual data automatically. In other words, it is a process of
extracting meaningful information pieces and subsequently
applying algorithms to the extracted data and deriving structured
variables for further analysis [27]. Text mining focuses on areas
such as retrieving information, classifying and clustering texts,
natural language processing, and so on. With the growing
availability and popularity of social media platforms, sentiment
analysis has emerged as a novel research area within text
analytics in recent years [26,28]. Traditionally, sentiment
analysis is about whether someone has a positive, neutral, or
negative opinion toward something. In the context of social
media, sentiment analysis aims to determine the opinion polarity
of online reviews made by internet users toward products and
services [28]. As an automated information obtaining technique,
sentiment analysis can find the hidden patterns embedded in
reviews, blogs, and tweets. It is extremely valuable to obtain
this knowledge, as the opinions expressed within social media
networks are genuine [29]. We observed that these affective
opinions are easily understood, and they become the basis of
decision making. Although sentiment analysis within text
analytics has been applied in the political science, marketing,
and consumer behavior fields, it has rarely been used to extract
meaningful information from online data on health-related
issues.
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Researchers have applied new methods to analyze the contents
and sentiments of YouTube comments. For example, Severyn
et al [2] proposed a shallow syntactic structure to test and predict
comment types and their polarity in English and Italian. They
believe that this structure outperforms the traditional approach,
such as the bag-of-words model, in terms of mining opinions.
HarVis was introduced by Ahmad et al [4] as a tool to facilitate
YouTube content acquisition, data processing, and visualization
on any topic. Thelwall [3] developed comment term frequency
comparison in order to investigate YouTube video topics as a
novel social media analytics approach.

Sentiment analysis is a trending topic among YouTube video
comments studies. One study investigated co-commenting
behavior on K-pop videos by analyzing the weighted frequency
and weighted sentiment scores of the co-comments. The results
indicated that a large number of co-comments are positive,
which impacted the co-commenting behavior in the K-pop video
community [30]. Another study used SentiWordNet to analyze
the comment ratings on the YouTube video platform. The
findings showed that community feedback with term features
is an indicator of the community acceptance of the comments
[31]. This study will apply text mining techniques to extract
YouTube healthy eating video comments and interpret them in
order to understand people’s perceptions and sentiments related
to healthy eating.

Methods

Video and Comments Selection
This study analyzed comments scraped from YouTube related
to healthy eating videos to investigate the perceptions and
sentiments of YouTube audiences. It is set in Malaysia, where
11% of Malaysians have diabetes, the highest rate of incidence
in Asia and one of the highest in the world. We are motivated

to understand the reasons for this health care predicament. We
thus intend to examine healthy eating behaviors in this country.
Given the enormous volume of YouTube video comments, we
were able to gather data concentrated on healthy eating. Hence,
a systematic search was conducted to select comments for
analysis. The key phrase “healthy eating in Malaysia” was
entered into the YouTube search engine. With the help of the
filter function, videos were selected and ranked by relevance
in descending order. The criteria for selecting videos in this
study are the relevance of YouTube video contents of healthy
eating in Malaysia, the number of each video’s views, and the
number of comments generated by commenters. The authors
watched the videos from the first 5 consecutive results pages
in order to select all of the relevant videos. They progressed
through the rest of the list until the searched videos became
totally unrelated. Following the steps by Meldrum et al [19],
videos pertaining to non-Malaysian food, videos in languages
other than English, videos targeting specific audiences, and
videos that had disabled the commenting feature were excluded.
Additionally, videos with fewer than 50 comments were
excluded. In total, 10 videos remained after the authors
independently screened and recorded the titles and links of the
qualified videos. Replies to the existing comments and
comments left by the video’s creators were included as this
content analysis focused on all of the community members’
opinions on healthy eating. Overall, 5756 comments and replies
posted under the 10 videos were scraped from YouTube [32]
and transferred to an Excel spreadsheet (Microsoft Corporation).
The authors read through the dataset and removed data entries
such as #NAME#, external links, and advertisements. This data
cleansing process returned 4654 data entries for the content
analysis. Table 1 summarizes the videos included in this study.
Similar to previous studies [17,19,33], as this study involved
anonymous, publicly available data, it was deemed as exempt
by the human ethics committee of Taylor’s University.

Table 1. Overview of selected YouTube videos.

Comments, nViews, nTitle

18151,197,933How I Eat Healthy on a Low Budget! (Cheap & Clean) [34]

7451,152,241Must Eat “Free” Foods to Stay Slim [35]

8721,034,300Dieting Mistakes—Why You're Not Losing Weight! [36]

373577,141My EAT CLEAN Meal Plan (Full Recipes) [37]

877534,511It’s Tough Dieting in Malaysia [38]

668436,489Healthy Foods That Can Make You GAIN WEIGHT [39]

103127,003Budget Meal Prep As a College Student! [40]

19652,418The Ultimate MALAYSIAN Healthy Food Swaps — Eat This. Not That [41]

5339,959We Try Eating Healthy for 2 Weeks — SAYS CubaTry [42]

5425,552What I Eat in a Day in Malaysia (video currently inaccessible)

Data Analysis
This study used a computer-assisted content analysis package
called Text Miner version 9.4 (SAS Institute Inc) to analyze the
comments from selected YouTube videos related to healthy
eating. This software combines textual and statistical analysis
by focusing on the frequency of words in a corpus. For example,

homogeneous subsets of words are identified on their lexical
basis. At the initial stage, the SAS software extracts, stems, and
filters words, which is called text parsing in the data analysis
process. After the YouTube comments are tokenized, the
identified terms are listed in terms of word frequency (see Table
2). During the text parsing node, parts of speech such as
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prepositions, pronouns, and auxiliary verbs are ignored. Text
parsing facilitates the systematic splitting of texts into sets of
controllable terms in the text corpus. By eliminating extraneous
terms, the text filter node keeps the relevant and meaningful
terms that are shown by their frequency of occurrence in the
dataset. The increased signal-to-noise ratio enhances the quality
measure of the dataset [43]. The two processes led to a robust

set of relevant terms for further analysis via the term
frequency–inverse document frequency algorithm (see
Multimedia Appendix 1). This algorithm retains terms that are
deemed relevant to the study like “healthy,” “vegan,” “weight,”
“workout,” etc, while removing stopwords like “the,” “a,” “on,”
and “in,” etc.

Table 2. Excerpts of the term frequency document.

KeepFrequencyWeightattrstringaTerm

Y6100.2600599Alpha+b eat

Y4440.2509651Alpha+ video

Y4860.2883606Alpha+ food

Y3680.2775832Alpha+ good

Y2820.3065190Alpha+ love

Y2710.3331854Alpha+ healthy

Y2450.3584516Alpha+ people

Y2380.3598992Alpha+ weight

Y2000.3606262Alpha+ know

Y1760.3550649Alphajoanna

Y2130.3694043Alpha+ diet

Y2410.3739284Alpha+ egg

Y2200.3863306Alpha+ buy

Y1720.3680809Alpha+ great

Y1620.3922955Alpha+ live

Y1530.3916902Alpha+ lose

Y1380.4046275Alpha+ time

Y1240.3997993Alpha+ tip

aattrstring: in the Alpha attribute, numeric characters are stored as a string.
b+ depicts parent term.

Text clustering was then performed on the term frequency
document by successively splitting terms into mutually exclusive
groups. The process was conducted using the latent semantic
indexing procedure to group terms into higher order semantic
structures [44]. These groups were constructed based on similar
forms (or words). The latent semantic indexing procedure in
this study used the singular value decomposition (SVD)
algorithm (see Multimedia Appendix 2) to reduce the terms in
Table 2 into a set of manageable clusters. Thus, the
topics/themes are as revealed in Table 3. The results of the

clustering via SVD on the term frequency document were set
to generate enough SVD dimensions (k) for further analysis.
The greater the number of dimensions (k), the higher the
resolution to the term frequency clustered. In this study, k was
set to 50, which was the default setting in the SAS software.
The k-dimensional subspace was then generated from the cluster
analysis via SVD. The cluster frequency root mean square
standard deviation shown in Table 3 shows that the derived
clusters via SVD were well manifested and optimal as the values
are close to 0.
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Table 3. Summary of the text clusters.

RMSa SDn (%)Cluster descriptionCluster ID

0.103737416 (15.00)+blove awesome lol +true joanna ming +diet omg +work malaysiaA12

0.125160369 (13.00)+video +love joanna videos soh informative helpful ur +help +watch +channel +weightA18

0.127740322 (11.99)+food +healthy +meat foods +protein +animal +eat +cheap +vegan +know veggies affordA11

0.133414341 (11.99)+people eggs caged chickens animals understand dont +comment +vegan +bad +stop +chickenA17

0.134404287 (9.99)+fat +budget +buy +low calories expensive +organic water +healthy +want foodsA13

0.125705247 (9.00)+good best better first advice +girl +body +smart +fat +gain eating “a lot of”A25

0.118946234 (8.01)+great tips +video “great video” +rice “great tips” brown +tip awesome +white joanna lookingA15

0.124926195 (7.00)+true +malaysian +food malaysia +organic nasi +diet foods mamak lemak +exercise lahA14

0.132021183 (7.00)butter +peanut +story +sugar watching +time coconut +avocado based +small +old +channelA19

0.130526198 (7.00)+weight +lose +workout +week kg lost frozen +fresh +gym veggies +hot +buyA22

aRMS: root mean square.
b+ depicts parent term.

Results

Cluster
This section describes the results of applying text mining
methods to the topic of healthy eating in YouTube videos. Table
3 presents the major themes, sometimes called dimensions, that
emerged from the data analysis. There were 10 clusters
identified with regard to food ingredients, food price, food
choice, food portion, well-being, cooking, and culture in the
concept of healthy eating. These clusters are reflected in the
most frequent key terms used by the YouTube commenters.
The key terms were automatically selected on the basis of their
occurrence and co-occurrence. The authors read through the
key terms and sentences extracted from YouTube videos in
order to make sense of the clusters categorized by the software.

Cluster A12: +love awesome lol +true joanna ming
+diet omg +work malaysia
This cluster is mentioned in 15.00% (698/4654) of comments
related to healthy eating. Many comments were related to the
commenters’ opinions of YouTube videos in the context of
healthy eating in Malaysia. They expressed their feelings and
gratitude toward the video creators by commenting “love,”
“awesome,” and “thank you for sharing.”

Cluster A18: +video +love joanna videos soh
informative helpful ur +help +watch +channel +weight
In total, 13.00% (605/4654) of comments gleaned from the
YouTube videos contribute to cluster A18. Similar to cluster
A12, people expressed their point of view on the usefulness of
YouTube videos. Key terms were “informative” and “helpful.”
A typical example of this cluster follows:

Thanks so much for this video, it is very informative!

Cluster A11: +food +healthy +meat foods +protein
+animal +eat +cheap +vegan +know veggies afford
This cluster demonstrated that animal rights were mentioned.
People who go vegan tend to want a healthy lifestyle. Others

believe humans are omnivores, but they are concerned with
animal cruelty during the production process. A representative
comment follows:

Humans are omnivore beings, there’s nothing wrong
or evil with eating meat. The way they are
incarcerated and killed is made the way it is to make
it cheaper and more profitable for the companies who
produce them. It might not be the kindest way to deal
with living beings, but it does make the process
cheaper, taking food for more people’s tables.

Cluster A17: +people eggs caged chickens animals
understand don’t +comment +vegan +bad +stop
+chicken
This cluster was mentioned in 11.99% (558/4654) of comments
related to healthy eating. A large number of YouTube
commenters buy free-range chicken eggs to support animal
welfare, whereas others cannot afford cage-free eggs as caged
chicken eggs are cheaper. The emphasis is on food price. The
argument of animal rights divided the commenters into two
groups. Some are concerned about animal cruelty in relation to
caged chickens. Others expressed their understanding of animal
rights but explained that they cannot afford healthy eggs that
are produced by free-range local farms. One of the most
representative sentences under cluster A17 follows:

All I hear in the comments is “privilege!” I am a
supporter of cruelty free products and natural
ingredients but we have to be realistic about how the
world works. The poorer you are (at least in the
states) the higher risk you have for being unhealthy
and attracting diseases. There are literally people
who have no access to fresh foods known as “food
deserts” and live off of canned and processed food
because of their socioeconomic status.
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Cluster A13: +fat +budget +buy +low calories
expensive +organic water +healthy +want foods
This cluster is mentioned in 9.99% (465/4654) of YouTube
comments. The commenters love the video, and they can relate
to the video personally. Most people agree that we need to eat
organic food. Some said that they cannot afford it. A number
of people think that organic is simply a marketing term used by
industries to make profits.

Yes, organic food is a lot more expensive and not
affordable for everyone. If you like buying organic
food and your opinion is that it is better then you
should. Just know that it is not more nutritious; the
taste is 100% objective; depending on where you get
your organic food from it may not be sustainable and
may use chemicals you don’t normally think of as
organic; you are also paying about 30% more for no
reason other then the fact they put an organic sticker
on it.

Cluster A25: +good best better first advice +girl +body
+smart +fat +gain eating “a lot of”
This cluster deals with people’s perception of YouTube videos,
which are “good,” “better,” and “smart.”

Cluster A15: +great tips +video “great video” +rice
“great tips” brown +tip awesome +white joanna
looking
A number of comments contained the commenters’ opinions
of YouTube videos and video contents. As shown in this cluster,
the key terms are “great” and “great tips.” People expressed
their gratitude for the method of mixing brown rice and white
rice, as suggested by YouTube creator Joanna. Many people
support cooking and preparing meals at home. Some said that
fast food is cheaper than homemade meals.

This white rice/brown rice mix tip is awesome!!
Making homemade energy bars is a great option. You
know precisely what went in it.

Cluster A14: +true +malaysian +food malaysia
+organic nasi +diet foods mamak lemak +exercise lah
This cluster deals with the perceptions of Malaysian food in
terms of healthy eating. Fat, sugar, and oils are most frequently
mentioned in the YouTube comments. People believe that
Malaysian food is high in calories and carbohydrates. People
associated sugar with Malaysian food as well. In addition, it is
tough to diet in Malaysia. Mamak (comfort food) restaurants
are open 24/7, making it hard to resist Malaysian food. In other
words, the cultural factor becomes a barrier to healthy eating
in Malaysia. A typical comment follows:

Woww im so proud =))) I’m trying to follow your
vidoes to eat healthier and to get up and exercise...
You know how hard it is being a Malaysian because
we love food so much ;)

Cluster A19: butter +peanut +story +sugar watching
+time coconut +avocado based +small +old +channel
In this cluster, people associated healthy eating with food
choices. Similar to a previous study [14], fruits are the most
commonly mentioned healthy food. Key terms are coconut and
avocado. An example follows:

I eat an avocado maybe one time a week as a meal
with a piece of toast and an egg. I think avocados are
great, just a once in a while thing tho.

Cluster A22: +weight +lose +workout +week kg lost
frozen +fresh +gym veggies +hot +buy
This cluster illustrates the relationship between healthy eating
and weight management. Commenters expressed their points
of view on the challenges and barriers to healthy eating. The
focus is that Malaysians find it very hard to eat on a diet;
therefore, it is difficult to experience weight loss. Reasons such
as delicious food choices are included. Exercising does not keep
the body in shape as people go to Mamak restaurants after their
workout. An example of a cluster A22 comment follows:

Before I came to malaysia, I did my diet as usual, but
when i’m in malaysia I totally ruin my diet. Can’t
resist mee goreng mamak and many malaysian foods.

This cluster also deals with food-storing methods. People
express their views on frozen vegetables and fresh vegetables.
A lot of people believe that frozen vegetables contain more
nutrients than fresh vegetables. A typical comment follows:

Nutrients may be lost if frozen vegetables are slowly
defrosted. i have always been told by nutritionists
that frozen is healthier than fresh.

A significant degree of convergence was found between the
different clusters. This suggests that YouTube comments are
likely to fall into more than one category. For example, food
price was mentioned in clusters A11 and A13. Cultural factors
were discussed in clusters A12 and A14. Food choices and
ingredients related to healthy eating were included in clusters
A11, A17, and A19. In general, the key terms related to selected
YouTube videos contained positive sentiments such as “good”
(mentioned 326 times), “great” (257 times), “love” (423 times),
and “keep up with the good work” (19 times). Attitudes toward
healthy eating are generally positive, as these clusters indicate.
These results showed that research question 2 with regard to
interpreting the sentiments of healthy eating comments has been
addressed.

Based on Table 3, each cluster was manifested inside the derived
subspace (see the root mean square standard deviation); 7
clusters were plotted on a Cartesian coordinate system, and 3
clusters (A12, A18, and A25) mainly related to the usefulness
and favorability of videos were not considered for further
analysis. In this Cartesian coordinate system, the distance
between the clusters was the space generated during the SVD
procedure. Clusters with shorter distances between them depict
closer relationships within their semantic structures and vice
versa. The results of the factor analysis showed that the data
were appropriate for this study, given the Kaiser-Meyer-Olkin
measure of sampling adequacy value of .879 [45]. A Bartlett
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test of sphericity was significant (P<.001). Principal component
analysis revealed that one factor was extracted and it accounted
for 60.749% of the total variance. The Cronbach alpha value
for the 7 items was .878, indicating a satisfactory level of
reliability [46]. The t values in the results indicate that the
critical ratios for the parameter estimates were significant at a
.05 level. This result shows that convergent validity and the
unidimensionality of each item met the satisfactory requirements
[47]. Several model fit measures were employed to assess the
model’s overall goodness of fit. The results in Table 4 showed
an adequate model fit, indicating that the model was acceptable
[45].

Subsequently, the confirmatory factor analysis test was
conducted on the clusters to examine the relationships of the
clusters derived from the unstructured data pertaining to healthy
eating. The measurement model was used to test the validity
and reliability of the healthy eating determinants in this study.
Confirmatory factor analysis was performed using SPSS Amos
version 20 for Windows (IBM Corporation), and the results are
shown in Figure 1, indicating that all of the healthy eating
determinants have positive relationships with healthy eating.
Table 5 summarizes the associations of the determinants in the
measurement model.

Table 4. Goodness-of-fit indices.

ResultsCriteriaSEMa indicators

13.395—Chi-square

0.957<2Chi-square/degree of freedom ratio

.496>.05P value

0.926>0.9GFIb

1.000>0.9CFIc

0.933>0.9NFId

0.000close to 0RMRe

0.000<0.08RMSEAf

aSEM: structural equation modeling.
bGFI: goodness-of-fit index.
cCFI: comparative fit index.
dNFI: normed fit index.
eRMR: root mean square residual.
fRMSEA: root mean square error of approximation.
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Figure 1. Confirmatory factor analysis results on healthy eating.

Table 5. Summary of the structural equation modeling results.

P valueCRbSEaEstimatePath

———1.000A11<---Healthy eating

<.0016.4430.1440.926A17<---Healthy eating

<.0016.3880.1350.864A13<---Healthy eating

<.0013.9870.1910.763A15<---Healthy eating

<.0015.2010.1770.920A14<---Healthy eating

<.0014.8280.1600.772A19<---Healthy eating

<.0014.1200.1770.728A22<---Healthy eating

aSE: standard error.
bCR: critical ratio.

Discussion

Principal Findings
This study is one of the first attempts to identify the perceptions
of healthy eating by analyzing a large corpus of data extracted
from YouTube videos. Using content and sentiment analysis
assisted by text analytics software, this study uncovered thematic
clusters that indicate how people interpret healthy eating and
what their eating behaviors are. Food choice, food price, cooking
method, cultural influence, and weight management are
identified as semantic clusters. A principal finding of this study

is that people hold complex and multifaceted beliefs about
healthy eating in the context of YouTube videos. As suggested
by Bisogni and colleagues [7], a set of beliefs may not be judged
as correct or incorrect according to the scientists’ standards.
People also have different interests in the context of healthy
eating, and they vary in their ways of dealing with changing
information.

The concept of healthy eating is fairly consistent with the other
studies’ findings. That is, healthy eating is always described in
terms of foods, namely fruits and vegetables (clusters A19 and
A22). It seems that fruits and vegetables are the epitome of
healthy foods. Healthy eating is regarded as eating more fruits

JMIR Public Health Surveill 2020 | vol. 6 | iss. 4 | e19618 | p.33https://publichealth.jmir.org/2020/4/e19618
(page number not for citation purposes)

Teng et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


and vegetables, having a balanced diet, and consuming a variety
of foods. People should limit their intake of high-caloric foods
and avoid processed food [6]. Despite similarities with the
previous studies, this study found that commenters are less
likely to describe healthy eating directly, such as through
nutrition. One possible explanation can be related to the nature
of commenting on YouTube videos. The video creators mention
specific food, and the viewers’ immediate reaction would be to
the food itself; hence the comments are intuitively related to
the food mentioned in the videos.

This study has meaningfully categorized the determinants of
healthy eating from both individual and collective aspects. A
particularly interesting and potentially important insight from
this study is that people’s perceptions of healthy eating comprise
social, economic, and physical well-being and moral factors
(clusters A17 and A22). Free-range chicken eggs and caged
chicken eggs are the most mentioned key terms in cluster A17.
Animals deserve to live their lives free from suffering and
exploitation. People who support animal rights buy free-range
eggs. However, socioeconomically disadvantaged people can
afford caged eggs only. As also seen in the study by Lu and
Gursoy [8], the financial restriction factor lessens an individual’s
control over conducting a given behavior. In other words, despite
a favorable perception of healthy eating, people may not
purchase commonly recognized healthy food for a premium
price. The study results indicated that food price as an economic
determinant influences people’s perceptions of healthy eating.
More negative sentiments are expressed about healthy food
prices. Weight concerns are associated with healthy eating. It
is not surprising to see that people understand the importance
of healthy eating with regard to physical well-being. This study
has illustrated the priority of healthy eating as being related to
the benefits of this behavior, such as weight loss, better
appearance, and improved quality of life. Another key
determinant identified in this study is the environmental factor.
Studies have revealed that food service menu plans and the food
available on campus, in addition to food stores and restaurants,
contribute to a healthy lifestyle [13]. The physical environment,
including home, school, and fast food establishments, plays an
important part in influencing young people’s eating behaviors
[11]. Our study bears a close resemblance to these two studies.
The key terms from cluster A15 indicated that people associated
homemade food with healthy food. College students tend to
prepare their food, and they avoid fast food sold on campus.
One cultural factor was identified in this study. Consistent with
the study findings of Bisogni et al [7], resources and
environment prevented people from eating healthily. The study
identified the reasons why Malaysians cannot always act on
eating healthily, such as food taste, variety, and availability. In
addition, the structural equation modeling results provided
valuable insights into understanding the determinants that affect
healthy eating practices.

Implications
This study contributes to the understanding of healthy eating
behavior by examining a large volume of online data obtained
from YouTube videos and fills the gap in previous research
regarding healthy eating in the context of social media. It
provides a comprehensive picture of healthy eating. The holistic

view includes the perceptions, determinant factors, and benefits
and barriers to healthy eating. This study highlights the fit of
using content analysis while analyzing healthy eating-related
YouTube video comments. Quantitative approaches are
restricted to measuring aspects, like popularity [18]. This
qualitative approach allows researchers to have an in-depth
understanding of how people interpret and disseminate
information regarding healthy eating. In addition, YouTube
video comments are generally genuine personal reactions made
by the commenters. Compared with the socially desirable
answers obtained from surveys/focus groups, this social media
data produces theoretically and empirically sound results [48].
Moreover, in comparison with the traditional sample size and
response rate, this study offers significant value to the existing
literature of health-related studies by investigating the rich and
diverse social media data gathered from YouTube. This study
sheds light on the understanding of the underlying social
structure and dynamics in the context of healthy eating. People
from socioeconomically affluent communities have the
availability of healthy food from local farms. Some people
choose to buy caged chicken eggs even though they know that
it is morally wrong. This study offers a detailed picture of the
impact of social and economic factors on healthy eating.

This study may assist public health professionals in making
effective public health campaigns. Transcending geographical
and regulatory boundaries, the internet provides the public with
a source of reference material [23,49,50]. This study found that
the distinction between experience and expertise is blurred with
regard to healthy eating comments. Therefore, it is imperative
for health professionals to use social media platforms to
disseminate accurate and credible health information to lay
audiences. In other words, public health professionals work on
posting and replying to conversations when appropriate through
comments and sharing materials with members of the social
media community. Moreover, the salient findings of this study
can provide nutrition educators and health professionals with
meaningful and useful ideas. These professionals are advised
to deliver nutrition information on calories, macronutrients (fat,
protein, and carbohydrate), and micronutrients (vitamins and
minerals) to the public in a concise manner. Public health
campaigns could be employed to promote healthy eating by
establishing appropriate interventions tailored to the targeted
audience. For instance, providing affordable and appealing
healthy food in schools may serve to increase the students’
willingness to eat healthily. Sustainable diets may be an
alternative to promoting public health with various governmental
and social support.

Limitation and Future Studies
Some study limitations should be noted. The sample of YouTube
videos was selected based on relevance and the number of views
and comments. The authors conducted informal searches for
videos related to healthy eating during the sampling; however,
using limited key phrases when searching does not guarantee
a complete and representative sample of YouTube videos.
Further investigation using more videos and comments may
reveal new findings related to healthy eating.
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The study context of healthy eating in Malaysia is another
limitation. Examining the comments from other cultures would
increase the generalizability of the study. The sampling bias of
YouTube video comments cannot be avoided as these comments
are broad but less focused. In addition, it may be beneficial if
future studies made a comparison of online data from different
social media platforms regarding similar topics. With the help
of text analytics software, the study identified several thematic
clusters. The authors selected each category after screening the
corpus of the data. Such a classification can ignore some of the
significant variations within each cluster. Future research is
encouraged to study more comments in order to explore new
categories and subcategories of healthy eating. This study did
not examine the number of likes, which is an important
parameter, leaving space for future research. The authors
consider this study and concurrent research as a first step to
understanding the perceptions of healthy eating, not as the end
of the discussion.

Conclusion
There has been an increasing recognition that healthy food intake
and balanced eating patterns play an important role in health
and disease prevention. This study conducted an in-depth content
analysis of YouTube comments. The text analytics method was
employed as it is useful for discussing and exploring large-scale
YouTube-specific phenomenon. This study provides 10 main
categories related to healthy eating, including food choice, food
price, cooking method, cultural influence, weight management,
and so on. Structural equation modeling revealed there to be
significant relationships between these categories and healthy
eating. Through the lens of text analytics and sentiment analysis,
our results suggest that people have a largely positive attitude
toward healthy eating. This study contributes to the perceptions
of healthy eating by categorizing the determinants, benefits,
and barriers to healthy eating such as food choice, food price,
weight management, and cultural influence. Future study is
necessary to explore more of the categories, subcategories, and
underlying concepts of healthy eating. The findings of this study
provide support for public health professionals to allow them
to better implement effective health promotion campaigns.
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Abstract

Background: Infodemiology is an emerging field of research that utilizes user-generated health-related content, such as that
found in social media, to help improve public health. Twitter has become an important venue for studying emerging patterns in
health issues such as substance use because it can reflect trends in real-time and display messages generated directly by users,
giving a uniquely personal voice to analyses. Over the past year, several states in the United States have passed legislation to
legalize adult recreational use of cannabis and the federal government in Canada has done the same. There are few studies that
examine the sentiment and content of tweets about cannabis since the recent legislative changes regarding cannabis have occurred
in North America.

Objective: To examine differences in the sentiment and content of cannabis-related tweets by state cannabis laws, and to examine
differences in sentiment between the United States and Canada between 2017 and 2019.

Methods: In total, 1,200,127 cannabis-related tweets were collected from January 1, 2017, to June 17, 2019, using the Twitter
application programming interface. Tweets then were grouped geographically based on cannabis legal status (legal for adult
recreational use, legal for medical use, and no legal use) in the locations from which the tweets came. Sentiment scoring for the
tweets was done with VADER (Valence Aware Dictionary and sEntiment Reasoner), and differences in sentiment for states with
different cannabis laws were tested using Tukey adjusted two-sided pairwise comparisons. Topic analysis to determine the content
of tweets was done using latent Dirichlet allocation in Python, using a Java implementation, LdaMallet, with Gensim wrapper.

Results: Significant differences were seen in tweet sentiment between US states with different cannabis laws (P=.001 for
negative sentiment tweets in fully illegal compared to legal for adult recreational use states), as well as between the United States
and Canada (P=.003 for positive sentiment and P=.001 for negative sentiment). In both cases, restrictive state policy environments
(eg, those where cannabis use is fully illegal, or legal for medical use only) were associated with more negative tweet sentiment
than less restrictive policy environments (eg, where cannabis is legal for adult recreational use). Six key topics were found in
recent US tweet contents: fun and recreation (keywords, eg, love, life, high); daily life (today, start, live); transactions (buy, sell,
money); places of use (room, car, house); medical use and cannabis industry (business, industry, company); and legalization
(legalize, police, tax). The keywords representing content of tweets also differed between the United States and Canada.

Conclusions: Knowledge about how cannabis is being discussed online, and geographic differences that exist in these
conversations may help to inform public health planning and prevention efforts. Public health education about how to use cannabis
in ways that promote safety and minimize harms may be especially important in places where cannabis is legal for adult recreational
and medical use.
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Introduction

Social media platforms represent an important venue for
studying emerging patterns in public health issues such as
substance use because they can reflect trends in real time and
display messages generated directly by users, giving a uniquely
personal voice to analyses. This method of using social data to
improve our understanding of public health is known as
Infodemiology [1]. Twitter is a widely used social networking
platform where users share messages in 280-character tweets
(or 140-character tweets before October 2017), offering a rich
venue for investigating public sentiment.

One of the main approaches to analyze unstructured text data
from Twitter is sentiment of the tweets [2,3]. Sentiment analysis
can determine whether an individual’s attitude or perception
toward a topic is positive, negative, or neutral. A second popular
method of analyzing tweets is topic modeling, which refers to
a technique that discovers the hidden semantic structure in a
text corpus. Topic modeling can be particularly helpful in
providing insights into the different themes present in the texts
[4,5]. By applying these methods, emerging research has used
Twitter data for public health surveillance including monitoring
symptoms of depression [6], psychological distress [7], influenza
transmission [8], lifestyle behaviors [9], and substance use trends
[10,11].

Twitter data can be especially useful in highlighting emergent
areas of concern in substance use research that are not detectable
from other sources, and past studies have uncovered critical
issues, for example, related to the use of Adderall by adolescents
[10], procannabis content being disproportionately created and
consumed by young minorities [12,13], and geographic variation
in discussions about cannabis concentrate (dabs) [14]. Prior
research in this area has begun to characterize the sentiment of
cannabis-related tweets both manually [15,16] and using
advanced information processing techniques [17]. Sentiment
toward cannabis online has been characterized as dominantly
procannabis, and this is especially the case in personal
communications, which make up the strong majority of tweets
about cannabis [17]. As the policy landscape related to cannabis
is rapidly changing, so too may attitudes toward cannabis online,
but this is currently unknown.

Several states in the United States have passed legislation to
legalize adult recreational use of cannabis (eg, Colorado,
Washington, California) and the federal government in Canada
has done the same [18,19]. These legislative changes may be
both reflecting and impacting public sentiment about cannabis
use. For example, states that have less restrictive policies about
cannabis use have historically been found to have a higher
volume of cannabis-related tweets [14,20] and the volume of
procannabis tweets has previously been found to increase
postlegalization. Further, tweets from states with less restrictive
policies are more positive and vary according to the local social
and demographic trends [21]. Using 2016 data, Daniulaityte
and colleagues [20] compared sentiment toward cannabis in

tweets by legality of cannabis at the state level and found
statistically significant differences in the ratio of positive to
negative tweets. States with recreational laws had a mean ratio
of 4.64 (favoring procannabis tweets) and states where all
consumption of cannabis was illegal had a ratio of 4.19 [20].
Similarly, positive sentiment in tweets about rosin (a cannabis
concentrate) is up to 16 times higher in states allowing adult
recreational use of cannabis compared with states where
cannabis is illegal [22]. In the 3 years since the last sentiment
analysis, the policy environment surrounding cannabis has
changed dramatically and it is possible that users of Twitter
have changed the way they talk about cannabis online as well;
however, this is currently unknown.

Previous content analysis has indicated that themes among
procannabis adolescent Twitter users included intent to use or
craving; frequent, heavy, or regular use; health benefits and
prolegalization; sex/romance; attractiveness or friendships; and
current use [15]. A study of influential tweets (ie, tweets with
a high number of re-tweets) about both alcohol and cannabis
found that common themes included using marijuana or alcohol
with friends, sex/romance, and tobacco or other drugs [11].
However, these content analyses had samples restricted to
influential Twitter users and adolescents [12,13,15,23]. Another
recent study of tweets from a more general sample captured 12
topics in cannabis-related tweets and also found polysubstance
use to be a recurring topic, in addition to topics such as using
cannabis, health and medical, cannabis industry, and legality
(among others) [24].

Given that the way both governments and the general public
are interacting with cannabis is rapidly changing in North
America, and that Twitter data have been shown to illustrate
trends in real time, it is timely to conduct an updated analysis
of the sentiment and content of tweets about cannabis. The
objectives of this study are, therefore, to examine differences
in the sentiment and content of cannabis-related tweets by state
cannabis laws and between the United States and Canada. To
our knowledge, this is the first analysis that includes Canadian
data and the first analysis to be conducted with data up to 2019.

Methods

Data Collection and Cleaning
Tweets were collected from January 1, 2017, to June 17, 2019,
using the Twitter Realtime Filter application programming
interface (API) and a standard access token [25]. Tweets were
streamed using a location box of the following longitude and
latitude (–162.354635, 18.756125, –53.755999, 73.893030).
We captured 576 million tweets. Twitter API used in this study
captures a random sample of about 1% of all tweets in Canada
and the United States in the designated period. University
institutional review board approval was not required as the data
set was limited to publicly available tweets. These tweets were
stored in “.csv” files and resampled using custom Python script
with Pandas library. Each tweet has 3 nonmandatory attributes
to determine location by state or province: tweetLocation (an

JMIR Public Health Surveill 2020 | vol. 6 | iss. 4 | e18540 | p.39https://publichealth.jmir.org/2020/4/e18540
(page number not for citation purposes)

van Draanen et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


identifiable address indicating the rough location from where
the tweet was sent), and 2 geo coordinate attributes, namely,
Longitude and Latitude. Because our research questions are
fundamentally concerned with place-based legislation changes,
we retained only tweets with location data in our data set.
Tweets that that were linked with location attributes were labeled
using a custom-built dictionary that maps the location strings
to the 2-letter state or province abbreviations. Tweets with
geocoordinates only were labeled with reverse geocode lookup
using Google Maps API.

In the US data set, 50 states and 1 federal district (District of
Columbia) were grouped based on cannabis legal status [26].
These 3 groups include (1) Fully illegal states for both adult
recreational and medical use (n=12; Alaska, Indiana, Iowa,
Kansas, Kentucky, Missouri, North Carolina, Nevada, South
Carolina, South Dakota, Tennessee, Wyoming); (2) legal for
medical use only (n=30; Arkansas, Arizona, California [up to
January 1, 2018], Connecticut, Delaware, Florida, Georgia,
Hawaii, Idaho, Illinois, Louisiana, Maryland, Michigan [up to
December 5, 2018], Minnesota, Mississippi, Montana, Nebraska,
New Hampshire, New Jersey, New Mexico, New York, Ohio,
Oklahoma, Pennsylvania, Rhode Island, Texas, Utah, Virginia,
Vermont [up to June 30, 2018], West Virginia); and (3) legal
for both adult recreational and medical use (n=11; Alabama,
California [starting January 1, 2018], Colorado, District of
Columbia, Massachusetts, Maine, Michigan [starting December
6, 2018], Vermont [starting July 1, 2018], North Dakota,
Oregon, Washington). Three US states (Michigan, California,
and Vermont) changed their cannabis regulatory policy during
the data collection period and thus tweets from these 3 states
were grouped into different categories depending on whether
they were posted prelegalization or postlegalization.

Because Canada had no legal differences across provinces in
cannabis law and only minor regulatory differences, variation
in tweets across Canada by provincial legal status was not
examined. Nationally, cannabis became legal for medical use
in Canada in 2001 (with the Marihuana for Medical Purposes
Regulations) and became legal for adult recreational
consumption on October 17, 2018 with the passage of Bill C-45:
Cannabis Act in June 2018 [18].

Classifying Marijuana Related Tweets
Tweets were classified as being cannabis-related using a set of
keywords based on the method used by others in the field [27].
We translated the following search queries and conditions into
regular expressions: “Weed,” “marijuana,” “cannabis,” “smoke
AND (pot OR joint OR blunt OR mary jane),” “need AND (pot
OR joint OR blunt),” “want AND (pot OR a blunt),” and “want
AND a joint.” Furthermore, for queries with 2 search terms, the
terms were required to be within 3 words of each other, as done
in related studies [27]. In total, 1,200,127 tweets were classified
as cannabis related: 1,149,137 from the United States and 50,990
from Canada.

Classifying Sentiment
Sentiment scoring for the tweets was done with VADER
(Valence Aware Dictionary and sEntiment Reasoner) Sentiment,
a lexicon and rule-based sentiment analysis tool [3]. VADER

analysis uses a predefined dictionary that maps on different
words and lexicon features, acronyms, and slang to determine
the positive or negative sentiment of a tweet [28]. Sentiment
valence score increases with words with more positive sentiment
(eg, happy, nice, good). The tweets were parsed through the
VADER sentiment analysis to check for the words, emoticons,
and slang that are present in the lexicon. VADER also gave
importance to capital letters and exclamation marks. VADER
calculated the proportion of positive, neutral, and negative
sentiment scores for a tweet. A compound score was then
calculated by summing the sentiment scores and normalizing
the result. Sentiment scores can range between –1 (negative
sentiment) and 1 (positive sentiment). Scores between –0.05
and 0.05 were considered neutral. Normalization was performed

using the following formula: z/√(z2+r), where z is the value
created after adding the valence scores of a tweet, and r is a
normalization constant which is taken as 15 by default. The
code for our analysis was made available online [29].
Classifying tweets associated with substance use using
automated methods can be particularly difficult due to the use
of slang and implied meanings [17]. A tweet’s sentiment does
not necessarily reflect the Twitter user’s stance on cannabis
usage; it instead reflects the emotionality in their words used
to communicate about cannabis, thus positive sentiment is not
the same as a procannabis opinion, and likewise, negative
sentiment is not analogous with an anticannabis perspective.
The null hypotheses of no difference in proportions between
groups of states defined by legal status and between the United
States and Canada were tested with two-sided pairwise
comparisons using Stata version 14.0 (StataCorp). Multiple
comparisons were adjusted for using the Tukey method [30].

Topic Modeling
Topic analysis to determine the content of tweets was done
using latent Dirichlet allocation (LDA) in Python, using a Java
implementation, LdaMallet, with Gensim wrapper [31]. LDA
is an unsupervised probabilistic model which generates mixtures
of topics from a corpus of text. A topic is a probability
distribution over every word found in the corpus. LDA works
by looking at the word co-occurrences within the corpus of text,
assuming that words that occur in the same corpus of text are
more likely to be on the same topic than words that are not [32].
The UMass coherence matrices were used to measure topic
coherence. A previous study has shown that this method
achieved reasonable results when comparing the scores obtained
by this measure with human scoring on a corpus of 300,000
health journal abstracts [4]. The model with the highest
coherence score was chosen for analysis. We then used human
judgment to validate the topics identified. The use of a human’s
perception has been previously used along with statistical
methods to evaluate topic models using Twitter [33,34].
Specifically, we performed word and topic intrusion tasks. Word
intrusion allows the analyst to measure how semantically
cohesive the topics inferred by a model are and tests whether
topics correspond to natural groupings for humans. Topic
intrusion enabled the human subject to evaluate how well a
topic model in a document as a mixture of topics agrees with
human associations of topics with a document [33]. LDA
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analyses were conducted separately for the US and Canada data
sets. It is possible that a single tweet can contain multiple topics.

Results

Overall, most tweets were of positive sentiment (39.39%
[472,746/1,200,127]) and proportions of neutral (34.50%
[414,006/1,200,127]) and negative sentiment tweets were lower
(26.11% [313,357/1,200,127]) in all data sets. Examples of
tweets that were recorded in the positive sentiment category
include “I love being from the Westside. Cooler weather and

better Weed,” and “Weed is just so great. And food is so great.
And music is great. You’re all great. Everything’s great lol.”
While negative sentiment tweets included, for example, “I hate
the smell of weed. Hate it. Hate it. Hate it. Hate it. Hate it. Hate
it. Hate it. Hate it. Hate it. Hate it. Hate it. Hate it. Ha...” and
“The marijuana prohibition has created more crime than alcohol
prohibition did and is a bad idea.” Neutral sentiment tweets
included, for example, “who would wanna smoke more weed
to get less out of it...” and “Smoke this blunt then I'm sleep.”
Figure 1 depicts the proportion of positive, negative, and neutral
sentiment tweets in Canada and the United States.

Figure 1. Sentiment of Cannabis-Related Tweets in the United States and Canada, 2017-2019.

As can be seen in Table 1, the Canadian data set had a higher
proportion of positive sentiment tweets than the United States
data set overall (43.56% [22,210/37,050,924] vs 39.62%
[325,699/587,058,027]; P=.003) and a lower proportion of
negative tweets (21.90% [11,169/37,050,924] vs 26.99%
[221,876/587,058,027]; P=.001). Differences are apparent in
the proportion of negative sentiment tweets from states with
adult recreational and medical, medical use only, and no legal

cannabis use policies (Table 1). The proportion of negative
tweets was lower in states where adult recreational use was legal
(25.22% [56,601/143,784,107]) than states where cannabis is
illegal to consume (26.50% [23,711/98,092,868]; P<.001).
States with more restrictive laws regarding cannabis use also
had a smaller proportion of tweets that were cannabis related.
See Table 1 for a summary of the sentiment analysis. See
Multimedia Appendix 1 for full data analysis.
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Table 1. Sentiment of cannabis-related tweets in the United States and Canada, January 2017-2019.

Pairwise compari-
son, P-values
(Tukey adjusted)

US States Illegal to
consume (3)

(N=98,092,868), n
(%)

US States Medical
Use only (2)

(N=587,058,027),
n (%)

US States Recreational
and medical Use (1)

(N=143,784,107), n (%)

Pairwise compari-
son, P-values

Canada

(N=37,050,924),
n (%)

Tweet sentiment

1 vs 2: <.001a

2 vs 3: <.001a

1 vs 3: <.001a

89,482 (0.09)821,970 (0.14)224,462 (0.16)Canada vs United
States: .375

50,990 (0.14)Cannabis-related
tweets

1 vs 2: .630

2 vs 3: .367

1 vs 3: .151

34,524 (38.58)325,699 (39.62)90,331 (40.24)Canada vs United

States: .003a
22,210 (43.56)Positive senti-

ment tweets

1 vs 2: .596

2 vs 3: <.001a

1 vs 3: <.001a

23,711 (26.50)221,876 (26.99)56,601 (25.22)Canada vs United

States: .001a
11,169 (21.90)Negative senti-

ment tweets

1 vs 2: >.99

2 vs 3: .218

1 vs 3: .320

31,247 (34.92)287,618 (34.99)77,530 (34.54)Canada vs United
States: .887

17,611 (34.54)Neutral senti-
ment tweets

aStatistical significance at the .05 level of significance.

Content analysis was done separately for tweets from the United
States and Canada, to allow for detection of country-specific
themes. In the US data set, Topic 1 contained tweets about the
author having fun and getting high. Example tweets include
“I’m glad we’ve gotten closer over the last year, I love smoking
pot and talking shit with you in between shows” and “I love
just smoking a blunt with nick and we can talk about anything.”
Topic 2 was similar but distinct and contained tweets about
living life and smoking cannabis and frequently included words
such as smoke, people, make, today, live, start, day, and happy.
Example tweets from Topic 2 include “Keep your head high
and your joint higher” and “I live in Colorado and I'm artsy so
I have like...an ounce of weed in my bag.” Topic 3 contained
tweets related to transactions and also contained a racial slur as
a keyword that came up frequently in posts that fell into this
category. Example tweets include “Need to go buy bud to knock
the fuck out,” and “You know the struggle when you can’t
decide whether to spend money on weed or make up.” Topic 4
related to the places that people use cannabis and the associated
scent. Example tweets include “My car doesn’t smell like pot
anymore,” and “That moment when your dad follows you into
your room and smells something funky but does realize it's just
weed.” Topic 5 contained tweets related to medical use and the
cannabis industry with keywords such as medical, grow,
business, industry, dispensary, company, health, and medicine.
Example tweets include “What are your thoughts on the medical
marijuana business (or recreational)? Worth investing?” and “If
you’re looking for work in a growth industry, marijuana is
booming.” Lastly, Topic 6 was about legalization and
criminalization. Example tweets include “As CA business we

fought to end civil rights disaster of arresting marijuana users.
Will your medical cannabis policy be guided by science or
disproven statements?” and “For so long government wanted
to criminalize marijuana but now they're just trying to make
sure they're on the winnin if end of legalization.” See Table 2
for a list of the topic areas in the US data set and their frequency
by state legal grouping.

Content analysis was also performed on the Canadian data set
and similar topics were found with some slight differences
(Table 3). Notably, themes related to everyday life and
fun/recreation were present in a single topic area in the Canadian
data set. Example tweets include “The summer will be well
deserved. I plan on being intoxicated by alcohol or cannabis
90% of the time” and “As I wake n bake I'd like to acknowledge
Mary Marijuana who has been amazing to me over many
decades.” Topics related to medical use and the cannabis
industry were 2 distinct themes. Example medical use tweets
include “Fibromyalgia Targeted in AP-CBD/THC Therapy Now
Undergoing Phase 1 Clinical Trial” and “Canada’s largest
pharmacy chain says its own employees would be covered for
medical marijuana prescriptions.” Example cannabis industry
tweets include “Canadian cannabis industry raises $700M in
six months” and “Recalls force medical marijuana industry to
step up quality testing threatening the pot industry to enforce
federal laws to ban growing and selling marijuana.” The
Canadian tweets contained frequent references to geographic
places including cities and provinces. Finally, the Canadian data
set contained minimal racial slurs in the topic about personal
transactions, even after we tested specifically for the presence
of this clustering of words.
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Table 2. Topics in cannabis-related tweets by state legal category groupings, United States, January 2017-2019.

Proportion of tweets in ThemeaTheme keywordsTopics

Overall %

(N=1,135,914)b

US States Il-
legal to con-
sume %

(N=89,482)b

US States
Medical use
only %

(N=821,970)b

US States
Recreational
and medical
use %

(N=224,462)b

30.2133.2031.2426.25Smoke, weed, blunt, fuck, lol people, love, life,
day, high

1. Fun and recreation

24.0023.6424.2124.07Weed, smoke, people, make, today, live, pot, start,
day, happy

2. Daily life

12.1313.0011.7711.52Weed, buy, money, sell, shop, spend, store, make,
deal, [racial slur]

3. Transactions

12.2312.5312.3111.81Weed, smell, car, smoke, room, mom, walk, house,
marijuana, straight

4. Places of use

10.997.319.9016.01Marijuana, cannabis, medical, grow, business, in-
dustry, dispensary, company, health, medicine

5. Medical use/Cannabis industry

10.4410.3210.5610.34Marijuana, legal, legalize, state, cannabis, illegal,
police, tax, legalization, arrest

6. Legalization

aThere are no n values supplied for the content analysis as tweets may have multiple topics.
bThe N value corresponds to total cannabis-related tweets.

Table 3. Topics found in content analysis for cannabis-related tweets by state legal category groupings, Canada, January 2017-2019 (N=50,990).

Proportion of
tweets in theme,

%a

Theme keywordsTopics

12.60Weed, smoke, people, day, today, fuck, high, love, alcohol, start1. Everyday life, Fun, Recreational use

27.33Cannabis, grow, marijuana, industry, market, company, sales, business, book, support 2. Cannabis industry

9.06Weed, sell, buy, marijuana, store, cannabis, Canada, order, money, Ontario3. Transactions

24.84Weed, smell, marijuana, smoke, time, make, Toronto, bad, walk, call4. Places of use

6.68Cannabis, medical, marijuana, health, dispensary, tax, dispensaries, medicine, pharma5. Medical use

19.49Marijuana, cannabis, legal, legalize, legalization, Canada, cdnpoli, police, justintrudeau,
government

6. Legalization

aThere are no n values supplied for the content analysis as tweets may have multiple topics.

Discussion

Summary of Findings
Our study presents novel findings from a recent sentiment and
content analysis of Twitter data, and is the first study to compare
trends in online discussions about cannabis in Canada and the
United States. Our analysis of cannabis-related tweets from
January 2017 to 2019 found differences in the sentiment and
content of tweets from states with adult recreational, medical,
and no legal cannabis use policies, and Canada. States with
more restrictive laws regarding cannabis use had both a smaller
proportion of tweets that were cannabis-related and a higher
proportion of tweets that had a negative sentiment than those
with less restrictive laws. The US tweets overall contained a
higher proportion of negative tweets and a lower proportion of
positive tweets than tweets from Canada. This may be indicative
of changes in public opinion, becoming more positive after
legalization of cannabis, or it may simply be that people are

more comfortable sharing positive opinions and emotions in
public, online forums when there are no potential legal
ramifications for their actions.

The content analysis done on the US data set revealed some
similar themes to previous content analyses such as current use
and legalization, transactions, medical use, and the cannabis
industry [13,24]; however, our analysis also presented new
themes not uncovered in previous content analyses including
the topics about the scent of cannabis and places that people
use, and medical use and the cannabis industry. Our analysis
did not detect several of the themes that other authors did, such
as romance, tobacco, and friendship [15] or processed product
use, cannabidiol and hemp use, and polysubstance use [24].
This could be because previous content analyses were conducted
primarily with influential Twitter users, with adolescent users,
and not with all available tweets [12,13,15,23] or because of a
more expansive time frame and fewer geographic restrictions
than other studies [24].
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In the United States, tweets in Topic 5 (medical use and the
cannabis industry) appear to be more common in states that
have legalized cannabis for adult recreational use, possibly
because these states have regulated environments for purchase
and consumption of cannabis, and Twitter users in these places
have more interaction with the cannabis industry. Similarly,
Topic 3 (personal transactions) was more frequently found
coming from Twitter users in states where all cannabis use was
illegal, likely stemming from the need to buy and sell cannabis
in an underground market, consisting of individual transactions.

In the Canadian data set, similar topics were found with some
slight differences. Topics related to medical use and the cannabis
industry were 2 distinct themes in Canada, likely because adult
recreational use was legalized in the study period and the
regulatory environment separated medical and adult recreational
use (both being or becoming legal, but sold and regulated in
different ways).

Legalization was also discussed differently in the 2 data sets.
The Canadian discussions of legalization were more politicized
with terms such as justintrudeau and canpoli coming up
frequently, whereas the US legalization theme included the
words police and arrest. These differences may reflect cannabis
legalization being a national political issue in Canada, as it was
tied to party platforms in the 2015 federal election cycle and
became a major campaign promise of the Liberal government.
These differences may also reflect the persistent enforcement
of low-level drug offences in the United States and the relatively
high levels of incarceration associated with cannabis in the
United States (making up 40%-50% of drug charges) [29].

Other differences between the themes within the Canadian and
US data sets include the frequency of the presence of the word
cannabis in the Canadian tweets. This is the term preferred by
the Canadian government, and evidently has spread into personal
communications. In the US data set, slang words for cannabis
were more frequently present including weed and pot and blunt,
possibly because of the absence of discussions that use more
formal language in national policy spaces permeating into
personal communications, or possibly because of differences
in who is tweeting about cannabis. The word marijuana was
frequently present in both data sets. In the Canadian data set,
alcohol is included as a keyword in Topic 1, which is about
recreational use, a term not found in the US clusters.

Finally, the Canadian data set contained fewer racial slurs in
the topic about personal transactions, even after we tested
specifically for the presence of this clustering of words. It may
represent a troubling normalization of derogatory language
toward African Americans in the United States, or it may be
representing larger, structural issues in the racialization of drug
enforcement [29,35] and perceptions of who is selling drugs.
Although the proportion of White Americans who consume
marijuana has repeatedly been reported to be either similar to
or higher than the proportion of Black Americans, there are
differences in racialized perceptions of use and racialized drug
enforcement [29,35]. Alternately, it could represent an increase
in online conversations about cannabis among minorities in the
United States, which has also been documented in other studies
[15].

Limitations
Our analysis was limited to tweets with location data, English
language content, and those from United States and Canada,
limiting the generalizability of the findings. Further, studies
have shown that there can be bias related to population
demographics at the state and city level [36] as well as temporal
and spatial factors at the individual level [37] that can affect the
sentiment of tweets. Geotagged Twitter data are a subset of
general Twitter data and may not accurately represent the wider
population. For example, only 15% of adults who use the
internet use Twitter with regularity, and those aged 18-29 as
well as minorities tend to be more highly represented on Twitter
than in the general population. There are higher proportions of
both passive users (<50 tweets per year) and highly active users
(>1000 tweets per year) than moderate users (50-1000 tweets
per year) on Twitter [38]. Taken together, these limitations
indicate that the data used in this study are from nonuniformly
gathered statements from a nonrepresentative subset of the US
and Canadian populations.

The analytic methods used to ascertain sentiment was based on
the tone of words used in the tweets, and thus a tweet’s
sentiment does not necessarily reflect the Twitter user’s stance
on cannabis usage and does not translate to procannabis or
anticannabis opinion. In stance detection, the analysis needs to
determine favorability toward a given target of interest. The
target of interest is often prechosen and may not be explicitly
mentioned in the text and it may not be the target of opinion in
the text [39]. Other scholars have performed sentiment analyses
on cannabis-related tweets using different methods and
restricting analysis to Twitter users having high Klout scores,
finding closer to 65%-77% of tweets with a positive sentiment
[13]. We expect the higher proportions of positive sentiment in
the previously referenced paper are due to selecting users with
a high Klout score, who have more positive sentiment overall
than lower Klout score users, as well as their use of a custom
classification method designed to capture the intent of the tweet
rather than just the sentiment [13]. We manually classified 350
tweets ourselves based on emotional tone and compared these
with VADER Sentiment and found that VADER was nearly
85% accurate with only 51 misclassified out of 350 (14.6%),
giving us confidence in the sentiment results presented here.

Further methodological limitations include that we are not able
to filter out bots from the data set, although we have removed
duplicate tweets. Data from the 3 US states included that had
cannabis law changes during the study period may not fully
represent cannabis tweet sentiment in these states, and study
results should not be generalized beyond the limited time frame
in which data were collected. Finally, we were not able to
retrieve tweets from accounts which were marked as private by
the API.

Public Health Implications
We document a notable difference in the sentiment of tweets
whereby less restrictive policy environments appear to be
associated with less negative sentiment in tweets and perceptible
differences in Twitter content between the United States and
Canada. The implications of this work extend beyond just online
messaging. Cannabis is the most commonly used drug in both
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the United States and Canada, with between 13% and 18% of
the general population reporting recent use [37,40]. Cannabis
use and cannabis use disorder are significantly associated with
higher levels of exposure to procannabis content on Twitter
[12] and living in places with more liberal cannabis policies
[37,41], suggesting that such exposures are consequential.

Other studies have documented the procannabis sentiment of
much of the cannabis-related Tweets from the general public
[12], and this taken in tandem with the documented lack of
cannabis-related educational information on Twitter from health
organizations [42] suggests that Twitter users (especially in
states with less restrictive policy environments) may benefit
from information regarding how to use cannabis in ways that
minimize health-related harms. Some examples of educational
messages designed to target adults in the general public and to
help maximize safety and health when using cannabis include

“start low and go slow” as well as “use cannabis in a safe and
familiar environment with people you trust” and “if you are a
new consumer, look for a product with less than 100 mg/g (10%)
THC, with equal or higher levels of CBD,” etc [37].

Knowledge generated in this study about how cannabis is being
discussed online, and geographic differences that exist in these
conversations may help to inform public health planning and
prevention efforts. For example, campaigns targeting specific
geographic areas may be useful as cannabis laws become less
restrictive in the United States. The content analysis conducted
in this study highlighted some potential trends that deserve
further investigation. Future research is needed on the racialized
nature of cannabis conversations on Twitter, the potential role
of social media in buying and selling cannabis, and emerging
trends surrounding places of use (eg, use at home, use in public
spaces).
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Abstract

Background: The sale of electronic cigarettes (e-cigarettes) containing nicotine is prohibited in all Australian states and
territories; yet, the growing availability and convenience of the internet enable the promotion and exposure of e-cigarettes across
countries. Social media’s increasing pervasiveness has provided a powerful avenue to market products and influence social norms
and risk behaviors. At present, there is no evidence of how e-cigarettes and vaping are promoted on social media in Australia.

Objective: This study aimed to investigate how e-cigarettes are portrayed and promoted on Twitter through a content analysis
of vaping-related tweets containing an image posted and retweeted by Australian users and how the portrayal and promotion have
emerged and trended over time.

Methods: In total, we analyzed 1303 tweets and accompanying images from 2012, 2014, 2016, and 2018 collected through the
Tracking Infrastructure for Social Media Analysis (TrISMA), a contemporary technical and organizational infrastructure for the
tracking of public communication by Australian users of social media, via a list of 15 popular e-cigarette–related terms.

Results: Despite Australia’s cautious approach toward e-cigarettes and the limited evidence supporting them as an efficacious
smoking cessation aid, it is evident that there is a concerted effort by some Twitter users to promote these devices as a
health-conducive (91/129, 70.5%), smoking cessation product (266/1303, 20.41%). Further, Twitter is being used in an attempt
to circumvent Australian regulation and advocate for a more liberal approach to personal vaporizers (90/1303, 6.90%). A sizeable
proportion of posts was dedicated to selling or promoting vape products (347/1303, 26.63%), and 19.95% (260/1303) were found
to be business listings. These posts used methods to try and expand their clientele further than immediate followers by touting
competitions and giveaways, with those wanting to enter having to perform a sequence of steps such as liking, tagging, and
reposting, ultimately exposing the post among the user’s network and to others not necessarily interested in vaping.

Conclusions: The borderless nature of social media presents a clear challenge for enforcing Article 13 of the World Health
Organization Framework Convention on Tobacco Control, which requires all ratifying nations to implement a ban on tobacco
advertising, promotion, and sponsorship. Countering the advertising and promotion of these products is a public health challenge
that will require cross-border cooperation with other World Health Organization Framework Convention on Tobacco Control
parties. Further research aimed at developing strategies to counter the advertising and promotion of e-cigarettes is therefore
needed.
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Introduction

In Australia, the context of the present study, the legal status of
electronic cigarettes (e-cigarettes) is determined by existing and
overlapping laws relating to poisons, therapeutic and consumer
goods, and tobacco control [1]. Liquid nicotine is classified as
a “Schedule 7-Dangerous Poison” under the Federal Poisons
Standard [2], and, as such, the manufacture, sale, or supply of
e-cigarettes containing nicotine without lawful authority (ie,
prescription from a medical doctor) [3] is prohibited in all
Australian states and territories [4]. However,
nicotine-containing e-cigarettes can be imported into Australia,
as there is no way to determine whether or not an e-cigarette
contains nicotine, short of laboratory analysis, which has
implications for law enforcement [4,5]. E-cigarettes that do not
contain nicotine can be sold in some Australian jurisdictions,
provided manufacturers do not make therapeutic claims, while
the sale and use of flavored e-liquid are permitted provided it
does not contain nicotine [4].

The World Health Organization Framework Convention on
Tobacco Control (WHO FCTC) defines tobacco advertising
and promotion as “any form of commercial communication,
recommendation or action with the aim, effect or likely effect
of promoting a tobacco product or tobacco use either directly
or indirectly” and requires signatories to the treaty, of which
Australia is one, to “undertake a comprehensive ban on all
tobacco advertising, promotion and sponsorship” [6]. As
nicotine-containing e-cigarettes are banned from retail sale in
Australia; the advertising of such products is also not permitted.
Further, advertising of all types of e-cigarette products and
devices, nonnicotine included, is regulated at the state level,
with most states prohibiting any form of advertising or
promotion [7-10].

Data from the most recent National Drug Strategy Household
Survey [11] report 11.3% of Australians aged over 14 years
have ever used, and 2.5% currently use, e-cigarettes, increasing
from 8.8% and 1.2%, respectively, since 2016. These increases
occurred in both smokers and nonsmokers and contrast with
Australian combustible smoking rates, which have continued
to decline over the last 30 years. The most frequent reason for
using e-cigarettes reported by people older than 14 years was
“out of curiosity” (54.2%). Further, 22.8% cited using
e-cigarettes because they perceived them to be less harmful than
tobacco cigarettes (19.2% in 2016), and 10.1% believed vaping
to be more socially acceptable than tobacco smoking (6.0% in
2016). In addition, 26.9% of respondents reported they obtained
their e-cigarette products online (Australian retailer 12.5%,
overseas retailer 11.1%, unknown origin 3.3%).

Vaping has become increasingly popular, and awareness,
experimentation, and uptake have proliferated both within
Australia and globally [12]. Researchers have therefore begun

harnessing data from social media to address information gaps,
provide timely insights, and inform public policy and public
health [13-15]. As of January 2019, there were approximately
2.56 million active monthly Australian Twitter users (64%
male), which equates to approximately 12% of Australians older
than 13 years [16]. Given the popularity of Twitter [16], the
high-speed nature of information dissemination, and the
significant influence of Twitter as a driver of web traffic [17],
insights into how Twitter is used to promote and discuss
e-cigarettes are warranted.

Social media’s increasing pervasiveness has provided a powerful
avenue to market products and influence social norms and
behaviors [18]. There is mounting evidence of the volume of
e-cigarette promotion on social media [19,20], with studies
suggesting adolescents who view e-cigarette social media
promotion express greater intention to use e-cigarettes, more
positive attitudes toward e-cigarettes, and greater perceptions
of e-cigarette use as normative [21,22]. This is concerning, as
Australia’s current regulatory stance has proven effective in
limiting e-cigarette uptake [11]; however, promotion on social
media could bring awareness to and encourage experimentation
with e-cigarettes or other tobacco products [23,24]. The health
effects of e-cigarette use are not fully understood; however, a
growing body of literature has established acute consequences
with even short-term use, with [25] or without nicotine [26,27].

A 2019 scoping review [19] that aimed to identify and describe
the messages presented in e-cigarette–related social media
promotions and discussions across the United Kingdom, United
States, New Zealand, Canada, and Australia identified no studies
from Australia. At the time of this study, there was no published
literature on how e-cigarettes are promoted and discussed online
in the Australian context. We, therefore, aimed to investigate
how e-cigarettes are portrayed and promoted on Twitter through
a content analysis of related tweets posted and retweeted by
Australian users and how the portrayal and promotion have
trended over time in the Australian context where e-cigarettes
are largely prohibited.

Methods

Data Collection
Twitter data were collected via Tracking Infrastructure for Social
Media Analysis (TrISMA) [28], a contemporary technical and
organizational infrastructure for the tracking of public
communication by Australian users of social media. Central to
the TrISMA Twitter infrastructure is the Australian Twitter
Collection, which continuously gathers tweets from identified
Australian accounts (ie, accounts set to an Australian location,
geolocation, or time zone or accounts with a description field
referring to an Australian location or containing
Australia-specific terms) and stores them in a database available
to accredited TrISMA researchers. The TrISMA Twitter

JMIR Public Health Surveill 2020 | vol. 6 | iss. 4 | e15577 | p.49http://publichealth.jmir.org/2020/4/e15577/
(page number not for citation purposes)

McCausland et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://dx.doi.org/10.2196/15577
http://www.w3.org/Style/XSL
http://www.renderx.com/


Collection is hosted on a cloud-based Google BigQuery database
and accessed through the data visualization tool Tableau.

A list of popular e-cigarette–related terms was developed based
on peer-reviewed literature [29-34], trending Twitter hashtags,
and frequently co-occurring hashtags (ie, hashtags that appeared
in the same caption as the root term), which resulted in 15
keywords: cloudchasing, ecig (includes ecigarette/s), e-cig
(includes e-cigarette/s), electroniccig (includes
electroniccigarette/s), electronic cigarette (includes electronic
cigarettes), eliquid, e-liquid, e-juice, vape (includes vaper and
vapes), vaping, vapecommunity, vapefam, vapelife, vapenation,
and vapeporn. E-cigarette product names were omitted from
the search strategy so as not to bias the results to specific brands
[35]. A preliminary search revealed there was minimal Twitter
activity using these keywords before 2012. Therefore, 2 yearly
sampling intervals starting from 2012 to 2018 were chosen to
maximize the period of time covered while still being able to
see the emergence and decline of trends in the collected data.

Data (tweets), along with meta-data information (ie, username,
user follower count), were collected from public Australian
Twitter users when a tweet included at least one of the identified
keywords from either respective year. Data were downloaded
in the form of comma-separated values files for each keyword
and respective year. Social media users tend to include multiple
hashtags within their posts, which resulted in duplicate tweets
being collected. Duplicate tweets within keyword corpora for
each year and across keyword corpora from the co-use of
hashtags were removed, resulting in the inclusion of only unique
tweets [36].

Data were assigned a number in ascending order, and 100 tweets
from each keyword corpus for each year were randomly selected
using an online random sequence generator [37]. Selected data
were checked by one researcher (KM) to determine eligibility
(ie, written in English and relevant to e-cigarettes). If any of the
originally selected 100 tweets did not fit the inclusion criteria,
further sampling occurred until 100 eligible tweets were reached.
If a keyword corpus had less than 100 tweets, then all eligible
tweets were selected. Each tweet was inspected, and, if found
to contain an image, a screenshot of the whole post (text and
image) was saved for further analysis. Eligible images needed
to be stationary (ie, not a video, animated graphic interchange
format [GIF], or other moving content). Only posts that
contained an image were included in this study as the influence
of the “picture superiority effect,” which specifies pictures and
images are more likely to be remembered than words, is widely
acknowledged [38]. Social media content that includes
associated imagery is also more noticeable, shareable, and
engaging to users [39].

Retweets (tweets reposted by users) were included in this study,
which facilitated the understanding of what information was
being circulated by Australian users, even if it originated in
another country.

Ethical Considerations
A particularly salient concern among researchers is whether
social media data should be considered public or private data

[40]. Twitter is a social networking service in which users
broadcast their opinions and commonly use a hashtag to
associate their thoughts on a subject with users on the same
subject; therefore, this data is generally referred to as “public
data” [40]. For ethical, privacy, and technical reasons, TrISMA
does not collect tweets from private accounts or direct messages;
therefore, all data collected in this study were publicly available.
This study was approved by the Curtin University Human
Research Ethics Committee (approval number: HRE2017-0144).

Developing the Coding Framework
A concept-driven approach (inductive) [41] informed by extant
studies [29-34] was utilized to develop a coding framework.
The coding frame was tested on a random sample of 100 tweets
by 2 researchers (KM and KT), whereby each tweet was read
and assigned codes based upon the concepts presented in the
descriptive text, hashtags, and accompanying image [42]. It is
critical to consider the visual and textual aspects of posts
together in the analysis [42] as the study of images can be used
to complement and extend the study of health behaviors and
may be more valuable than the study of words alone [15]. The
2 researchers followed a hybrid inductive/deductive content
analysis approach [41] to refine and further develop the coding
framework before transferring the modified framework into
IBM SPSS Statistics (v22).

Interrater Reliability Testing
The 2 researchers applied the modified coding framework to a
sample of 140 randomly selected posts (approximately 10% of
the final sample), and an interrater reliability test was performed.
Interrater reliability was determined using Krippendorff alpha,
and an average score of α=.89 was obtained, with a range of
.65-1.0, indicating good to perfect agreement [43]. Any
discrepancies were discussed to reach consensus, and the coding
framework was revised accordingly.

Coding and Analysis
The final coding framework (Multimedia Appendix 1) was
applied by KT and checked for consistency and validity by KM.
The coders met regularly to refine coding rules and discuss
questions and emergent themes. Each code within the coding
framework was a variable in SPSS that functioned as a
standalone item and was evaluated as either 1 for present or 2
for absent. Statistical comparisons (ie, between codes and years)
were made using chi-square tests or Fisher exact tests, if
applicable. Data were analyzed using IBM SPSS Statistics (v22).
Due to the small sample size of the 2012 data, a further
sensitivity analysis was performed with statistical comparisons
made using chi-square and Fisher exact tests to assess the
robustness of the results by removing the observations in 2012.

Results

Sample of Posts
Of the 4437 randomly selected tweets, 1553 contained an image,
and an eligible sample of 1303 tweets was retained for analysis
(Table 1).
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Table 1. Number of posts selected for analysis.

Posts eligible for analysis (n=1303), nPosts containing an image (n=1553), nRandom sample of posts (n=4437), nYear of post

12125702012

2462891,1962014

5406581,3782016

5055941,2932018

Sensitivity Analysis
After performing the sensitivity analysis, all associations, except
for one, remained significant when removing the 12 observations
from 2012. After the removal of the 2012 data, the “quit
smoking” association did not retain its significance (P=.213).
The results of the sensitivity analysis indicate that, overall, the
results were not substantially influenced by the small number
of data in 2012.

Frequency and Description of Codes

Overview

In total, 1303 tweets and accompanying images (collectively
referred to as posts) were analyzed: 12 from 2012, 246 from
2014, 540 from 2016, and 505 from 2018.

People

Of the images that contained a person, 60.0% (326/543)
portrayed a man, and the majority of people appeared to be over
the age of 18 years (300/313, 95.8%; Table 2). The largest
proportion of people visible in these images was classified as
“everyday people” (283/543, 52.1%).
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Table 2. Frequency statistics for each year corpus and the total sample within the “people” domain.

Total (N=1303), n (%)2018 (N=505), n (%)2016 (N=540), n (%)2014 (N=246), n (%)2012 (N=12), n (%)Associated codes

543 (41.7)215 (42.6)209 (38.7)115 (46.7)4 (33.3)People visible

Type of people visible

283 (52.1)e96 (44.6)d120 (57.4)c65 (56.5)b2 (50.0)aEveryday person

177 (32.6)e78 (36.3)d59 (28.2)c39 (33.9)b1 (25.0)aModel

29 (5.3)e15 (7.0)d9 (4.3)c4 (3.5)b1 (25.0)aCelebrity

15 (2.8)e12 (5.6)d3 (1.4)c0 (0)b0 (0)aHealth professional/academic

22 (4.1)e4 (1.9)d11 (5.3)c7 (6.1)b0 (0)aOther

17 (3.1)e10 (4.6)d7 (3.3)c0 (0)b0 (0)aMultiple types

Gender of people visible

123 (22.7)e39 (18.1)d44 (21.0)c39 (33.9)b1 (25.0)aFemale

326 (60.0)e131 (60.9)d134 (64.1)c58 (50.4)b3 (75.0)aMale

45 (8.3)e23 (10.7)d15 (7.2)c7 (6.1)b0 (0)aBoth

49 (9.0)e22 (10.2)d16 (7.7)c11 (9.6)b0 (0)aCannot determine

Age of people visible (years)

7 (2.2)j4 (3.2)i3 (2.6)h0 (0)g0 (0)f<18

300 (95.8)j115 (93.5)i111 (95.7)h72 (100.0)g2 (100.0)f≥18

6 (1.9)j4 (3.2)i2 (1.7)h0 (0)g0 (0)fMixed

aN=4.
bN=115.
cN=209.
dN=215.
eN=543.
fN=2.
gN=72.
hN=116.
iN=123.
jN=313.

Product Placement and Visibility

A vaporizer product was visible in 70% (913/1303) of images,
and most commonly (497/1303, 38.14%) these were e-cigarette
or other vaping devices (eg, e-hookah, e-cigar; Table 3).

E-cigarette liquids (also known as e-liquid or e-juice) were
present in 11.82% (154/1303) of images. In posts that depicted
a vaporizer product, the product was placed overtly within the
image in 92.7% (846/913) of posts.
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Table 3. Frequency statistics for each year corpus and the total sample within the “vape and tobacco products” domain.

Total (N=1303), n (%)2018 (N=505), n (%)2016 (N=540), n (%)2014 (N=246), n (%)2012 (N=12), n (%)Associated codes

Product placementa

846 (92.7)f286 (90.8)e373 (93.5)d179 (94.2)c8 (88.9)bOvert

67 (7.3)f29 (9.2)e26 (6.5)d11 (5.8)c1 (11.1)bCovert

Product visible

497 (38.1)f149 (35.4)e199 (36.9)d116 (47.2)c3 (25.0)bE-cigarette or another vaping
device

155 (11.9)f37 (7.3)e79 (14.6)d37 (15.0)c2 (16.7)bE-cigarette and another
vape/tobacco product

61 (4.7)f22 (4.4)e28 (5.2)d11 (4.5)c0 (0)bVape accessory

154 (11.8)f52 (10.3)e84 (15.6)d17 (6.9)c1 (8.3)bVape liquid

(e-liquid)

6 (0.5)f5 (1.0)e0 (0)d0 (0)c1 (8.0)bVape liquid and another
vape/tobacco product

15 (1.2)f5 (1.0)e4 (0.7)d6 (2.4)c0 (0)bShowcase in a retail store

23 (1.8)f14 (2.8)e4 (0.7)d3 (1.2)c2 (16.7)bTobacco product

Setting

378 (69.0)k107 (60.1)j173 (71.2)i94 (77.7)h4 (66.7)gIndoors

170 (31.0)k71 (39.9)j70 (28.8)i27 (22.3)h2 (33.3)gOutdoors

aOnly coded for if a product was visible in the post.
bN=9.
cN=190.
dN=399.
eN=315.
fN=913
gN=6.
hN=121.
iN=243.
jN=178.
kN=548.

Promotional Practices and Strategies

In 26.63% (347/1303) of posts, purchase of e-cigarette products
was promoted, and 9.67% (126/1303) of posts provided Twitter
users with a promotional offer (Table 4). Promotional offers
could be monetary or nonmonetary, of which nonmonetary
offers were most prevalent (86/126, 68.3%). Nonmonetary
promotional offers did not lower the cost of a purchase; they
instead promoted contests, giveaways, and sweepstakes or
offered free shipping or a free gift with purchase. Rather than
aiming to sell specific e-cigarette products, some posts promoted
vape businesses, brands, and online groups. These posts were
categorized as “business listings” and comprised 19.95%
(260/1303) of the total sample (Figure 1). Some business listings
and promotional posts used methods to increase their visibility

and expand their market, such as operating competitions to win
e-cigarette products. However, to enter a competition, Twitter
users were required to undertake a series of steps including
following the account, and liking, commenting, re-tweeting, or
tagging others in the post (Figure 2).

Of posts that displayed or discussed e-liquid products, 71.1%
(226/318) described the flavor of the product through either
words or images (eg, images of candy or fruits; Figure 3).
Creative flavor names (eg, King Cookie Dough, Show me the
Honey) and descriptive flavor descriptions (eg, “Grab a sweet
and spicy cup of tea from the Chai Wallah as he makes the
rounds on an overcrowded train slowly making its way to
Varanasi”) were commonly depicted in image captions and on
product packaging.
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Table 4. Frequency statistics for each year corpus and the total sample within the “promotional practices and strategies” domain.

Total (N=1303), n (%)2018 (N=505), n (%)2016 (N=540), n (%)2014 (N=246), n (%)2012 (N=12), n (%)Associated codes

226 (71.1)f76 (76.8)e144 90.0)d33 (58.9)c3 (100.0)bE-liquid flavor described (yes)a

461 (50.5)l144 (45.7)k230 (57.6)j83 (43.7)i4 (44.4)hProduct brand or logo visible

(yes)g

618 (47.4)211 (41.8)275 (50.9)128 (52.0)4 (33.3)Product brand or logo is visible
anywhere

347 (26.6)101 (20.0)164 (30.4)80 (32.5)2 (16.7)Promoting vape product for

purchase

260 (20.0)96 (19.0)101 (18.7)61 (24.8)2 (16.7)Business listing

254 (19.5)89 (17.6)104 (19.3)60 (24.4)1 (8.3)Vapor present

Promotional offer

33 (26.2)q7 (7.8)p15 (31.9)o11 (42.3)n0 (0)mMonetary

89 (70.6)q45 (86.5)p29 (61.7)o14 (53.8)n1 (100.0)mNonmonetary

4 (3.2)q0 (0.0)p3 (6.4)o1 (3.8)n0 (0)mBoth

72 (5.5)29 (5.7)36 (6.7)7 (2.8)0 (0)Vape product review

58 (4.5)18 (3.6)31 (5.7)8 (3.3)1 (8.3)Cartoon

15 (1.2)1 (0.2)11 (2.0)3 (1.2)0 (0)Sale notice

aOnly coded for if the post displayed or discussed an e-liquid product.
bN=3.
cN=56.
dN=160.
eN=99.
fN=318.
gOnly coded for if a vaping-related product was visible in the post.
hN=9.
iN=190.
jN=399.
kN=315.
lN=913.
mN=1.
nN=26.
oN=47.
pN=52.
qN=126.

JMIR Public Health Surveill 2020 | vol. 6 | iss. 4 | e15577 | p.54http://publichealth.jmir.org/2020/4/e15577/
(page number not for citation purposes)

McCausland et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 1. Example within the business listing category of the "promotional practices and strategies" domain.

Figure 2. Example within the nonmonetary promotional offer category of the "promotional practices and strategies" domain.

Figure 3. Example of a flavor within the "promotional practices and strategies" domain.
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Health, Safety, and Product Claims

The potential health benefits and consequences (Figure 4) of
e-cigarettes were detailed in 9.90% (129/1303) of posts, of
which 70.5% (91/129) conveyed the perceived benefits
associated with e-cigarette use (Table 5). These posts compared
e-cigarette products to their presumed more harmful counterpart,
combustible cigarettes, by listing the alleged harmless
ingredients found in vaporizer products (eg, nicotine, propylene

glycol, glycerin, flavoring; Figure 5) compared to the toxic
ingredients found in tobacco cigarettes (eg, ammonia, carbon
monoxide, lead), labelled e-cigarettes as “smoke-free,”
publicized that e-cigarettes provide a “safe” or “safer” smoking
experience, and included testimonials from people who had quit
smoking through the use of e-cigarettes and their subsequent
positive changes in health. Further, a significant proportion of
posts promoted e-cigarettes as an effective smoking cessation
aid (266/1303, 20.41%; Figure 6).

Figure 4. Example of health consequences being explained within the “health, safety, and product claims” domain.

Table 5. Frequency statistics for each year corpus and the total sample within the “health, safety, and product claims” domain.

Total (N=1303), n (%)2018 (N=505), n (%)2016 (N=540), n (%)2014 (N=246), n (%)2012 (N=12), n (%)Associated codes

266 (20.4)111 (22.0)96 (17.8)52 (21.1)7 (58.3)Quit smoking

Health

129 (9.9)79 (15.6)34 (6.3)15 (6.1)1 (8.3)Total

91 (75.2)55 (69.6)22 (64.7)13 (86.7)1 (100.0)Positive

38 (29.5)24 (30.4)12 (35.3)2 (13.3)0 (0)Negative

62 (4.8)24 (4.8)30 (5.6)8 (3.3)0 (0)Safety

50 (3.8)30 (5.9)18 (3.3)2 (0.8)0 (0)Public health

42 (3.2)31 (6.1)8 (1.5)3 (1.2)0 (0)Youth vaping

25 (1.9)14 (2.8)8 (1.5)3 (1.2)0 (0)Health warning or age restriction
visible

Nicotinea

34 (12.4)f3 (3.9)e27 (18.1)d4 (8.7)c0 (0)bNicotine level (mg)

20 (7.3)f9 (11.7)e9 (6.0)d1 (2.3)c1 (50.0)bNicotine-free

5 (1.8)f1 (1.3)e2 (1.3)d2 (4.3)c0 (0)bMultiple products: nicotine
and nicotine-free

215 (78.5)f64 (83.1)e111 (74.5)d39 (84.8)c1 (50.0)bNo nicotine level visible

aOnly coded for if the post displayed an e-liquid product.
bN=2.
cN=46.
dN=149.
eN=77.
fN=274.
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Figure 5. Example of an explanation of e-liquid ingredients within the “health, safety, and product claims” domain.

Figure 6. Example of describing e-cigarettes as a smoking cessation aid within the “health, safety, and product claims” domain.

Only 1.92% (25/1303) of posts contained a health warning or
age restriction. Health warnings were commonly displayed on
e-cigarette product packaging (Figure 7). Age restrictions
indicating products were not to be used by those under the age
of 18 years were commonly asserted by a small icon, similar to

that found on alcoholic beverages in Australia. Of the posts that
portrayed an e-liquid product, 21.5% (59/274) identified whether
the product contained nicotine (eg, 2 mg) or was nicotine-free
(eg, 0 mg).

JMIR Public Health Surveill 2020 | vol. 6 | iss. 4 | e15577 | p.57http://publichealth.jmir.org/2020/4/e15577/
(page number not for citation purposes)

McCausland et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 7. Example of a health warning within the “health, safety, and product claims” domain.

Behaviors and Practices

Over half (709/1303, 54.41%) of all posts indicated the presence
of a vaping community or shared social identity or addiction
bond, commonly through the use of hashtags. Popular hashtags
that accompanied these posts included #vapecommunity,
#vapefam, #vapenation, and #vapelife. One user posted:

#vape #vapefam #WeVapeWeVote #vapenation As a
show of solidarity, I will add your #THR [tobacco

harm reduction] medal to your profile pic[ture] if
you’d like. Simply send me a DM [direct message]
w/ [with] the picture and it can be done quickly.

“Hand check/product check” posts (255/1303, 19.57%) often
appeared as simple photographs of an e-cigarette device or liquid
in the hand of its user (Figure 8) or standalone (Table 6). These
images were commonly taken in people’s homes, cars, and other
outdoor locations and were frequently accompanied by the
hashtag #handcheck.

Figure 8. Example of a hand check post within the "behaviors and practices" domain.

JMIR Public Health Surveill 2020 | vol. 6 | iss. 4 | e15577 | p.58http://publichealth.jmir.org/2020/4/e15577/
(page number not for citation purposes)

McCausland et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 6. Frequency statistics for each year corpus and the total sample within the “behaviors and practices” and “association with another substance”
domains.

Total (N=1303), n (%)2018 (N=505), n (%)2016 (N=540), n (%)2014 (N=246), n (%)2012 (N=12), n (%)Associated codes

Behaviors and practices domain

709 (54.4)226 (44.8)341 (63.1)142 (57.7)0 (0)Identity or community

255 (19.6)79 (15.6)127 (23.5)45 (18.3)4 (33.3)Hand check/product check

55 (4.2)14 (2.8)24 (4.4)17 (6.9)0 (0)Selfie

50 (3.8)18 (3.6)21 (3.9)10 (4.1)1 (8.3)Building/DIYa

47 (3.6)26 (5.1)17 (3.1)4 (1.6)0 (0)Meme

43 (3.3)10 (2.0)21 (3.9)12 (4.9)0 (0)Vape play

261 (20.0)90 (17.8)99 (18.3)71 (28.9)1 (8.3)Person vaping

19 (1.5)1 (0.2)11 (2.0)7 (2.8)0 (0)Erotic or sexualized

Association with another

substance domain

23 (67.6)f11 (91.7)e11 (61.1)d1 (25.0)c0 (0)bCannabis (including hemp)

11 (32.4)f1 (8.3)e7 (38.9)d3 (75.0)c0 (0)bAlcohol

aDIY: do-it-yourself.
bN=0.
cN=4.
dN=18.
eN=12.
fN=34.

Men were more often represented in selfies (40/55, 73%;
P<.001), and in posts of people vaping (139/261, 53.3%;
P<.001) and performing vape tricks (25/43, 58%; P<.001; Figure
9) than women (selfies: 12/55, 22%; vaping: 84/261, 32.2%;
performing vape tricks: 8/43, 19%). Furthermore, men more
frequently posted “hand check/product checks” (98/255, 38.4%;
P<.001) and posts that indicated a connection with the vape

community or vaper identity (199/709, 28.1%; P=.05) than
women (12/255, 4.7% and 60/709, 8.5%, respectively). A person
was present in 18 of the 19 “erotic or sexualized” posts, of which
16 (89%) images contained women scantily dressed and
suggestively posed (Figure 10). The remaining 2 images
portrayed a man and woman together.

Figure 9. Example of male representation within the "behaviors and practices" domain.
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Figure 10. Example of a sexualized image within the "behaviors and practices" domain.

Regulation and Advocacy

E-cigarette regulation and policy were discussed in 10.74%
(140/1303) of posts (Table 7). An almost equal proportion of
posts was found to be discussing or in favor of liberal (90/1303,

6.91%) versus restrictive (87/1303, 6.68%; Figure 11) e-cigarette
policies. Advocacy efforts were encouraged in 4.99% (65/1303)
of posts, of which 60% (39/65) supported liberal e-cigarette
regulation (Figure 12).

Table 7. Frequency statistics for each year corpus and the total sample within the “regulation and advocacy” domain.

Total (n=1303), n (%)2018 (n=505), n (%)2016 (n=540), n (%)2014 (n=246), n (%)2012 (n=12), n (%)Associated codes

140 (10.7)100 (19.8)43 (8.0)9 (3.7)0 (0)Regulation or policy

90 (6.9)58 (11.5)26 (4.8)6 (2.4)0 (0)Liberal regulation

87 (6.7)58 (11.5)27 (5.0)2 (0.8)0 (0)Restrictive regulation

65 (5.0)46 (9.1)16 (3.0)3 (1.2)0 (0)Advocacy

Figure 11. Example of a restrictive policy within the "regulation and advocacy" domain.
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Figure 12. Example of advocacy within the "regulation and advocacy" domain.

Discussion

Promotional Practices and Strategies
The use of several promotional practices and strategies was
documented in this study, namely the promotion of positive
perceptions of e-cigarette use, implicit and explicit marketing
of e-cigarette products and businesses, and the use of
promotional offers (monetary and nonmonetary). These findings
are consistent with those reported in a recent systematic review
of e-cigarette marketing communication [44] and are known
and effective strategies utilized by the tobacco industry for
decades [45]. These promotional practices coupled with the
ease in which consumers can purchase products online through
the click of a link have resulted in the exponential growth of
online e-cigarette sales worldwide [46]. Investigations into
youth online purchasing have confirmed the ease with which
young people can purchase e-cigarette products due to the lack
of appropriate age detection processes [47-49].

The promotion of e-liquid flavors through images, detailed
flavor descriptions, and appealing product packaging was
common and is supported by other social media–based
investigations [50,51]. E-cigarette users commonly report the
importance of flavored e-cigarette products in facilitating
smoking abstinence and enhancement of their vaping experience
[52]. Subsequently, e-cigarette manufacturers and retailers have
adopted the promotion of flavored e-cigarette products as a
major marketing strategy [53]. However, evidence indicates the
promotion of flavored e-liquid may be particularly attractive to
young people [54] and serve as one of the main reasons for
e-cigarette initiation [55]. Furthermore, youth have been found
to perceive fruit-flavored e-liquids to be less harmful than
tobacco-flavored products [56], and fruit-flavored e-liquids have
been linked to greater perceived enjoyment [57].

Health, Safety and Product Claims
It is not uncommon to find posts on social media claiming
e-cigarettes are safer than cigarettes and can be used as a
cessation tool, with limited or no validation [35]. Only a very

small proportion of posts in this study was accompanied by or
depicted a health warning or age restriction, and an increasing
proportion of posts was found to be promoting the positive
health effects of vaping. Furthermore, a substantial proportion
of posts promoted e-cigarettes as a replacement or alternative
to cigarettes, similar to that found by Laestadius and colleagues
[30]. Risk perception plays an important role in product use
decision making, and a commonly cited reason for e-cigarette
uptake among adults and young people is the belief that they
are less harmful than cigarettes [58-60]. Youth who perceive
e-cigarettes as harmless or less harmful than cigarettes are at
increased susceptibility of uptake compared to youth with more
negative views towards vaping [61,62].

Behaviors and Practices
A common post found in this study, the “hand check/product
check,” is significant because these posts reflect the variety and
wide range of vaporizer and e-liquid products and accessories
that exist. As vaporizers continue to evolve, with users able to
customize and create unique devices, users are increasingly
turning to social media to share the products they are using and
creating. Similarly, Chu and colleagues [29] found a large
proportion of product-based images posted to the social media
platform Instagram exhibiting the hashtag #handcheck. The
authors expressed concern regarding this increasing trend, as
these images act as unpaid marketing of e-cigarette products
and viewers may interpret these devices to be commonplace
and socially acceptable.

The inclusion of hashtags such as #vapecommunity, #vapelife,
#vapenation, and #cloudchaser demonstrate the existence of a
vaping identity and community on Twitter, which has also been
found in prior vaping-related social media investigations [30,63].
Inclusion of such hashtags may function to create an
internalization of social bonding and a vape-related identity
[63]. This internalization may help one to define who they are
and create their own identity and values within a society that
has normalized values and practices. This has led to the
formation of unique online and face-to-face “vaper”
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communities and identities [64,65], which some people are now
adopting and associating with rather than the identity of being
a “cigarette smoker” or “ex-smoker.” The application of
hashtags to social media posts is a form of folksonomy, and the
initiating adopters of these electronic tags and subsequent uptake
by imitators can be explained by Roger’s Diffusion of
Innovation Theory, which seeks to explain how, why, and at
what rate new ideas and technology spread [66]. It has therefore
been suggested by some that these vaping-related discussions
may be occurring within some networks as an “echo chamber,”
whereby the ideas and beliefs of those within the network are
strengthened, resulting in the normalization of vaping within
these communities [63]. Research examining Australian Twitter
users using network analysis methods could provide an
Australian perspective on this hypothesis. Further, research that
examines how nicotine addiction is represented on social media
may assist to understand evolving perceptions of addiction and
identity.

Implications for Policy and Research
This investigation demonstrates that a number of Australian
Twitter users are purposefully (commercial) and also
inadvertently (through posts by vapers) promoting the use of
e-cigarettes. Twitter has a “paid” advertising policy prohibiting
the promotion of tobacco products, accessories, and branding
(including e-cigarettes) [67]. The policy, however, does not
relate to individual account holder’s content, fan pages, or
groups. The boundaries between owned, paid, earned, and shared
content have become increasingly more blurred [68], with
evidence suggesting influencers are being used to circumvent
social media policies [69,70]. In the absence of regulations
controlling online promotions and formal gateways restricting
access to content, posts on social media platforms such as
Twitter can reach and potentially influence both e-cigarette
users and nonusers alike [51]. Exploring opportunities to further
restrict the commercial promotion of these devices (ie, unpaid
promotion from commercial accounts) on Twitter and other
social media platforms is required, and working with social
media platforms to voluntarily employ these restrictions is one
possible solution [71].

This study found the proportion of posts specifically promoting
e-cigarette products for purchase decreased in 2018 (Multimedia
Appendix 1), although this correlates with a relative decline in
Twitter use by Australians in comparison to other larger and
growing platforms. Due to the increased popularity of Instagram
over recent years, and more recently TikTok, it would be
valuable to investigate e-cigarette–related promotional content
posted to these platforms. Instagram and TikTok are primarily
photo and video-sharing social networking services; therefore,
these platforms may be more desirable and more highly accessed
than Twitter to share this type of content.

A product for therapeutic use, such as smoking cessation or
alleviation of nicotine withdrawal, must be registered with the

Therapeutic Goods Administration to be sold lawfully in
Australia [2]. At present, no heated tobacco nor nicotine
vaporizer has been approved by the Therapeutic Goods
Administration and therefore should not be promoted as a
smoking cessation product. Continued monitoring of Australian
e-cigarette retailers to ensure misleading health and smoking
cessation claims are not being made is therefore important so
as not to contribute further to the confusion regarding e-cigarette
safety and efficacy.

Limitations
Several limitations need to be considered when interpreting the
results of this study. This study reflects data from one social
media platform, Twitter, as its data are mostly public and easily
accessible to researchers, whereas some other social media
platforms are not as readily accessible [72]. However, the
TrISMA infrastructure makes Australian-specific historical
Twitter data accessible in a way most other social media
platforms do not. This is not an indication that other social media
platforms are not spaces where e-cigarettes are discussed by
Australians, but only that these activities are not always as
visible to researchers. The search strategy included several
popular terms used to describe e-cigarettes and vaping practices;
however, emerging and variations of slang terms may have been
overlooked. The investigation focused only on tweets that
included an image. Therefore, these results may not be reflective
of all tweets by Australian users. Lastly, we relied on TrISMA’s
programmed bot filtering processes occurring at the level of the
user before tweets were collected to remove questionable
accounts. Future studies examining Twitter data are encouraged
to apply denoising techniques after data collection [73].

Conclusions
Despite Australia’s cautious approach toward e-cigarettes and
the limited evidence supporting e-cigarettes as an efficacious
smoking cessation aid, it is evident that there is a concerted
effort by some Twitter users to promote these devices as a
harmless, health-conducive, smoking cessation product. Further,
Twitter is being used in an attempt to circumvent Australian
regulation and advocate for a liberal approach to personal
vaporizers. The borderless nature of social media presents a
clear challenge for enforcing Article 13 of the WHO FCTC.
Evidence suggests a relationship exists between e-cigarette
advertising exposure and uptake, and social media is now being
used to generate favorable attitudes towards vaporizer products.
As “digital media” consumption has increased, content that was
previously inaccessible due to conventional advertising
regulations, such as tobacco advertising, is now visible, and
traditional tobacco control regulations are no longer adequate.
The internet is the perfect platform to promote e-cigarettes and
novel nicotine products, even in a highly regulated country such
as Australia. Countering the advertising and promotion of these
products is a public health challenge that will require
cross-border cooperation with other WHO FCTC parties.
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Abstract

Background: Sexually transmitted infections (STIs) pose a significant public health challenge in the United States. Traditional
surveillance systems are adversely affected by data quality issues, underreporting of cases, and reporting delays, resulting in
missed prevention opportunities to respond to trends in disease prevalence. Search engine data can potentially facilitate an efficient
and economical enhancement to surveillance reporting systems established for STIs.

Objective: We aimed to develop and train a predictive model using reported STI case data from Chicago, Illinois, and to
investigate the model’s predictive capacity, timeliness, and ability to target interventions to subpopulations using Google Trends
data.

Methods: Deidentified STI case data for chlamydia, gonorrhea, and primary and secondary syphilis from 2011-2017 were
obtained from the Chicago Department of Public Health. The data set included race/ethnicity, age, and birth sex. Google Correlate
was used to identify the top 100 correlated search terms with “STD symptoms,” and an autocrawler was established using Google
Health Application Programming Interface to collect the search volume for each term. Elastic net regression was used to evaluate
prediction accuracy, and cross-correlation analysis was used to identify timeliness of prediction. Subgroup elastic net regression
analysis was performed for race, sex, and age.

Results: For gonorrhea and chlamydia, actual and predicted STI values correlated moderately in 2011 (chlamydia: r=0.65;
gonorrhea: r=0.72) but correlated highly (chlamydia: r=0.90; gonorrhea: r=0.94) from 2012 to 2017. However, for primary and
secondary syphilis, the high correlation was observed only for 2012 (r=0.79), 2013 (r=0.77), 2016 (0.80), and 2017 (r=0.84),
with 2011, 2014, and 2015 showing moderate correlations (r=0.55-0.70). Model performance was the most accurate (highest
correlation and lowest mean absolute error) for gonorrhea. Subgroup analyses improved model fit across disease and year.
Regression models using search terms selected from the cross-correlation analysis improved the prediction accuracy and timeliness
across diseases and years.

Conclusions: Integrating nowcasting with Google Trends in surveillance activities can potentially enhance the prediction and
timeliness of outbreak detection and response as well as target interventions to subpopulations. Future studies should prospectively
examine the utility of Google Trends applied to STI surveillance and response.

(JMIR Public Health Surveill 2020;6(4):e20588)   doi:10.2196/20588
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Introduction

Gonorrhea, chlamydia, and syphilis continue to pose a
significant public health challenge with approximately 3.7
million new diagnoses each year in the United States [1]. Rates
of sexually transmitted infections (STIs) increased from 2017
to 2018, with gonorrhea, chlamydia, and syphilis showing a rise
of 2.9%, 5.0%, and 14.9%, respectively [2]. Despite these
documented increases, many cases remain undiagnosed and
unreported; as a result, the true burden of these STIs is likely
much greater [1]. The purpose of STI surveillance is to estimate
the morbidity and mortality of disease as well as enhance
the ability to predict and respond to disease patterns.
Disparities in the rates of STIs by age, sex, race, and region
have been observed; timely and accurate detection of these
issues can support effective prevention and control [1].

National surveillance relies on mandatory laboratory and case
reporting, a system that produces data that
are often incomplete and limited in scope [3]. In addition
to data quality concerns, underreporting and reporting delays
result in missed opportunities to identify and respond to
trends in disease and limit the ability to guide STI control [3,4].
Although web–based and electronic systems for laboratory and
provider reporting can increase response timeliness, public
health agencies must still apply the processes of matching and
merging information, and detecting and removing duplicate
cases and reports, which adversely impacts the timeliness of
disease trend analysis [4]. Thus, there is a need to modernize
and enhance surveillance systems to detect the burden of disease
and improve the targeting of prevention and control activities
[2].

Although the internet is not a “new” technology, it is relatively
new to the surveillance of infectious diseases. In 2004,
Eysenbach coined the term “infodemiology” to describe the
distribution of determinants of information on the internet and
“infoveillance” to refer to syndromic surveillance of disease
via the internet [5]. As the internet is a portal for free,
asynchronous, and anonymously available health information,
search engine data may provide an additional venue for
surveillance efforts, thus leading to earlier detection of trends
and increased ability to monitor impacts and regional geographic
spread. Previous studies have examined the utility of Google
Trends to monitor infectious diseases such as influenza, dengue,
Lyme disease, and COVID-19 [6-9]. Search engine data have
the potential to provide efficient and economical enhancement
to the  surveillance system established for
STIs. Google Trends allows the download of deidentified
search engine data trends, which can be used to investigate
the implications of trends in STI-related search terms in relation
to STI rates as well as facilitate disease nowcasting [10]. The
term “nowcasting” refers to developing estimates of data in real
time as the true data are being collected [11]. In reference to
STIs, search engine data may provide the ability to determine
trends in real time, which significantly enhances the current
surveillance system [12]. This innovative tool has the potential
to enable real–time surveillance of STIs, enhance understanding
of changing STI trends, predict outbreaks, and increase the
flexibility of the current system [3]. However, few studies, to

date, have used Google Trends to predict or forecast disease.
In a 2018 review, only 8.7% (9/104) of studies using Google
Trends for infodemiology included predictions or forecasting
[13].

We build on our previous study, which found that Google search
trend volume was positively and statistically significantly
correlated with reported annual rates of STIs at the state level
[12]. In this study, we develop and train a predictive model
using reported STI morbidity data from the Chicago Department
of Public Health (CDPH), and we investigate the predictive
capacity, timeliness, and ability to target interventions using
Google Trends data. Cook County, primarily encompassing
Chicago, is a large, diverse jurisdiction with the second highest
case counts (second to LA County, California) in the country
for chlamydia, gonorrhea, and primary and secondary syphilis
[2]. In conjunction with this high disease burden, Chicago has
high internet penetration [14], making it a suitable city for
testing our model [15].

Methods

A deidentified data set containing weekly STI case data for
chlamydia, gonorrhea, and primary and secondary syphilis for
2011-2017 was obtained from the CDPH. The Institutional
Review Board at the CDPH reviewed and approved the project
proposal as exempt. Gonorrhea and primary and secondary
syphilis have been nationally notifiable infections since 1944,
and chlamydia, since 2010 [16]. The STI case data are
aggregated to weekly counts for each case type (chlamydia,
gonorrhea, and syphilis), with the date assigned based on the
date the sample was obtained for testing. In addition to the STI
diagnosis code, the data set includes race/ethnicity, age, and
birth sex of the cases. Approximately 90% of all chlamydia and
gonorrhea laboratory test results are reported via electronic
laboratory reporting in real time via the Illinois National
Electronic Disease Surveillance System. Data are deduplicated
on a regular basis via built–in functionality or completed
manually. All gonorrhea– and chlamydia–positive labs reported
within >30 days are considered new cases. Reporting of syphilis
cases is submitted electronically and managed manually. There
were no specific STI city–wide prevention initiatives during
the time period. The data are considered to be an accurate
reflection of the rates of STIs in the city of Chicago [7].

The performance ability and predictive accuracy of the model
rely on the selection of the search terms. To account for the
breadth of terms that can possibly be used, the top 100 related
search terms were obtained from Google Correlate using the
initial term “std symptoms” [17]. All of the top 100 terms had
correlation coefficients>0.85. After determining the related
search terms, we established an autocrawler with Python [18]
and used it to collect search volume data for each of the terms.

We used Google Health Application Programming Interface
(API) (https://trends.google.com/trends/) data [19], which are
a scaled proportion of the volume of all searches for all terms.
The Google Health API results indicate the proportion of
searches about the terms requested out of all searches that took
place in Chicago per week for this time range, all multiplied by
a consistent factor to increase ease of use. We excluded search
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terms with an insufficient search volume (ie, incomplete or
absent search trend results returned by Google). The retrieved
search trend data were averaged on a weekly basis. None of the
search data in this study contain personal information or
individualized records of Internet search history.

The distributions of each of the STI case counts by week
comprised non–negative count variables. We applied Poisson
regression modelling as dictated by the outcome distribution
and in consideration of the Google Trends data [10]. The
primary equation of the model is log(µ) = Xb, where the response
follows a Poisson distribution with parameters including mean
μ. Coefficient vector b defines a linear combination Xb of the
predictors X.

As the number of search query terms increases and exceeds the
number of observations (in this case, the number of weeks), a
curse-of-dimensionality and small-n–large-p affect the model.
In addition, many of the query volumes may be zero because
many queries are irrelevant (ie, assuming sparsity). Regularized
regression schemes, such as lasso and elastic net, can solve this
problem [11]. We used the elastic net penalty as it completes
automatic variable selection and continuous shrinkage
simultaneously, and it can select from a group of correlated
variables, given the nature of correlated search queries [20].

We used a default parameter setting (10-fold cross validation
for elastic net implementation in MATLAB 2017b to select the
best regularization parameter lambda (λ) [21]. The queries
selected for the best λ were used as the final set for the Poisson
regression. We evaluated our approach for different values of
ridge parameter α, starting from .5 to 1.0, and we chose the best

parameter value based on the highest correlation coefficient
between the predicted and actual STI counts.

To estimate the potential time advantage of using the
internet-based search terms, we applied cross-correlation
analysis. Search terms were filtered by applying
cross-correlation analysis to estimate the temporal relationship
between the STI cases and Internet search volume derived from
each term. The results were obtained as product-moment
correlations between the 2 time series. The advantage of using
cross-correlation is that it accounts for time dependence between
2 time series variables. The time dependence between 2
variables is termed as lag, which indicates the degree and
direction of associations. A lag of –1 or +1 for assessing
correlation implies that the Google Trend data have shifted
backward or forward by 1 week from the CDPH data.
Cross-correlation analysis also reduces spurious correlations in
the subsequent regression analysis by excluding irrelevant
Internet search trends. Those search terms that lacked
statistically significant correlations or a definite time lag or lead
pattern were excluded. We measured our performance by using
the following metrics between the predicted and actual STI
counts: Pearson correlation r and mean absolute error (MAE).

Results

Epidemiologic Overview
From 2011 to 2017, there were 170,368 reported cases of
chlamydia, 65,224 reported cases of gonorrhea and 4278
reported cases of syphilis (Table 1).

Table 1. Demographic characteristics and number of laboratory–confirmed reported cases of chlamydia, gonorrhea, and syphilis by year for Chicago,
IL.

Syphilis, n (%)Gonorrhea, n (%)Chlamydia, n (%)Characteristics

312322Median age (years)

Sex, n (%)

2426 (74.39)36282 (55.74)66512 (33.63)Male

835 (25.61)28800 (44.26)131255 (66.36)Female

Race, n (%)

1965 (42.31)20117 (31.82)68687 (36.55)White

2246 (48.36)41003 (64.86)107631 (57.27)Black

433 (9.32)2096 (3.31)11594 (6.17)Other

Cases by year, n (%)

658 (1.70)8533 (23.14)27686 (75.07)2011

585 (1.50)9551 (25.224)27729 (73.23)2012

618 (1.60)8889 (24.23)27325 (74.18)2013

643 (1.80)7845 (22.11)26990 (76.07)2014

758 (2.05)7840 (21.27)28256 (76.67)2015

813 (1.96)10836 (26.15)29776 (71.87)2016

788 (1.84)11730 (27.40)30292 (70.75)2017
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Prediction
We evaluated the predictions of STI cases from the search terms
for 5 consecutive annual periods from 2011 to 2017 using elastic
net regression. Table 2 enumerates the performance results for
the model for years 2011 to 2017. For gonorrhea and chlamydia,
actual and predicted STI values correlated moderately in 2011
(chlamydia: r=0.65; gonorrhea: r=0.72) but correlated highly
(chlamydia: r=0.85-0.94; gonorrhea: r=0.82-0.90) from 2012
to 2017. However, for primary and secondary syphilis, the high
correlation was observed only for 2012 (0.79), 2013 (0.77),
2016 (0.80), and 2017 (0.84), with 2011, 2014, and 2015
showing moderate correlations (0.55-0.70). Though all the
Pearson correlation coefficients were significant, MAE ranged

from 1.55%-3.02% for primary and secondary syphilis,
7.95%-19.04% for gonorrhea, and 17.04%-37.98% for
chlamydia. Considering the high correlation in conjunction with
the low MAE, the model performed the best for gonorrhea.
Figures 1-3 present the graphical comparisons between the
predicted and actual STI values for the year 2017 for gonorrhea,
chlamydia, and syphilis. The search terms that appeared most
frequently across all 3 diseases were “std symptoms in men,”
“gonorrhea in men,” “yellow discharge,” “white creamy
discharge,” “week pregnant,” and “white discharge.” All of the
most common search terms relate to STI terminology,
symptomology, or pregnancy (indicator of exposure to STI via
condomless sex).

Table 2. Model prediction performance. P<.001 for all r values.

Primary and secondary syphilisChlamydiaGonorrheaYear

MAE (%)rMAE (%)rMAEa (%)r

2.500.7036.120.6512.560.722011

1.550.7925.340.8511.560.862012

2.240.7737.980.9419.040.882013

2.270.5620.010.9210.280.822014

3.020.5523.270.878.270.852015

2.450.7017.040.937.950.892016

1.940.7922.260.9110.230.902017

aMAE: Mean absolute error.

Figure 1. Graphical comparison between actual and predicted number of gonorrhea cases for 2017.
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Figure 2. Graphical comparison between the actual and predicted number of chlamydia cases for 2017.

Figure 3. Graphical comparison between the actual and predicted number of syphilis cases for 2017.

Subgroup Analyses
Following the same elastic net regression procedures, we
developed separate models for the race (Black vs Nonblack),
sex (male vs female), and age (<30 vs ≥30) subgroups. All the
subgroup models across all years and all diseases (gonorrhea,
chlamydia, and syphilis) performed optimally, showing high
correlation values and low MAEs (see Multimedia Appendix
1). To illustrate performance, Tables 3-5 provide the results of

elastic net regression for subgroup analyses for race, sex, and
age for the gonorrhea case data for each year from 2011 to 2017.
The subgroup models showed either similar or better
performance than the full models across diseases and years: the
correlations were high across subgroups of race, gender, and
age (0.82-0.98), while the MAEs were low (2.67%-11.54%).
The most frequent search terms for all 3 STIs for the category
“Black” were “chlamydia treatment,” “signs of STD,” “smelly
discharge,” “can pregnant,” and “creamy white discharge.”
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Table 3. Subgroup (race) prediction performance for gonorrhea. P<.001 for all r values.

NonblackBlackYear

MAE (%)rMAEa (%)r

2.670.926.410.892011

3.700.898.810.852012

5.150.9311.540.922013

6.560.856.220.822014

5.860.844.540.902015

1.940.935.490.842016

2.710.914.60.922017

aMAE: Mean absolute error.

Table 4. Subgroup (gender) prediction performance for gonorrhea. P<.001 for all r values.

FemaleMaleYear

MAE (%)rMAEa (%)r

2.670.924.730.882011

3.700.894.00.932012

5.150.935.250.962013

6.560.854.260.942014

5.860.843.940.932015

4.120.885.700.922016

3.920.906.130.912017

aMAE: Mean absolute error.

Table 5. Subgroup (age) prediction performance for gonorrhea. P<.001 for all r values.

30 years and aboveLess than 30 yearsYear

MAE (%)rMAEa (%)r

3.170.819.150.832011

3.130.817.670.912012

4.420.867.590.972013

2.870.807.250.902014

2.780.872.300.982015

3.560.911.980.982016

3.920.837.220.912017

aMAE: Mean absolute error.

Cross-Correlation Analysis
First, we conducted a cross-correlation analysis to identify the
temporal relationship between the STI data and search terms
(ie, a lag or lead pattern). Table 6 shows the results for
chlamydia in the year 2017. The remaining results of the
cross-correlation analysis on the search terms for each disease
from 2012 to 2017 are included in Multimedia Appendix 2.
Trends for the search terms “feel pregnant” (r=–0.28, P=.04),
“treatment for chlamydia” (r=0.35, P=.01), “std” (r=–0.33,

P=.02), “two weeks” (r=0.28, P=.04), “crabs std” (r=–0.36,
P=.02), and “bleeding after period” (r=–0.32) coincided with
the gonorrhea data in 2015. Weekly case counts of gonorrhea
were preceded by 1 week by the trends of the following search
terms: “does chlamydia” (r=–0.34, P=.01), “std symptoms in
women” (r=0.31, P=.02), “gonorrhea” (r=–0.28, P=.04), and
“after period” (r=–0.31, P=.02). The trends of the following
search terms were correlated with the case counts of gonorrhea
1 week later: “wine while pregnant” (r=0.29, P=.04) and “talk
to women” (r=–0.30, P=.03).
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Table 6. Cross-correlation coefficients of reported cases of chlamydia using search term trend data for 2017a.

Lags (week)Search terms

10–1

Internet search terms that preceded gonorrhea case counts by 1 week

0.0010.01–0.34b (P=.01)does chlamydia

0.16–0.04–0.31b (P=.02)std symptoms in women

0.110.07–0.28b (P=.04)gonorrhea

0.04–0.180.29b (P=.04)samuel l jackson movies

-0.040.09–0.31b (P=.02)after period

Internet search terms that coincided with gonorrhea case counts

0.06–0.35b (P=.01)0.00treatment for chlamydia

0.12–0.28b (P=.04)–0.11a black eye

0.120.33b (P=.02)0.09std

0.080.28b (P=.04)–0.04two weeks

0.003–0.36b (P=.01)0.03crabs std

–0.15–0.28b (P=.04)–0.12feel pregnant

–0.005–0.32b (P=.02)–0.09bleeding after period

Internet search terms that lagged gonorrhea case counts by 1 week

0.29b (P=.04)–0.24–0.10wine while pregnant

–0.30b (P=.03)0.09–0.06talk to women

aOnly significant cross-correlation coefficient values are shown in this table.
bValues indicate the maximum cross-correlation coefficient.

A separate regression analysis including only those search terms
that coincided with and preceded the STI data by 2 weeks (ie,
based on the results of the cross-correlation analysis in Table
7) was also conducted for recent years. The correlations between

the actual and predicted cases of gonorrhea, chlamydia, and
primary and secondary syphilis case counts are shown in Table
7.

Table 7. Correlations between actual and predicted cases of STIs for 2015-2017. P<.001 for all r values.

Primary and secondary syphilisChlamydiaGonorrheaYear

MAE (%)rMAE (%)rMAEa (%)r

2.940.5932.220.6612.350.602015

2.950.5728.750.7713.970.672016

2.710.5237.980.6521.490.462017

aMAE: mean absolute error.

Discussion

Findings
We performed a series of analyses to determine the predictive
ability, timeliness, and performance of the Google Trends
subgroups for the STI cases. The models performed consistently
well overall across all diseases and time periods, showing
moderate-to-high predictive power and low-to-moderate error.
Applied nowcasting does not need to perform perfectly but must
be reliable and consistent to inform disease control and response.

As illustrated by the analyses of the Google Trends for influenza
surveillance, the predictive performance of search volume may
vary by disease, location, and over time [22,23]. However,
variability is to be expected, and uniform success is not
necessary for application in a surveillance setting. Google Flu
Trends operated from 2008 to August 2015 and showed varying
accuracy for predicting real–time outbreaks of influenza using
Google search terms [24]. Google Flu Trends demonstrated that
internet–based search term surveillance should not be used as
a standalone surveillance system due to the existence of temporal
and geographic variability; however, traditional surveillance
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systems could benefit by incorporating internet search term
query data [24].

Our models were able to nowcast within a 1-week time frame,
a substantial improvement from the delays observed when using
traditional STI surveillance data. Further work is needed to
determine thresholds for response, including determining what
level of increase in case volume indicates a public health
response and to what intensity. For example, a jurisdiction may
decide that 10%, 20%, and 30% increases in search trend
volumes may trigger a low intensity response (eg, provider
awareness), public awareness, and active screening campaigns,
respectively. Each of these thresholds and response activities
need to be refined by local health departments based on
epidemiologic trends and health department resources, but given
the opportunity for real-time surveillance, and thus timely
decision making and response provision, these efforts become
urgent.

The ability to target prevention and control efforts to impacted
subgroups is of great utility for public health efforts. Our model
subgroup analyses performed better than or as efficiently as the
aggregate models, demonstrating the ability to monitor trends
in subgroups. These analyses were limited to the data available
from our local health department; future studies should be
conducted to refine and enhance subgroup performance. For
example, control techniques may be influenced by outbreaks
in specific neighborhoods; therefore, determining models fit
for geographical subgroups (eg, community area and zip code)
would be beneficial. Further, the analyses were conducted on
retrospective data and involved using final cleaned surveillance
data sets; future studies should be conducted prospectively in
real time.

The search terms that most strongly correlated with the case
counts for all 3 diseases were “std symptoms,” “gonorrhea in
men,” “yellow discharge,” “white creamy discharge,” “week
pregnant,” “yellow discharge,” and “white discharge.” All of
these terms appear to be related to STI symptoms and are likely
to be generated by those exposed to STIs (or cases). In a
previous study, we established that those exposed to STIs are
likely generating symptom-related search terms; we compared
2 different sexually active populations and found that compared
to the student sample, a greater proportion of the clinical sample
used the term “STD symptoms” or conducted symptom-related
searches (47% vs 17%, P<.01) [17].

Google Trends supports credibility and transparency because
these data are openly available, and our analyses are replicable
by other investigators (see Multimedia Appendix 3). Further,

search volume data access via Google Trends has remained
continuously available since 2008 [10]. This study only used 1
source of open data; future studies could incorporate multiple
sources of open source data to determine if data triangulation
improves performance.

An evaluation of 8 state-wide health systems in North Carolina
compared International Classification of Diseases-9 codes to a
broad range of reported cases of notifiable communicable
diseases, and showed that completeness of reporting ranged
from 0% to 82% depending on the particular disease [25]. Thus
a heightened degree of underreporting may lead to increasing
error when using a tool such as Google Trends to predict disease.
Audits of diagnoses would be necessary to estimate the amount
of underreporting and potentially account for this issue in
analyses. We did not find audits of STI underreporting in the
published literature; based on our experience in STI surveillance,
we estimate that of the 3 STIs under surveillance, syphilis may
be the least likely to be underreported due to greater awareness
among providers, given the severity of its clinical presentation
(eg, lesions, generalized body rash, and neurosyphilis) and
relatively infrequency.

Limitations
The results of this study must be interpreted with the following
limitations in mind. This study used STI case data from 1
jurisdiction in the United States; thus, it is unknown how
nowcasting will function in other jurisdictions with different
disease trends and search trend volumes. Future studies should
include a representative selection of jurisdictions with high
disease burdens and internet penetration. Our subgroup analysis
was limited by the characteristics included in the STI case data
available from the health department and did not include
indicators such as zip code, community area, and socioeconomic
status; therefore, we were not able to determine the impact of
an analysis with these characteristics on target resources. Finally,
our study used Google API, which is currently limited by Google
to approved research institutions only, thus limiting the
replication of the results to those who have API access.

Conclusion
This is the first study to examine the utility of Google Trends
search volumes to predict STI cases at a city level. Future studies
should replicate procedures for other US jurisdictions and
prospectively examine model performance while developing
tolerance levels for false positives. Integrating nowcasting with
Google Trends in surveillance activities can potentially enhance
the timeliness of outbreak detection and response.
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Abstract

Background: Modifiable risky health behaviors, such as tobacco use, excessive alcohol use, being overweight, lack of physical
activity, and unhealthy eating habits, are some of the major factors for developing chronic health conditions. Social media platforms
have become indispensable means of communication in the digital era. They provide an opportunity for individuals to express
themselves, as well as share their health-related concerns with peers and health care providers, with respect to risky behaviors.
Such peer interactions can be utilized as valuable data sources to better understand inter-and intrapersonal psychosocial mediators
and the mechanisms of social influence that drive behavior change.

Objective: The objective of this review is to summarize computational and quantitative techniques facilitating the analysis of
data generated through peer interactions pertaining to risky health behaviors on social media platforms.

Methods: We performed a systematic review of the literature in September 2020 by searching three databases—PubMed, Web
of Science, and Scopus—using relevant keywords, such as “social media,” “online health communities,” “machine learning,”
“data mining,” etc. The reporting of the studies was directed by the PRISMA (Preferred Reporting Items for Systematic Reviews
and Meta-Analyses) guidelines. Two reviewers independently assessed the eligibility of studies based on the inclusion and
exclusion criteria. We extracted the required information from the selected studies.

Results: The initial search returned a total of 1554 studies, and after careful analysis of titles, abstracts, and full texts, a total of
64 studies were included in this review. We extracted the following key characteristics from all of the studies: social media
platform used for conducting the study, risky health behavior studied, the number of posts analyzed, study focus, key methodological
functions and tools used for data analysis, evaluation metrics used, and summary of the key findings. The most commonly used
social media platform was Twitter, followed by Facebook, QuitNet, and Reddit. The most commonly studied risky health behavior
was nicotine use, followed by drug or substance abuse and alcohol use. Various supervised and unsupervised machine learning
approaches were used for analyzing textual data generated from online peer interactions. Few studies utilized deep learning
methods for analyzing textual data as well as image or video data. Social network analysis was also performed, as reported in
some studies.

Conclusions: Our review consolidates the methodological underpinnings for analyzing risky health behaviors and has enhanced
our understanding of how social media can be leveraged for nuanced behavioral modeling and representation. The knowledge
gained from our review can serve as a foundational component for the development of persuasive health communication and
effective behavior modification technologies aimed at the individual and population levels.
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Introduction

Modifiable risky health behaviors, such as tobacco use,
excessive alcohol use, being overweight, lack of physical
activity, and unhealthy eating habits, are some of the major
factors for developing chronic health conditions [1]. Chronic
health conditions, such as cancer and heart disease, lead to
approximately 1.5 million deaths per year in the United States
[2]. These chronic health conditions together with diabetes are
also responsible for nearly US $3.5 trillion in annual economic
costs; hence, it becomes crucial to prevent and/or efficiently
manage such conditions [2]. Behavior modification is pivotal
for managing chronic health conditions, and a range of
psychological and social processes have been shown to influence
the engagement of an individual in the adoption of positive
healthy behaviors [3,4]. Traditionally, the methods used for
measuring and studying health-related behaviors in populations
include telephone or internet-based surveys [5], motivational
interviews [6], commercial wearables and smartphone apps [7],
and ecological momentary assessment [8].

Recently, social media has emerged as a viable platform for
studying and analyzing health-related behaviors and promoting
behavior change [9]. The field of infodemiology [10] examines
the determinants and distribution of health information in the
electronic medium (eg, social media and internet) for public
health purposes: preventing diseases via predictive modeling
[11-13], informing policy regulations [14], assessing the quality
of health information on websites [15], and analyzing the
health-related behaviors of individuals [16-18]. The recent
COVID-19 pandemic has also shown how analyzing
communication on such platforms can provide insights into the
attitudes and behaviors of individuals as well as health care
providers [19,20].

Social media, through its various mobile and web-based
technologies, provides interactive platforms for individuals and
communities to share, create, modify, and discuss content in
the form of ideas, messages, or information [21]. In recent years,
the penetration of social media platforms has increased in all
spheres of life. According to the Global Digital Report of 2019,
there are about 3.5 billion active social media users throughout
the world, with Facebook being the most dominant social
networking website. More than two-thirds of the world’s
population use a mobile device, mostly a smartphone. Powered
by these connected devices, many older adults as well as
teenagers have also started incorporating social media into their
daily routines [22].

Consequently, social media has become an important part of
the public health landscape, given that these platforms are
increasingly being used by health care consumers for gaining
knowledge on a variety of health-related topics as well as for
interacting with their peers and health care providers to garner

social support, mostly informational and emotional in nature
[23,24]. These platforms are widely used by health care
consumers to (1) meet their health-related goals [25] and (2)
adopt positive health behaviors [26,27]. Research has shown
that an individual is more likely to comply with health-related
goals and adhere to preventive practices provided their social
ties also engage in similar behaviors [28,29]. The major
advantages of using such platforms over standard approaches
for studying and analyzing health promotion and behavior
change include their ability to reach a wider and less accessible
audience, cost-effective recruitment of participants for research,
and their round-the-clock accessibility via mobile and web-based
connections [30]. These platforms can leverage group norms;
thus, behavior change interventions implemented through these
platforms have the potential to make a significant impact through
widespread diffusion of preventive programs to meet the needs
of individuals, communities, and populations.

These online platforms can be broadly classified into two major
categories: (1) open social media platforms (eg, Facebook,
Twitter, and Reddit), which are generic platforms used for
networking, information sharing, and collaboration, and (2)
intentionally designed health-related social media platforms
(eg, QuitNet [31] and BecomeAnEX.org [32]), which focus on
providing health-specific support to its members. Even though
open social media platforms provide opportunities for large-scale
inferences about behaviors of individuals, they still lack in
providing context-specific interactional observations, for which
we need to turn to intentionally designed social media platforms
[33]. Depending on whether or not a social media platform has
a specific focus on health topics, the environmental factors
affecting an individual’s attempt to sustain positive health
changes can greatly vary, thus affecting contextual granularities
that inform the accuracy and reliability of computational and
quantitative data modeling approaches. Despite these
differences, the universal presence of these platforms has led
to the generation of invaluable and large data sets in the form
of electronic traces of peer interactions in the form of text,
images, or videos (eg, traditional forums like Facebook and
YouTube). These data sets capture the attitudes and behaviors
of individuals in near real time and in natural settings as
compared to conventional settings, which involve the presence
of a researcher and are prone to instrument bias [34]. The
analysis of such data sets provides us with an opportunity to
understand the individualistic as well as environmental factors
underlying behavior change, which can eventually guide the
design and development of network interventions for
health-related behavior change [35-37].

Traditional methods of qualitative data analysis are not
conducive to analyzing large amounts of data generated by
social media platforms. Recent advances in automated text
analysis provide us with suitable methods for analyzing digital
content generated from social media platforms. The latest review
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highlights the breakthroughs in computational technologies that
are currently being applied to the field of health care in the form
of digitized data acquisition, machine learning (ML) techniques,
and computing infrastructure [38]. In addition to advances in
predictive analytics and combinatorial forces from mobile
computing and the internet, participatory social media has
resulted in rich, just-in-time data that can be leveraged to
conduct digital phenotyping of health consumer engagement in
self-management of risky health behaviors.

The objective of this review is to summarize computational and
quantitative approaches that highlight the potential of using
social media as a research tool (SMaaRT) to understand the
patterns of inter- and intrapersonal psychosocial factors
associated with the prevention and management of risky health
behaviors. These methodologies can provide a comprehensive
understanding of the most common practices, their utility,
limitations, and resulting inferences, thus providing health
researchers with capabilities to better describe health behaviors
at scale. The enhanced understanding from these secondary
analyses can ultimately be infused into the design processes of
effective behavioral interventions through the translation of
data-driven insights into practical public health solutions via
scalable techniques, such as tailored messaging and persuasive
environment design.

Methods

Overview
We conducted a systematic review of the literature to summarize
the computational and quantitative methods for analyzing social

media data that have been used to study risky health behaviors.
We followed the guidelines outlined by PRISMA (Preferred
Reporting Items for Systematic Reviews and Meta-Analyses)
[39] to retrieve relevant studies.

Literature Search Strategy
We searched the literature in September 2020, collecting studies
published between 2011 and September 11, 2020. We searched
three different databases—PubMed, Web of Science, and
Scopus—using a specific set of keywords. Our search keywords
lie at the intersection of two key clusters: social media and ML.
We also included Medical Subject Headings (MeSH) for
relevant keywords to ensure our search was as inclusive as
possible. The search was conducted using the following query:
(“Social Media” [MeSH] OR “social media” OR “Online Health
Community” OR “Online Health Communities” OR “Online
Social Network” OR “Online Social Networks” OR “peer to
peer” OR “Peer Influence” [MeSH]) AND (“Machine Learning”
[MeSH] OR “machine learning” OR “text mining” OR “Natural
Language Processing” [MeSH] OR “natural language
processing” OR “Data Mining” [MeSH] OR “data mining” OR
“network models”). In addition, we also examined the reference
lists of studies that met our inclusion criteria for any additional
sources.

Inclusion and Exclusion Criteria
The inclusion and exclusion criteria to determine eligibility of
studies for the review are listed in Textbox 1.

Textbox 1. Eligibility criteria for the studies.

Inclusion criteria:

1. Studies conducted original research that was published in a peer-reviewed journal.

2. Studies used English language–based social media platforms (ie, the language of generated content is in the English language).

3. Studies conducted data analysis at scale using computational or quantitative methods like machine learning techniques, network modeling, and/or
visualization techniques.

4. Studies focused on risky health behaviors, or related attitudes or beliefs, of the patients or health consumers such as nicotine use, alcohol use,
drug or substance abuse, physical activity or inactivity patterns, or obesity-related behaviors.

5. Studies focused primarily on analyzing textual content from online social media platforms (eg, YouTube comments instead of YouTube videos).

Exclusion criteria:

1. Studies described the use of social media platforms for other purposes (eg, recruitment and data collection).

2. Studies focused on health care providers instead of patients or health consumers.

3. Studies focused on behaviors unrelated to health.

Data Extraction
Two authors (TS and SM) independently assessed the retrieved
studies against the inclusion criteria in two stages. In the first
stage, the authors reviewed the titles and abstracts of all the
retrieved studies for their inclusion in full-text screening. In the
second stage, the authors performed the full-text screening of
the relevant studies identified from the first stage for final
inclusion in this review. Disagreements were resolved through

discussion between the two authors. The interrater agreement,
Cohen κ, was calculated at both stages. After screening the
studies that met our inclusion criteria, we extracted the relevant
data from the main text, which included the following:

1. Risky health behavior studied, such as nicotine use, alcohol
use, drug or substance abuse, physical activity or inactivity
patterns, obesity-related behaviors, etc.

2. Social media platform used for the study, whether it was
an open social network, such as Twitter or Facebook, or a
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disease-specific social network, such as QuitNet (ie,
smoking cessation).

3. Number of posts: total number of posts used for analysis
and number of posts used for manual annotations.

4. Study focus: what were the underlying aims of the study
for analyzing risky health behaviors?

5. Key methodological functions and tools; for example, topic
modeling (ie, function) was performed using latent Dirichlet
allocation (LDA) (ie, method).

6. Evaluation metrics used by the study (eg, precision, recall,
and F1 score).

7. Key findings of the study: results obtained after analyzing
the data generated from online peer interactions.

Results

Overview
The initial search resulted in a total of 1554 studies. From these,
we removed 203 studies because of duplication. In the first

stage, we reviewed the titles and abstracts of the remaining
studies to ensure that they met the inclusion and exclusion
criteria for further thorough analysis. The interrater agreement
at the first stage was 81.37%. After resolving disagreements
through discussion, we initially excluded 1246 studies that did
not meet the inclusion criteria and included the remaining 105
studies for full-text screening in the second stage. The interrater
agreement at the second stage was 83.50%. A total of 52 studies
meeting the inclusion criteria were included in the review. We
further identified 12 additional studies through the snowballing
technique that were also included in this review. Thus, a total
of 64 studies [40-103] were included in the final review. Of the
studies reviewed, 55 (86%) studies were published from 2016
onward [40-61,68-95,97,98,100-102], while only 9 (14%)
studies were published between 2013 and 2015
[62-67,96,99,103]. None of the studies were published before
2013. Figure 1 shows the PRISMA diagram highlighting the
overall process of selecting the final studies for the review.

Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) diagram for study selection.

The results of our review showed that the focus of social media
analysis has been on a variety of risky health behaviors,
including nicotine use, alcohol use, drug abuse, physical activity
patterns, and obesity-related behaviors. Social media platforms
have been widely used for secondary data analysis as well as
for follow-up analysis of data generated from active
interventions or campaigns conducted using such platforms.
Multiple computational and quantitative functions and tools
were utilized for analyzing the data generated from online peer
interactions on social media platforms. A detailed exposition
of our results is included in Multimedia Appendix 1, which

shows the key characteristics of the selected studies grouped
by risky health behaviors and then ordered by year published.

In the following sections, we aggregate the results of our review
to highlight the usage patterns of various social media platforms
for secondary analysis purposes, the prevalence of risky health
behaviors studied on these platforms, and the methodological
tools and functions used to understand these behaviors.

Social Media Platforms
Table 1 [40-103] highlights the social media platforms used for
analyzing risky health behaviors. Twitter (39/64, 61%) appeared
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to be the most widely utilized social media platform for
analyzing online peer interactions regarding risky health
behaviors, followed by Facebook (6/64, 9%), QuitNet (5/64,
8%), Reddit (5/64, 8%), BecomeAnEx.org (3/64, 5%), Instagram
(2/64, 3%), Cancer Survivors Network (1/64, 2%), Hello Sunday
Morning blog (1/64, 2%), patient.info/forums (1/64, 2%), and
a peer-to-peer online discussion forum, which is part of a
smartphone app called Addiction–Comprehensive Health
Enhancement Support System (A-CHESS) (1/64, 2%). Out of
64 studies, 1 (2%) analyzed the data from three online forums:
Vapor Talk, Hookah Forum, and Stopsmoking subreddit [62].
A total of 80% (51/64) of the studies utilized open social media
platforms, such as Twitter, Facebook, Instagram, and Reddit
[40-44,47-54,58-61,63,66-83,85,87,88,92-103], while the
remaining 20% (13/64) of the studies utilized specific
health-related online social networks, such as QuitNet,
BecomeAnEX.org, Cancer Survivors Network,
patient.info/forums, Hello Sunday Morning blog, and A-CHESS
online discussion forum [45,46,55-57,62,64,65,84,86,89-91].

Most of the studies that used Twitter as their data source relied
on Twitter application programming interfaces (APIs) for

extracting the data. The majority of these studies utilized
streaming APIs, which provide a push of the subset of data in
near real time [47,50,51,59,61,70,74,78-81,92,94,95], and some
of these studies also used search APIs, which provide access to
the data set that consists of tweets that have already occurred
in the past [68,76,82,98,99]. Some studies also used Twitter’s
data provider called Gnip [54,59,60,63,92], which guarantees
access to all the tweets that match the researcher’s criteria. Some
studies did not indicate which specific kind of API was used
for accessing Twitter’s data [40,41,48,66,73,77,88,100,102].
For Reddit, the data were extracted using the following
techniques: (1) the use of Pushshift, which is a publicly available
archive of Reddit submissions [42], (2) the data set was
downloaded using a web crawler called Wget [62], (3) the use
of Python Reddit API Wrapper [97], (4) the data set was released
from the Reddit member [101], and (5) the use of Reddit’s
official API [103]. The data from Facebook were extracted using
either Facebook’s API and the Facebook platform’s Python
software development kit [87] or by using the extraction feature
in NVivo (QSR International) [71]. A similar approach was
used for extracting data using Instagram’s API [44,72].

Table 1. Social media platforms used by various studies.

Study referencesNumber of studies (N=64), n (%)aSocial media platforms

[40,41,43,47, 48,50-52, 54,58-61, 63,66-70,73-83,
88,92,94-96,98-100,102]

39 (61)Twitter

[49,53,71,85,87,93]6 (9)Facebook

[45,55,56,64,65]5 (8)QuitNet

[42,62,97,101,103]5 (8)Reddit

[46,86,91]3 (5)BecomeAnEX.org

[44,72]2 (3)Instagram

[90]1 (2)Hello Sunday Morning blog

[89]1 (2)A-CHESSb (online discussion forum)

[57]1 (2)Cancer Survivors Network

[84]1 (2)Patient.info/forums

[62]1 (2)Vapor Talk, Hookah Forum, and
Stopsmoking subreddit

aPercentages do not add up to 100% due to rounding and one study that used multiple social media platforms.
bA-CHESS: Addiction–Comprehensive Health Enhancement Support System.

Risky Health Behaviors
Table 2 [40-103] highlights the risky health behaviors studied
and the associated social media platforms leveraged for
conducting the study. The most commonly studied risky health
behavior on social media platforms was related to the use of
nicotine products, with a total of 28 out of 64 (44%) studies
[40-67] focusing on behaviors related to smoking, e-cigarettes,
little cigars, etc. Twitter (16/64, 25%) was widely used for
analyzing such behaviors, followed by QuitNet (5/64, 8%),
Facebook (2/64, 3%), Reddit (1/64, 2%), Instagram (1/64, 2%),
Cancer Survivors Network (1/64, 2%), BecomeAnEX.org (1/64,
2%), and Vapor Talk, Hookah Forum, and Stopsmoking
subreddit (1/64, 2%). The majority of these studies were focused
on analyzing members’ behavior or sentiment toward smoking

products, such as e-cigarettes [42,49,50,52,54,58,59,61-63],
hookah products [43,47,51,62], JUUL or vaping [40,41,44],
and cigars [60], or analyzing sentiments toward smoking in
general [67]. Out of 64 studies, 2 (3%) focused primarily on
social network analysis: one to understand how the structure of
social networks influence the smoking behaviors of the members
of the community [53], and the other to understand the reach
of an antismoking campaign targeting young individuals [48].
Other studies focused on (1) analyzing member-generated
content to derive common themes or topics of discussions among
peers [57,64-66], (2) characterizing behavioral transitions during
smoking cessation [45], (3) studying temporal trends of peer
interactions to gain insights into factors underlying smoking
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cessation behavior change [55,56], and (4) predicting smoking
status [46].

Drug or substance abuse was another commonly discussed risky
health behavior on social media platforms, with a total of 14
out of 64 (22%) studies discussing the topic [68-81]. Twitter
(12/64, 19%) again was the most popular platform for studying
drug or substance abuse behaviors, followed by Instagram (1/64,
2%) and Facebook (1/64, 2%). The focus areas for these studies
included prescription drug abuse [68,70,78,81], opioid misuse
[74-77], cannabis and synthetic cannabinoid use [80], and
substance or drug abuse [69,71-73]. One study analyzed multiple
behaviors related to substance abuse, which included alcohol,
smoking, and drug use [79].

Out of 64 studies, 12 (19%) explored the alcohol usage patterns
and abstinence behaviors among members of online health
communities [82-93]. Some of these studies (1) conducted a
thematic analysis of alcohol-related content generated from an
online smoking cessation community [86,91], (2) focused on
analyzing trends of alcohol use behavioral stages [92], (3)
analyzed binge-drinking behaviors [82,83,87], (4) focused on
extracting topics and sentiments related to alcohol use

[84,85,93], and (5) focused on predicting future relapse or
recovery alcoholism [88,89]. One study analyzed the content
of a blog that encouraged its members to stop drinking for a
specific period of time and discuss their progress with their
peers [90]. The distribution of platforms used for analyzing
alcohol use behaviors was quite variable (see Table 2 [40-103]).

Out of 64 studies, 3 (5%) explored the patterns and types of
physical activity engagement among members of the community
[94-96]. All of these studies were conducted using Twitter as
their source of data. Out of 64 studies, 3 (5%) analyzed topics
and themes related to obesity-related behaviors [97-99] using
social media platforms, such as Twitter and Reddit. There were
4 out of 64 (6%) studies [100-103] that studied multiple
behaviors together, such as (1) analyzing obesity and physical
activity–related content in order to get information about the
health status of individuals [100], (2) identifying topics of
discussion related to e-cigarettes and marijuana use [101], and
(3) characterizing tobacco- and alcohol-related behavioral
patterns [102,103]. Out of these 4 studies, 2 (50%) utilized
Twitter [100,102] and 2 (50%) utilized Reddit [101,103] as their
data source.

Table 2. Risky health behaviors and their associated social media platforms.

Social media platforms and study referencesNumber of studies (N=64), n (%)aRisky health behaviors

Twitter [40,41,43,47,48,50-52,54,58-61,63,66,67]

QuitNet [45,55,56,64,65]

Facebook [49,53]

Reddit [42]

Instagram [44]

Cancer Survivors Network [57]

BecomeAnEX.org [46]

Vapor Talk, Hookah Forum, and Stopsmoking subreddit [62]

28 (44)Nicotine use

Twitter [68-70,73-81]

Instagram [72]

Facebook [71]

14 (22)Drug and substance abuse

Twitter [82,83,88,92]

Facebook [85,87,93]

Patient.info/forums [84]

BecomeAnEX.org [86,91]

A-CHESSb online discussion forum [89]

Hello Sunday Morning blog [90]

12 (19)Alcohol use

Twitter [94-96]3 (5)Physical activity

Reddit [97]

Twitter [98,99]

3 (5)Obesity-related behaviors

Twitter [100,102]

Reddit [101,103]

4 (6)Multiple behaviors (ie, e-cigarettes and
marijuana, smoking and drinking, and
physical activity and obesity-related behav-
iors)

aPercentages do not add up to 100 due to rounding.
bA-CHESS: Addiction–Comprehensive Health Enhancement Support System.
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Methodological Details and Related Tools
The methodological functions used across various studies are
discussed in the following sections, as well as the specific tools
used for performing those functions.

Computational Modeling: Feature Extraction
The most commonly extracted features were n-grams (eg,
unigrams, bigrams, and trigrams) [40,44,46,47,58,59, 63,66,
67, 70,74, 75, 80-82,86, 91,92,96, 99,100,102,103]. In addition
to that, some studies also made use of additional features like
count vectors [41], term frequency–inverse document frequency
vectors [41,63,80,82,86,87,91,92,100], language-based
covariates [42], number of hashtags [44], number of hashtags
containing specific strings [44], usernames [44], part of speech
tags [59], sentiment scores [59,68], presence of specific terms
in usernames [59], domain-specific features [46], Doc2Vec
features [46], author-based features [46], thread-based features
[46], user metadata features [54,82,86,92], derived behavior
features (eg, unique keyword count in original tweets, unique
keyword count in hashtags in original tweets, etc) [54], personal
noun [68], nonmedical use terms [68], medical use terms [68],
side-effect terms [68], presence of a URL [68], abuse indication
terms [73-75,81], drug-slang lexicon [73,81], synonym
expansion features using WordNet [73,81], word cluster features
[73-75,81], features based on behavior coping styles [88], social
factors [88], age [88], and image-based features [72]. Some
studies used feature selection techniques, such as SelectKBest
[40], information gain [66], and the chi-square test [80]. One
study performed evaluation of relevant features for each
classifier using a technique called SHAP (SHapley Additive
exPlanations) [41].

Computational Modeling: Classification Techniques

Traditional ML Classifiers

Most of the studies utilized supervised ML classifiers for text
analysis to perform either predictive modeling, behavioral stage
modeling, or content analysis. The classifiers used across various
studies included support vector machine (SVM)
[51,54,66,67,70,73-75,80-82,92,94,100,102], SVM (linear)
[41,44,45,58,60,63,87,102], SVM (radial kernel) [44,68,87],
SVM (polynomial kernel) [46,87], SVM (sigmoid) [87], logistic
regression (LR) [40,41,44-46,54,58-60,72,80,89,92,94,100,102],
naïve Bayes [40,41,46, 52,54,58, 60,63,66, 70,73-75, 80,81,86,
9 1 , 1 0 0 ] ,  r a n d o m  f o r e s t  ( R F )
[40,41,45,54,58,70,73-75,82,84,86,91,92,100,102], decision
tree-based classifier (DT) (eg, J48) [46,54,55,74,81,86,91],
k-nearest neighbors (KNN) [54,63,66,74,84], AdaBoost
[46,54,86,91], maximum entropy text classifier [79,81,94,95],
sequential minimal optimization [84], multilayer perceptron
[84], REPTree [88], feed-forward neural network [94], and
gradient boosting [48,54,94]. One study used a supervised
version of LDA called labeled LDA for text classification [87],
while another utilized a supervised learning–based statistical
model called the ridge regression statistical model for
performing the classification task [103]. One study developed
a text mining framework to evaluate data quality using a search
query–based classifier and an evaluation matrix–based classifier

[69]. One study used RtextTools in R (The R Foundation) for
automated text classification via supervised learning [43].

One study utilized specialized software for analyzing textual
content generated from online peer interactions, namely,
Leximancer [90]. Few studies used packages in R for text
mining, such as RWeka [43] and tm [43,68,98,99].

Deep Learning Techniques

Out of 64 studies, 6 (9%) used deep learning models for text
classification, such as convolutional neural networks (CNNs)
[41,70,73-75,100], long short-term memory (LSTM) [41,72],
LSTM-CNN [41], bidirectional LSTM [41], shallow neural
network [100], and reinforcement neural network–gated
recurrent unit [100]. Hassanpour et al [72] optimized their deep
learning model through the stochastic gradient descent
optimization algorithm. One study used an ensemble deep
learning model consisting of a word-level CNN and a
character-level CNN [73]. One of these studies also performed
image classification using image features extracted through a
residual neural network [72], which is a state-of-the-art CNN
architecture for computer vision tasks. Another study [87]
performed image as well as video classification using a neural
network called AlexNet, which is another famous deep CNN
used for computer vision problems.

Word Embeddings: Pretraining

The following studies used pretraining with word embeddings,
such as global vectors (GloVe) word vectors (ie, general
domain) [41], word2vec pretrained on the Wikipedia corpus
[72], and word2vec pretrained using domain-specific corpora
[41,70,74,75]. One study pretrained with the image classifier
model using the ImageNet data repository [72], and in another
study a word-level CNN was pretrained on drug chatter word
embeddings (ie, 400 dimensions) [73].

Empirical Distributional Semantics

Some studies applied distributional semantics to recognize
meaningful relationships between terms, for instance, between
messages and identified themes applying techniques such as
latent semantic analysis (LSA) [64,65], random indexing (RI)
[55], and the skip-gram with negative sampling (SGNS)
algorithm [56] using the Semantic Vectors package. Some of
these studies used pretraining on general domain corpora: RI
with the Touchstone Applied Science Associates (TASA) corpus
[55], the SGNS algorithm with the Wiki corpus [56], and LSA
with the TASA corpus [64,65].

Topic Modeling

Multiple techniques were used for topic modeling, such as
Quanteda software [42], LDA [49, 57,60,62, 69,77,83, 84,97-99,
101], SAS Text Miner (SAS Institute) [61,76,85,93], and
correlated topic modeling, using the topicmodels package in R
[86]. Out of 64 studies, 2 (3%) used the word2vec model: one
to identify words similar to unigrams and bigrams per topic [47]
and another for word semantic clustering [97]. One study
detected topics by calculating frequency vectors to create a
term-Tweet frequency table and performed chi-square tests to
compare terms across the corpus [96].
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Various unsupervised ML models were also utilized for
identifying e-cigarette communities using k-means clustering
[42] and pattern or theme recognition through a technique called
the biterm topic model [78]. One study performed clustering
analysis through an agglomerative hierarchical clustering
technique [102] to group the temporal patterns of alcohol
consumption among members of an online community.

Language Modeling

Out of 64 studies, 5 (8%) performed linguistic text analysis
using linguistic inquiry word count (LIWC), which is used to
count words in psychologically meaningful categories
[45,71,83,88,89]. Linguistic analysis performed by Singh et al
[45] for analyzing smoking cessation behaviors showed that
interrogatives in the form of seeking information were more
frequently expressed in an individual’s language if they
belonged to the contemplation stage of behavior change;
however, numbers were more frequently expressed in an
individual’s language if they belonged to the action stage of
behavior change. Another study showed that words carrying
negative affect were more frequently associated with greater
substance abuse [71]. In one study, LIWC was used to measure
personal pronoun use within each community to understand if
the individual was tweeting about one’s drinking behavior or
was referencing others’ behavior [83]. One study extracted
psycholinguistic features from the language used on social media
platforms to train a classifier to predict recovery from alcoholism
[88]. Similarly, another study showed that the negative emotions
or swear words, inhibition words, and love words were
significantly associated with increased risk of relapse for
individuals suffering from alcohol use disorder [89].

Sentiment Modeling

Out of 64 studies, 20 (31%) performed sentiment analysis to
gauge the positive, negative, or neutral sentiment of individuals
toward health behaviors (eg, e-cigarettes, hookah, drug abuse,
vaping, and JUUL) [40,41, 43, 51,59,63, 66-68,79,80,83, 85,
86,91, 93-96,103]. Some techniques used for performing
sentiment analysis included SentiWordNet 3.0 [59]; the
SentiWords (sentiment words) lexicon [85]; Sentiment140 [96];
maximum entropy text classifier [79,94,95]; Mathematica 10.3
(Wolfram) [93]; SVM trained on SemEval (semantic
evaluation), ISEAR (International Survey on Emotion
Antecedents and Reactions) emotion data sets, and on an
emotion-tagged tweet corpus [51]; and various supervised ML
algorithms [40,41,43,63,66,67,80,86,91]. One study calculated
sentiment scores from the Liu and Hu opinion lexicon dictionary
[68], one study used National Resource Council Hashtag
Sentiment Lexicons to measure the positive sentiment associated
with a tweet [83], and three studies used VADER (Valence
Aware Dictionary and sEntiment Reasoning), which is a lexicon
and rule-based sentiment analysis tool [51,80,103].

Model Evaluation and Metrics
To evaluate the performance of the classification models, several
studies divided their data sets into training and test sets,
performed n-fold cross-validations, and calculated metrics such
as accuracy, precision, recall, F1 score, specificity, the Matthew
correlation coefficient, and area under the receiver operating
characteristics (AUROC) curve. We compiled our Results

section using the F1 scores reported by various studies. If any
study did not report their F1 scores, we listed the metrics they
reported in their study. Most of the studies reported the F1 scores
for classification tasks [40,41,43-46,48, 51, 54,55,59, 60,66-70,
72-74,80, 81,84, 87, 88,91,92, 94,95,102,103], and they ranged
from 0.42 to 0.99 across various studies. Cross-validation was
performed using various folds: 4-fold [59], 5-fold [67,80,82,92],
6-fold [73], and 10-fold [40, 44-46,54, 58, 60,63, 66, 68,74, 75,
81,86, 88, 91,102,103] cross-validation. Three studies reported
only the accuracy values for evaluating the classifier
performance [52,63,100]. One study reported only the precision
of the information retrieval system [56], while two studies
reported only the values obtained from AUROC curves [58,82].
One study evaluated the quality of themes identified using two
approaches: supervised evaluation, by manually annotating
tweets for each theme and calculating the average false-positive
rate, and unsupervised evaluation, by calculating cluster purity
that quantifies how coherent the theme is [78].

Quantitative Modeling Using Social Network Analysis
Out of 64 studies, 9 (13%) performed social network analysis
[42,48,50,53,64,65,86,91,103]:

1. One study generated network graphs to visualize presence
and co-occurrence of e-cigarette topics across different
subreddits [42].

2. One study created network graphs to understand the reach
of a campaign targeted to educate young individuals about
harmful effects of smoking [48].

3. One study identified topics of e-cigarette–related
conversations by creating a Twitter hashtag co-occurrence
network [50].

4. One study analyzed structural differences in social networks
of smokers and nonsmokers by analyzing the relationship
of network metrics with smoking status of individuals [53].

5. One study performed affiliation network analysis by
constructing two-mode network graphs to understand the
association of the members of a smoking cessation
community with different communication themes [64].

6. One study visualized topological and theme-based
differences in social networks of members of an online
smoking cessation community [65].

7. One study analyzed how an individual’s social network
connectivity affected their alcohol use behaviors based on
the topics of discussion [86].

8. One study showed that individuals who expressed negative
sentiment about drinking were more centrally located within
the social network compared to other members of the
community [91].

9. One study quantified the peer interactions between the
members of the community using social network features
(eg, in-degree, out-degree, degree, reciprocity, and
clustering coefficient) [103].

The tools and software programs used for performing such
analysis included the Gephi platform [48,50,65]; NetworkX, a
Python package (Python Software Foundation) [86]; UCINET
software (Analytic Technologies) [42,64]; and the iGraph
package in R [53]. One study visualized frequent word
co-occurrences by creating a sociogram using NodeXL
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(Microsoft) [42]. Two studies did not specifically mention the
tools they used for performing social network analysis [91,103].
Varying metrics were used for social network analysis, such as
degree centrality [42,64], modularity [48,65], and in-degree and
out-degree centralities [86,91]. One study used multiple metrics
for analyzing social network structures, such as vertices, edges,

density, isolates, diameter, communities, betweenness centrality,
closeness centrality, transitivity, clusters, and modularity [53].
Table 3 [40-46,48-55,57-89,91-103] highlights the summary of
methodological functions used across various studies and also
lists the specific tools used for performing those functions.

Table 3. Summary of methods and related tools used by various studies.

Tools, platforms, and programsMethods

Linguistic inquiry word count [45,71,83,88,89]Linguistic analysis

SentiWordNet 3.0 [59]

SentiWords (sentiment words) lexicon [85]

Sentiment140 [96]

Maximum entropy text classifier [79,94,95]

Mathematica 10.3 [93]

Various supervised machine learning algorithms [40,41,43,51,63,66,67,80,86,91]

Liu and Hu opinion lexicon dictionary [68]

VADER (Valence Aware Dictionary and sEntiment Reasoning) [51,80,103]

National Resource Council Hashtag Sentiment Lexicon [83]

Sentiment analysis

Support vector machine [41,44-46,51,54,58,60,63,66-68,70,73-75,80-82,87,92,94,100,102]

Logistic regression [40,41,44-46,54,58-60,72,80,89,92,94,100,102]

Naïve Bayes [40,41,46,52,54,58,60,63,66,70,73-75,80,81,86,91,100]

Random forest [40,41,45,54,58,70,73-75,82,84,86,91,92,100,102]

Decision tree-based classifier [46,54,55,74,81,86,91]

k-nearest neighbors [54,63,66,74,84]

AdaBoost [46,54,86,91]

Sequential minimal optimization [84]

Maximum entropy text classifier [79,81,94,95]

Multilayer perceptron [84]

REPTree [88]

Feed-forward neural network [94]

Gradient boosting [48,54,94]

Convolutional neural networks (CNNs) [41,70,72-75,87,100]

Long short-term memory (LSTM) [41,72]

LSTM-CNN [41]

Bidirectional LSTM [41]

Shallow neural network for text classification [100]

Reinforcement neural network–gated recurrent unit [100]

Supervised classification

Quanteda software [42]

Latent Dirichlet allocation [49,57,60,62,69,77,83,84,97-99,101]

SAS Text Miner [61,76,85,93]

Correlated topic modeling [86]

Topic modeling

k-means clustering [42]

Biterm topic model [78]

Agglomerative hierarchical clustering technique [102]

Community identification and theme or
pattern recognition

Gephi platform [48,50,65]

NetworkX (Python package) [86]

UCINET software [42,64]

iGraph package in R [53]

NodeXL [42]

Social network analysis
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Discussion

Principal Findings
The purpose of this review was to investigate the current state
of computational and quantitative techniques available for
analyzing risky health behaviors, beliefs, and attitudes using
online peer interactions from social media platforms. From the
initial set of studies retrieved and snowballing techniques, 64
studies that met our inclusion criteria were included in this
review, out of which 75% (48/64) [40-57,68-79, 82-94,97, 98,
100-102] were published in 2017 onward. This suggests that
there is a growing trend in utilizing computational approaches
to characterize risky health behaviors by analyzing
conversational data generated from online peer interactions.

Several platforms were used as the source of data for analyzing
risky health behaviors, with the most popular being open social
media platforms, since 80% (51/64) of the studies utilized them
as compared to intentionally designed health-related social
media platforms. In terms of data collection, our results showed
that Twitter was a popular source of social media data, as it
provides three easy ways to access the data: Twitter Search API,
Twitter Streaming API, and Twitter Firehose [104]. Some
studies utilized platforms (eg, Facebook, Instagram, and Reddit)
that also provide access to data through their APIs [105-107]
but were not as widely used as compared to Twitter. A few
studies utilized intentionally designed health-related social
media platforms, such as QuitNet, Cancer Survivors Network,
patient.info/forums, BecomeAnEx.org, Hello Sunday Morning
blog, and the A-CHESS online discussion forum, but they did
not provide any information about their data collection
techniques. In terms of data types, this review included studies
that primarily focused on analyzing textual data generated from
online peer interactions. Thus, we excluded two studies during
the full-text screening that focused on analyzing risky health
behaviors through image analysis only [108,109].

Sentiments toward smoking-related products (eg, cigars,
e-cigarettes, hookah, vaping, and JUUL) and identification of
various themes related to the discussion of such products were
widely studied using online social media platforms. Prescription
drug abuse, opioid misuse, and binge drinking–related behaviors
were another set of widely analyzed risky health behaviors using
online social media platforms. This highlights the potential of
using such platforms for the dissemination of behavioral change
interventions targeting uncharted and evolving domains (eg,
e-cigarettes) as well as well-charted domains (eg, alcohol use).
In addition to addictive behaviors, uptake behaviors were
analyzed, such as the association of physical activity patterns,
sentiments, and types of behaviors (eg, running, walking, and
jogging) with different geographical locations (eg, in Canada)
and population demographics (eg, genders). Social media
platforms were used for identifying the themes related to weight
loss and obesity-related behaviors. None of the studies focused
on analyzing unprotected sex–related behaviors, an important
public health focus and priority, which can likely be an
interesting avenue for future research. However, given the
stigma, privacy concerns, and the opaque nature of the domain,
access to such data sets might be limited.

The LIWC tool was widely used for linguistic feature extraction,
as it is an easily accessible tool that extracts features like style
words, emotional words, and parts of speech from the texts
[110]. Language modeling performed using LIWC showed how
the usage of language among members can be used to predict
their relapse or behavior transition patterns. For topic modeling,
LDA was the most commonly used tool; it analyzes latent topics
based on word distribution and then assigns a distribution of
topics to each document [111]. The topics discussed varied from
one risky health behavior to another but mostly highlighted the
attitudes and behavior patterns of individuals engaging in such
behaviors. Few examples include highlighting the controversial
topics related to e-cigarette and marijuana use (eg, legalization,
prohibition, etc) [101], identifying topics related to the
normative or cultural context surrounding e-cigarette use and
alcoholic preferences [60,83], and understanding how the social
environment of individuals affects their behaviors toward weight
loss [98].

A wide range of supervised ML algorithms were used for the
content and sentiment analysis of the data generated from online
peer interactions. Most of the studies utilized traditional ML
models (eg, SVM, LR, RF, DT, and KNN) for text classification
purposes. Only a few studies [41,70,72-75,87,100] utilized deep
learning models (eg, CNNs and LSTMs) for text as well as
image and video classification tasks. In terms of performance
evaluation, the following results were observed:

1. In 4 out of 64 (6%) studies [41,72-74], the performance of
deep learning models on classification tasks was better
compared to the traditional ML classifiers (eg, the deep
learning model had an AUROC curve of 0.65 as compared
to the baseline LR model, which had an AUROC curve of
0.54 [72]).

2. In 1 study out of 64 (2%) [75], the deep learning model
marginally outperformed the traditional ML classifier: RF
(accuracy 70.1%) and deep CNN (accuracy 70.4%).

3. In another 2 studies out of 64 (3%) [70,100], the
performance of deep learning models on classification tasks
was lower compared to the traditional ML classifiers (eg,
RF [accuracy 93.4%] performed better than CNN [accuracy
60.1%] [100]).

The majority of the studies included in this review focused only
on textual data analysis of online peer interactions, while only
one study performed additional analysis using image data [72],
and only one performed textual, image, and video data analysis
[87]. Few studies [41,55,56,64,65,70,72-75] created word
vectors using pretrained word embeddings (eg, GloVe,
word2vec, drug chatter word embeddings, LSA, RI, and SGNS).
These were trained using different types of corpora (eg, the
Wikipedia corpus [56,72], the TASA corpus [55,64,65], or a
domain-specific corpus [41,70,72,74,75]). The performance of
classifiers using pretrained word embeddings ranged from 0.99
to 0.55 in terms of F1 scores.

Some of the studies included in this review also performed
network analysis [42,48,50,53,64,65,86,91,103]. The Gephi
platform [112] and UCINET software [113] were widely used
tools for analyzing online social ties. One study characterized
the role of content-specific social influence patterns underlying
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peer-to-peer communication using affiliation exposure models
and the two-mode version of the network autocorrelation model
[64]. One study analyzed the social network structure of smokers
and compared it with the network structure of nonsmokers to
understand the factors related to the social influence that might
affect addictive tobacco-related behaviors [53]. Such network
analysis can help us understand the context of communication,
which can eventually guide the development of tangible
technology features by health researchers and technology
developers [114,115].

One study [85] analyzed online peer interactions based on a
communication model called the dynamic transactional model
[116], which is suitable for modeling two-way communication
between individuals. Very few studies [42,45,55,64,65,97]
linked theoretical constructs that define behavior change in
analyzing content generated from social media platforms, such
as social cognitive theory [117], the transtheoretical model of
change [118], the health belief model [119], and the taxonomy
of behavior change techniques [120]. The online peer
interactions should be analyzed using theoretical frameworks
that can lead to the development of empirically grounded digital
health interventions for promoting health and positive behavior
changes [121,122]. Theory-driven large-scale analysis of social
media data sets will yield insights into the specific processes
of behavior change that manifest in peer interactions. The
analysis of these data sets in conjunction with theoretical
constructs can aid in enhancing our knowledge of how social
influence plays a major role in diffusing health information and
modifying individual health behaviors. This can have
implications for the development of high-yield interventions
for individuals and populations based on their risky health
behavior, thereby enabling individuals to make positive lifestyle
changes and improving their quality of life.

It is also important to understand that online social media
platforms can be used for disseminating health-related
misinformation as well [123]. The COVID-19 pandemic has
provided us with abundant evidence that highlights the urgency
to address public concerns related to misinformation that is
plaguing social media, which can negatively impact
health-related behaviors of individuals [124,125]. Also, the
ground truth of aggregated trends extracted from information
disseminated through these platforms is reflective of community
perceptions only to a certain extent because of the large amount
of content push by automated bots [126]. Studies have shown
how misinformation also impacts risky health behaviors (eg,
misleading marketing claims about e-cigarettes [127] and
alcohol use [128]). Future work should focus on leveraging the
techniques described in this review for analysis of
misinformation diffused throughout online social media
platforms to enhance the utility and positive impact of these
platforms.

Limitations
Our review is not without limitations. Firstly, we included
studies related to risky health behaviors alone; however, studies
focusing on other public health domains (eg, epidemiology
[129] and surveillance [130]) or studies focusing on chronic
health conditions (eg, diabetes [131,132] and cancer [133]), as

well as clinical and health outcomes [134,135], can provide us
with a comprehensive understanding of how data generated
from social media platforms are analyzed for various public
health applications by leveraging computational modeling and
high-throughput analytics. The domain of infodemiology and
infoveillance is quite broad and includes various other aspects
of risky health behaviors that were not included in this review
(eg, mining consumer opinions toward online marketing of
e-cigarettes [136,137], or understanding their reactions toward
media coverage [138,139] or policy regulations [140,141]
concerning such products). Secondly, we only focused on studies
that primarily performed textual data analysis. Even though we
did include studies that reported image or video data analysis
along with textual data analysis [72,87], we did not include
studies that solely described image or video data analysis
[108,109]. These studies can provide useful insights into ML
trade-offs and computational scalability as related to varying
data density, heterogeneity, and inferential granularity.

Finally, given the constraints of our search strategy, we might
have missed some studies from the infodemiology and
infoveillance domain; for example, an initial exploration of the
literature search in this domain [142] had resulted in a total of
397 studies, out of which 23 studies were relevant for inclusion
in this review. Of these, 15 studies were captured by our search
s t r a t eg y  a n d  i n c l u d e d  i n  t h e  r ev i ew
[40,41,43,50,51,54,61-63,66,68-70,80,95], and an additional
one was included as part of the snowballing efforts [47].
However, the remaining seven were not identified by our search
strategy [143-149]. Broad methodological descriptions or
excessively granular terminology use capturing ML methods
in metadata, titles, abstracts, and keywords are noted in these
studies. For consistency and to limit bias with studies in other
journals, we have not included these studies in the review.
Future researchers conducting similar reviews should ensure
the inclusion of terms that capture the interdisciplinary nature
of studies (eg, infodemiology), analytical functions (eg, text
classification, content analysis, and topic modeling), and
analytical techniques (eg, LDA) for the exhaustive
representation of related works that leverage SMaaRT for risky
behavior modeling and analysis.

Conclusions
Our review shows that online discourse related to risky health
behaviors on social media platforms can span multiple topics
that include nicotine dependence, alcohol use, drug or substance
abuse, physical activity patterns, and obesity-related behaviors.
This results in the generation of large amounts of digitally
archived data, which can provide a deeper understanding of the
organic manifestation and natural evolution of health-related
behavior change processes.

Our review highlights the characteristics of social media
platforms (eg, general-purpose vs health-focused platforms and
ease of data access for secondary analysis), the robustness of
methods used for analyzing peer interactions within these
platforms, and an overview of a wide variety of text mining and
network modeling tools available to conduct analyses of social
media data sets at scale. Our review allows us to consolidate
the methodological underpinnings and enhance our
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understanding of how social media can be leveraged for nuanced
behavioral modeling and representation. This can ultimately
inform and lead to the formulation of persuasive health
communication and effective behavior modification technologies
targeting inter- and intrapersonal psychosocial processes

distributed at the individual and population levels. It is also
important to understand the merits and shortfalls of existing
computational studies to assess the generalizability and strength
of the downstream predictive models and data-driven
interventions resulting from such large-scale analyses.
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Abstract

Background: Companies use brand websites as a promotional tool to engage consumers on the web, which can increase product
use. Given that some products are harmful to the health of consumers, it is important for marketing associated with these products
to be subject to public health surveillance. However, terms of service (TOS) governing the use of brand website content may
impede such important research.

Objective: The aim of this study is to explore the TOS for brand websites with public health significance to assess possible
legal and ethical challenges for conducting research on consumer product websites.

Methods: Using Statista, we purposefully constructed a sample of 15 leading American tobacco, alcohol, psychiatric
pharmaceutical, fast-food, and gun brands that have associated websites. We developed and implemented a structured coding
system for the TOS on these websites and coded for the presence versus absence of different types of restriction that might impact
the ability to conduct research.

Results: All TOS stated that by accessing the website, users agreed to abide by the TOS (15/15, 100%). A total of 11 out of 15
(73%) websites had age restrictions in their TOS. All alcohol brand websites (5/15, 33%) required users to enter their age or date
of birth before viewing website content. Both websites for tobacco brands (2/15, 13%) further required that users register and
verify their age and identity to access any website content and agree that they use tobacco products. Only one website (1/15, 7%)
allowed users to display, download, copy, distribute, and translate the website content as long as it was for personal and not
commercial use. A total of 33% (5/15) of TOS unconditionally prohibited or put substantial restrictions on all of these activities
and/or failed to specify if they were allowed or prohibited. Moreover, 87% (13/15) of TOS indicated that website access could
be restricted at any time. A total of 73% (11/15) of websites specified that violating TOS could result in deleting user content
from the website, revoking access by having the user’s Internet Protocol address blocked, terminating log-in credentials, or
enforcing legal action resulting in civil or criminal penalties.

Conclusions: TOS create complications for public health surveillance related to e-marketing on brand websites. Recent court
opinions have reduced the risk of federal criminal charges for violating TOS on public websites, but this risk remains unclear for
private websites. The public health community needs to establish standards to guide and protect researchers from the possibility
of legal repercussions related to such efforts.

(JMIR Public Health Surveill 2020;6(4):e23579)   doi:10.2196/23579

KEYWORDS

marketing; contracts; internet; jurisprudence; ethics

JMIR Public Health Surveill 2020 | vol. 6 | iss. 4 | e23579 | p.97http://publichealth.jmir.org/2020/4/e23579/
(page number not for citation purposes)

Weiger et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

mailto:cweiger2@jhmi.edu
http://dx.doi.org/10.2196/23579
http://www.w3.org/Style/XSL
http://www.renderx.com/


Introduction

Background
A growing proportion of morbidity and mortality globally can
be attributed to the commercialization of products that are
harmful to health. Products such as tobacco, alcohol, fast food,
and firearms account for an increasing proportion of preventable
deaths, a trend referred to as the industrial epidemic [1]. For
example, globally, there were 2.8 million deaths associated with
alcohol consumption and over 8.1 million deaths associated
with tobacco consumption in 2017 [2]. Dietary risk factors
(including diets high in sodium, low in vegetables, low in fruit,
low in whole grains, low in nuts and seeds, and low in seafood
omega-3) caused 10.9 million deaths in 2017 [2]. In the United
States alone, in 2015, firearms were responsible for over 36,000
deaths [3] and caused 612,000 deaths between 1999 and 2017
[4].

The industries that manufacture these products continue to rely
heavily on marketing to attract and retain consumers to maintain
and grow their profit margins; these actions contribute to the
overall burden of disease caused by their products [5]. Although
estimates of the marketing expenditures of the firearms industry
are not currently available, tobacco, alcohol, and fast-food
companies spend billions, often tens of billions of dollars, on
advertising each year [6-9]. There is substantial evidence to
suggest that exposure to tobacco, alcohol, food, and firearm
marketing increases the desire to use, intentions to use, and/or
actual use of advertised products [8,10-27]. Children and
adolescents are particularly susceptible to advertising and
promotional efforts, given their developmental stage, and are
more likely to adopt attitudes and preferences congruent with
advertisements after exposure [28]. In instances where products
can have detrimental effects on health, advertising becomes a
major public health concern.

The research literature on marketing practices for potentially
harmful products at the point of sale, on television, and in print
media is longstanding and robust [8,13,21,23,24,26,29-31]. The
placement of advertising and promotional efforts is, however,
increasingly dominated by the web-based domain [32], which
provides the possibility of reaching more than 4.5 billion people
in the world with internet access [33]. Companies are
transferring traditional marketing principles to the internet as
e-marketing by using websites, social media, and web-based
marketplaces to increase connections with potential customers.

Advertising on brand websites has already started to attract the
attention of researchers. Research on alcohol brand websites,
for example, has documented strategies that utilize youth culture,
including computer games, competitions, downloadable content,
sponsored parties, fashion shows, and sporting events [34].
Tobacco internet marketing has also been highlighted as a
surveillance priority [35]. Descriptive research has found that
tobacco brand websites offer sweepstakes; event promotions;
video advertising; and contests involving music creation, lyric
writing, creative design, and other arts to engage users on the
web [36-39]. Food and beverage websites have been found to
contain gamified content that is designed specifically for
children and often includes games that highlight branded content

(adver-games), branded downloadable content, viral content,
and unlimited commercials [40-42]. However, no research has
assessed the marketing content of gun websites, although recent
research characterizing firearm advertising on Twitter and
YouTube has been published [43]. Both firearm manufacturers
and social media influencers on these platforms promoted guns
for recreational and military use, and used patriotic and law
enforcement themes. Importantly, this research also revealed
that social media posts, particularly YouTube posts, often
connect viewers to firearm manufacturer websites [43]. Previous
research has established that brand websites are filled with
promotions and advertising strategies meant to interactively
engage users in a way that is not possible with print media or
even television commercials.

The use of e-marketing is also potentially problematic because
it is more difficult for regulatory authorities to monitor and
regulate web-based space, resulting in less oversight [44,45].
The enforcement guidelines of the Food and Drug
Administration (FDA) for the 2010 Tobacco Control Act states
that it will conduct surveillance of internet promotions to ensure
compliance with advertising and promotion restrictions, although
it is unclear how this is carried out in light of terms of service
(TOS) and authorization restrictions [46]. It is possible that
companies are taking advantage of the less regulated web-based
world to employ more aggressive advertising strategies that are
already restricted in other media. For instance, researchers have
found that some content on UK alcohol brand websites may
violate UK broadcasting codes because of the likelihood that it
would appeal to underage consumers [47]. There is a need for
regulatory authorities to ensure that there is no gap in oversight
of web-based commercial spaces. Surveillance has been referred
to as the foundation of public health [48], and monitoring and
curtailing advertising of potentially harmful and intrinsically
harmful products is an important aspect of public health practice.

E-marketing, although clearly a source of concern for public
health, poses challenges for researchers. Websites are the
property of corporations that draft TOS that can legally shape
how site users are allowed to engage with content. The Law
Dictionary defines terms and conditions (abbreviated TOS) as
“Special and general arrangement, rule, requirements, standards,
etc. Forming integral parts of a contract or agreement” [49].
Website TOS typically take on 2 forms: click-wrap agreements
and browse-wrap agreements. Click-wrap agreements require
that the user clicks a box or otherwise actively indicates that he
or she assents to the TOS before he or she is able to access
website content [50]. Browse-wrap agreements, on the other
hand, do not require the user to actively agree to the TOS.
Instead, the TOS are located somewhere on the web page, which
is usually accessible by a link at the bottom of the page. Courts
have ruled inconsistently regarding whether TOS legally
constitute notice, which is required for a contract to be binding,
although click-wrap agreements have been upheld more
routinely than browse-wrap agreements [51-55]. The legally
ambiguous nature of TOS makes it unclear if the prohibitions
often outlined in these terms are legally binding, and research
has shown that they are rarely read or understood [56-58].

Frischmann and Selinger [59] maintained that the length and
complexity of TOS are intentional design features. They
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described TOS contracts as “techno-social tools for engineering
human beings to behave automatically, like simple machines.”
TOS contracts are take-it-or-leave-it contracts, where users can
either accept terms or not access the website. This means that
website users gain nothing by reading many pages of legal
jargon, as they have no power to change the terms of the
contract, and are able to reduce the cognitive cost of the
encounter by ignoring TOS [59]. Frischmann and Selinger [59]
state that website designers function as choice architects by
shaping the choices that users are presented with and that TOS
are subject to this design influence as much as website content
is. As the choice regarding TOS is to accept the TOS or not use
the website, unthinking, constant acceptance becomes the norm
as people become programmed to agree [59]. Legal scholar
Margaret Jane Radin additionally raises concerns regarding
boilerplatecreep, where private entities, such as corporations,
gradually replace law from public spaces such as governments
and social institutions with their own law that is designed to
benefit the private entity rather than the public good [60]. These
concerns that TOS are intentionally designed to deflect website
user attention and at the same time benefit private entities
underlies the importance of better understanding the content of
TOS contracts and how they may influence research.

When TOS are actually read, it becomes clear that many
activities necessary to conduct research are often restricted.
Preliminary exploration found TOS on brand websites that
prohibit users, for example, from downloading (eg, saving copies
of content for future reference) and sharing material, tasks
necessary to conduct research. The terms of entry into
web-based spaces designed by corporations are more explicit
and seem to hold the potential for greater enforcement in the
web-based domain as compared with conditions for entry into
retail spaces in the physical environment. The uncertain legal
nature of TOS may also impact the comfort level of the
researchers who study web-based spaces, and some researchers
have expressed fear that this uncertainty might have chilling
effects on research [61].

Goal of This Study
Little attention has been paid to establishing appropriate norms
for entering web-based spaces for the purpose of understanding
the space in and of itself. Although a recent publication [62]
discusses the content of TOS on social media websites, focusing
on both automated and manual data scraping of user content,
conducting research on consumer product websites is somewhat
different. Content analyses would not necessitate scraping and
do not document user content the way social media research
does. TOS on consumer product websites require the same kind
of consideration that TOS on social media websites have
received. The Association of Computing Machinery, a
professional organization for computing scientists, has already
started to discuss if it is ethical to violate TOS during the process
of data collection of publicly available information [63,64]. The
association has even appealed to the court in an amicus curiae
briefing, arguing that researchers should be legally allowed to
conduct research on public web-based spaces [65]. This issue
also needs to be considered by public health researchers.

Currently, researchers are leaving themselves potentially
vulnerable to legal issues by conducting research that might
violate the TOS of websites. Given the public health importance
of monitoring product marketing in web-based spaces, in this
study, we describe the types of activities that are and are not
allowed by TOS across multiple product types and what types
of restrictions are being put on website access. We also consider
how this might differ by product type and discuss implications
of restrictions included in TOS for research and the ethical and
legal ramifications of not adhering to TOS, given recent
litigation.

Methods

Setting and Sample
We searched Statista, the “statistics portal for market data,
market research, and market studies” [66] for the top branded
consumer products in 5 domains relevant to public health:
tobacco (cigarettes), alcohol (beer and distilled spirits), firearms,
prescription psychiatric drugs, and fast food. In addition to the
industrial epidemic products described earlier, we included
prescription drug websites because of the heavy use of
direct-to-consumer marketing [67], a practice only allowed in
the United States and New Zealand [68], and the association
between exposure to this marketing and subsequent desire to
use such drugs [17-19]. We choose to focus on psychiatric drugs
due to the high prevalence of use among American adults [69].
To identify the top brands in these domains, we searched Statista
for the top brands in the United States by market share for each
product. When data on market shares by brand were not
available, we searched for top brands by revenue from sales.
We selected the highest ranked brands that listed the law
governing their TOS as a state within the United States and that
had an official website. Official websites were defined as
websites created by the actual company rather than a fan group
or a specific retailer. We restricted our study to US companies
that listed a location within the United States as governing their
TOS because we wanted to control for some variance in TOS
by the country that the company operated in, as regional laws
and requirements may differ by country.

For cigarette brands, the 3 US market leaders, Marlboro,
Newport, and Camel, were all American companies with official
websites created by the company. Marlboro and Newport were
selected for the sample. Camel was excluded because both
Camel and Newport were owned by R. J. Reynolds Tobacco
Company and had the same TOS. Data on US market leaders
for beer brands showed that Bud Light and Coors Light occupied
the largest portion of the beer market and were retained for the
sample. Statista did not have data on distilled spirits as a general
category; however, it had existing data on the top whiskey
brands by market share, with Jack Daniels, Crown Royal,
Fireball, and Jim Beam being the market leaders. The British
company Diageo owns Crown Royal and was excluded, whereas
Fireball, Jack Daniels, and Jim Beam were retained as
US-owned brands. Although Statista did not have data on the
top market leaders in the firearms industry, it did provide data
on the estimated global revenue for firearms made for the US
market, which was used as a proxy for establishing the leading
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companies. The top 3 firearm manufacturers—Remington,
Smith and Wesson, and Sturm Ruger—are all US companies
with official websites and were retained for this sample.
Similarly, the top companies producing psychiatric drugs were
also determined using Statista data on revenue from top-selling
psychiatric drugs in the United States. The top brand, Lyrica,
was retained for the sample. The second brand, Vyvanse, stated
in its TOS that it is governed by British, rather than American
law, and the website was excluded from the sample for this

reason. Invega Sustenna was retained as this brand had an
official website, and the jurisdiction listed in its TOS was within
the United States. Revenue from sales was also used to
determine the top fast-food brands. McDonalds, Starbucks, and
Subway were retained for this sample as the jurisdiction listed
in their TOS was within the United States, and all the brands
had official websites (Table 1). In total, 15 websites were
included in the sample.

Table 1. Acquisition of website sampling using data from Statista.

Date of last TOS update (as
of July 2020)

Date of last TOSa update (as
of July 2018)

Webcite reference for the
brands selected

Product type and metric used/Top brands listed

Cigarettes, market share of the leading US cigarette brands in 2016 (%)

May 2014May 2014[70]Marlboro, 41

August 17, 2017August 17, 2017[70]Newport, 13

———bCamel, 8

Beer, domestic beer market share of the leading brands in the United States in 2017 (%)

January 1, 2020No date provided[71]Bud Light, 18

January 1, 2020May 22, 2018[72]Coors Light, 10

Whiskey, US market share of the leading whiskey brands in 2017 through 2018 , based on dollar sales (%)

March 15, 2018March 15, 2018[73]Jack Daniels, 13

———Crown Royal, 12

June 21, 2017June 21, 2017[74]Fireball, 8

January 31, 2020October 29, 2008[75]Jim Beam, 8

Firearms, estimated global revenue made annually for the US civilian market (million US $)

No date providedApril 1, 2017[76]Remington Outdoor, 939

June 1, 2020April 1, 2017[77]Smith and Wesson, 552

September 1, 2010September 1, 2010[78]Sturm Ruger, 551

Psychiatric drugs, selected top psychiatric drugs’ US revenue in 2016 (million US $)

No date providedNo date provided[79]Lyrica, 4.4

———Vyvanse, 3.1

November 4, 2016November 4, 2016[80]Invega Sustenna, 1.3

Fast food, leading quick service restaurants in the United States in 2016, based on retail sales (billion US $)

March 13, 2017March 13, 2017[81]McDonalds, 36.4

October 2019October 27, 2017[82]Starbucks, 15.8

January 1, 2020June 14, 2018[83]Subway, 14.0

aTOS: terms of service.
bNot included in the sample.

Official websites for each brand were located by searching the
brand name with the word website in Google. Each website was
opened, and restrictions on website access, such as pop-up
windows and registration pages, were documented. The TOS
were located, typically by scrolling to the bottom of the website
homepage and looking for a link called terms of service or some
other equivalent. TOS from each website were copied and pasted
into Microsoft Word. All TOS were saved to Webcite (with the
exception of the Marlboro website TOS, which blocked Webcite

from saving its content) and were also downloaded and saved
as PDFs.

Analysis
All TOS were downloaded and coded in Microsoft Word (Word
version 16.34) employing line-by-line open coding. After
reading the TOS and conducting an initial round of coding for
major themes, codes were discussed with the study team at
multiple meetings, and codes were added and refined per group
discussion (Textbox 1). Codes were developed based on how
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specific aspects of TOS could impact research. The primary
coder (CW) has considerable experience with both qualitative
and quantitative coding. After the primary coder completed
coding, 2 additional coders (KS and MM) independently
reviewed and confirmed all codes. Discrepancies were discussed

and resolved during email exchanges between the coders and
the broader research team. The proportion of websites employing
each code was calculated in Microsoft Excel (Excel version
16.37), and differences and themes by product type were
qualitatively assessed because of the small sample size.

Textbox 1. Codes that emerged from the qualitative process and corresponding examples.

Age restrictions

• ≥21 years, legal age of product consumption, ≥18 years of age or ≥age of majority, ≥13 years with parental consent, ≥13 years, or no age restrictions

Other access restrictions

• Users must be a user of our product to access this website, and/or users must agree to receive promotional materials

Accepting TOS (terms of service)

• By accessing this website, users agree to abide by the TOS (use of all capital letters were sometimes used to emphasize this point)

TOS can change at any time

• Users acknowledge that TOS can change at any time, users will be notified of changes to TOS, or users are expected to check TOS for any
changes during each website visit

Restrictions on sharing account information

• It is the user’s responsibility to keep log-in credentials confidential

User information accuracy

• All information provided by the user must be accurate

Prohibited and allowable user actions with website material

• A series of codes indicating when or if copying, displaying, distributing, downloading, transmitting, translating, and republishing is prohibited
or allowed

Applicable local laws

• Users agree to abide by applicable local laws while using this website

Choice of law

• TOS are interpreted and governed by the laws in, for example, North Carolina

Restrict user access

• The company can restrict user access to this website for any reason at any time

Allowable use

• Commercial, personal, private, noncommercial, etc

Actions taken if user violates TOS

• Having the user’s internet protocol address blocked, taking legal action against the user, and/or deleting user content from the website

Results

Access and Restrictions
All tobacco (2/2, 100%) and alcohol (5/5, 100%) websites
presented with a pop-up window or a registration page when
users first enter the website. Both tobacco websites had
registration windows, whereas all 5 alcohol websites had pop-up
windows. Pop-ups on alcohol websites only required the user

to input a date of birth or confirm that they were aged ≥21 years,
with no verification process. Two alcohol websites also asked
for geographical location. All but 3 websites (12/15, 80%)—2
firearm websites and 1 pharmaceutical website—explicitly
stated an age requirement for user access (Table 2). Both tobacco
websites additionally required that registrants be tobacco users,
with 1 tobacco website also requiring that users sign up for a
mailing list and be willing to receive promotional material. No
other websites had additional restrictions apart from age.
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Table 2. Number of websites with age restriction on website access.

No age
restric-
tions

Age ≥13
years

Age ≥13 years with parental
consent if under 18 years or the
legal age of majority

Age ≥18
years

Legal age of product
consumption

Age ≥21
years

Product type

0 (0)0 (0)0 (0)0 (0)0 (0)2 (100)Tobacco (n=2), TOSa number, n (%)

0 (0)0 (0)0 (0)0 (0)3 (60)2 (40)Alcohol (n=5), TOS number, n (%)

1 (50)0 (0)0 (0)1 (50)0 (0)0 (0)Pharmaceuticals (n=2), TOS number, n (%)

0 (0)0 (0)3 (100)0 (0)0 (0)0 (0)Fast food (n=3), TOS number, n (%)

2 (67)1 (33)0 (0)0 (0)0 (0)0 (0)Firearms (n=3), TOS number, n (%)

aTOS: terms of service.

The TOS for 10 websites (10/15, 67%; 2 tobacco, 4 alcohol, 1
pharmaceutical, 2 fast food, and 1 firearm) held users
responsible for keeping their log-in credentials (should they
create an account) private, and the TOS for 6 websites (6/15,
40%) specified that information used to create an account must
be accurate (2 tobacco, 2 alcohol, and 2 food). The Newport
TOS, for instance, states, “You must sign-up online to create
an account to access and use the Site. You agree not to use any
false, inaccurate, or misleading information when signing up

for your accounts.” Newport is also the only website in the
sample that specifies that they independently verify that
registrants are aged ≥21 years.

All website TOS (15/15,100%) had language stating that
accessing the website required users to accept the TOS, and all
but one pharmaceutical company (14/15, 93%) said that the
TOS could change at any time and that users may or may not
be notified of this fact (Table 3).

Table 3. Accepting terms of service and the possibility of changing terms by accessing websites.

Used all capitaliza-
tion to emphasize
that by accessing
the website, the us-
er agrees to the
TOS

Website will post
announcements
when the TOS
change and users
are bound by the
changes

The user is respon-
sible for checking
the TOS for
changes and is
bound by the
changes

TOS can change
at any time

By accessing the
website, users

agree to the TOSa

Product type

0 (0)1 (50)1 (50)2 (100)2 (100)Tobacco (n=2), TOS number, n (%)

3 (60)1 (20)4 (80)5 (100)5 (100)Alcohol (n=5), TOS number, n (%)

0 (0)0 (0)1 (50)1 (50)2 (100)Pharmaceuticals (n=2), TOS number, n (%)

1 (33)1 (33)2 (67)3 (100)3 (100)Fast food (n=3), TOS number, n (%)

2 (67)0 (0)3 (100)3 (100)3 (100)Firearms (n=3), TOS number, n (%)

aTOS: terms of service.

Local Laws, Jurisdiction, and Restricting Access
Language requiring users to comply with applicable local laws
in addition to the terms stated in the TOS was common (2
tobacco, 4 alcohol, 1 pharmaceutical, 2 fast food, and 3 firearms;
12/15, 80%). All TOS (15/15, 100%) also specified a state
within the United States whose laws would govern and interpret
the TOS and serve as a location for any future litigation.
Virginia, North Carolina, Missouri, Illinois, Kentucky, New
York, New Jersey, Washington, Connecticut, and Massachusetts
(10 states) were listed for the 15-website sample used in this
study.

With only 2 exceptions (1 pharmaceutical and 1 alcohol; 13/15,
87%), all websites stated that they could revoke a user’s access
at any time, without providing a justification. A total of 73%
(11/15) TOS listed specific consequences for breaking or
violating the TOS, including having the user’s internet protocol
address blocked so they could no longer access the website;
pursuing legal action against the user, resulting in civil or
criminal penalties; terminating log-in credentials; and deleting

user content from the website (2 tobacco, 3 alcohol, 2
pharmaceutical, 2 fast food, and 2 firearms).

Allowable and Prohibited Actions With Website
Content
Each TOS further specified what users were and were not
allowed to do with the content of the website. Most of the TOS
prohibited using website content for commercial purposes, and
all but 3 TOS specified that website material could only be used
for personal or individual or noncommercial purposes (1
tobacco, 4 alcohol, 2 pharmaceutical, 2 fast food, and 3 firearms;
12/15, 80%).

Website TOS described specific restrictions on how website
content could be used (Table 4). A total of 33% (5/15) TOS
unconditionally or near unconditionally prohibited or put
substantial restrictions on all of these activities (2 tobacco)
and/or failed to specify if they were allowed or prohibited (2
alcohol and 1 food). Substantial restrictions, for instance, were
found on the Marlboro website, which stated that there might
be instances where users are given explicit permission to use
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website content outside of the site, but that this use could only
be for personal noncommercial purposes and only applied when
users were given explicit permission on the web page. A total
of 73% (11/15) websites prohibited distributing website content
or required prior permission to distribute materials. Moreover,
53% (8/15) websites allowed users to engage in at least one
activity that exceeded simply viewing of website material (eg,
download, copy, or distribute) for personal or individual
noncommercial purposes and often explicitly stated that
downloaded content must retain all copyrights and trademarks
and may only be allowed in limited circumstances (4 alcohol,

1 pharmaceutical, 2 fast food, and 1 firearm). The same set of
websites also prohibited users from sharing website content
with others. One pharmaceutical company also fell into this
category but additionally allowed distribution for
noncommercial purposes. Many website TOS did not specify
if displaying (4/15, 27%), downloading (5/15, 33%), copying
(3/15, 20%), and translating (8/15, 53%) website content was
allowed. Only 1 website in the sample (Invega Sustenna)
allowed users to display, download, copy, distribute, and
translate website content as long as it was for personal and not
commercial use.
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Table 4. Prohibited or allowable use of website content.

Translate website con-
tent

Distribute website con-
tent

Copy website contentDownload website con-
tent

Display website contentBrand name

ProhibitedProhibitedProhibitedIn circumstances where
specific sections of the
website say you can use
website materials of-
fline, it must be for per-
sonal noncommercial
purposes

ProhibitedMarlboro

Prohibited (all actions
other than viewing are
prohibited unless other-
wise specified)

Prohibited (all actions
other than viewing are
prohibited unless other-
wise specified)

ProhibitedProhibited (all actions
other than viewing are
prohibited unless other-
wise specified)

ProhibitedNewport

Not specifiedProhibited without prior
permission

Prohibited without prior
permission

Not specifiedProhibited without prior
permission

Bud Light

Not specifiedProhibited without prior
permission

Not specifiedNot specifiedNot specifiedCoors Light

Prohibited without prior
permission

Prohibited without prior
permission

Prohibited without prior
permission

Allowed for noncom-
mercial, lawful, and
personal use with copy-
right retained

Prohibited without prior
permission

Jim Beam

ProhibitedProhibited for commer-
cial use

Prohibited for commer-
cial use

Allowable for one copy
for personal, noncom-
mercial use with copy-
right retained

Not specifiedJack Daniels

Not specifiedProhibited without prior
permission

Not specifiedAllowable for personal,
noncommercial use
with copyright retained
and no modifications

Prohibited without prior
permission

Fireball

Not specifiedProhibited without prior
permission

Allowable for noncom-
mercial individual refer-
ences with copyright
retained

Allowable for noncom-
mercial individual refer-
ences with copyright
retained

Prohibited without prior
permission

Lyrica

Prohibited for commer-
cial use without prior
permission

Allowable for personal,
noncommercial purpos-
es with copyrights re-
tained

Prohibited for commer-
cial use without prior
permission

Allowable for personal,
noncommercial purpos-
es with copyrights re-
tained

Prohibited for commer-
cial use without prior
permission

Invega Sustenna

ProhibitedProhibited for commer-
cial use

Prohibited for commer-
cial use

Not specifiedAllowable for personal,
noncommercial purpos-
es

McDonalds

Not specifiedProhibitedNot specifiedNot specifiedNot specifiedStarbucks

Prohibited without prior
permission

Prohibited without prior
permission

Prohibited without prior
permission

Not specifiedProhibited for commer-
cial use

Subway

Not specifiedAllowable occasionally
with an insubstantial
portion of the content
for noncommercial pur-
poses with copyrights
retained and including
“Used with permission
from Remington”

ProhibitedProhibitedAllowable occasionally
with an insubstantial
portion of the content
for noncommercial pur-
poses with copyrights
retained and including
“Used with permission
from Remington”

Remington Outdoor

Not specifiedProhibited without prior
permission

Allowable for personal
and authorized commer-
cial use

Allowable for personal
and authorized commer-
cial use

Prohibited without prior
permission

Sturm Ruger

Not specifiedProhibitedProhibited without prior
permission

Allowable for personal,
noncommercial, and in-
formational use

Not specifiedSmith and Wesson
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Discussion

Principal Findings
Our exploration of TOS has revealed several important
conclusions and raised some significant insights that we will
discuss in the context of recent litigation: (1) research on
web-based spaces is complicated by the existence of TOS in
that they restrict activities necessary for research; (2)
commercial entities are creating spaces on the web and some
use TOS to try to restrict access to those spaces; and (3) research
on private web-based spaces is ethically justifiable, regardless
of whether the activities necessary to conduct this research are
allowed under TOS agreements, but this research is legally
questionable, so how should researchers proceed? Companies
already have the financial power to aggressively market their
products both on and off the web; in addition, they also have
the power to define what is and is not allowed regarding the use
of their website material via TOS [63,84]. This power apparently
allows companies to restrict access to websites and restrict
specific activities one can do with the website material. Some
of the restricted activities are necessary to conduct research,
and the existence of TOS calls into question the legality of
conducting such research. Researchers, then, may be left feeling
unsure of how to conduct necessary monitoring of web-based
commercial spaces without risking legal action [61].

TOS are complicated and cloud the legality of research on
consumer product websites. It is important for regulatory
agencies to have data on websites to make informed marketing
regulations. The FDA, for instance, calls on members of the
public, including researchers, to report marketing violations in
Section 3.1.4 of the Tobacco Control Act Enforcement Manual
[46]; however, performing basic tasks to document content and
marketing strategies on the web is made difficult or impossible
if researchers are bound by TOS such as those outlined. It is
notable that these TOS potentially restrict many of the activities
needed to conduct a basic content analysis (Table 4), a research
method that provides details on the content and marketing
strategies employed on websites. For instance, researchers need
to save and share website content for content coding, analysis,
and potentially for later reporting. All activities that are
necessary to conduct a content analysis (which we defined as
displaying, downloading, copying, distributing, and translating)
were only explicitly allowed by one website TOS. Such
restrictions were also noted during an evaluation of TOS on
social media websites [62]. Website content changes frequently,
and not saving content, which typically requires downloading,
would likely result in lost data, which would be untenable for
effective surveillance or academic analytic processes.
Translation is also sometimes necessary for international work
assessing websites used in other countries, necessitating both
translation and sharing content with others, activities often
prohibited by TOS.

Most of the explored TOS also state that the company can
restrict access at any time, sometimes for any reason. If a
company chooses to do this in the midst of data collection, it
could impose a significant barrier. None of the TOS in this
sample provided any information regarding an appeals process

to contest restricted access. It is possible that some companies
might intentionally restrict access if they think a user is
accessing the website for research purposes that might reflect
badly on the company, using their TOS-stated right to restrict
access at any time and/or for any reason as a rationale.

Researchers could try to create a protocol that would follow the
TOS for all the commercial websites they were interested in
studying. However, attempting this could be difficult, as TOS
can vary considerably across websites and include legal jargon
[85,86]. Researchers could limit their sample based on websites
that allow the required research activities; however, this would
likely result in an unrepresentative sample and could exclude
websites where TOS tends to prohibit more activities, such as
tobacco websites. It is possible that companies employing more
problematic marketing tactics might have more restrictive TOS,
and those are the companies that are most important to monitor.

In addition, one of the most consistent finding across product
type is terms stating that website content can only be used for
personal, noncommercial use. It is unclear if research fits in this
category. It seems fairly clear that it is not personal, as the
purpose of research is to disseminate findings to the scientific
community and the public. At the same time, it is also clear that
public health research is not a commercial pursuit: profit is not
the goal of the endeavor. None of the TOS in our small sample
and only one in the larger sample of social media sample
examined by Fiesler et al [62] explicitly address the use of
websites for research purposes; therefore, it remains unclear if
research activities are prohibited by corporations or not. Fiesler
et al [62] conclude that TOS on consumer websites, such as
TOS on social media websites, are “ambiguous and largely
devoid of context,” making them difficult to understand and
abide by. Arguments using the First Amendment’s protection
of free speech have been raised recently in the Supreme Court,
and although the court did not consider those arguments, it is
possible that they could be called upon if needed [87].

We must then attempt to untangle what companies claim is
binding in their TOS, compared with what the US courts have
upheld as legally binding during litigation to better understand
if researchers are truly bound by the limitations imposed by
TOS. The Computer Fraud and Abuse Act (CFAA) is a federal
law that prohibits accessing a computer without authorization
or in a manner that exceeds authorization, which can be
interpreted as a federal prohibition on TOS violations [88]. The
recent memorandum opinion published by the US District Court
for the District of Columbia in the case of Sandvig v. Barr [87]
stated that merely violating TOS on public websites does not
constitute a breach of the CFAA for exceeding authorized access
to a computer and, therefore, cannot trigger federal criminal
charges. In this case, researchers and journalists asked the court
for clarity in a pre-enforcement challenge if the work they
wanted to conduct (analyzing if algorithms on hiring websites
discriminate based on race, gender, age, or other attributes by
creating fictitious user profiles) would violate the CFAA and
trigger criminal charges. The court stated that in cases where
any user can access a website, even if users are required to create
a username and password for access (ie, the website is public),
violating the TOS is not a CFAA violation. Although this is
certainly good news for researchers who want to conduct
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research on public websites, the court clarified that TOS
violations may still trigger federal and state civil charges. Such
violations would amount to the web-based equivalent of
trespassing; however, as long as researchers are not inflicting
damage by slowing down website operations, preventing other
user access, or tampering with content, it is unclear what
damages companies could request compensation for.

Variability in the jurisdictions selected for governing the TOS
and litigation may impact what state civil charges companies
could bring for researcher trespass. Companies largely control
the state where litigation will occur, and different states may
have different laws governing what constitutes trespass and the
consequences for trespassing. This introduces more uncertainty
in terms of what research activities could result in civil charges.

Although the memorandum in Sandvig v. Barr offers researchers
conducting research on public websites reassurances, the issue
of research on private websites remains of questionable legality.
In light of recent litigation, it is also possible that companies
will restrict access to their websites and create private spaces
where research activities continue to be more limited. Tobacco
companies already restrict access to their websites and even
require authentication of provided information. A researcher
may not be able to gain access to view the selected tobacco
website content without providing false information to register
(eg, falsely identify themselves as a smoker). Doing so would
serve as a breach of TOS because of the requirement that
registrants be tobacco users and provide only true information.
Violating TOS by conducting research activities that require
downloading, sharing, and so on, on a private website may also
still constitute a violation of the CFAA, which can trigger federal
criminal charges. Tobacco websites were the only websites that
are considered private in this sample, and these websites
prohibited or severely restricted all the activities necessary to
conduct a content analysis.

If researchers are convinced of the public health need to surveil
private websites but are not able to do so while adhering to TOS,
there are potentially incompatible legal and ethical issues to
weigh. The ethical issues raised by such surveillance research
are limited to the extent that surveillance activities do not seek
to analyze interaction between users but rather seek to document
the content of the website as it is designed by companies. In
other words, it is a commercial entity rather than an individual
who is being surveilled. From an ethical perspective, it is
arguable that corporate actions do not warrant the same
protection as human subjects, with the result that corporations
may not be able to claim the right to autonomy from research
participation. There is precedence for treatment of commercial
organizations differently from individuals in research; company
names are often used in academic publication, and there is no
existing standard stating that companies should not have
identifiable information disclosed.

The legal issues underlying research on websites vary in
magnitude depending on whether the website is public, where
anyone can create log-in credentials or access website content
without a log-in, or private, where websites require
authentication of provided information and apply constraints
regarding who is allowed to create log-in credentials. The legal

issue of research on public websites appears to be more limited.
The biggest threat, violation of the CFAA, has been largely
removed, and civil charges at the state or federal level seem
unlikely when no damage is done to the websites of interest.
Research on public websites should be encouraged and expanded
to provide the public health community with a better
understanding of e-marketing tactics and opportunities to inform
marketing regulations that would better protect public health.
This is especially important in the present moment when
research requiring face-to-face interaction is limited by the
ongoing pandemic. The legal issue of research on private
websites presents a greater challenge. Even if a court was to
eventually rule that violating TOS on private websites for public
health research is not a violation of the CFAA, being sued and
facing the litigation that follows is time consuming and has the
potential to hurt the credibility and reputation of the researcher.
Such damage might reduce the likelihood of promotion or
achieving tenure if it is costly for the institution to defend the
researcher. This is particularly problematic for private tobacco
websites, as the tobacco industry has a long history of targeted
and aggressive marketing of a product that is intrinsically
harmful to users. Although account requirements may ostensibly
be to responsibly keep out youth and nonsmokers, it also limits
the access of the researchers and makes their access potentially
illegal. Further, there is nothing stopping other companies that
sell harmful products from putting up similar restrictions.

This study has also revealed the involvement of research
institutions and universities as key stakeholders in decisions
regarding research involving TOS violations. The expectations
for researchers need to be clearly defined and understood in the
various relevant offices of the university such that important
research can be undertaken in such a way that the institution is
comfortable with and can (and will) stand behind the researchers
in the case of industry action. Currently, these issues are beyond
the scope of what institutional review boards perceive as their
purview, leaving researchers with few resources for guidance
on questions of both ethics and legal issues [89].

We would conclude that violating TOS to conduct public health
research on product websites is not ethically questionable; rather,
given the public health significance of e-marketing, we may be
ethically bound to conduct such research, regardless of whether
it occurs on public or private websites. This conclusion has
similarly been reached by the Association for Computing
Machinery's Committee on Professional Ethics in their Code
of Ethics and Professional Conduct, which states that TOS and
other internet regulations should be followed unless there is a
“compelling ethical justification to do otherwise” [90]. The
code goes on to state that those who violate TOS for ethical or
any other reasons “must accept responsibility for that action
and for its consequences” [90]. How, then, should researchers
proceed with research on private product websites in a way that
minimizes or eliminates legal risks? An important question is
whether researchers are in any way precluded from TOS
restrictions. Beyond this general question, researchers could
contact companies and request permission to study their website.
Although this option might grant researchers access, it would
also put the company on notice that research is being conducted,
and there is no great incentive for companies to agree to
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surveillance. It is critical that the public health community
establish standards for such researchers to enable the
continuation of this important work in ways that the researchers
and institutions involved are protected.

Limitations
This study explored a small and purposefully selected sample
of commercial product website TOS. It is possible that we
missed variability in TOS that might be present on other types
of websites. We also limited our sample to US companies, and
TOS for companies within the United States might be different
from the website TOS for companies in other countries, and
caution should be used when attempting to generalize these
results. The TOS observed during this study were downloaded
and analyzed in July 2018. As of July 2020, 7 websites have
updated their TOS. A brief review of updated TOS shows that
very little has changed in terms of allowable activities with
website material. The only exception to this was Jim Beam. Jim
Beam added a clause that “You may print or download one copy
of a reasonable number of pages of this Website for your own
personal, noncommercial use and not for further reproduction,
publication, or distribution” and some language allowing app
download. We also employed confirmatory coding, rather than
blind double-coding, which may have biased the second coder.
Given that we were unable to access the content for tobacco
websites, we were unable to conduct a content analysis to
determine if our hypothesis that websites with more problematic
content would be those with stricter TOS was correct.

In addition, none of the coders were lawyers, although lawyers
were consulted to ensure that terms were coded appropriately
and their significance was understood. As noted by others who
have studied TOS and other similar contracts, terms can
approach incomprehensibility, even for legal experts [85,86,91].
We discussed our findings and the legal implications of violating
TOS for research with a lawyer and 2 law students at the

Cyberlaw Clinic at the Harvard Law School, who validated that
the legal landscape is continuously changing and it is currently
unclear if creating false accounts on private websites (in the
context of gaining access to a tobacco website) would be
considered a violation of the CFAA. The US government has
never charged a researcher for violating TOS in the course of
their research, and the recent Sandvig decision certainly reduces
the risk of this for research on public websites; however, the
risk of violating the CFAA while researching private websites
such as tobacco websites remains unclear.

This study was limited to TOS contracts and did not include
the evaluation of privacy policies. A privacy policy is a “legal
document that discloses some or all of the ways a party gathers,
uses, discloses and manages a customer's data” [92]. As this
study did not assess privacy policies, it cannot state what kind
of surveillance researchers have to agree to when they are
attempting to surveil consumer product websites. This is an
important area of future exploration and would add to the
existing work on privacy policies by Bagley and Brown [52]
and Obar and Oeldorf-Hirsch [56].

Conclusions
E-marketing on brand websites is an important area for public
health surveillance to monitor; however, TOS complicate this
endeavor by restricting access and prohibiting activities needed
to conduct research. Recent court opinions have reduced the
risk of federal criminal charges for violating TOS on public
websites, but this risk remains unclear for private websites.
Researchers already engaged in research on private websites
are putting themselves in danger of being sued, and their
affiliated institutions may or may not support them in court. It
is critical that the public health community establishes standards
for conducting research on e-marketing that supports this
important public health issue.
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Abstract

Background: As the majority of Twitter content is publicly available, the platform has become a rich data source for public
health surveillance, providing insights into emergent phenomena, such as vaping. Although there is a growing body of literature
that has examined the content of vaping-related tweets, less is known about the people who generate and disseminate these
messages and the role of e-cigarette advocates in the promotion of these devices.

Objective: This study aimed to identify key conversation trends and patterns over time, and discern the core voices, message
frames, and sentiment surrounding e-cigarette discussions on Twitter.

Methods: A random sample of data were collected from Australian Twitter users who referenced at least one of 15 identified
e-cigarette related keywords during 2012, 2014, 2016, or 2018. Data collection was facilitated by TrISMA (Tracking Infrastructure
for Social Media Analysis) and analyzed by content analysis.

Results: A sample of 4432 vaping-related tweets posted and retweeted by Australian users was analyzed. Positive sentiment
(3754/4432, 84.70%) dominated the discourse surrounding e-cigarettes, and vape retailers and manufacturers (1161/4432, 26.20%),
the general public (1079/4432, 24.35%), and e-cigarette advocates (1038/4432, 23.42%) were the most prominent posters. Several
tactics were used by e-cigarette advocates to communicate their beliefs, including attempts to frame e-cigarettes as safer than
traditional cigarettes, imply that federal government agencies lack sufficient competence or evidence for the policies they endorse
about vaping, and denounce as propaganda “gateway” claims of youth progressing from e-cigarettes to combustible tobacco.
Some of the most common themes presented in tweets were advertising or promoting e-cigarette products (2040/4432, 46.03%),
promoting e-cigarette use or intent to use (970/4432, 21.89%), and discussing the potential of e-cigarettes to be used as a smoking
cessation aid or tobacco alternative (716/4432, 16.16%), as well as the perceived health and safety benefits and consequences of
e-cigarette use (681/4432, 15.37%).

Conclusions: Australian Twitter content does not reflect the country’s current regulatory approach to e-cigarettes. Rather, the
conversation on Twitter generally encourages e-cigarette use, promotes vaping as a socially acceptable practice, discredits scientific
evidence of health risks, and rallies around the idea that e-cigarettes should largely be outside the bounds of health policy. The
one-sided nature of the discussion is concerning, as is the lack of disclosure and transparency, especially among vaping enthusiasts
who dominate the majority of e-cigarette discussions on Twitter, where it is unclear if comments are endorsed, sanctioned, or
even supported by the industry.
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Introduction

The global e-cigarette market was worth US $11.26 billion in
2018 [1] and is predicted to eclipse tobacco sales by 2023 [2].
Facilitating this growth is the increasing trend toward online
retailing and social media consumption [3]. Social media has
emerged as a popular forum for e-cigarette users (vapers) and
prospective users to learn about and share their experiences with
nicotine and vaping devices, for businesses to promote their
products, and for e-cigarette advocates to debate regulatory
regimes [4,5]. Digital media, including social media and social
networking platforms, are increasingly preferred sources for
health information and dissemination [6]. However, users may
be inadvertently exposed to misinformation, disinformation,
and unregulated advertising [7,8].

With its 330 million users [9], real-time content updates, and
rapid information dissemination, Twitter contributes to
e-cigarette marketing and information sharing [10]. As the
majority of Twitter content is publicly available, the platform
has become a rich data source for public health surveillance
providing insights into emergent phenomena, such as vaping
[11]. Recent investigations have shown that Twitter users are
overwhelmingly exposed to positive messages about vaping,
most notably marketing and promotion, and that public health
messaging is particularly absent from communications [4].
Although there is a growing body of literature that has examined
the content of vaping-related tweets [4,12], less is known about
the people who generate and disseminate these messages, and
the role of e-cigarette advocates in this promotion.

In Australia, the context of this study, the legal status of
e-cigarettes is determined by existing and overlapping laws
relating to poisons, therapeutic and consumer goods, and tobacco
control [13]. Liquid nicotine is classified as a “Schedule
7-Dangerous Poison” under the Federal Poisons Standard [14],
and, as such, the manufacture, sale, or supply of e-cigarettes
containing nicotine without lawful authority (ie, prescription
from a medical doctor) [15] is prohibited in all Australian states
and territories [16]. However, nicotine-containing e-cigarettes
are imported into Australia as there is no way to determine
whether an e-cigarette contains nicotine without a laboratory
analysis, which has implications for law enforcement [16,17].
E-cigarettes that do not contain nicotine can be sold in some
Australian jurisdictions, provided manufacturers do not make
therapeutic claims.

As of January 2019, there were approximately 2.56 million
active monthly Australian Twitter users (64% male), which
equates to approximately 12% of Australians over 13 years of
age [18]. Given the popularity of Twitter [18], the ease of which
information disseminates among its users, and the power of
Twitter to traffic users to external webpages [19], insights into
how the platform is used (and by whom) to promote and discuss

e-cigarettes are warranted. This study aimed to identify key
conversation trends and patterns over time and discern the core
voices, message frames, and sentiment surrounding e-cigarette
discussions in an Australian context. Investigating these public
conversations can contribute to understanding trends in
knowledge, attitudes, and behaviors; identify marketing
strategies; inform public health and public policy; and pave the
way for interventions delivered via social media [20-23].

Methods

Data Collection
Twitter data were collected via TrISMA (Tracking Infrastructure
for Social Media Analysis) [24], a contemporary technical and
organizational infrastructure for the tracking of public
communication by Australian users of social media. Central to
the TrISMA Twitter infrastructure is the Australian Twitter
Collection, which continuously gathers tweets from identified
Australian accounts (ie, accounts set to an Australian location,
geolocation, or time zone, or accounts with a description field
referring to an Australian location or containing
Australia-specific terms) and stores them in a database available
to accredited TrISMA researchers. The TrISMA Twitter
Collection is hosted on a cloud-based Google BigQuery database
and is accessed through the data visualization tool Tableau. The
Australian Twitter Collection filters for known signs of bots,
such as accounts with numeric strings in the title, accounts with
zero followers, and brand new accounts tweeting or retweeting
identical content.

A list of popular e-cigarette–related terms was developed based
on peer-reviewed literature [25-30], trending Twitter hashtags,
and frequently co-occurring hashtags (ie, hashtags that appeared
in the same caption as the root term), which resulted in the
following 15 keywords: cloudchasing, ecig (includes
ecigarette/s), e-cig (includes e-cigarette/s), electroniccig
(includes electroniccigarette/s), electronic cigarette (includes
electronic cigarettes), eliquid, e-liquid, e-juice, vape (includes
vaper and vapes), vaping, vapecommunity, vapefam, vapelife,
vapenation, and vapeporn. E-cigarette product names were
omitted from the search strategy so as not to bias the results to
specific brands [22]. A preliminary search revealed there was
minimal Twitter activity using these keywords before 2012.
Two yearly sampling intervals starting from 2012 to 2018 were
therefore chosen to maximize the period of time covered while
still being able to see the emergence and decline of trends in
the collected data.

Data (tweets), along with metadata information (ie, user name
and user follower count) were collected from public Australian
Twitter users when a tweet included at least one of the identified
keywords from each respective year. Data were downloaded in
the form of CSV (comma separated value) files for each
keyword and respective year. Social media users tend to include
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multiple hashtags within their posts, which resulted in duplicate
tweets being collected. Duplicate tweets within keyword corpora
for each year and across keyword corpora from the co-use of
hashtags were removed, resulting in the inclusion of only unique
tweets [31]. Data were assigned a number in ascending order
and 100 tweets from each keyword corpus for each year were
randomly selected for analysis, using an online random sequence
generator [32]. Selected data were checked by one researcher
(KM) to determine eligibility (ie, written in English and relevant
to e-cigarettes). If any of the originally selected 100 tweets did
not fit the inclusion criteria, further sampling occurred until 100
eligible tweets were reached. If a keyword corpus had less than
100 tweets, all eligible tweets were included. Retweets (tweets
reposted by users) were included in this study, which facilitated
the understanding of what information was being circulated by
Australian users, even if it originated in another country.

Ethical Considerations
A particularly salient concern among researchers is whether
social media data should be considered public or private data
[33]. Twitter is a social networking service in which users
broadcast their opinions and commonly use a hashtag to
associate their thoughts on a subject with users on the same
subject, and therefore, these data are generally referred to as
“public data” [33]. For ethical, privacy, and technical reasons,
TrISMA does not collect tweets from private accounts or direct
messages; therefore, all data collected in this study were publicly
available. This study was approved by the Curtin University
Human Research Ethics Committee (approval number:
HRE2017-0144).

Developing the Coding Frame
A concept-driven approach (inductive) [34] informed by extant
studies [22,23,35-42] was utilized to develop a triaxial coding
framework to capture the account users, and the sentiment and
theme of the tweets they posted. The coding frame was tested
on a random sample of 100 tweets, whereby each tweet was
read and assigned codes based upon the concepts presented in
the descriptive text, hashtags, and any accompanying images
[43]. One researcher (KM) undertook this process in NVivo
(v11; QSR International), iteratively revising the coding
framework to further refine predefined codes, merge others to
create broader codes encompassing several related concepts,
and identify new codes arising from the data using a data-driven
approach (deductive) [34], which served as a revalidation of
earlier coded material [44].

Coding and Analysis
The modified coding framework was transferred to IBM SPSS
Statistics (v22; IBM Corp) and applied to the data by the same
researcher. The coding descriptor user category characterizes
the sender of the tweet and typically involved a detailed
inspection of the associated Twitter profile, including the profile
picture, bio description, follower-to-following ratio, and tweet
history (ie, the content of tweets, number of daily tweets, and

ratio of original tweets to retweets) to determine who the user
was (Multimedia Appendix 1) [39]. Although data were unique,
the poster’s of the data were not necessarily so and could be
counted multiple times if their data were collected and selected
for analysis. The coding descriptor sentiment reflects the stance
expressed in the tweet toward e-cigarettes and related products
or its users, whether positive, negative, or neutral (Multimedia
Appendix 2). The coding descriptor theme reflects the theme
of the actual content conveyed in the tweet (Multimedia
Appendix 3). The text of each tweet and/or the Twitter user
handle were explored via Twitter’s search function to examine
the profile of the user and any comments attached to the tweet
to assist with understanding its context. URLs embedded within
tweets were followed. If the URL was active, it was recorded
as linking to either social media (eg, Instagram, Facebook, and
YouTube) or a website (eg, retail, news, and blog). Each code
within the coding framework was a variable in SPSS that
functioned as a stand-alone item and was evaluated as either 1
for present or 2 for absent. User category and sentiment were
mutually exclusive categories (ie, only one selection could be
made per category), while the theme of the tweet and links to
social media and websites were not. The chi-square test (or
Fisher exact test if applicable) was used to examine the variation
in the content of tweets between years.

Results

Sample of Posts
In total, 4432 tweets were analyzed. There were 570 (12.86%)
tweets in 2012, 1196 (26.99%) in 2014, 1377 (31.07%) in 2016,
and 1289 (29.08%) in 2018.

Retweets
Of the sample, 25.86% (1146/4432) were retweets, and of these,
79.23% (908/1146) were categorized as having a positive
sentiment toward e-cigarettes. Posts by vape retailers or
manufacturers (254/1146, 22.16%), e-cigarette advocates
(248/1146, 21.64%), and the general public (219/1146, 19.11%)
were most often retweeted. The content of the most frequently
retweeted posts reflected advertising or promotion of
vaping-related paraphernalia, groups, brands, retailers, or
manufacturers (374/1146, 32.64%); posts mentioning an
e-cigarette brand (248/1146, 21.64%); and posts discussing
regulation or policy (246/1146, 21.47%) and the health and
safety of e-cigarettes (204/1146, 17.80%).

Reporting of the following results includes both original tweets
and retweets unless otherwise specified.

Sentiment
The vast majority of tweets (3754/4432, 84.70%) reflected
positive perceptions toward e-cigarettes and related products
or its users. Positive sentiment, however, decreased over time
as negative sentiment increased (Table 1).
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Table 1. Sentiment of data.

Total (N=4432), n (%)YearSentiment

2018 (N=1289), n (%)2016 (N=1377), n (%)2014 (N=1196), n (%)2012 (N=570), n (%)

3754 (84.70)1001 (77.66)1197 (86.93)1041 (87.04)515 (90.35)Positive

326 (7.36)125 (9.70)96 (6.97)69 (5.77)36 (6.32)Neutral

352 (7.94)163 (12.65)84 (6.10)86 (7.19)19 (3.33)Negative

User Category
Vape retailers and manufacturers (1161/4432, 26.20%), the
general public (1079/4432, 24.35%), and e-cigarette advocates
(1038/4432, 23.42%) posted 73.96% (3278/4432) of the data
analyzed (Table 2). The number of tweets posted by vape
retailers and manufacturers peaked in 2014 and gradually

declined in subsequent years. Similarly, tweets posted by
e-cigarette advocates peaked, however, later in 2016 and
declined in 2018. The number of tweets posted by news and
media sources and public health professionals, researchers, and
academics gradually increased over time. Tweets posted by
suspicious (suspected “bot”) accounts progressively declined
since 2012.

Table 2. Twitter user category.

Total (N=4432), n (%)YearUser category

2018 (N=1289),
n (%)

2016 (N=1377),
n (%)

2014 (N=1196),
n (%)

2012 (N=570),
n (%)

1161 (26.20)253 (19.63)310 (22.51)451 (37.71)147 (25.79)Vape retailer or manufacturer

1079 (24.35)326 (25.29)286 (20.77)303 (25.33)164 (28.77)General public

1038 (23.42)275 (21.33)439 (31.88)235 (19.65)89 (15.61)E-cigarette advocate

218 (4.92)147 (11.40)48 (3.49)22 (1.84)1 (0.18)News or media source

207 (4.67)3 (0.23)46 (3.34)54 (4.54)104 (18.25)Suspected bot

201 (4.54)34 (2.64)73 (5.30)58 (4.85)36 (6.32)Other

175 (3.95)127 (9.85)35 (2.54)11 (0.92)2 (0.35)Public health professional, researcher, or
academic

156 (3.52)24 (1.86)73 (5.30)46 (3.85)13 (2.28)Account not active or user suspended

97 (2.19)50 (3.88)33 (2.40)1 (0.83)13 (2.28)Consumer advocacy group

62 (1.40)34 (2.64)22 (1.60)6 (0.50)0 (0)Health or scientific group

22 (0.50)8 (0.62)6 (0.44)7 (0.59)1 (0.18)Medical doctor, nurse, or group

16 (0.36)8 (0.62)6 (0.44)2 (0.17)0 (0)Government or politician

Sentiment by User Category
Tweets by the general public (845/1079, 78.31%), suspected
bot accounts (185/207, 89.4%), e-cigarette advocates
(1007/1038, 97.01%), consumer advocacy groups (95/97, 98%),
and vape retailers and manufacturers (1158/1161, 99.74%) were
predominantly positive (Table 3). Tweets posted by health and

scientific groups (32/62, 52%) and medical doctors and nurses
(12/22, 54%) were mostly negative, which contrasts with the
proportion of positive tweets posted by other members of the
public health community (ie, public health professionals,
researchers, and academics [106/175, 60.6%]). Tweets by news
and media accounts were mostly neutral (97/218, 44.5%).
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Table 3. Twitter user category and sentiment of data.

Total, n (%)SentimentUser category

Negative, n (%)Neutral, n (%)Positive, n (%)

1161 (26.20)3 (0.26)0 (0)1158 (99.74)Vape retailer or manufacturer

97 (2.19)1 (1.03)1 (1.03)95 (97.94)Consumer advocacy group

1038 (23.42)8 (0.77)23 (2.22)1007 (97.01)E-cigarette advocate

207 (4.67)9 (4.35)13 (6.28)185 (89.37)Suspected bot

1079 (24.35)119 (11.03)115 (10.66)845 (78.31)General public

201 (4.54)24 (11.94)27 (13.43)150 (74.63)Other

175 (3.95)51 (29.14)18 (10.29)106 (60.57)Public health professional, researcher, or academic

16 (0.36)6 (37.50)1 (6.25)9 (56.25)Government or politician

62 (1.40)32 (51.61)11 (17.74)19 (30.65)Health or scientific group

218 (4.92)73 (33.49)97 (44.50)48 (22.02)News or media source

22 (0.50)12 (54.55)7 (31.82)3 (13.64)Medical doctor, nurse, or group

156 (3.52)14 (8.97)13 (8.33)129 (82.69)Account not active or user suspended

4432 (100)352 (7.94)326 (7.36)3754 (84.70)Total

Themes Reflected in the Data
The following narrative reflects on some of the most prevalent
themes found in the data. Refer to Multimedia Appendix 4 for
all themes.

Advertising or Promotion
Almost half (2040/4432, 46.03%) of all data were classified as
advertising or promotion. The number of advertising and
promotional tweets collected peaked in 2014 and displayed a
downward trend in subsequent years (Table 4). These tweets
promoted vaping-related paraphernalia, groups, brands, events,
and retailers and manufacturers. Strategies used to further
promote vape products included providing coupons, discount
offers, multibuys, and giveaways. These strategies were
collectively coded as price promotions and were present in
19.46% (397/2040) of tweets categorized as advertising or
promotion. In 2016, the number of these tweets collected
doubled compared with the number collected in other years.
E-cigarette retailers and manufacturers (990/2040, 48.53%) and

e-cigarette advocates (412/2040, 20.20%) posted the largest
proportion of advertising and promotional tweets (Figure 1).
Tweets by e-cigarette retailers and manufacturers commonly
advertised vaping paraphernalia to purchase as follows:

Have you seen the NS Pen by @VandyVape? Slim
and elegant design, and good battery capacity for its

size... A great starter kit AVAILABLE in store and
online! #VandyVape #VapePen #eCig #VapeKit
#Vaping #VapeLife #Soulblu

On the other hand, the general public and e-cigarette advocates
were inclined to promote and publicize products they were
currently using or testing as follows:

Shout out to @VapoureyesNZ you guys always look
after me with my regular order of #alpinecloudco
#Kosciuszko & your #heisenberg (which honestly is
the best I've tried) #loyalcustomer dhl delivery takes
3days & boom my order is here!! #vapefam #vapergirl

#vapoureyesnz THANKYOU 
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Table 4. The 10 most prevalent themes.

Total (N=4432), n (%)YearTweet content

2018 (N=1289),
n (%)

2016 (N=1377),
n (%)

2014 (N=1196),
n (%)

2012 (N=570),
n (%)

2040 (46.03)436 (33.82)633 (45.97)685 (57.27)268 (47.02)Advertising or promotion

397 (19.46)88 (20.18)152 (24.01)80 (11.68)77 (28.73)Price promotion

1238 (27.93)364 (28.24)448 (32.53)302 (25.25)124 (21.75)Brand name

970 (21.89)282 (21.88)358 (26.00)254 (21.24)76 (13.33)E-cigarette use or intent

716 (16.16)293 (22.75)136 (9.88)182 (15.23)105 (18.42)Cessation or alternative

680 (94.97)274 (93.52)130 (95.59)176 (96.70)100 (95.24)Positive

20 (2.79)13 (4.44)2 (1.45)4 (2.20)1 (0.95)Negative

16 (2.24)6 (2.05)4 (2.94)2 (1.14)4 (3.81)Neutral

681 (15.37)314 (24.38)139 (10.09)161 (13.46)67 (11.75)Health and safety

454 (66.66)198 (63.06)91 (65.47)114 (70.81)51 (76.12)Positive

183 (26.87)101 (32.17)36 (25.90)36 (22.36)10 (14.93)Negative

44 (6.46)15 (4.77)12 (8.63)11 (6.83)6 (8.96)Neutral

649 (14.64)201 (15.61)136 (9.88)234 (19.57)78 (13.68)Retailer name

507 (11.44)184 (14.29)139 (10.09)145 (12.12)39 (6.84)Flavor

307 (6.97)192 (14.91)64 (4.65)45 (3.76)6 (1.05)Views on regulation or policy

248 (80.78)151 (78.65)58 (90.63)36 (80.00)3 (50.00)Liberal

54 (17.60)40 (20.83)5 (7.81)6 (13.33)3 (50.00)Cautious

5 (1.63)1 (0.52)1 (1.56)3 (6.66)0 (0)Neutral

305 (6.88)155 (12.03)84 (6.10)48 (4.01)18 (3.16)Community or subculture

293 (6.61)143 (11.10)89 (6.46)42 (3.51)19 (3.33)Nicotine

Figure 1. User category contribution in the 10 most prevalent themes.
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A Smoking Cessation Aid or Tobacco Alternative
Overall, 16.16% (716/4432) of tweets discussed the potential
of e-cigarettes to be used for tobacco smoking cessation or used
as a tobacco alternative. The vast majority of tweets in this
category maintained that e-cigarettes could be used to help
tobacco smokers quit or reduce their tobacco consumption
(680/716, 95.0%), and were most prevalent in 2018 (Table 4).
E-cigarette retailers and manufacturers (176/680, 25.9%),
e-cigarette advocates (169/680, 24.9%), and the general public
(139/680, 20.4%) contributed the largest proportion of tweets
supporting the use of e-cigarettes as a smoking cessation
product. For example, one retailer posted the following
statement:

Thousands of people loosing [sic] their lives because
of #Smoking annually. Why don't you #Vape instead
of #Smoking which is much safer, in fact it is not at
all harmful. Make a move now! #VapeOn #SteamLite

Health and Safety
Overall, 15.37% (681/4432) of tweets discussed the perceived
health and safety benefits (eg, increased physical stamina and
financial wellbeing) and consequences (eg, device malfunction
and exacerbation of respiratory diseases) of e-cigarette use. The
majority (454/681, 66.7%) of these tweets stated the benefits
of using e-cigarettes, peaking in 2018. Similarly, the number
of negative health and safety tweets increased over time (Table
4). Tweets considering the positive health and safety aspects of
e-cigarettes were dominated by vape retailers and manufacturers
(158/454, 34.8%) and e-cigarette advocates (120/454, 26.4%).
One post was as follows:

I've been smoke free for almost 5 years now, and have
had huge improvements in my health, BECAUSE of
switching to vaping, that makes me a criminal in Aus
[Australia]. I'll take vaping any day over toxic
pharma garbage like pills and gums. Inhaling air is
potentially harmful, so is ignorance.

On the other hand, those expressing negative views were news
and media sources (52/183, 28.4%), the general public (29/183,
15.8%), and public health professionals, researchers, and
academics (27/183, 14.8%). One post was as follows:

As vaping products and their promotion become more
prevalent, health professionals are warning that
e-cigarettes are not as safe as many people believe.

Views on Regulation and Policy
Overall, 6.93% (307/4432) of tweets discussed e-cigarette
regulation or policy (Table 4). The majority of the data
expressed positive sentiment toward liberal e-cigarette regulation
(248/307, 80.8%), and these posts were dominated by e-cigarette
advocates (105/248, 42.3%) and public health professionals,
researchers, and academics (40/248, 16.1%). One post was as
follows:

Long time supporter and campaigner for #vaping I
campaigned and worked hard to prevent further
restrictions on #vapes Sadly couldn't convince the 3
major parties. Abbreviated policy here
https://www.reasonvic.org.au/policy/ #votereason

Consistent with those supporting liberal regulation or
legalization, e-cigarette advocates most often provided
commentary that challenged the implementation of restrictive
e-cigarette policies, provided testimonies as to why e-cigarette
regulation should be relaxed, and challenged other Twitter users
expressing antivaping views (123/263, 46.8%). One post was
as follows:

Anti- #vaping advocates often compare the lack of
absolute safety of #ecigs with accepting the
precautionary principle as being applicable. Of
course this is facile and silly. They ignore the risk of
causing harm by blocking innovation by doing
nothing.

Links to Websites and Social Media Platforms
Overall, 44.29% (1963/4432) of posts included at least one
embedded URL to an external website. Tweets most frequently
included URLs that linked to news (536/1963, 27.31%) and
retail websites (415/1963, 21.14%), blogs (326/1963, 16.61%),
and scholarly articles and reports (79/1963, 4.02%). Almost
half (530/1146, 46.25%) of retweets contained at least one URL
that linked to an external website, and the most common were
news (169/530, 31.9%) and retail (79/530, 14.9%) websites.

Overall, 18.55% (822/4432) of tweets linked to another social
media platform, also known as cross-platform posting. Posts
most commonly linked to Instagram (550/822, 66.9%) and
Facebook (120/822, 14.6%). Additionally, 22.69% (460/2027)
of tweets that were categorized as advertising or promotion
were linked to Instagram.

Discussion

Principal Findings
This study analyzed 4432 vaping-related tweets from 2012,
2014, 2016, and 2018, posted and retweeted by Australian users.
Analysis of the data indicated that positive sentiment continues
to dominate the e-cigarette discourse on Twitter, and the ongoing
polarized debate among the public health community is not
reflected. Largely, a one-sided perspective is being presented
by vape retailers and manufacturers, e-cigarette advocates, the
general public, and select public health professionals,
researchers, and academics.

Twitter users with vested interests in e-cigarettes (ie, retailers
and manufacturers), e-cigarette advocates, and the general public
were found to tweet a very high proportion of positive tweets
(>70%). News and health-related accounts provided messages
that were the least positive and/or neutral; however, these tweets
comprised a small proportion of the total sample. Our findings
concur with recent studies [4,45]. However, we found that some
vocal provaping public health professionals, researchers, and
academics are skewing the conversation, which is not the view
of the wider Australian and international public health
communities [46].

E-cigarette advocates, along with a small number of vocal public
health professionals, researchers, and academics, were
predominately positive in their discussions and were found to
challenge other Twitter users who expressed antivaping views
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or were deemed to be “misrepresenting the facts” concerning
e-cigarettes. Some Australian public health academics, who do
not support the use of e-cigarettes until they are proven to be a
safe and efficacious smoking cessation aid, have documented
their relentless struggles with provaping advocates on Twitter
[47,48], with one stating that the collective abuse received from
other interest groups, such as smokers’ rights advocates,
antivaccinationists, and climate change denialists, pales into
insignificance compared with the volume of abuse received
from vaping advocates. Several tactics were used by e-cigarette
advocates to communicate their beliefs, including attempts to
frame e-cigarettes as safer than tobacco cigarettes, imply that
federal government agencies lack sufficient competence or
evidence for the policies they endorse about vaping, and
denounce as propaganda “gateway” claims of youth progressing
from e-cigarettes to tobacco cigarettes. Australian e-cigarette
advocates were also found to use a range of tropes to justify
their support for vaping, which have been identified in
international research [49], including encouraging an “us versus
them” mentality, attacking those opposed to e-cigarettes, relying
on personal anecdotal evidence, minimalizing side effects,
normalizing use, and emphasizing the benefits of e-cigarettes.
These tactics may impact the proportion of the public health
community and other Twitter users who are willing to express
contradictory views [50], thereby skewing the commentary and
possibly shaping the views and risk perceptions of vulnerable
populations such as youth [51]. This notion is supported by our
findings, with only 7.94% (352/4432) of tweets categorized as
negative and 7.36% (326/4432) as neutral.

Groups who are usually viewed as health experts or opinion
leaders, such as medical doctors and nurses, reputable scientific
organizations, and government organizations and politicians,
collectively posted only 2.26% (100/4432) of tweets analyzed
in this study. A great deal of health information is now
distributed and sourced online, which has resulted in less of a
reliance upon these traditional knowledge brokers in offline
settings [52]. In the online environment, “the multiplicity of
sources involved in information dissemination, their possible
anonymity, the absence of standards for information quality,
the ease in manipulating and altering content, the lack of clarity
of the context, and the presence of many potential targets of
credibility evaluation (ie, the content, the source, and the
medium)” [52] make the assessment of information an often
complex task. As a result, individuals are now burdened with
the responsibility of information evaluation that was once the
responsibility of professional gatekeepers [53]. The health
literacy levels of the Australian population are generally low
[54,55], and investigating methods to assist internet users in
assessing the credibility of online information is therefore
particularly important, as well as the dissemination of
evidence-based information by respected experts and opinion
leaders.

Our results support previous vaping-related Twitter
investigations reporting that the Twitter landscape is dominated
by tweets from industry and commercial users championing
e-cigarettes as a healthier tobacco alternative and as a successful
cessation aid [11,23,41]. These views are contrary to Australia’s
regulatory approach to e-cigarettes, which aims to safeguard

public health and control the drivers of negative e-cigarette use
(ie, use among youth and nonsmokers and unfettered marketing)
[56]. Australia is a signatory to the World Health Organization
Framework Convention on Tobacco Control, which is designed
to protect public health policies from commercial and other
vested interests [57]. Until there is adequate evidence that
e-cigarettes are safe and an efficacious smoking cessation
product, they should not be promoted as such.

A substantial proportion of tweets used sales techniques, such
as price promotions, which have historically been successfully
employed by the tobacco industry, to influence cigarette uptake
and consumption [58]. These findings have implications for the
marketing of e-cigarettes on other social media platforms, in
particular Instagram, owing to the level of cross-platform
interaction found in this investigation, which is worth further
examination. Given the substantial youth presence on social
media, the marketing of e-cigarettes on these platforms may
entice nonsmokers and youth, in particular, to experiment with
and initiate vaping [59]. Data from the most recent National
Drug Strategy Household Survey [60] reports 11.3% of
Australians aged over 14 years have ever used and 2.5%
currently use e-cigarettes, with increases of 2.5% and 1.3%,
respectively, since 2016. These increases occurred in both
smokers and nonsmokers and contrast with Australian
combustible smoking rates, which have continued to decline
over the last 30 years. The most frequent reason for using
e-cigarettes reported by people over 14 years was “out of
curiosity” (54.2%). Others (22.8%) cited using e-cigarettes
because they perceived them to be less harmful than tobacco
cigarettes (19.2% in 2016), and 10.1% believed vaping to be
more socially acceptable than tobacco smoking (6.0% in 2016).
Further, 26.9% of respondents reported that they obtained their
e-cigarette products online (Australian retailer 12.5%, overseas
retailer 11.1%, unknown origin 3.3%), a trend that should be
closely monitored [61].

Implications for Public Health
The practice of public health relies on evidence and clear
communication between practitioners and the communities they
serve [62], and in the absence of balanced evidence-based
dialogue, personal opinion and marketing of e-cigarettes
dominate the Twitter landscape. The scientific community is
generally still a highly trusted source of information [63].
However, if disinformation and misinformation continue to be
disseminated online, this could pose a legitimate threat to public
health, as evidenced by the propaganda circulated during the
2014 Ebola outbreak [64] and 2020 coronavirus pandemic [65].
These realities require action, with a combination of regulation
and health groups contributing to peer reviewed evidence and
working with social media platforms to recognise and abate
health information and disinformation. Offline, medical, and
public health practitioners and researchers can work to dispel
misinformation and disinformation directly through their built
and trusted relationships and networks [63].

There are known and trusted strategies for addressing
misinformation and disinformation in the field of health
communication, but more research is needed to fully understand
how well these translate into a social media context, how this
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information spreads online, and how to develop data-driven
solutions to this growing threat [62,63,66]. It is important to
assess the extent of misinformation and disinformation related
to vaping, considering its potential to generate negative public
health consequences. Deployment of innovative methods on a
broader scale is needed, including natural language processing,
assisted data mining, social network analysis, and online
experimentation to track the spread of this content [62].
Surveillance endeavors must be agile and adaptable and require
both researchers and practitioners to establish relationships with
computer science professionals to stay abreast of the rapidly
changing technology.

Limitations
Coding using the triaxial classification system relied on the
researchers’ subjective assessment, although the investigation
of each tweet and user profile was particularly thorough and
included examination of associated commentary to facilitate
the understanding of the tweet context and examination of the
user’s profile page including profile photo, bio, and recent
activity. TrISMA’s programmed bot filtering processes were
relied upon to remove data posted by questionable accounts.
However, through our manual investigation some Twitter users
were signposted as “suspected bot” accounts. Bot accounts have
become more sophisticated over time, better aligning with
human activity on Twitter [67], and as such, it was particularly
difficult in some instances to ascertain whether some accounts
were genuine users or not.
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Abstract

Background: Instagram is a popular social networking platform for users to upload pictures sharing their experiences. Instagram
has been widely used by vaping companies and stores to promote electronic cigarettes (e-cigarettes), as well as by public health
entities to communicate the risks of e-cigarette use (vaping) to the public.

Objective: We aimed to characterize current vaping-related content on Instagram through descriptive analyses.

Methods: From Instagram, 42,951 posts were collected using vaping-related hashtags in November 2019. The posts were
grouped as (1) pro-vaping, (2) vaping warning, (3) neutral to vaping, and (4) not related to vaping based on the attitudes to vaping
expressed within the posts. From these Instagram posts and the corresponding 18,786 unique Instagram user accounts, 200
pro-vaping and 200 vaping-warning posts as well as 200 pro-vaping and 200 vaping-warning user accounts were randomly
selected for hand coding. Furthermore, follower counts and media counts of the Instagram user accounts as well as the “like”
counts and hashtags of the posts were compared between pro-vaping and vaping-warning groups.

Results: There were more posts in the pro-vaping group (41,412 posts) than there were in the vaping-warning group (1539
posts). The majority of pro-vaping images were product display images (163/200, 81.5%), and the most popular image type in
vaping-warning posts was educational (95/200, 47.5%). The highest proportion of pro-vaping user account type was vaping store
(110/189, 58.1%), and the store account type had the highest mean number of posts (10.33 posts/account). The top 3 vaping-warning
user account types were personal (79/155, 51%), vaping-warning community (37/155, 23.9%), and community (35/155, 22.6%),
of which the vaping-warning community had the highest mean number of posts (3.68 posts/account). Pro-vaping user accounts
had more followers (median 850) and media (median 232) than vaping-warning user accounts had (follower count: median 191;
media count: 92). Pro-vaping posts had more “likes” (median 22) and hashtags (mean 20.39) than vaping-warning posts had
(“like” count: median 12; hashtags: mean 7.16).

Conclusions: Instagram is dominated by pro-vaping content, and pro-vaping posts and user accounts seem to have more user
engagement than vaping-warning accounts have. These results highlight the importance of regulating e-cigarette posts on social
media and the urgency of identifying effective communication content and message delivery methods with the public about the
health effects of e-cigarettes to ameliorate the epidemic of vaping in youth.

(JMIR Public Health Surveill 2020;6(4):e21963)   doi:10.2196/21963
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Introduction

Background
Since the invention of electronic cigarettes (e-cigarettes) in
2003, e-cigarette use (vaping) has increased rapidly worldwide
[1]. E-cigarettes have now become the most popular tobacco
product among youth in the United States [2]. In the United
States, nationwide, the percentages of middle school and high
school students who use e-cigarettes increased from 0.6% and
1.5%, respectively, in 2011 to 10.5% and 27.5%, respectively,
in 2019 [3,4]. While the long-term effects of vaping on health
are not known, multiple studies have demonstrated that
components in e-cigarette aerosols may cause severe health
problems, including respiratory disorders, cardiovascular
diseases, mental health problems, and possibly cancer [5-11].
In addition, nicotine, contained in e-cigarettes, can harm brain
function and increase the risk of addiction to other substances
[12].

“The science of distribution and determinants of information
in an electronic medium, specifically the Internet, or in a
population, with the ultimate aim to inform public health and
public policy” is defined as infodemiology [13,14]. Analyzing
how people communicate and share health-related information
on the internet can provide valuable insights into population
behavior [14]. Social media platforms, which have been widely
used by e-cigarette companies and vape stores for marketing
and promoting the sale of their products [15-17], are currently
very popular in the United States. Online advertisements from
e-cigarette companies and vape stores claim that e-cigarettes
have multiple benefits, such as having smoking cessation
functions, being more economical than smoking, being healthier
than tobacco, and having multiple flavors as choices [18-20].
Studies showed that the exposure to prosubstance-related social
media is related to higher substance consumption rates among
young people [21,22]. Pokhrel et al [23] demonstrated the
association between social media e-cigarette exposure and
e-cigarette use beliefs and behavior. Furthermore, initial
e-cigarette use has been found to be associated with subsequent
cigarette smoking in youth [24-26].

Exposure to the visual imagery of vaping has been shown to
act as a conditioned cue to evoke the desire for regular cigarette
and e-cigarette use [27]. Instagram, one of the most popular
social media platforms, has been regularly used by more than
half of US youth and young adults [28,29]. Instagram provides
a platform for individuals to upload pictures and videos using
hashtags as keywords. Keyword searches allow people to
explore the images linked to the hashtags, and therefore, interact
with the user-generated content [16]. E-cigarette content is
popular on Instagram, and advertising companies characterize
e-cigarettes as novel devices [16,30,31]. While the
e-cigarette–related posts on Instagram are dominated by
vaping-promoting images, there is another voice claiming that
vaping is potentially harmful. In 2014, the US Food and Drug
Administration (FDA) proposed a deeming rule to regulate
tobacco products, which included e-cigarettes [32]. In 2018, the
FDA launched a comprehensive campaign in high schools and
on social media, including Instagram, to warn youth about the

potential risks of using e-cigarettes [33]. Although the FDA has
developed various policies to regulate e-cigarettes and warn
young people about potential health risks of e-cigarette use
[32,33], the percentage of middle school and high school
students who are e-cigarette users has been increasing [3,4].

Objective
This study aimed to investigate current vaping-related content
on Instagram by comparing user account activities and user
engagement between pro-vaping and vaping-warning groups
to improve public health awareness, and more importantly, to
identify effective ways for future communication about the harm
of e-cigarette use.

Methods

Hashtags on Instagram
We started with 2 groups of root keywords: vaping-related
keywords and negative-root keywords. After reviewing hundreds
of vaping-related Instagram posts and their hashtags, we
determined the list of root vaping-related keywords. These
keywords covered the essential pro-vaping products or behaviors
on Instagram, such as vape, vaping, ecig, juul, eliquid, and
ejuice. The negative-root keywords included quit, stop, no, anti,
bad, danger, against, and end. The combinations of
negative-root keywords and root vaping-related keywords
created a new group of vaping-warning keywords (eg,
antivaping, endvape). Each keyword was input into the search
bar on Instagram, which showed a list of hashtags that were
derived from that keyword, as well as the total number of posts
that used the hashtag. In this way, the final list of pro-vaping
hashtags and vaping-warning hashtags were generated and
ranked by their total number of posts by October 19, 2019. Due
to a significant imbalance in the numbers of hashtags as well
as in the numbers of posts for each hashtag between the 2
groups, different cut-points were used to collect the pro-vaping
(number of posts ≥3000) and vaping-warning (number of posts
≥3) hashtags. Popular hashtags from each group are presented
in Multimedia Appendix 1.

Data Collection
The posts were collected through Instagram’s application
programming interface, using popular hashtags from both
pro-vaping hashtag (#ecig, #ecigarette, #ecigarettes, #ecigs,
#ejuice, #electroniccigarette, #eliquid, #juul, #vape, #vapefam,
#vapenation, #vapeon, #vapercon, #vapers, #vapes, #vaping)
and vaping-warning hashtag (#novape, #novaping, #stopvaping,
#dontvape, #antivaping, #quitvaping, #antivape, #stopjuuling,
#dontvapeonthepizza, #escapethevape) groups. Pro-vaping posts
and vaping-warning posts were collected on November 18,
2019. Most posts used multiple hashtags, which resulted in
duplicated posts when we collected data. Duplicated posts were
excluded using the Instagram user ID and posting date. Random
samples of posts and user accounts were selected for hand
coding other features, including image type, attitude, and
account type.
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Data Coding and Analysis
We first reviewed hundreds of posts and modified the coding
scheme from a previous study [31] to develop our codebook.
The codebook contained both metadata and other features that
we created. Simple random sampling is a commonly used
sample selection method that ensures the samples are
representative of the population and that the statistics obtained
from the sample are unbiased estimates of the population
parameters [34]. Therefore, 200 posts each were randomly
selected from both pro-vaping and vaping-warning data sets for
hand coding using the simple random sampling method. This
procedure was repeated twice to ensure that the 200 samples
were representative of the whole data set. The proportions of
each account type in each group were compared between 2
repeat samplings using the two-tailed chi-square test with a 5%
level of significance.

For accounts, all the posts in each data set were grouped by user
ID. Random user account samples (200 accounts) were selected
from the Instagram account user IDs in each data set for hand
coding. To increase the accuracy, the codebook was further
revised during hand coding: All hand coding was performed
independently by 2 authors, and the differences were resolved
by discussions. The 2 reviewers’agreement on classifying posts
was very high (97.5%).

Instagram posts and user accounts were classified into
pro-vaping (eg, promoting the use of e-cigarette–related
products), vaping warning (eg, disagreeing with vaping behavior
or emphasizing the potential health risks of vaping), neutral to
vaping (eg, describing a fact related to e-cigarettes without
clearly expressing an opinion), or not related to vaping (eg,
having both image and caption not related to e-cigarettes, but
using e-cigarette–related hashtags to target different groups of
people). The visual and textual content were considered together
to determine the attitude of each Instagram post [35]. The user
account attitude was determined by browsing all the posts related
to e-cigarettes on the user’s account page.

Type of image was categorized as (1) advertisement, for
example, a picture displaying discount information of e-cigarette
products; (2) catchphrase, for example, a picture emphasizing
slogans such as “don’t juul in school” or “athletes don’t vape”;
(3) product display, for example, a professional photo of an
e-liquid container or e-cigarette device; (4) educational, for
example, images that stated research results or facts about
e-cigarettes; (5) events, for example, an image showing people
attending a presentation or workshop related to e-cigarettes; (6)
memes, for example, a picture created to deliver an
e-cigarette–related message while being comedic; (7)
news/notice, for example, image of a newspaper story or screen
capture from TV of e-cigarette–related events; (8) vaping, for
example, a person exhaling an aerosol; and (9) other, which
included those not falling into any previously defined category.
The image types were compared between the pro-vaping and
vaping-warning posts.

Type of user account included (1) pro-vaping community, for
example, a website claiming that e-cigarettes could benefit
people; (2) personal, users who didn’t have an either commercial
or professional affiliation; (3) sponsored vapor, an user who
was sponsored by certain e-cigarette brands or stores and posted
pictures of their products on Instagram; (4) store, for example,
a grocery store selling e-cigarette products; (5) vaping store, a
store that only sells e-cigarette products; (6) community, for
example, a county uploading all local news, including
e-cigarette–related information; (7) vaping-warning community,
for example, a parent organization that is specifically against
kids vaping; (8) business organization, for example, a law firm
posting vaping-warning pictures to receive more vaping illness
cases; and (9) influencer, users who have established credibility
and a large number of followers.

The distribution of the follower count and the media count for
each Instagram user account and the “like” count of each post
were calculated, and the median values were compared between
the pro-vaping group and the vaping-warning group using a
two-tailed permutation test with a 5% level of significance. The
mean number of hashtags and most frequently used hashtags
in the 2 groups were calculated and compared using two-tailed
two-sample t tests with a 5% level of significance.

Results

Characteristics of Pro-Vaping and Vaping-Warning
Instagram Posts
While many pro-vaping hashtags had tens of millions of posts,
the most popular vaping-warning hashtags in our list only had
thousands of posts (Multimedia Appendix 1). Using pro-vaping
and vaping-warning hashtags, we collected 41,412 unique
pro-vaping posts and 1539 unique vaping-warning posts, of
which, 200 pro-vaping and 200 vaping-warning posts were
randomly selected for hand coding.

Figure 1 displays the distribution of “like” counts of pro-vaping
posts and vaping-warning posts. Pro-vaping posts (median 22)
had more “likes” (P<.001) than vaping-warning posts had
(median 12), although there were large within-group variations.
The frequency distributions of image types were significantly
different between pro-vaping posts and vaping-warning posts
(P<.001) (Figure 2). Of the pro-vaping posts, product
display–type images were the most common (163/200, 81.5%),
followed by advertisement (23/200, 11.5%) and vaping activity
(8/200, 4%). Among the vaping-warning posts, the most popular
image type was educational (95/200, 47.5%), followed by
news/notice (21/200, 10.5%), catchphrase (16/200, 8%), events
(15/200, 7.5%), and memes (15/200, 7.5%). These analyses
were repeated by randomly selecting another 200 pro-vaping
and 200 vaping-warning posts. The percentages of image types
in each group were consistent between the 2 repeat samplings
(Multimedia Appendix 2 and Multimedia Appendix 3).

JMIR Public Health Surveill 2020 | vol. 6 | iss. 4 | e21963 | p.128http://publichealth.jmir.org/2020/4/e21963/
(page number not for citation purposes)

Gao et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 1. Number of "likes" for pro-vaping and vaping-warning posts.

Figure 2. Image types of pro-vaping and vaping-warning posts.

The number of hashtags for pro-vaping posts (mean 20) was
significantly higher (P<.001) than that for vaping-warning posts
(mean 7) (Multimedia Appendix 4). As one of the essential
metrics on social media, the top 20 hashtags used for each group
of posts are shown in Table 1. Each hashtag used in the

pro-vaping posts was more frequently used compared to those
used in the vaping-warning posts, which further demonstrated
that pro-vaping posts generally used more hashtags. Some
hashtags, such as #vaping and #vape, were widely used in both
pro-vaping and vaping-warning posts.
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Table 1. Top 20 hashtags in 200 pro-vaping and 200 vaping-warning posts.

Postsa, n (%)Hashtags

Pro-vaping

116 (58.0)#vape 

85 (42.5)#vapelife 

78 (39.0)#vapecommunity 

76 (38.0)#vapenation 

74 (37.0)#vapeon 

69 (34.5)#vaping 

68 (34.0)#vapeporn 

68 (34.0)#vapefam 

67 (33.5)#vapers 

59 (29.5)#eliquid 

55 (27.5)#vapedaily 

51 (25.5)#vapelyfe 

50 (25.0)#ecig 

49 (24.5)#vapestagram 

46 (23.0)#vapor 

44 (22.0)#ejuice 

43 (21.5)#vapeshop 

38 (19.0)#instavape 

37 (18.5)#vapelove 

Vaping-warning

40 (20.0)#vaping 

35 (17.5)#vape 

29 (14.5)#stopvaping 

19 (9.5)#health 

17 (8.5)#dontvape 

15 (7.5)#juul 

15 (7.5)#nojuul 

14 (7.0)#novaping 

13 (6.5)#escapethevape 

13 (6.5)#vapingdangers 

13 (6.5)#tobaccofree 

12 (6.0)#teenvaping 

12 (6.0)#smokefree 

10 (5.0)#novapingcampaign 

10 (5.0)#breathealoha 

10 (5.0)#novape 

10 (5.0)#antivape 

9 (4.5)#endyouthvaping 

9 (4.5)#stopthevape 

aHashtags could be found in more than one post.
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Characteristics of Pro-Vaping and Vaping-Warning
Instagram User Accounts
The 41,412 pro-vaping posts identified in this study were posted
by 18,074 unique Instagram user accounts, while the 1539
vaping-warning posts were posted by 712 unique user accounts.
Out of the 200 randomly selected accounts from the pro-vaping
group data set, 189 accounts (94.5%) were identified as

pro-vaping user accounts. Out of the 200 randomly selected
accounts in the vaping-warning data set, most were
vaping-warning user accounts (155/200, 77.5%). Compared
with those of the vaping-warning accounts (median 191,
pro-vaping user accounts (median 850) had more followers
(P<.001; Figure 3). The media (posts) count of the pro-vaping
user accounts (median 232) was higher (P<.001) than that of
the vaping-warning user accounts (median 92; Figure 4).

Figure 3. Follower counts of pro-vaping and vaping-warning Instagram accounts.

Figure 4. Media counts of pro-vaping and vaping-warning Instagram accounts.

Table 2 summarizes the account types of pro-vaping accounts
as well as pro-vaping posts collected from those user accounts.
The most popular pro-vaping user account type was vaping
store (110, 58.1%), which accounted for half of the posts
(231/452, 51.1%); 18% of user accounts were personal (34/189),

and 15.9% were sponsored vapor (30/189), which contributed
15.3% (69/452) and 10.3% (49/452) of posts, respectively. Only
3.2% (6/189) user accounts were pro-vaping communities, and
only 4.8% (9/189) were stores; however, 20.6% of the
pro-vaping posts (93/452) were from the store user accounts.
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Table 2. Types of pro-vaping Instagram user accounts.

Posts/account, meanPro-vaping posts, n (%)Accounts, n (%)Account types

—a452 (100)189 (100)Total

1.6710 (2.2)6 (3.2)Pro-vaping community

2.0369 (15.3)34 (18)Personal

1.6349 (10.8)30 (15.9)Sponsored vapor

10.3393 (20.6)9 (4.8)Store

2.1231 (51.1)110 (58.1)Vaping store

aNot reported.

Type and composition of vaping-warning user accounts and
their posts is summarized in Table 3. The top 3 vaping-warning
user account types were personal (79/155, 51%), vaping-warning

community (37/155, 23.9%), and community (35/155, 22.6%),
which posted 34% (99/291), 46.8% (136/291) and 17.9%
(52/291) of the vaping-warning posts, respectively.

Table 3. The account types of the vaping-warning Instagram user accounts.

Posts/account, meanVaping-warning posts, n (%)Accounts, n (%)Account types

—a291 (100)155 (100)Total

1.4952 (17.9)35 (22.6)Community

3.68136 (46.8)37 (23.9)Antivaping community

1.2599 (34)79 (51)Personal

11 (0.3)1 (0.6)Influencer

13 (1)3 (1.9)Business organization

aNot reported.

Discussion

Principal Findings
In this study, we showed that e-cigarette–related content on
Instagram was highly imbalanced and dominated by pro-vaping
posts. Most pro-vaping images were product display images,
and vaping store was the most common user account type among
pro-vaping user accounts. In contrast, the most popular image
type of the vaping-warning posts was educational, and personal
was the top vaping-warning account type among vaping-warning
user accounts. In addition, pro-vaping user accounts had more
followers and posts than those of vaping-warning users, and
pro-vaping posts had more “likes” and hashtags than those of
vaping-warning posts.

Comparison With Prior Work
Vaping-related studies on social media mainly rely upon
hashtags for collecting data. While some have directly used a
few frequently appearing hashtags [16,17], others used hashtags
by determining several root-term hashtags and finding
co-occurring hashtags [30,31,36]. However, using these 2
methods, vaping-warning hashtags may be completely missing
due to nonfrequent posting. Here, we developed a way to
analyze the pro-vaping and vaping-warning hashtags on
Instagram. The numbers of hashtags as well as the numbers of
posts for each hashtag between the 2 groups were highly
imbalanced (Multimedia Appendix 1). Even with different
cut-points, the pro-vaping group still had more hashtags than
vaping-warning group had. Considering the hashtags were used

by e-cigarette companies as a strategy to promote their products
[37], further study on how to efficiently use hashtags to improve
the impact of vaping-warning campaigns is required.

On Instagram, each pro-vaping hashtag was found in more than
4000 posts, while each vaping-warning hashtag was only found
in less than 100 posts. Further hand coding showed the majority
of the posts and user accounts based on the pro-vaping hashtags
were indeed pro-vaping. These results demonstrated that social
media is dominated by vaping-promotion information, consistent
with the findings of previous reports [38,39]. These analyses
highlight the need for active public health engagement in
communicating the harm of vaping on Instagram.

Figure 2 showed that the image types of pro-vaping posts were
relatively consistent, while the image types of vaping-warning
posts varied. Table 2 and Table 3 indicated different frequencies
of posts by account types. Further analysis will be necessary to
identify the vaping-warning account types and image types that
have more impact in communication with the public, in order
to help improve the efficiency in conveying the health risks of
vaping to the public.

In this study, we showed that pro-vaping Instagram posts had
a higher median “like” counts than those of vaping-warning
posts (Figure 1). However, a person who “likes” a post does
not necessarily support e-cigarette products or vaping-related
content in the post. Most product-display images were
professional pictures from vaping stores or well-designed
pictures from sponsored photographers or models. Someone
may “like” the post because of the design of the pictures (such
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as a beautiful view or a seductive model in the picture). In
addition, our results showed that the number of followers and
number of hashtags in the pro-vaping group were higher than
those of the vaping-warning group. Followers [40] and hashtags
[37] have been shown to be essential metrics on social media,
which may help with the spread of information and increase the
chance of getting “likes.” Although “likes” could be for multiple
reasons, the high “like” count is always perceived as the
behavior or content in the images being appropriate and accepted
by society [41], which may cause more youth to start using
e-cigarettes. Therefore, the policies for regulating the pro-vaping
posts and approaches for improving user engagement with
vaping-warning posts are in high demand.

Linnea et al [30] identified some hashtag communities (eg,
#vapefam, #vapecommunity) used in the pro-vaping Instagram
posts. Those users reinforced their identities through a
folksonomy process [35,42]. We showed that there were some
hashtag communities in the vaping-warning group (eg,
#atheletesdontvape, #parentsagainstvaping). The
self-identification within those communities may help spread
warnings of potential health risks in the vaping-warning posts.
Therefore, more of such folksonomy terms should be generated
for different groups of people (eg, #studentsdontvape for middle
and high school students, #youthdontvape for the youth) and
adopted by more vaping-warning posts to effectively deliver
vaping-warning information to diverse populations. Other than
pro-vaping and vaping-warning hashtag communities, there
were some hashtags widely used by both pro-vaping and
vaping-warning posts. For example, #vape and #vaping were
the top hashtags in both pro-vaping and vaping-warning groups,
while most posts using these hashtags were pro-vaping. This
phenomenon was mainly due to the fact that social media
platforms are currently dominated by vaping brands. In addition,
the high frequency of hashtags used in pro-vaping posts could

contribute to this result. However, as more vaping-warning
campaigns are launched, we should consider these vaping terms
(eg, #vape, #vaping, #ecig, #juul) as general vaping-related
hashtags without attitudes.

Limitations
This study had several limitations. First, some popular hashtags
are generated by describing vaping (eg, #cloudchasing,
#cloudchaser, #cloudchasers) or vaping-warning (eg,
#choosecleanair) content other than those directly derived from
our root keywords and were missing in our analyses. Second,
our data were collected using Instagram’s proprietary search
algorithms, which may introduce inevitable and nontransparent
biases to the investigation. Data-driven approaches will be used
in future work. Third, we did not know the demographic
information of Instagram users. Fourth, due to the low frequency
of vaping-warning Instagram posts, we collected less than 2000
unique vaping-warning posts, while there were more than 40,000
pro-vaping posts collected. This imbalance may introduce some
biases into our analysis. In the future, more vaping-warning
posts will be collected to get a more balanced data set for
detailed studies to identify critical features that have the potential
to increase the impact of vaping-warning campaigns.

Conclusions
This study reported and characterized the current imbalance in
pro-vaping and vaping-warning content on Instagram, showing
fewer posts and less user engagement of vaping-warning
information. Our results highlighted the urgency to regulate
social media on e-cigarette–related content. Vaping-warning
posts could potentially use more hashtags or a better image
designs for more user engagement and to deliver precise and
proper e-cigarette–related information to the public, especially
youth.
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Abstract

Background: Prior research suggests that social media–based public health campaigns are often targeted by countercampaigns.

Objective: Using reactance theory as the theoretical framework, this research characterizes the nature of public response to
tobacco prevention messages disseminated via a social media–based campaign. We also examine whether agreement with the
prevention messages is associated with comment tone and nature of the contribution to the overall discussion.

Methods: User comments to tobacco prevention messages, posted between April 19, 2017 and July 12, 2017, were extracted
from Twitter, Facebook, and Instagram. Two coders categorized comments in terms of tone, agreement with message, nature of
contribution, mentions of government agency and regulation, promotional or spam comments, and format of comment. Chi-square
analyses tested associations between agreement with the message and tone of the public response and the nature of contributions
to the discussions.

Results: Of the 1242 comments received (Twitter: n=1004; Facebook: n=176; Instagram: n=62), many comments used a negative
tone (42.75%) and disagreed with the health messages (39.77%), while the majority made healthy contributions to the discussions
(84.38%). Only 0.56% of messages mentioned government agencies, and only 0.48% of the comments were antiregulation.
Comments employing a positive tone (84.13%) or making healthy contributions (69.11%) were more likely to agree with the
campaign messages (P=0.01). Comments employing a negative tone (71.25%) or making toxic contributions (36.26%) generally
disagreed with the messages (P=0.01).

Conclusions: The majority of user comments in response to a tobacco prevention campaign made healthy contributions. Our
findings encourage the use of social media to promote dialogue about controversial health topics such as smoking. However,
toxicity was characteristic of comments that disagreed with the health messages. Managing negative and toxic comments on
social media is a crucial issue for social media–based tobacco prevention campaigns to consider.

(JMIR Public Health Surveill 2020;6(4):e20649)   doi:10.2196/20649
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Introduction

Overview
Protobacco messages outnumber antitobacco messages on social
media, which raises concerns about their effects on vulnerable
populations such as youth [1-3]. Adolescents who engage with
tobacco-related content online are more likely to initiate tobacco
use and less likely to support tobacco-related regulations [4-6].
Social media accounts associated with tobacco companies,
influencers, tobacco enthusiasts, and automated bots (algorithms
that automatically produce content and engage with legitimate
human accounts on social media) create and disseminate
protobacco information online [7-10]. Although sites such as
Facebook, Twitter, Instagram, and Google prohibit tobacco
marketing, social media users can still view protobacco
information in the form of news articles, discussion forums,
posts from tobacco retailers, and brand (paid) and organic
(unpaid) posts about tobacco use from peers.

Evidence-based tobacco prevention campaigns could play a
crucial role in countering the effects and volume of protobacco
messages at scale. However, negative public response to such
messages from protobacco individuals posting negative
comments can potentially undermine these efforts. Real-time
surveillance of online health communication campaigns (eg,
analysis of metadata such as likes and shares or qualitative data
such as comments and posts), although limited, has highlighted
negative public responses to tobacco prevention messages.
Recent evidence suggests that public responses and organized
protobacco groups create a large volume of organic (unpaid)
social media messages that are against tobacco awareness
campaigns [11,12]. Allem et al [11] found that a
countercampaign to California’s “Still Blowing Smoke”
campaign, “Not Blowing Smoke,” questioned health claims and
raised objections to electronic cigarette regulations. In another
instance, Chicago’s tobacco policy campaign was countered
using an “astroturfing” strategy, wherein large numbers of
bot-generated countermessages conveyed a false consensus that
the public disagreed with the policy [12]. Although such a
response to health messages on social media is concerning, it
also points to missed opportunities of social media engagement
directed towards creating dialogue with vulnerable audiences.
Social media yields high reach and elicits engagement and
activism from audiences [13,14]. To leverage these
opportunities, it is crucial to characterize the nature of public
responses using a broader sample of tobacco prevention
messages and to devise strategies to address negative comments
in the future.

Theoretical Framework
The reactance theory provides a useful framework to explain
negative public responses to tobacco prevention messages
[15-19]. According to reactance theory, when individuals
encounter messages that they perceive to threaten their freedom
of choice, they experience a motivational state of reactance and
act in ways to recover or assert their lost or threatened freedom
[20]. Exposure to antitobacco message features may threaten
individuals’ perceived freedom to smoke and thereby introduce
psychological reactance, which results in negative responses

and resistance to such messages. Research also suggests that
threat to freedom enhances the attractiveness of the threatened
freedom (eg, smoking) and thereby results in higher intentions
to exercise that freedom [21]. Tobacco prevention messages,
in this context, can potentially threaten multiple free behaviors,
such as freedom to smoke and to self-identity as a smoker, and
can potentially increase the likelihood of performing unhealthy
behaviors [20].

Resistance to tobacco prevention messages may polarize debates
on social media [22]. Past evidence suggests that polarized
public discussions on social media are marked with one-sided
perspectives related to health topics. For instance, Allem et al
[11] demonstrated that groups of Twitter users emphasized the
potential benefits of electronic cigarettes for cessation but not
the potential risks.

Social Media–Based Health Communication
Each social media platform offers unique features for health
communication initiatives. As noted in previous research,
Facebook can elicit interaction with campaign followers,
engagement with health facts and health myths, and the
possibility of creating a closed-group communication in the
case of sensitive health-related topics such as HIV [23]. Twitter
offers instant diffusion of health messages that may lose links
with the sources when Twitter users share health messages with
their network members, and those network members
consequently share the messages with their own networks [24].
Studies evaluating campaigns on Instagram, although limited,
suggest that posts with embedded health messages are linked
to high perceived message effectiveness [25].

Given the importance of social media campaigns for tobacco
education and prevention and the potential for user-generated
comments to undermine these efforts, it is critical to understand
the nature of such comments. To address this need, this study
undertook a content analysis of public response to a
semiautomated tobacco prevention campaign on Twitter,
Facebook, and Instagram, which was described in detail in a
technical paper by Reuter et al [15]. We characterized the nature
of these comments along the following 7 dimensions: (1) tone
of the comment, (2) nature of contribution, (3) agreement with
the prevention message, (4) mentions of government agency,
(5) policy/regulation, (6) promotion/spam, and (7) format of
comment. We hypothesized that agreement with the prevention
messages is significantly associated with the tone of the
comment and nature of the contribution.

Methods

Overview of the Campaign
The campaign was live on 3 social media platforms (Twitter,
Facebook, and Instagram) from April 19, 2017 to July 12, 2017.
Campaign messages comprised of 102 parametrized message
templates (defined as messages that fit within the limitations
and parameters [eg, character count] of each social media
platform) from two government-sponsored health education
campaigns on the risks of combustible tobacco products. See
Multimedia Appendix 1 for the complete list of parameterized
message templates used in this study. We randomized the
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message templates within a pool of 226 unique images sourced
from government-sponsored campaigns or, in the case of
copyright protected campaign images, representative stock
images from an online platform, Stocksnap.

A total of 1275 campaign message posts were posted during
the study period (Twitter: n=510; Facebook: n=510; Instagram:
n=255) as specified in the technical implementation paper
published previously [26]. Each campaign message was posted
at the most once each month over 85 days. We used a web-based
tool (Trial Promoter) developed previously by our team of
researchers to disseminate randomly selected messages on each
of these platforms.

On seeing the message, users could engage with the post by
commenting, sharing, liking, and clicking on the link in the
message, which took them to an educational website operational
during the campaign period. The website provided more
information about the risks of tobacco products, which was
based on the government-sponsored health education campaigns.
The details of the technology-enhanced implementation of the
campaign and examples of messages with images for each
platform are depicted in the related technical implementation
paper from Reuter et al [15].

We captured responses to all campaigns messages posted during
the study period. Approximately 35.68% (569/1595) of the
campaign message posts received public comments (after
excluding deleted comments or comments from user accounts
blocked during the study period). This paper is focused on the
analysis of the comments (n=1242) to the campaign. The scope
of this research was observational with the intent to characterize
the nature of public responses to an antismoking campaign. The
intent was not to respond to the public comments, influence the
comments, or further engage the audience.

Data
Comments to the campaign messages were extracted from 3
social media platforms (Twitter, Facebook, and Instagram) using
an automated tool described previously [15]. The research team
collected comments both manually and automatically by logging
into the comment moderation interfaces and analytics interfaces
provided by each social media platform. Manual collection and
automated collections were compared to ensure a complete
overview of all responses was captured. The technical tool used
in this study supports the following functions: (1) data import,
(2) message generation based on randomization techniques, (3)
message dissemination, (4) import and analysis of message
comments, (5) collection and display of metrics related to
message performance, and (6) reporting based on a
predetermined data dictionary.

Content Coding
We used a codebook defining coding categories to address the
hypothesis. Two independent study team members coded the

comments to the original posts, in terms of 7 coding categories:
(1) tone of the comment (positive, negative, or neutral), (2)
nature of contribution (toxic, healthy, or unclear/not applicable),
(3) agreement with prevention message (agree, disagree, or seek
clarification or advice), (4) mentions of government agency
(yes or no), (5) policy/regulation (proregulation, antiregulation,
neutral-regulation, or not applicable), (6) promotion/spam (yes
or no), and (7) format (text only, meme/sticker/emoji/emoticon
only, or both). Toxic contributions were defined as “a rude,
disrespectful, or unreasonable comment that is likely to make
other users leave a discussion” [27], whereas healthy
contributions were defined as those using non-toxic language,
those that were unclear or for which the classification was not
applicable, or those using vague terms or
emojis/stickers/emoticons, for which toxicity could not be
determined.

As a first step, the coders coded 50 comments and discussed
disagreements and results with the principal investigator to
refine the initial codebook. Promotional and spam-like
comments were identified as an emergent coding category.

To establish intercoder reliability, two coders independently
coded 10% of the total sample (N=127). The overall agreement
for the themes (94% agreement, κ=0.90) was substantial. The
range of the coding agreement was acceptable and ranged from
92% to 100% (k=0.85 to 1). All disagreements were resolved
by one of the investigators.

Analysis
Chi-square analysis was used to test associations between the
agreement with the message and tone of the response, and with
the toxicity of the comments.

Results

The final sample consisted of 1242 comments (Twitter: n=1004;
Facebook: n=176; Instagram: n=62). Comments were
predominantly text-based (1137/1242, 91.55%) and
nonpromotional or nonspam posts (1222/1242, 98.39%). The
highest proportion of comments were negative (531/1242,
42.75%), followed by neutral (354/1242, 28.50%), positive
comments (126/1242, 10.14%), and other/unclear (231/1242,
18.60%). About 39.77% (494/1242) of the comments disagreed
with the health messages, whereas 23.91% (297/1242) of the
comments agreed or approved of the health messages. Most of
the comments made healthy contributions (1048/1242, 84.38%),
while about 12.88% (160/1242) of them were coded as toxic
comments. Additionally, there were no mentions of government
agencies in 99.44% (1235/1242) of the posts and only 6 of the
comments that mentioned government agencies were
antiregulation. Please refer to Table 1 for detailed results,
including code categories and their corresponding definitions.
Example comments were paraphrased to protect the identity of
the individuals in this study.
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Table 1. Sample characteristics of comments collected from Twitter, Facebook, and Instagram in response to a tobacco prevention campaign.

ExamplesaNumber of comments
(N=1242), n (%)

Category

Format

“What do you mean by on average? What is the test subject? Mice?”

“Kids may think that smoking makes them looks big with other people
that smoke but it doesn't”

1137 (91.55%)Text only

“ ”

“ ;) ”

36 (2.90%)Meme/sticker/emoji/emoticon only 

“So are they saying that I should be rolling up a rat poison cigarette?

Because if I must then I will ”

“Amen! :( ”

69 (5.56%)Text and meme/sticker/emoji/emoticon 

Tone of the comment

126 (10.14%)Overall positive tone 

“Yeah I heard of that. If you smoke quit for your family and friends.
Breathing fresh air is so much better than smoking!”

 Joyous  

“15 months and going strong after after 38 yrs.of smoking. Hope this
continues!”

 Hopeful  

“Amen that's why I quit smoking” Supportive  

“Nice. Cheers :)” Unknown  

531 (42.75%)Overall negative tone 

“You're stupid!” Anger  

“That's a lot of people dying from smoking every year. Sooner or later
we'll run out of people.”

 Fear  

“On average? What was your test subject – Mice?” Sarcasm  

“Ugh Jeez. Smoking is very gross.” Disgust  

“Oh please don't say that--lost my husband when he was 39years old
and we had 3 children. He had a horrific painful death”

 Sadness/despair  

“Smoking and drinking! Why don’t you get it morons..How could it
possibly go wrong?”

 Unknown  

“Quit while you can”

“No proof”

354 (28.50%)Overall neutral tone 

“How many lives would be saved with no abortions?”231 (18.60%)Other/unclear 

Agreement 

“Yes, people like me now have COPD. I have never smoked just been
around people who have”

“Yeah! Sad should have been banned a long time ago!!!!”

297 (23.91%)Agreement (agrees with or approves of
the message of the original post)

 

“Nope, there's still polluted air btw”

“Don't believe this propaganda, not based on facts !”

494 (39.77%)Disagreement (engages in disagree-
ment/disbelief/criticism in response to the
original post)

 

“Again I ask...how do you recommend we quit quit smoking?”

“& it's called 2nd hand smoke?”

93 (7.49%)Clarification and/or advice seeking (posts
questions to seek more information or ad-
vice).

 

“This is how I will look tomorrow.”

“Also with the farm”

358 (28.82%)Other/unclear 

Nature of contribution

“Here’s what I have to say: Haters gonna hate,bitches gonna bitch.”

“FUCK YOU”

160 (12.88%)Toxic contribution (a rude, disrespectful,
or unreasonable comment that is likely to
make other users leave a discussion)
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ExamplesaNumber of comments
(N=1242), n (%)

Category

“All smokers read this for sure”

“Unfortunately for some, they are so addicted that they were happier
than if they had quit . This is een though they would have lived longer,
they would have been miserable.”

1048 (84.38%)Healthy contribution (comments that did
not contain toxic words/language)

 

“That reminds me of this (picture of cigarette with smoke attached)”34 (2.74%)Unclear/not applicable (comments with
vague terms or emojis/stickers/emoticons,
for which toxicity could not be deter-
mined)

 

Mentions of government agency 

“How can this be allowed....It's called the FDA”

“The FDA stands for ‘FOR DEATH AWAITS,’,”

7 (0.56%)Yes (direct or implied mentions of the
government and/or government agencies

such as FDAb/CDCc/NIHd in the com-
ment) 

 

“Look, we hate smoking, and am all in favor of the heavy hand of
government, but your tweet is a flat out lie. Why not”

“#JustBeHonest about it!”

“I have a right given to me by our great Bill of rights, to smoke. ,Pre-
manufactured foods and the nasty water cause more deaths.”

1235 (99.44%)No (no direct or implied mention of the
government and/or government agencies
such as FDA/CDC/NIH in the comment)

 

Policy/regulatione

“I support this am all in favor of the heavy hand of antismoking gov-
ernment policies”

1 (0.08%)Proregulation (comment references regu-
lation[s] to show support)

 

“The FDA puts these things in cigarettes …They are putting the same
poisons in your food and water. But let's just keep blaming tobacco
product's. Wake up peoplecancer is a man-made disease It is amazing
how the government makes something like a weed illegal a weed that
has been here long before any of us.... just amazing”

“If no one ate, maybe the cancer rate would go down! If nobody drank,
maybe the drunk driving deaths would go down! Maybe you should
mind your own business!Just maybe taking the chemicals out of the
tobacco that the government (fda) says is okay, maybe cancer would
go down!”

6 (0.48%)Antiregulation (comment references regu-
lation[s] to make an antiregulatory state-
ment)

 

“There are nasty things in cigs”1235 (99.44%)Not applicable to regulation (the comment
was not about regulation and/or did not
reference regulatory bodies to make a pro-
or antiregulatory stance)

 

Promotion/spam 

“Follow me fams :)”20 (1.61%)Yes (Comments that promoted either the
user's social media or others account,
products, or services)

 

N/Af1222 (98.39%)No 

aExample comments are paraphrased to protect user privacy.
bFDA: Food and Drug Administration.
cCDC: Centers for Diseases Control and Prevention.
dNIH: National Institutes of Health.
ePro- or antiregulation categories were applicable only when the response mentioned a government agency in the comment.
fN/A: Not applicable.

Agreement with the message was significantly associated with
the tone of the response (χ2 =1000, df=9; P=0.01). Most of the
comments that employed a positive tone predominantly agreed
with health messages (84.13%, 106/126; eg, “Amen! I agree
with this!”), and few expressed disagreement (2.38%, 3/128;
eg, “I am not sure I agree but I am willing to listen”) or asked
for clarifications (0.79%, 1/128; eg, “Would it be possible to
explain how that would work?”). Comments that employed a

negative tone mostly disagreed with prevention messages
(69.11%, 367/531; eg, “Stop taking us for a ride!”), followed
by those that asked for clarifications (11.11%, 59/531; eg, “Why
do you let these companies put all the chemicals in everything?”)
or expressed agreement (6.78%, 36/531; eg, “Smoking is indeed
a filthy habit”). The comments that used a neutral tone mostly
expressed agreement (42.94%, 152/354; eg, “Yes, smoking
kills,” followed by those that expressed disagreement (34.75%,
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123/354; eg, “This gives me a better reason to smoke”) or sought
clarifications (6.21%, 22/354; eg, “How would that happen?”).

Agreement with the message was also significantly associated
with the toxicity of the comments (χ2 =176.23, df=6; P=0.01).
The majority of the toxic comments disagreed with prevention
messages (71.25%, 114/160; eg, “Bullshit! You have no data
to support that!.”) whereas few agreed with the prevention
messages (2.50%, 4/160; eg, “Smoking shit will kill you”) or
sought clarifications (12.50%, 20/160; eg, “What the fuck am
I looking at?”). Among those comments that made healthy
contributions, about one-third of the comments disagreed with
the messages (36.26%, 380/1048; eg, “Air pollution causes
more deaths than smoking”) followed by ones that agreed with
the messages (27.86%, 292/1048; eg, “Amen, that’s why I quit”)
or sought clarifications (6.97%, 73/1048; eg, “Any ideas on
how to end this epidemic?”).

Discussion

The findings support our hypothesis. Exposure to tobacco
prevention health messages on social media stimulated primarily
healthy rather than toxic contributions. However, negative and
toxic comments mostly disagreed with the health messages.
The use of toxic language constitutes incivility online, which
is also shown to exacerbate polarity of opinions on social media
[28], thus generating more incivility [29]. In general, incivility
in online discourse is predominant in social media involving
the communication of scientific data or findings [30]. Prevalence
of such incivility counteracts public health efforts to educate
and inform the public about scientifically proven health risks
of tobacco use.

Managing toxic comments on social media is a crucial issue to
be addressed for successful health campaigns. Previous research
also suggests that public health campaigns on social media may
make public health groups a target for counter campaigns with
a large volume of anticampaign posts questioning the intent or
scientific basis of the messages [11,12]. As such, it is crucial
to incorporate comment moderation protocols into tobacco
prevention campaigns on social media. This could include
automated moderation tools that detect toxic comments to
support fast response and moderation [26,31-34], educating the
public about conversational techniques that sustain the
productivity of online discourses, or deletion of toxic comments
and suspension of associated accounts.

There is a need to address symptoms of polarity on social media
such as language toxicity or use of negative tone in future health
campaigns in the form of counterargumentation or effective
moderation of these discussions. Current community standards
developed by social media platforms attempt to address this
issue by defining benchmarks and policies for online discourse
[35,36]. For this health campaign experiment, we blocked 26
users (2.1%; 26 on Facebook, 0 on Twitter, and 0 on Instagram)
and deleted 2 of the 1242 comments (0.16%; 2 on Facebook, 0
on Twitter, and 0 on Instagram) that used toxic or particularly
offensive language (eg, “Get that stick out of your ass,” “Babies
don’t smoke but they may have cancer too,” and “Stop
bombarding Facebook with the no smoking bullshit”). Future
work may consider a larger sample of posts from blocked users

in terms of the tone, agreement with campaign messages, and
nature of contribution. To safeguard free speech online, a
moderator could respond to comments that use toxic language
and a negative tone using countermessaging strategies to engage
those individuals in further dialogue. Emerging evidence
suggests that styles of interactive moderation, where moderators
request individuals using uncivil or toxic language to use more
civil language, differ in their effectiveness [37]. Ziegele et al
[37] found that social style of moderation (eg, moderation
involving complementing comments informally or creating an
informal and pleasant discussion) was associated with decreased
incivility. Regulative style of moderation (eg, regulation
involving checking for facts complaining about comments,
requesting more civil behavior, or pointing to violations of rules)
was linked to increased incivility [37]. More work at the
intersection of moderation style and counter speech language
strategy is needed to address increasing toxicity online. Online
health-related campaigns can also benefit from automated
detection of incivility, including use of toxic language. Recent
efforts to leverage artificial intelligence to identify and address
specific behaviors can also play a crucial role in managing the
undesirable effects of uncivil discourse [38]. Future
interventions can also develop automated alerts for toxic
language to inform a moderator that a comment should be
looked at.

The reactance theory offers a useful framework to contextualize
findings. Most of the negative or toxic comments disagreed
with the prevention messages. Toxicity and negative tone, as
such, appear to be symptoms of reactance to health messages.
Evidence also suggests that reactance to persuasion messages
can also lead to source degradation, which is defined as the use
of aggression or hostility toward a threatening agent [39]. Thus,
minimizing audience reactance to a message is key. Tactics to
do this include avoiding overtly freedom-threatening language
(eg, telling people they must stop smoking) [40], emphasizing
the audience’s freedom to choose [40], avoiding attacks to one’s
identity as a smoker [19], and complementing fear-producing
messages with an efficacy boosting message (eg, if a message
discusses connections between smoking and lung cancer, it
should also provide concrete ways for users to stop smoking)
[38]. Additionally, because toxic online comments may bias
other users against the health message or message source,
campaigns can take steps to prevent this from happening.
Inoculation theory provides one pathway to accomplish this.
This approach involves “inoculating” the audience against
possible counterclaims or opposing messages, (eg, warning an
audience that “Some argue that vaccines cause autism but
science has proven that this is not true”). Allowing the audience
to be aware of potential counterattacks to the message can help
them better resist said counterattacks and can potentially address
reactance and improve health outcomes [41]. Future research
can investigate associations between the audience response and
inoculation strategies for tobacco prevention campaigns.
Developing methods to assess reactivity to health message
exposure on social media platforms and examining the nature
of online engagement with health messages also offers valuable
directions for future work.
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Our findings should be viewed in light of several limitations.
First, results pertain to public reactions to a specific
health-related context of smoking prevention. Future studies
may use the automated tool used in this study to examine
reactions in other health contexts. Our data is also limited to
three social media platforms (Twitter, Instagram, and Facebook)
and may not be generalizable to other platforms such as Reddit,
YouTube, or SnapChat. Blocking users associated with toxic
comments during the campaign may have potentially biased the
contribution and tone of the subsequent comments. Future
studies may consider examining the effects of toxic comments
on subsequent discussions in online health campaigns. In this
study, two members of the research team undertook content
moderation decisions. We were unable to measure the
effectiveness of different moderating strategies such as blocking
versus hiding toxic comments. Excluding blocked comments,
potentially predominantly toxic, from the analytic sample may
have influenced the proportion of toxic comments in our final
sample. Moderators also did not respond to any public
comments, which may or may not have impacted the trajectory
and quality of conversations. Another limitation of this study
pertained to treating each comment, including replies to other

users’ comments (73/1242, 5.9% of the analytic sample), as an
independent unit of observation. While the sample of replies to
other users’ comments was small, it may have influenced the
proportion of coding categories to some extent. We were unable
to test associations between some of the categories (eg,
”mentions of government agency” and ”agreement;” “mentions
of government agency” and “toxicity”) due to low sample sizes.
We were also unable to characterize blocked user comments in
terms of their agreement with the campaign message, tone, and
nature of contribution due to low sample sizes.

Our research offers insights about the nature of public response
to tobacco prevention messages. While revealing concerning
trends of toxicity and use of negative tone while expressing
disagreements with the prevention messages, our findings also
encourage the use of social media to promote dialogue about
controversial health topics such as smoking. Future health
interventions should develop methods including
technology-enhanced techniques to manage toxic user comments
and to educate social media users about the harmful effects of
toxicity and negative tone in the overall discourse about public
health issues.
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Abstract

Background: In the context of the mostly generalized HIV epidemic in Côte d’Ivoire, key populations bear a higher burden of
HIV than that borne by the general reproductive-aged population. Mathematical models have demonstrated the significant potential
impact and cost-effectiveness of improving the coverage of HIV prevention and treatment services for key populations in Côte
d’Ivoire. However, in 2019, coverage of these services remained limited by multiple intersecting stigmas affecting key populations,
necessitating the study of innovative implementation strategies to better meet the needs of those most marginalized. Here, we
leverage programmatic data to compare the effectiveness of the enhanced and traditional peer outreach approaches in reaching
and providing community HIV testing to female sex workers not readily engaged in HIV prevention and treatment services in
Côte d’Ivoire.

Objective: The aim of this study was to describe the characteristics of female sex workers reached by the LINKAGES project
in Côte d’Ivoire with enhanced peer outreach and traditional peer outreach and to compare HIV-related outcomes between the
women reached by both strategies.

Methods: Deidentified routine programmatic data collected as part of LINKAGES Côte d’Ivoire between October 2017 and
April 2018 were used in these analyses. Demographic characteristics and HIV indicators including HIV testing history, HIV
case-finding, linkage to HIV treatment, and treatment initiation were assessed using descriptive statistics. Differences in these
indicators were compared by outreach strategy using Pearson chi-square tests.

Results: There were 9761 women reached with enhanced peer outreach and routine peer outreach included in these analyses.
The overall case-finding rate in the sample was 7.8% (698/8851). Compared with women reached by routine outreach, those
reached by enhanced peer outreach were more likely to have previously been tested for HIV (enhanced: 1695/2509, 67.6%;

routine: 4302/7252, 60.0%; χ2
1=43.8; P=.001). The enhanced peer outreach approach was associated with a higher HIV case-finding

rate (enhanced: 269/2507 10.7%; routine: 429/6344, 6.8%; χ2
1=32.3; P=.001), higher proportion of linkage to treatment (enhanced:

258/269, 95.9%; routine: 306/429, 71.3%; χ2
1=64.4; P=.001), and higher proportion of treatment initiation (enhanced: 212/269,

78.8%; routine: 315/429, 73.3%; χ2
1=2.6; P=.11). Women reached by both approaches were categorized as high risk for HIV-related

behaviors such as condomless sex and number of sex acts in the previous week.

Conclusions: These analyses suggest that the novel peer-referral strategy, the enhanced peer outreach approach, was effective
in reaching female sex workeres in Côte d’Ivoire with demonstrated acquisition risks for HIV and who had not been effectively
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engaged by routine outreach approaches. Scaling up novel strategies such as enhanced peer outreach in the context of differentiated
service models may be needed to optimize HIV prevention and treatment outcomes for key populations in Côte d’Ivoire.

(JMIR Public Health Surveill 2020;6(4):e18000)   doi:10.2196/18000

KEYWORDS

female sex workers; HIV; Côte d’Ivoire; programmatic data; peer referral

Introduction

Among countries in West and Central Africa, Côte d’Ivoire has
one of the more broadly generalized HIV epidemics [1,2].
However, there is still a disproportionate burden of HIV among
key populations, including female sex workers [3-6]. Compared
to the HIV prevalence of 3.3% among women of reproductive
age, the estimated prevalence for female sex workers is 7.5%
[7]. Modeling studies [8,9] using data from Côte d’Ivoire have
shown that allocating resources to improve HIV services to
achieve the 90-90-90 targets set by the Joint United Nations
Programme on HIV/AIDS (UNAIDS) among key populations
by 2020 could avert 30% of new infections in the country [10].
Financing such HIV services was shown to be associated with
an estimated 2% increase in the country’s current health care
budget compared to an increase of approximately 14% for
services which target Côte d’Ivoire’s entire population [9].
Addressing the HIV epidemic among key populations has been
demonstrated to represent an essential and cost-effective
component for the overall HIV response, particularly in the
context of declining HIV funding in the country [9].

While HIV prevention and treatment services are available in
existing health infrastructure, several factors interact to act as
barriers to the uptake of these services. A systematic review
[11] assessing the uptake of HIV testing among female sex
workers found that, apart from demographic characteristics and
risk behaviors, there were factors such as cost and time in
accessing health care facilities, HIV testing policy shortcomings
in confidentiality, and cost of health care impact uptake.
Additionally, policies that specifically criminalize key
populations and intersectional stigmas have resulted in limited
coverage of these services among key populations [12,13].
Among female sex workers, legal barriers to practicing sex work
have perpetuated physical and sexual violence. More than half
of the female sex workers enrolled in a recent survey in Côte
d’Ivoire reported experiencing physical violence and almost
half had reported sexual violence [14]. Notably, violence against
female sex workers impacts both the provision and uptake of
HIV services, resulting in suboptimal health outcomes
[11,14-16]. For female sex workers living with HIV, the
intersectional stigmas associated with living with HIV and being
a sex worker limit the uptake of and adherence to antiretroviral
therapy, ultimately resulting in poor health outcomes among
female sex workers and increasing the likelihood of onward
transmission of HIV [17].

Given barriers to the uptake and provision of services for key
populations in traditional health care settings, there have been
widespread efforts to differentiate HIV prevention and treatment
services for key populations, including the implementation of
decentralized services. Differentiated HIV service delivery

approaches aim to both be client-centered and to reduce the
burden on the health system [18-21]. Elements of differentiated
care include tailoring service frequency and intensity to the
needs of clients, offering services in a range of locations, and
task shifting services to different types of providers, including
lay and peer providers who may themselves be members of key
population communities [19,20]. While differentiated care
models have mainly been used for decentralizing care for
individuals stable on antiretroviral therapy or for antiretroviral
therapy delivery, differentiated care may also be applied to
different steps along the HIV care continuum [21-23].

In key population communities, differentiation efforts have
included a focus on community-based and peer-driven
approaches to meet and serve key population community
members in environments that facilitate disclosure of key
population-status and uptake of services by reducing stigma
associated with accessing health care at facilities [21,24,25].
For example, in West Africa, HIV self-testing kits distributed
through community outreach mechanisms have reached key
populations who often had no history of HIV testing [26]. In
addition, community-led peer education, condom distribution,
and STI/HIV screening and treatment have all demonstrated
impact in addressing traditionally marginalized communities
at high risk of HIV [23,25]. Other studies have consistently
shown that community-led programs that incorporate
biomedical, behavioral, and structural approaches can support
improved prevention and treatment outcomes [25].

Despite the promise that these decentralized community outreach
approaches hold for addressing the epidemic among stigmatized
populations, they may still not reach those who are most
marginalized. Instead, they may repeatedly reach key
populations who are already engaged while missing individuals
who do not routinely present for prevention services during
community-based outreach and, therefore, who may be at greater
risk for HIV acquisition and transmission [24]. To address this
limitation, researchers and program implementers are
increasingly using approaches that leverage networks of key
population members to engage with individuals who may not
be easily accessible through traditional outreach methods.
Methods which rely on social and sexual networks of key
populations have been useful in recruiting individuals in research
endeavors that aim to understand HIV-related behaviors among
key populations. Respondent-driven sampling, a technique that
uses a peer-to-peer referral mechanism to directly recruit
individuals in a given social or sexual network, is an example
of a peer-based recruitment method and is commonly used in
research studies to recruit marginalized populations [27,28].
Where these approaches have been used as interventions by
HIV programs, they have been shown to increase the uptake of
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HIV testing and have been effective in improving HIV and other
STI case-finding [29,30].

The enhanced peer outreach approach is a programmatic strategy
modeled after respondent-driven sampling developed by the
United States Agency for International Development– and
President's Emergency Plan For AIDS Relief–supported
LINKAGES project to expand HIV services to key populations
who have not previously engaged or who do not frequently
engage with HIV programs [24,31]. A significant difference
between enhanced peer outreach and research-oriented
peer-based recruitment methods is that enhanced peer outreach
aims to reach those at highest risk of HIV whereas other
approaches aim to engage a more diverse sample of the key
population community to increase the generalizability of the
results. Similar to respondent-driven sampling though, enhanced
peer outreach incorporates performance-based incentives and
leverages social networks to improve HIV case-finding.
Specifically, these approaches are based on the premise of
shared social networks between individuals who have and have
not been reached by routine HIV outreach. Leveraging these
networks may result in increased HIV case-finding and linkage
to care [24]. In this study, we describe characteristics of female
sex workers reached by the LINKAGES project in Côte d’Ivoire
through enhanced and routine peer outreach, and compare the
performance of both strategies in improving case-finding and
treatment initiation rates among female sex workers in Côte
d’Ivoire between October 2017 and April 2018.

Methods

LINKAGES Project
LINKAGES is a global project that has worked in over 30
countries to reduce HIV transmission, increase case
identification, improve treatment initiation and adherence, and
achieve viral suppression among key populations [32]. The
LINKAGES project works by partnering with governments,
local community-based organizations, and the private sector to
increase reach to key populations most at risk for HIV
acquisition and transmission and expand access to
comprehensive HIV prevention and treatment services [32].

The LINKAGES project routinely uses a community-led peer
outreach approach to engage with key population members and
provide a standardized HIV prevention package including
testing, provision of condoms and lubricants, screening for other
sexually transmitted infections, and counseling [31,32]. Peer
outreach workers are themselves key population members and
are recruited and trained by the local community-based
organization implementing partners to deliver HIV prevention,

testing, and adherence support services to other key population
members who frequent hotspots or visit established clinical
partners [24,31].

To expand service delivery to key populations who may not be
reached through routine peer outreach, LINKAGES developed
an enhanced peer outreach approach [24]. With enhanced peer
outreach, trained peer outreach workers invite members of key
populations to become peer mobilizers [24]. peer mobilizers,
in turn, are given coupons by the peer outreach workers and
asked to reach out to their social and sexual networks to
encourage high-risk peers to get tested for HIV and seek other
related services. Peer mobilizers and outreach workers are
incentivized if the peers recruited are eligible for testing,
accessed services, and agreed to an HIV test [24]. Although
peer mobilizers are not formally trained, they are familiarized
with the project, the enhanced peer outreach process, how to
select potential participants, and how to distribute coupons [24].
Successfully recruited peers may themselves be encouraged to
become peer mobilizers to bolster recruitment; however, it is
not required. The coupons distributed have a unique code that
links the tested peer to the outreach worker and peer mobilizer
who gave out the coupon. The coupon code aids incentivization
and helps track which networks were successful in recruiting
newly diagnosed individuals. Eligibility for enhanced peer
outreach is based on being a self-reported member of the key
population, not having previously engaged with an HIV
program, or not having been tested for HIV in the previous 3
months. Individuals are also considered to be eligible if they
engaged with the program but had not been tested for HIV in
the previous 3 months.

In Côte d’Ivoire, LINKAGES implemented the routine peer
outreach approach year-round across 26 health districts while
the enhanced peer outreach approach was conducted with 6
community-based organizations focused on female sex workers
from March 19, 2018 to April 13, 2018 in 11 of the 26 health
districts, including a mix of urban, peri-urban, and rural sites.
Although community and facility testing are offered in the
program in Côte d’Ivoire, testing was more frequently carried
out in the community. Peer outreach workers and peer
mobilizers received XOF 1500 (XOF: West African CFA Franc;
approximately US $2.50) for every newly enrolled female sex
worker who was eligible for HIV testing and, if the female sex
worker was newly diagnosed with HIV, the peer outreach
worker and the newly diagnosed female sex worker each
received XOF 1500 ($2.50) to cover the cost of transportation
to a treatment facility. The implementation details of enhanced
peer outreach during the study period are presented in Table 1.
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Table 1. Implementation details of the enhanced peer outreach approach in Côte d’Ivoire.

DetailsCharacteristic

Female sex workersPopulation

March 19, 2018 - April 13, 2018Implementation dates

Sites

11n

Abidjan (2; Adjame and Attecoube), Anyama, Adzope, Daloa, Divo, Yamoussoukro, Bouake (3; Bouake

Sud, Bouake Nord-Est and, Bouake Nord-Ouest)a, Bongouanou

Health districts

Mix of urban, peri-urban, and ruralType

Selection criteria

Sites recognized in previous quarters has having low case-finding rates and a large key population size were
prioritized as they could be potential sites with a high unmet need for HIV testing services.

Low case-finding rate

Sites with a higher number of HIV positive cases in the previous quarter were targeted to maximize reach,
increase case-finding, and achieve saturation among the key population networks.

Sites with higher case-finding rates

Community-based organizations

8n

Blety, Espace Confiance, Arc-En-Ciel Plus, Alternative-CI, Asapsu Yamoussoukro, RSB, GBH, SAPharmOrganizations

78Peer outreach workers, n

312Peer mobilizers, n

Based on performance (size of their network and ability to create more at risk key populations)Why were these peer outreach workers
and peer mobilizers chosen?

Incentives

XOFb 1500For every new key population indi-
vidual tested

XOF 3000 (1500 each to the individual and the peer outreach worker)Key population individual enrolled
(tested HIV-positive)

aSouth Bouake, Northeast Bouake, and Northwest Bouake, respectively.
bXOF: West African CFA franc.

Data Collection
The data used in this study were deidentified routine
programmatic data that had been collected as part of the
LINKAGES project in Côte d’Ivoire. These data, representing
a single time point for each client during the year, were extracted
from routinely collected data entered into electronic databases
from paper-based forms by implementing partners in 23 of the
26 health districts in Côte d’Ivoire between October 2017 and
September 2018 (2018 fiscal year).

The standard forms used by LINKAGES’implementing partners
for program monitoring collected demographic information
from clients reached, including age, gender, and key population
member status. HIV risks of key populations were also
characterized based on self-reported answers to questions related
to sex work debut, number of sex acts in the past week, and
condom use during their last sex encounter (Table 2). Data
related to HIV testing, diagnosis, and treatment initiation were
captured on the forms, as well as data to determine whether
female sex workers had been reached through routine peer
outreach or enhanced peer outreach.

Table 2. Risk evaluation categories for female sex workers reached by the LINKAGES program.

High riskMedium riskLow riskCriteria

19 years or youngerBetween 20 and 24 years25 years or olderAge at sex work debut

More than 21 sex actsBetween 7 and 21 sex actsFewer than 7 sex actsNumber of sex acts in previous week

NoN/AYesCondom use during last sex encounter

Data Quality
At the end of each week, partners submitted data summaries to
the LINKAGES central program office showing the number of
key population individuals who were newly recruited, tested

for HIV, newly diagnosed with HIV, and initiated on
antiretroviral therapy. All data were validated on a regular basis
following the established processes for data quality assurance.
Weekly summary reports submitted by partners to the program
office were compared with source documents such as registers
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and other intake forms in the partner office to ensure
consistency. If discrepancies were observed in the data, then
reasons for the discrepancies were ascertained and noted, and
the data in the summary reports were adjusted to be consistent
with those in the source documents.

Statistical Analyses
All program participants included in these analyses were female
sex workers who were reached in districts where both
approaches were carried out. A female sex worker was defined
as a cisgender woman whose majority of income in the past 12
months came from goods or money received in exchange for
sex. In these analyses, individuals were tested if they reported
no history of HIV tests, or if they had previous testing history
but had not been tested for HIV in the previous 3 months, and
they did not already know whether they were HIV positive. The
HIV case-finding rate was defined as the proportion of
previously undiagnosed HIV cases among those who were
tested.

Demographic characteristics of all program clients included in
our analyses, including age and geographic region, and HIV
indicators of number newly tested, number of new diagnoses
of HIV, prevalence, linkage to HIV treatment, and HIV
treatment initiation were assessed using descriptive statistics.
Pearson chi-square tests were used to compare the crude
relationship between outreach approach and age, HIV testing
history, HIV risk evaluation categories, HIV case-finding rate
among those tested, linkage to care, and treatment initiation. A
significance level of P<.05 was used for all analyses. Analyses
were carried out using STATA (version 15; Stata Corp LLC)
and Excel (2016, Microsoft Inc).

Ethical Considerations
This analysis was reviewed by the FHI 360 Protection of Human
Subjects Committee and classified as nonhuman research since
the data did not contain individual identifiers.

Results

Overall Demographic Characteristics and HIV
Outcomes
Data records were available for a total of 18,889 female sex
workers who were reached by the LINKAGES program between
October 2017 and April 2018. Data between May and September
2018 were excluded from these analyses because the time period
coincided with a different outreach approach. Additionally, of
the 23 health districts where the LINKAGES program was
implemented, data for both enhanced peer outreach and routine
outreach were available in 8: Adjame, Attecoube, Adzope, Divo,
Bouake N-Ouest, Anyama, Daloa, and Yamoussoukro (Table
3). Therefore, the analyses were carried out using data for the
9761 women reached in these 8 health districts where the data
from the 2 outreach approaches were available. Of the 9761
women, 83% (8049) were older than 20 years of age; the
majority (8851/9761, 91%) of female sex workers in the
analytical sample were tested in the 2018 fiscal year. Of the
tested participants, 90% (7967/8851) tested negative while 8%
(698/8851) were diagnosed with HIV. The prevalence of HIV
in the sample, including previously diagnosed female sex
workers, was 8.7% (847/9761). Among the female sex workers
who were newly diagnosed with HIV, 81% (564/698) were
linked to treatment while 76% (527/698) were initiated on
treatment, representing 93% (527/564) of all those who were
reported to be linked to care.

Table 3. Geographic distribution of a sample of female sex workers reached by enhanced peer outreach approach and routine peer-based outreach
strategies in Côte d’Ivoire between October 2017 and April 2018.

Routine peer outreach (n=7252), n (%)aEnhanced peer outreach (n=2509), n (%)aTotal (N= 9761)Site

1651 (72.5)627 (27.5)2278Adjame

4 (2.7)142 (97.3)146Adzope

295 (92.5)24 (7.5)319Anyama

666 (63.4)385 (36.6)1051Attecoube

538 (54.0)458 (46.0)996Bouake N-Ouest

1352 (81.9)299 (18.1)1651Daloa

1391 (78.0)392 (22.0)1783Divo

1355 (88.2)182 (11.8)1537Yamoussoukro

aPercentage of women of the district total (in column 2).

Comparison of Routine and Enhanced Peer Outreach
Approaches
The age distribution and HIV outcomes of the female sex
workers reached by enhanced peer outreach and the routine peer
outreach in the districts where both approaches were carried
out and included in the analysis are presented in Table 4.
Standard outreach occurred throughout the duration of the study
while enhanced peer outreach took place between March 19,

2018 and April 13, 2018. The total number of women reached
in the districts where both approaches were carried out was
9761 and those reached by enhanced peer outreach represented
26% of the sample (2509/9761). Participants reached by
enhanced peer outreach were more likely to be older than 20

(n=9761; χ2
1=33.4; P=.001), and more likely to report that they

had previously been tested for HIV (n=9761; χ2
1=43.8; P=.001).

Compared to female sex workers reached by standard peer
outreach, women reached by enhanced peer outreach were more
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likely to be categorized as medium risk for numbers of sex acts
in the past week, while those reached by the standard approach
were more likely to be categorized as high risk for number of

sex acts in the past week (n=9761; χ2
2=306.6; P=.001). Women

reached by enhanced peer outreach were also more likely to be
categorized as medium or high risk for low age of sex work

debut (n=9761; χ2
2=341.1; P=.001) and high risk for condom

use at last sex act (n=9761; χ2
1=293.0; P=.001).

The HIV case-finding rate was higher with enhanced peer
outreach compared to that of routine peer outreach (n=8665;

χ2
1=35.25; P=.001). Furthermore, compared to routine peer

outreach, enhanced peer outreach was more likely to lead to

linkage to treatment (n=698; χ2
1=64.4; P=.001) and treatment

initiation; however, the difference in treatment initiation was

not statistically significant (n=698; χ2
1=2.6; P=.11).

Additional sensitivity analyses during 2 different 26-day time
periods (at the beginning of the fiscal year and 1 month before

implementation of the enhanced peer outreach approach,
excluding the month of March to prevent any potential overlap)
were carried out (Multimedia Appendix 1). In the analysis using
the beginning of the fiscal year (Multimedia Appendix 1), 3187
female sex workers were reached by both approaches with
women reached by routine approach representing 21%
(684/3187) of the sample. The demographic and behavioral risk
distribution were similar to those observed in the main analyses

(n=3078; χ2
1=3.07; P<.001), and the case-finding rate for routine

approach was 8.2% (47/567) while the rate for the enhanced
peer outreach approach remained as 10.7% (268/2489). Linkage
to treatment was high in both groups but remained higher for

women reached by enhanced peer outreach (n=315; χ2
1=8.64;

P<.001). Treatment initiation was lower for women reached by
enhanced peer outreach; however, the difference was not

statistically significant (n=315; χ2
1=8.64; P=.32). Similar results

were observed using the 26-day time period before enhanced
peer outreach approach implementation (Multimedia Appendix
1).
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Table 4. Comparison of age and other HIV-related indicators by outreach approach.

P valueChi-square test (df)Routine peer outreach
(n=7252)

Enhanced peer outreach
(n=2509)

Characteristics

.00133.4 (1)Age categories

1366 (18.8)345 (13.8)≤20

5885 (81.2)2164 (86.3)>20

1 (<1)0Missinga

.00143.8 (1)Ever previously tested

2855 (39.4)804 (32.0)No

4352 (60.0)1695 (67.6)Yes

45 (0.6)10 (0.4)Missinga

.001306.6 (2)Number of sex acts in the past week

2400 (33.1)529 (21.1)Low risk (<7 sex acts )

2471 (34.1)1367 (54.5)Medium risk (7-21 sex acts)

2114 (29.2)581 (23.1)High risk (>21 sex acts)

267 (3.7)32 (1.3)Missinga

.001341.1 (2)Age of sex work debut

2524 (34.8)400 (15.9)Low risk (≥25 years old)

2781 (38.4)1312 (52.3)Medium risk (20-24 years old)

1684 (23.2)762 (30.4)High risk (≤19 years old)

263 (3.6)35 (1.4)Missinga

.001293.0 (1)Condom use at last sex act

3883 (53.5)1106 (44.1)Low risk (yes)

3101 (42.8)1387 (55.3)High risk (no)

268 (3.7)16 (0.6)Missinga

.00135.3 (1)HIV case-finding rate (n=8851)b

429 (6.8)269 (10.7)Positive test result

5742 (93.1)2225 (89.2)Negative test result

173 (2.7)13 (0.52)Missinga

.00164.4 (1)Linked to treatment (n=698)c

123 (28.7)11 (4.1)No

306 (71.3)258 (95.9)Yes

.112.6 (1)Treatment initiation (n=698)c

114 (26.6)57 (21.2)No

315 (73.4)212 (78.8)Yes

aMissing categories excluded from statistical tests.
bAmong female sex workers who were tested.
cAmong female sex workers who were newly diagnosed with HIV.

Discussion

Principal Findings
In this study, 2 community-based outreach strategies were
compared, both focused on engaging female sex workers in

HIV testing and prevention services in Côte d’Ivoire. This study
suggests that leveraging peer referral networks for HIV testing
through the enhanced peer outreach approach may be an efficient
strategy for reaching female sex workers for testing and
diagnosis in Côte d’Ivoire. Results suggest that the enhanced
peer outreach approach was able to reach female sex workers
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who had moderate to high HIV behavioral risks. There were
improvements in case-finding rates for both approaches
compared to those in the previous fiscal year (6% for enhanced
peer outreach and 2% for standard outreach in the previous
fiscal year) [24], and compared to the routine outreach, newly
diagnosed individuals reached by enhanced peer outreach were
more likely to be integrated into HIV care than those who were
reached by the routine outreach approach.

The high case-finding rates observed in the program overall and
in women reached by enhanced peer outreach compared to
routine outreach, coupled with increases in case-finding from
the previous year, highlight the potential utility of using targeted
and differentiated service delivery approaches. Awareness of
HIV status remains a critical step in meeting targets set by
UNAIDS to reduce the global burden of HIV by 2030 [10].
Individuals who are diagnosed can be referred for antiretroviral
therapy and those who are uninfected can benefit from
appropriate risk-reduction counseling and prevention services
such as the provision of condoms or pre-exposure prophylaxis
treatments. Given that enhanced peer outreach was implemented
to reach key populations who do not readily engage with health
services, women diagnosed through the approach may have
otherwise continued to transmit HIV or may have been identified
at a later stage of disease progression, ultimately challenging
HIV epidemic control. Mathematical modeling studies in Côte
d’Ivoire suggest that HIV prevention and treatment services
targeted to key populations could be the most cost-effective
way to improve HIV control efforts in the country by averting
up to 30% of new infections [9]. Since peer referral approaches
have been well established as useful in recruiting marginalized
populations for research studies and have previously been
leveraged as intervention tools to influence HIV-related behavior
and improve HIV outcomes [33,34], enhanced peer outreach
could be used not only to increase testing uptake—an important
application for differentiated care at the first step of the
cascade—but also to promote HIV prevention knowledge,
pre-exposure prophylaxis and condoms, thus modifying risk
behaviors within networks [28,35]. However, these approaches
have rarely been taken to scale limiting their public health
impact to date [23,36]. Characterizing optimal implementation
strategies to maximize impact and sustainability requires
engagement with a broad range of stakeholders under the
leadership of government and community actors [23,36].

While linkage to treatment and treatment initiation among
female sex workers reached through LINKAGES was
encouraging, 25% of the newly diagnosed women did not initiate
treatment, indicating gaps in the second 95 target set by
UNAIDS [10]. Given the high HIV prevalence observed in this
sample, there is need for implementing novel linkage strategies
together with the case-finding approaches evaluated here. An
allowance of up to 1500 XOF for transportation to antiretroviral
therapy facilities was provided to all female sex workers
diagnosed with HIV who had been reached by enhanced peer
outreach, and to the peer outreach worker involved in HIV
diagnosis, to ensure linkage to treatment occurred; no difference
was observed with treatment initiation by group, indicating that
there might be a need for additional strategies to ensure those
who link to treatment facilities initiate antiretroviral therapy

and are retained. While the latest HIV treatment guidelines in
Cote d’ Ivoire recommend immediate antiretroviral therapy for
all persons diagnosed with HIV regardless of CD4 count, it is
possible that budgetary constraints in clinical settings in Côte
d’Ivoire hamper the implementation of immediate antiretroviral
therapy initiation for some of those diagnosed [37].

All of the community-based organizations involved in the
outreach approaches evaluated here were key population–led,
or at least trained, to be competent in addressing the needs of
key population reinforcing the importance of the role of key
population–led organizations in improving HIV outcomes within
their communities. With high levels of stigma still facing key
populations in many regions of the world, key population–led
organizations are increasingly recognized as central to reaching
and effectively providing care to members of key population
communities who may desire to access care but fear
discrimination [38]. Moreover, evidence exists that community-
and peer-driven approaches such as these are effective in
improving not only testing but also in reducing incidence and
improving treatment initiation and adherence [25,39].

These data were collected though programmatic surveillance
and represent real-world settings. This study is an example of
how data collected by community-based HIV programs may
be used to answer epidemiological questions. Dedicated
epidemiological studies can be prohibitively expensive and
leveraging programmatic data collection to understand
populations and inform program implementation provides an
opportunity for efficiently and effectively addressing the
epidemic. Moreover, as funding to carry out research studies
becomes limited and the HIV epidemic continues, there is a
need to better utilize routinely collected program data to address
existing knowledge gaps [40].

Our findings should be interpreted with consideration of several
limitations. The data used in this evaluation were program data.
While program data may fill existing knowledge gaps, these
data were not collected for research purposes. Therefore, lapses
in information and inconsistencies in data collection or data
entry may have affected our results. Even with routine data
quality assurance measures taken by the program, discrepancies
in data entry and missing data were common, limiting our ability
to use some variables that may have contributed to the rigor of
these analyses and impacting the interpretation of our findings.
Furthermore, these data were collected in one time period in
one fiscal year. It is possible that similar results may not be
observed in other time periods. Comparisons of findings at other
time points could have strengthened these analyses. However,
results from a recent study [24] using data from the previous
fiscal year indicate an increasing trend in new HIV diagnoses.
Given that the enhanced peer outreach approach was carried
during a 1-month period of the fiscal year, an analysis comparing
both approaches within the same time period would have been
preferable. However, focusing on the part of the program to
reach more high-risk individuals during the time period that
enhanced peer outreach was carried out meant that virtually all
key populations reached during the time period were recruited
through the enhanced peer outreach approach limiting our ability
to effectively carry out a comparison during the same time
period. Nevertheless, we have included sensitivity analyses

JMIR Public Health Surveill 2020 | vol. 6 | iss. 4 | e18000 | p.153https://publichealth.jmir.org/2020/4/e18000
(page number not for citation purposes)

Olawore et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


using the 26-day period at the beginning of the fiscal year and
an additional 26-day period before the implementation of
enhanced peer outreach approach as comparisons, and the
interpretations of our findings remained the same. Incentives
provided to peer outreach workers and peer mobilizers could
have introduced participation bias and differential recruitment
by approach impacting the representativeness of our findings
and enhanced peer outreach approach if implemented as an
intervention in Côte d’Ivoire. Thus, implementation could be
carried out systematically and targeted in only populations where
effectiveness has been shown. Additionally, monetary incentives
could be substituted with small nonmonetary prizes which are
potentially more scalable. Engagement with local stakeholders
is needed to ensure the most cost-effective approach to scaling.
The LINKAGES program in Côte d’Ivoire is a community-based
program and only followed key population peers until linkage
to treatment. Other partners tracked and monitored viral load
in persons living with HIV after antiretroviral therapy initiation;
therefore, the ability of the LINKAGES to monitor treatment
initiation is limited. The lack of statistical significance in
treatment initiation comparing enhanced peer outreach approach

and standard outreach (n=698; χ2
1=2.6; P=.11) may therefore

be due to gaps in data. Findings may not be generalizable to
other regions, and since the program participants represented
in our data were female sex workers, our results may not apply
to other key populations. However, peer referral has been shown

to be effective for reaching other key populations including men
who have sex with men and people who inject drugs [33,41,42].
The data used here to evaluate the risk profiles of the female
sex workers were limited due to high levels of missing data.
Furthermore, responses to the individual questions which made
up the risk evaluations for women reached by the routine peer
approach were only available as categorized variables therefore
misclassification of risk could have occurred. Finally, all
behavioral data collected were self-reported by clients of the
program, making the findings susceptible to recall and social
desirability biases.

Conclusion
In the context of a large-scale HIV response, there has only
been a 32% decrease in new infections over the last nine years
in Côte d’Ivoire. Epidemiologic and cost-effectiveness data
suggest that targeted approaches may support increased impact
within existing budget envelopes. These analyses demonstrated
that the peer referral–based strategy—enhanced peer
outreach—was effective in reaching those who are at higher
risk for HIV acquisition and transmission and who may not
frequently utilize existing HIV services. Achieving greater gains
with increasingly limited resources necessitates more widespread
implementation of novel approaches that engage communities
traditionally disconnected from HIV prevention and treatment
services in Côte d’Ivoire.
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Abstract

Background: Social media platforms have created a new advertising frontier, yet little is known about the extent to which this
interactive form of advertising shapes adolescents’ online relationships with unhealthy food brands.

Objective: We aimed to understand the extent to which adolescents’ preferences for Instagram food ads are shaped by the
presence of comments and varying numbers of “likes.” We hypothesized that adolescents would show the highest preferences
for ads with more “likes” and comments. We predicted that these differences would be greater among adolescents who were
“heavy social media users” (ie, >3 hours daily) vs “light social media users” (ie, <3 hours daily).

Methods: We recruited Black and non-Latinx White adolescents (aged 13-17 years; N=832) from Dynata, a firm that maintains
online participant panels. Participants completed an online survey in which they were randomized to view and rate Instagram
food ads that either did or did not show comments. Within each condition, adolescents were randomized to view 4 images that
had high (>10,000), medium (1000-10,000), or low (<100) numbers of “likes.” Adolescents reported ad preferences and willingness
to engage with the brand.

Results: Adolescents rated ads with medium or high numbers of “likes” higher than ads with few “likes” (P=.001 and P=.002,
respectively). Heavy social media users (>3 hours/day) were 6.366 times more willing to comment on ads compared to light users
(P<.001).

Conclusions: Adolescents interact with brands in ways that mimic interactions with friends on social media, which is concerning
when brands promote unhealthy products. Adolescents also preferred ads with many “likes,” demonstrating the power of social
norms in shaping behavior. As proposed in 2019, the Children’s Online Privacy and Protection Act should expand online advertising
restrictions to include adolescents aged 12 to 16 years.

(JMIR Public Health Surveill 2020;6(4):e20336)   doi:10.2196/20336
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Introduction

Globally, young people are spending almost 3 hours per day on
social media on average [1]. In the United States, more than
73% of adolescents report using social media daily, 27% of
whom report logging in to at least one platform (eg, Snapchat,
Instagram) each hour of their day [2]. Similar proportions of
adolescents report using social networking sites daily in the
United Kingdom, Australia, India, and Spain [3-6]. Food and
beverage companies recognize the power of social media to
reach young consumers and have greatly expanded their online
presence. For example, one report showed that the digital media
spending of McDonald’s—which is currently 36.1% of its ad
budget—is expected to grow to 43.8% by 2023 [7]. Food
companies also disproportionately market their products to
youth of color, who already experience disproportionate rates
of overweight and obesity [8]. Such targeting is concerning
given the findings from numerous lab studies that youth who
are exposed to food ads consume more food than youth who
are exposed to nonfood ads [9]. In response to evidence on the
link between exposure to food marketing and poor diet [10], 16
countries have now enacted policies that limit child-targeted
food advertising, but only 5 of those countries include
protections for adolescents aged 13 to 17 years, and only 3
address digital media specifically [11]. In the United States,
two bipartisan senators proposed updating the Children’s Online
Privacy and Protection Act (COPPA)—the US federal law
designed to limit the marketing and collection of online data
from children under the age of 13—in 2019 [12] and 2020 [13].
The proposed updates would eliminate racially targeted
marketing practices, further limit companies’ ability to collect
data from children, and expand COPPA protections to include
adolescents younger than 16 years [12,13]. Yet, no studies have
experimentally examined which social media features cause
adolescents to interact with food companies on social media.
Knowing which features trigger adolescents’ engagement with
ads is critical for designing policies to reduce their exposure to
ads.

Social norms theory informs why adolescents may be
particularly susceptible to food ads on social media [14,15].
Adolescents are highly sensitive to peer behaviors [16-18],
reward sensations [19], popularity cues [20], and pressure to
conform [18,21]. Neurologically, the nucleus accumbens—the
reward hub of the brain—of adolescents is more sensitive to
reward compared to that of adults and children [19]. Common
features of social media (eg, “like” button) and its highly
interactive design may capitalize on these features of adolescent
development. One neuroimaging study showed heightened
activity in the nucleus accumbens among adolescents who
viewed their own posts with high numbers of “likes” vs low
numbers of “likes” [22]. In addition, esthetic differences
between posts generated by friends compared to those generated
by companies are subtle, making these ads a stealth threat.

Few studies have examined how adolescents engage with social
media food ads, leaving major gaps in our understanding of
how adolescents relate to brands on social media. One study

found that about 6.2 million adolescents followed 27 food and
beverage accounts on Twitter and Instagram [23], and qualitative
analyses of 2000 social media food ads revealed that food ads
featuring adolescents were 2.38 times more likely to contain
interactive features (eg, encouraging viewers to “like” ads)
compared to posts that featured adults [24]. Other cross-sectional
studies have found that 70% of adolescents in a national sample
“liked,” shared, or followed food and beverage brands on social
media [25], or voluntarily uploaded images that contained a
brand name or referenced a marketing campaign (eg, “Share a
Coke”) [26]. Knowing which ad features cause adolescents to
engage with food and beverage brands is critical for designing
policies that shield adolescents from unhealthy ads.

The aim of the present study was to address these gaps by: (1)
examining the extent to which adolescents’willingness to “like”
and engage with ads depends on whether the ad features low
(<100), medium (1000-10,000), or high (>10,000) numbers of
“likes”; (2) determining how the presence of positive comments
vs no comments influences adolescents’ preferences and
willingness to engage with the ad; and (3) comparing whether
willingness to “like” or engage with the ads differs among
adolescents who report heavy (>3 hours daily) vs light (<3 hours
daily) social media use. We hypothesized that adolescents would
show the highest preferences for ads with many vs few “likes”
and comments, especially among heavy social media users.

Methods

Study Population
We recruited 1044 adolescents aged 13-17 years who identified
as either Black/African American or non-Latinx White to
complete an online survey. We recruited adolescents through
Dynata, a firm that maintains online participant panels and
recruits individuals from other websites, banner ads, and social
media networks. Dynata uses a three-stage randomization
process to recruit for surveys. To reduce selection bias, they
invite interested panelists to “take a survey,” and no additional
details are provided to the participants. Participants complete
a proprietary quality control survey and are randomly assigned
to surveys for which they likely qualify. The firm offers
incentives (eg, cash, lottery, donations to charity) in exchange
for participating in surveys. In the case of this study, parents
were sent a link for this study and a consent form if their
adolescent likely met eligibility criteria. Parents then provided
consent before receiving a link to the assent form and then the
survey was sent to the adolescents.

Of the 1044 adolescents who started the survey, 976 completed
it and 884 correctly answered our data integrity question (ie,
“Type Facebook in the box below.”) Fifty-two adolescents
identified as belonging to a race/ethnicity other than
Black/African American or non-Latinx White, and were
excluded from the analyses. Our final sample included 832
adolescents. Table 1 presents the adolescents’ self-reported
demographic characteristics and social media usage. Secondary
analyses of comparisons by race/ethnicity are in preparation as
a separate study.
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Table 1. Demographic characteristics and social media usage of participants that completed the survey from January to June 2018.

No Comment Conditionb (n=418)Comment Conditiona (n=414)Total sample (N=832)Demographics

14.72 (1.66)14.73 (1.68)14.73 (1.67)Age (years), mean (SD)

Sex, n (%)

217 (51.9)209 (50.5)426 (51.2)Male

201 (48.1)205 (49.5)406 (48.8)Female

Race, n (%)

225 (53.8)220 (53.1)445 (53.5)Non-Latinx White

193 (46.2)194 (46.9)387 (46.6)Black/African American

When do you use social media? n (%)

147 (35.2)158 (38.2)305 (36.7)Right when you wake up

209 (50.0)198 (47.8)407 (48.9)Before school

171 (40.9)138 (33.3)309 (37.2)On the way to school

125 (29.9)133 (32.1)258 (31.0)At school

202 (48.3)179 (43.2)381 (45.8)During lunch

176 (42.1)147 (35.5)323 (38.8)On the way home from school

274 (65.6)290 (70.1)381 (67.8)After school

136 (32.5)128 (30.9)264 (31.7)While doing homework

185 (44.3)205 (49.5)390 (46.9)After doing homework

71 (17.0)87 (21.0)158 (19.0)During dinner

254 (60.8)243 (58.7)497 (59.7)Before bed

120 (28.7)114 (27.5)234 (28.1)Right before going to sleep

Do you have…? [check all that apply] n (%)

293 (70.8)289 (69.1)582 (70.0)Instagram

355 (84.9)355 (85.8)710 (85.3)Facebook

209 (50.5)201 (48.1)410 (49.3)Snapchat

30 (7.2)41 (9.9)71 (8.5)Tumblr

189 (45.2)205 (49.5)394 (47.4)Twitter

2.55 (1.19)2.66 (1.17)2.60 (1.20)Average number of social accounts per participant based
on responses to question above, mean (SD)

80 (19.5)87 (21.3)167 (20.1)Have you ever made a purchase through social media?
n (%)

aComment Condition included ads that were Photoshopped with comments from Instagram users. We included comments that were positive in nature
(eg, “I love [brand name]! Please sponsor me! [heart emoji]”).
bNo Comment Condition included ads with the comment panel left blank, to appear as though Instagram users had not commented on the ad.

Survey Procedures
Before data collection, we first tested the survey by having the
research team take the survey and give feedback on its usability.
Subsequently, Dynata representatives responsible for fielding
our survey to their panelists tested the survey compatibility with
their internal systems to ensure that participants could not take
the survey more than once. They also tracked participants
internally based on assigned user IDs to ensure that the
participants would receive incentives. Parents provided informed
consent, and adolescents provided assent after being given
investigator contact details, being told that no identifying
information would be collected and the survey would take about

15 minutes to complete, and that the study would involve
viewing and rating images of consumer products. Adolescents
then completed the online survey with a median completion
time of 19 minutes. The online survey was hosted on Qualtrics,
and Dynata required adolescents to complete the survey on a
computer because the small screens on phones or tablets make
it difficult to view the ads. Data were collected and analyzed in
2018. The New York University School of Medicine
Institutional Review Board approved the study.

Grouping
To select potential brands to include as stimuli, we searched
the Instagram accounts of the fast food, beverage, and snack
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accounts with the most followers [24]. We selected McDonald’s,
Pepsi, Coca-Cola, and Oreo because they have some of the
highest numbers of adolescent followers among food and
beverage brands [23], and because fast food, sugary beverages,
and snacks are the categories of foods that are most heavily
targeted to adolescents [27-30]. We used a random number
generator to identify 4 numbers between 1 and 50, and used
that number to randomly select an Instagram post from the
official account for McDonald’s, Pepsi, Coca-Cola, and Oreo.
For example, if the number was 8, the researchers selected the
eighth most recent post on McDonald’s official Instagram
account.

To create the “comment condition,” we used Photoshop to add
comments from Instagram users onto the 4 ads we selected in
the previous step. We included comments that were positive in
nature (eg, “I love [brand name]! Please sponsor me! [heart
emoji]”) to assess whether the presence of comments would
encourage adolescents to “like” and comment on the ad. To
create the “no comment condition,” we created the same
comment panel but left it blank to appear as though Instagram
users had not commented on the ad. Multimedia Appendix 1
shows an example of adding comments to an Instagram ad.

Within the “comment condition” and the “no comment
condition,” we added high (>10,000), medium (1000-10,000),
or low (<100) numbers of “likes” from social media users to
each image. We based these cutoffs on data from a previous
study showing that food and beverage company posts generate
these ranges of numbers of “likes” [24]. This created a total of
6 groups to which participants were randomized: (1) comments
+ high “likes”; (2) comments + medium “likes”; (3) comments
+ low “likes”; (4) no comments + high “likes”; (5) no comments
+ medium “likes”; and (6) no comments + low “likes.” Qualtrics
survey software provides capabilities to randomize participants
automatically. We chose to use the automated randomization
process to assign participants to the “comment” or “no
comment” condition in a parallel randomization design. We
were blinded to this process as it was automatic through
Qualtrics. Although participants were not informed of the
condition to which they were assigned, they could see the
number of “likes” and whether posts had comments.

Rating of Ads With Varying Numbers of “Likes” and
Comments
Participants viewed an ad in their assigned group, and then
answered the following questions: “How much do you like this
ad?” (scale: 0-100 where 0 is not at all and 100 is very much);
“Would you ‘like’ this ad on social media?” (yes/no); and
“Would you comment on this ad on social media?” (yes/no).
We used a continuous scale of 0-100 because previous studies
have shown that a continuous rating scale is less subject to
confounding variables compared to Likert scales, can capture
more nuanced responses; in particular, one limitation of Likert
scales is that the participants’ perceived difference between a
“1—hate the product” and “2—somewhat dislike the product”
is larger than the participants’ perceived difference between
“2—somewhat dislike the product” and “3—neutral” [31,32].
We presented each ad in each condition in a random order to

avoid bias, presenting only one ad and its corresponding
questions on a page at a time.

Self-Reported Social Media Use
Finally, participants completed a demographic survey and
answered questions about their social media usage (Table 1).
Participants saw 7 pages during the study, including the
instructions page, the 4 ad pages, and the demographics and
debriefing pages.

The primary outcomes were adolescents’ ratings of how much
they liked the ad, the percentage of ads they were likely to
“like,” and the percentage of ads on which they were likely to
comment.

Statistical Analysis
Analyses were conducted in SAS 9.4 software. We used
multilevel regression for each outcome. Responses that were
scored on a scale of 0-100 were analyzed using linear regression,
whereas binary outcomes (yes/no) were analyzed using logistic
regression. Because each adolescent rated multiple ads, each
model included a random effect for the participant to account
for the repeated measures.

Analyses that adjusted for time spent on social media used a
median split at 3 hours, such that adolescents who reported
spending more than 3 hours per day on social media were
labeled “heavy social media users” and those who reported
spending less than 3 hours per day on social media were labeled
“light social media users.” Analyses were stratified according
to whether or not adolescents were shown ads with comments
and “likes” (comments condition) or just “likes” (no comments
condition). Chi-square tests and t tests were conducted to
determine if the randomization was successful and to verify that
demographic characteristics did not differ between conditions.
Because all of these tests were insignificant, demographic
characteristics were not included in the models. The
Holm-Bonferroni procedure was used to correct for multiple
comparisons. We also compared responses to racially targeted
food advertising among Black and White participants in a
separate study that is currently under review elsewhere.

Results

Rating of Ads With Varying Numbers of “Likes” and
Comments
The survey randomized 915 participants into two arms: 455
participants were allocated to the “comment condition” and 460
participants were allocated to the “no comment condition.” All
participants who were assigned a condition completed that part
of the survey. Since some participants incorrectly answered our
data integrity question, we ultimately analyzed data from 414
participants in the “comment condition” and 418 participants
in the “no comment condition.”

Across all ads in both conditions, adolescents reported liking
the ads (mean 65.62, SD 27.06 on a 100-point scale) and 576
of 832 participants (69.2%) reported they would “like” one or
more of the ads on social media. When rating ads in the “no
comment condition,” ads with a higher number of “likes”
received significantly higher ratings than ads with fewer “likes,”
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and were also associated with higher willingness by the
adolescents to “like” the ads themselves (Table 2). In contrast,
when rating ads in the “comment condition,” there were no

significant differences in ratings or willingness to “like” the ads
based on the number of “likes” the ads received.

Table 2. Ratings of ads with varying “likes” and comments.

Ads with >10,000 “Likes”Ads with 1000-10,000 “Likes”Ads with <100 “Likes”Outcome Measures

Comment

condition

No comment

condition

Comment

condition

No comment

condition

Comment

condition

No comment

condition

66.88 (1.24)67.74 (1.33)a65.77 (1.25)66.28 (1.34)a65.15 (1.25)61.88 (1.34)How much do you like this ad? (0, not
at all to 100, very much)

74.6%70.7%b69.1%67.3%67.8%65.7%Would you “like” this ad on social me-
dia? (% who said “yes”)

40.6%37.1%40.2%34.2%37.8%37.9%Would you comment on this ad on social
media? (% who said “yes”)

aHolm-Bonferroni adjusted P<.001 comparing medium or high likes and low likes conditions.
bHolm-Bonferroni adjusted P<.02 comparing high likes and low likes conditions.

Across both conditions, 315 of 832 participants (37.9%) reported
a willingness to comment on ads, and there were no significant
differences in adolescents’ willingness to comment based on
whether or not the ad had comments from other social media
users or whether the ad had a high, medium, or low number of
“likes.”

In the “no comments condition,” heavy social media users
reported liking ads 8.614 points more than light users,
controlling for the number of “likes” on the ad and the race of
the participant (SE 2.263, P<.001). In the “comments condition,”
heavy users reported liking ads 13.615 points more than light
users, controlling for the number of “likes” on the ad and the
race of the participant (SE 2.018, P<.001).

Further, when adjusting for the level of “likes” on the ad in the
“comments condition,” heavy users were 6.366 times more
willing to comment compared to light users (P<.001). When
adjusting for the level of “likes” on the ad in the “no comments
condition,” heavy users were 2.564 times more willing to
comment compared to light users (P<.001).

There was no evidence of a differential response to the level of
“likes” on an ad for any of the three outcome measures when
comparing heavy and light users (ie, heavy users were not more
responsive to the number of “likes” on an ad than light users).

Self-Reported Social Media Use
Every adolescent in the sample reported having one or more
social media account (Table 1). They reported spending on
average of 4.81 hours (SD 4.66) per day on social media,
although the median was 3.00 hours per day. Among the 832
participants, 167 (20.1%) reported having ever made a purchase
through social media. On average, the adolescents had created
their first social media account at 12.88 years old (SD 2.37).

Discussion

Principal Findings
This study demonstrated that adolescents preferred food ads on
Instagram that featured many vs few “likes.” Adolescents were
also more willing to engage with Instagram food ads (ie, through

“likes”) when the ads featured many “likes” compared to few
“likes.” Further, “heavy users” of social media preferred and
were more willing to “like” ads compared to “light users,” who
spend less than 3 hours per day on social media. This was also
the first study to examine the interaction between the presence
of comments and varying number of “likes.” Results showed
that the presence of positive comments did not affect
adolescents’ ad preferences, which suggests that “likes” may
function as a more powerful social tool than comments. These
data provide new insights into the effects of “likes” and
comments on adolescents’ preferences for ads and willingness
to engage with ads. These findings add to the literature on social
media usage among adolescents by demonstrating that
adolescents are highly willing to interact with ads. We also
identified thresholds for the number of “likes” that may be
required to shift adolescents’ willingness to “like” an ad.
Specifically, adolescents were more likely to prefer and “like”
ads with high (>10,000) vs low (<100) numbers of “likes.”
However, there were no differences in their willingness to
engage with ads featuring high “likes” (>10,000) vs medium
“likes” (1000-10,000). These thresholds are concerning because
companies, celebrities, and influencers who promote unhealthy
products often have more followers than public health
campaigns, and therefore may be able to generate more
engagement with adolescents.

One particularly concerning set of findings is that heavy social
media users reported higher preference for and willingness to
engage with food and beverage ads compared to light social
media users. Heavy social media users’positive ad ratings may,
however, simply result from familiarity with these types of ads.
Although it is unclear how many social media ads adolescents
see annually, one study found that 72% (n=101) of adolescents
and children were exposed to one or more food ads during a
5-minute data collection period [33], and 44% of those ads
promoted sugary beverages. Future research should capture
more exposure data and identify the behavioral responses to
advertisements between heavy and light users of social media.
Although heavy social media use concerns parents and
researchers alike [13,34], there are important positives to social
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media use [35], especially for marginalized groups seeking
connectedness and acceptance [36-41].

Our findings reinforce other research on social media behaviors
and the power of “likes.” The average age at which adolescents
in our sample reported creating one or more social media
account was 12.88 years, even though most social media sites
aim to require users be 13 years of age. Similarly, one survey
of 1786 parents of youth aged 8 to 18 years found that nearly
half of the children started using social media at 12 years old
[42]. In our ad rating questions, the adolescents reported higher
preferences for and willingness to “like” ads that featured high
numbers of “likes” compared to low numbers of “likes,” which
is consistent with similar findings from other studies [43,44]
and supports the possibility that social norms may drive “likes”
among adolescents.

Additionally, our findings support the need for stronger
protections in the COPPA in the United States, and international
policies would also benefit from strengthening regulations
regarding digital advertising. The findings suggest that
adolescents may be highly susceptible to social media food ads,
which is concerning given the link between exposure to food
ads and poor diet [9]. Because it is possible for adolescents to
follow social media accounts from other countries, the countries
with enacted policies for food marketing should also address
digital media. Further, food companies should expand the
Children’s Food and Beverage Advertising Initiatives in the
United States by enacting an international policy that would
limit the promotion of unhealthy food and beverages posts that
could be viewed by social media users in other countries.

Finally, 20.1% of the adolescents in our sample reported having
purchased a product via social media. To our knowledge, these
are the first data to document that adolescents report making
purchases on social media. Although one design firm’s survey
of 2000 Instagram users found 18% of users have made a
purchase directly through Instagram, the sample did not include
adolescents aged 17 years and younger [45]. Adolescents’
exposure to seemingly popular food ads (ie, those with many
“likes”) may increase their willingness to purchase products on
social media, which could be problematic if they purchase
branded items (eg, clothing) that then increase brand loyalty
and willingness to purchase, and subsequently consume, more
unhealthy food and beverage products. These links between ad
exposure and future purchases of unhealthy products are
supported by studies that show how adolescents’ peers shape
their online purchases [46], and that authentic and individualized
social media advertising can enhance consumers’ relationships
with brands and increase brand loyalty [47,48]. One industry
report suggests that today’s adolescents display higher brand
loyalty than previous generations, and that 66% of adolescents
stated that once they find a brand they like, they will continue
to buy that brand for a long time [49].

Limitations
This study has several limitations. Our small sample (N=832)
limits our ability to generalize findings on adolescents’

self-reported social media usage habits to other adolescents. It
is also possible that the participants may have responded with
social desirability bias to provide answers they thought the
researchers might prefer. Survey responses, however, were
anonymous, which reduces the possibility of social desirability
bias. Although we found significant differences between heavy
users and light users across all ad rating outcomes, additional
research is needed to determine if these differences translate to
increased susceptibility to advertising. Because we recruited
participants from an online panel, our participants may use
technology more or be more tech-savvy than the general
population, which could impact our results. However, how often
participants used social media varied in our sample. Finally,
Instagram recently announced they will start hiding “likes” on
Instagram users’ posts so that users can “focus on the photos
and videos…not how many likes they get” [50]. Users will still
be able to see the number of “likes” on their own posts, and it
is possible that hiding “likes” will reduce adolescents’
engagement with ads because the ads will lack cues that indicate
their popularity. Further, other social media sites such as
Facebook and TikTok have not mentioned plans to remove
“likes,” suggesting that the findings are still relevant to social
media sites.

Conclusions
This study demonstrates that adolescents preferred and were
more willing to “like” Instagram food ads featuring many “likes”
versus few “likes,” and “heavy social media users” preferred
and were more willing to engage with food ads compared to
“light social media users.” The findings on ad ratings
demonstrate the power of “likes” in shaping adolescents’
behavior and preferences, especially considering that the
near-constant use of social media is rising in this age group [2].
These results also support the possibility that Instagram’s recent
decision to hide the “likes” feature may reduce adolescents’
willingness to “like” ads and therefore to reduce engagement
with posts that may promote unhealthy habits. Nevertheless,
policymakers should enact stronger protections in the COPPA
to reduce adolescents’ exposure to unhealthy food and beverage
ads that can shape poor diet habits and increase risks for
developing diet-related diseases later in life [51]. Although
interventions have been tested to improve media literacy and
educate children and adolescents about deceptive marketing
tactics, these interventions may not be effective in limiting
marketing influence. Such interventions focusing on teaching
critical viewing skills and skepticism of food advertising have
resulted in only minor increases in self-reported skepticism of
ads in children 8 years and older [52,53]. Further, research has
shown that even when older children and teenagers are able to
accurately recognize advertising, they are often unable to resist
its influence when embedded in personalized content and trusted
social media networks [54], underscoring the critical importance
of policy solutions.
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Abstract

Background: Mental health is an emerging topic on university campuses, with students reporting higher levels of psychological
distress than the general population of the same age. Increasing physical activity and reducing sedentary time have been proved
promising measures to promote mental health in the general population. However, to derive and implement effective measures
to promote mental health among university students, further exploration of the associations between physical activity, sedentary
time, and perceived stress in this specific setting is needed.

Objective: This study aims to identify associations between physical activity, sedentary time, and perceived stress after controlling
for sociodemographic and behavioral variables among university students in Germany. We hypothesize that perceived stress is
inversely related to physical activity and positively associated with sedentary time. Furthermore, we hypothesize that combined
associations of concurrently high physical activity and low sedentary time on perceived stress are stronger compared with either
alone and that the association between physical activity and perceived stress depends on activity intensity.

Methods: We conducted cross-sectional analyses from a large-scale internet-based student health survey (n=4189; response
rate=10.0%). Physical activity, sedentary time, and engaging in moderate and vigorous activity intensities were assessed using
the International Physical Activity Questionnaire Short Form with categorization into low, intermediate, and high levels. We
measured perceived stress using the 10-item Perceived Stress Scale (range 0-40).

Results: The results indicate that higher physical activity and lower sedentary time are associated with reduced levels of perceived
stress. Following adjustment for gender, BMI, income, fruit and vegetable intake, alcohol consumption, and sleep quality, perceived
stress scores were lower for students reporting high physical activity levels and low sedentary time compared with the least active
and highly sedentary students (Perceived Stress Scale –2.2, 95% CI –2.9 to –1.5, P<.001 for physical activity and –1.1, CI 95%
–1.7 to –0.5, P<.001 for sedentary time). Combined associations with perceived stress revealed that students concurrently reporting
high total physical activity and low sedentary time reported the lowest perceived stress scores of all possible combinations
following adjustment for confounders (Perceived Stress Scale –3.5, CI 95% –4.6 to –2.5, P<.001 compared with students reporting
low physical activity levels and concurrently high sedentary time). Associations between vigorous physical activities and perceived
stress were not stronger compared with moderate activity intensities.

Conclusions: Self-reported physical activity and low sedentary time are favorably associated with perceived stress, while the
intensity of physical activities seems to be of minor importance. These results help to effectively implement health-promoting
measures on campus among university students through increasing physical activity and reducing sedentary time.
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Introduction

Background
Insufficient physical activity (PA) with increased sedentary
time (ST) and stress are major problems among young adults.
Globally, 1 in 4 adults does not meet the recommendations on
PA for health [1]. Several reasons for being insufficiently
physically active during the transition into adulthood and
especially during university years have been proposed such as
lack of time or social support; stress and tiredness attributable
to study overload; and structural barriers like homework, class
schedules, and overcrowded facilities [2,3]. With the increased
use of technology, young adults tend to be less physically active
and exhibit extensive sitting times [1,4]. Additionally, major
life changes might also contribute to a decline in PA that
potentially impact the level of perceived stress among students,
like living away from home and adjusting to a new social
environment, experiencing financial difficulties, and maintaining
high levels of academic achievement [5,6].

Previous studies indicate a substantial decrease in PA during
the transition from late adolescence into adulthood [7] and about
half of university students in Western countries are not
sufficiently active to gain health benefits [8-10]. Furthermore,
according to self-reports, university students spend about 7½
hours per day being sedentary, putting them at increased risk
for detrimental health outcomes [11]. This is worrying given
the fact that PA habits are likely to be established in young
adulthood and persist throughout life [12]. This behavioral
change is of particular importance because the lack of PA is
one of the top 3 modifiable risk factors of chronic disease and
premature death at a later age [1,13].

Perceived Stress Among University Students
University students, particularly female students, appear to
experience greater psychological distress [14,15] and higher
levels of depression and anxiety [16,17] than the general
population. Recent national data from one of the main health
insurance providers in Germany indicate that 25% of the
university students show symptoms of burnout and report doubts
regarding their chosen study program. Moreover, 15.6% report
symptoms of poor mental health and depression, and 17.4%
report symptoms of a generalized anxiety disorder [18].

High levels of perceived stress have consistently been attributed
to academic and social stressors within the university setting,
such as academic workload [19], interpersonal relationships
[20], and the transition to living independently [21].
Interestingly, students engaging in multiple health risk
behaviors, such as physical inactivity, smoking, and unhealthy
diet, reported the poorest mental health, particularly as it relates
to stress [22].

Associations of Physical Activity, Sedentary Time, and
Perceived Stress

Overall Physical Activity and Perceived Stress
Previous reviews analyzing evidence from cross-sectional,
prospective, and experimental studies have demonstrated that
PA has potential to reduce perceived stress [23,24]. Various
neurobiological pathways and psychosocial factors have been
discussed to theoretically explain the association of PA and
mental health in general and particularly on stress. Accordingly,
PA is often recommended as a strategy for managing stress in
adult populations [25]. However, according to a recent
systematic review, a research gap still exists regarding the
association of PA with stress among university students [26].
The few studies examining the relationship between PA or
exercise and mental health among university students suggest
that higher PA, particularly aerobic activity, is associated with
lower levels of perceived stress [27,28]. Similarly, a study
examining low, intermediate, and high PA groups and
associations with anxiety and depression scales found that higher
activity levels were associated with better self-reported mental
health [29]. In addition, studies discovered positive relationships
between PA and self-rated quality of life [30] and inverse
associations between PA and perceived stress [31].

Sedentary Time and Perceived Stress
Increased use of technology is one of the main reasons for not
meeting the recommended level of PA for health [1]. Students’
sedentary behavior steadily increases due to the growing use of
multiple mobile devices used for studying, staying in touch with
family and friends, playing computer games, and watching
television [4]. These screen-based activities are strongly
associated with sedentary behavior and stress, and thus, ST has
been suggested as an independent predictor of metabolic risk
and mental health outcomes [32], with inflammatory responses
and psychosocial mechanisms being likely pathways to explain
this association [28,33,34]. A few studies examined the
relationship of ST with stress among university students with
contradictory findings: while high ST was associated with high
levels of perceived stress [35,36], recently published
device-based data indicate that only leisure-time sedentary
behavior, but not total ST, was associated with perceived stress
[28]. Hitherto, only one study examined combined associations
between PA, ST, and perceived stress and found significant
combined associations in female but not in male university
students [36].

Activity Intensity and Perceived Stress
Apart from the total volume of PA, it has recently been proposed
that the activity intensity might mediate the association of PA
and mental health. Research investigating the differential effects
of vigorous PA (vPA) and moderate PA (mPA) on perceived
stress among university students is scarce and equivocal. For
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instance, Gerber et al [37] examined whether vPA provides
additional mental health benefits beyond mPA. In fact, their
results show that vPA was associated with decreased perceived
stress, pain, subjective sleep complaints, and depressive
symptoms. These findings are supported by previous studies
on stress, anxiety, and depression among the general population
[38,39]. Contrarily, Paolucci et al [40] demonstrated that vPA
(high-intensity interval training) evoked increased levels of
perceived stress, and mPA might represent an optimal activity
intensity for the promotion of mental health among university
students.

Hypotheses
Although the associations between PA and stress have been
investigated previously among adults and college students,
studies among university students are scarce and partly
contradictory. To derive and implement appropriate health
promotion measures in the university setting, the associations
between PA, ST, and perceived stress needs further examination.
Based on current literature, we hypothesize the following:

• Perceived stress is inversely related to overall PA and
positively associated with ST

• The combined association of PA and ST with perceived
stress is stronger than the associations of either variable
alone

• The association between PA and perceived stress depends
on the intensity of PA, and this relationship is stronger for
vPA compared with mPA

Methods

Study Design and Setting
This study adhered to the Checklist for Reporting Results of
Internet E-Surveys (CHERRIES) guidelines (Multimedia
Appendix 1) [41]. A cross-sectional online study was
implemented at the University of Münster in Germany. Ethical
approval was obtained from the university institutional review
board. The health survey was completed during the summer
term in year 2019. All regular university students were eligible
to take part in this internet-based health survey except
cross-registered students, auditing students, and senior citizen
students. The remaining 42,630 students were invited by email
to take part. We offered the questionnaire in German and English
languages to provide international students the opportunity to
participate. Students received an invitation email and were
provided with an individual transaction number. The email
included information on the length of the survey (20 to 30
minutes, 172 items on 15 pages), voluntariness, anonymity, data
protection, and incentives (eg, a chance to win VIP tickets for
sporting events). Students not replying to the invitation were
reminded twice within 2 weeks to take part. Prior to the online
survey, all participants gave informed consent.

The survey was administered without randomization of items
using the evaluation software EvaSys version 8.0 with adaptive
questioning (Electric Paper Evaluationssysteme GmbH).
Students were able to change their answers by using a back
button. No completeness check was available. However,
incomplete surveys were captured as well.

Measurements

Physical Activity
Students’ PA levels and total ST were assessed using the
International Physical Activity Questionnaire Short Form
(IPAQ-SF) [42]. This questionnaire included 7 questions to
assess vPA, mPA, walking, and ST related to the previous week
by asking for frequency (days per week) and duration (minutes
per day). Valid answers require PA durations of at least 10
minutes but no more than 180 minutes in each category,
allowing for calculating weekly MET (metabolic equivalent of
task) minutes. Vigorous MET minutes per week are calculated
by multiplying the product of frequency and duration with the
factor 8. Moderate and walking MET minutes are obtained using
the factors 4 and 3.3, respectively. ST was assessed with a single
question about the average daily ST in hours during the previous
week. Missing PA or ST data were considered as completely
missing for this case and not considered for statistical analysis
(n=80). The IPAQ-SF has acceptable measurement properties,
as demonstrated in adult populations showing adequate criterion
validity against accelerometry (Spearman ρ=.30, CI 95% .23
to .36) and acceptable test-retest reliability (ρ=.76, CI 95% .73
to .77) [42]. Furthermore, the IPAQ-SF demonstrates reasonable
validity in university students with Pearson r ranging from .27
to .70 when compared with accelerometer counts and mPA to
vPA uniaxial and triaxial cut points [43].

Perceived Stress
The Perceived Stress Scale (PSS) [44] is a widely used 10-item
self-report scale representing a reliable, valid, and economic
instrument for assessing perceived stress [45]. Students
responded on a 5-point Likert scale ranging from 0 = never to
4 = very often to the degree they appraised life situations as
overwhelming, unpredictable, and uncontrollable (eg, In the
last month, how often have you been upset because of something
that happened unexpectedly?). After recoding the positively
stated items 4, 5, 7, and 8, a total score is obtained by summing
all 10 items to a PSS score ranging between 0 to 40. Higher
scores indicate increased levels of perceived stress, but there
are no predefined cutoffs. Ipsative mean imputation was used
(n=70) when not more than 1 item of the complete scale was
missing. In case of 2 or more missing items, the subject was
not considered for statistical analysis (n=14). In this study,
internal consistency was good to excellent with Cronbach
alpha=.88.

Potential Confounders
Several sociodemographic and behavioral factors were
considered a priori as potential confounding variables.
Sociodemographic confounders encompass gender
(dichotomized), BMI (kg/m²), total number of semesters studied,
and income categorized into 5 levels: <450 EUR, 450-699 EUR,
700-949 EUR, 950-1150 EUR, and >1150 EUR. Behavioral
confounders include current smoking status (dichotomized),
alcohol use, sleep quality, and fruit and vegetable intake
categorized into 4 levels: no servings per day, 1 to 2 servings
per day, 3 to 4 servings per day, and ≥5 servings per day
(equivalent to the current nutrition recommendation). Alcohol
consumption was assessed using the Alcohol Use Disorders
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Identification Test for Consumption (AUDIT-C), a 3-item
questionnaire that is recommended as a short and valid screening
for hazardous drinking among university students [46]. Sleep
quality was assessed using the short-form Pittsburgh Sleep
Quality Index (sPSQI), a 13-item questionnaire assessing sleep
quality over a 4-week time interval that demonstrates high
agreement with the original 19-item survey [47].

Data Reduction
PA data were analyzed according to the Guidelines for Data
Processing and Analysis of the International Physical Activity
Questionnaire [48], resulting in 3 levels of total PA. A high PA
level requires vigorous intensity activity on at least 3 days and
accumulating at least 1500 MET minutes per week or a
combination of walking, mPA, and/or vPA accumulating at
least 3000 MET minutes per week. The level of PA is classified
as intermediate with either 3 or more days of vPA of at least 20
minutes per day, 5 or more days of mPA and/or walking of at
least 30 minutes per day, or accumulating at least 600 MET
minutes per week of any combination of walking, mPA, or vPA.
All individuals not meeting these criteria are considered to have
a low PA level. ST was categorized according to previous
studies in <6 hours per day, 6 to 8 hours per day, and >8 hours
per day for low, intermediate, and high levels of ST, respectively
[49-51].

Average MET scores are derived for the different intensities of
PA (ie, mPA = 4 METs and vPA = 8 METs). Based on these
values we categorized mPA and vPA into 3 different levels
based on the above mentioned classification of high PA levels:
a high level of vPA requires the accumulation of ≥1500 MET
minutes per week of vPA, while an intermediate level is
achieved by accumulating 600 to 1499 MET minutes per week
of vPA. Individuals not meeting the above criteria were
categorized as having a low level of vPA. Accordingly,
accumulating ≥750 MET minutes, 300 to 749 MET minutes,
and <300 MET minutes of mPA resulted in high, intermediate,
and low levels of mPA, respectively.

Statistical Analysis
Descriptive statistics include mean and standard deviation.
Gender differences for dependent and independent variables
were analyzed using chi-square tests for ordinal data and
multivariate analysis of variance with Bonferroni adjustments
for continuous variables. We used generalized linear models to
assess combined associations for PA by ST interaction with

perceived stress and to assess the association between different
activity intensity levels (ie, vPA by mPA interaction) and
perceived stress using linear regression models with robust
estimator covariance matrix. We categorized exposure data (PA
level and ST) into 3 groups, with the first level (lowest total PA
and highest ST) as reference. Combined associations between
PA and perceived stress were analyzed without any adjustments
(model A), with adjustments for sociodemographic variables
(model B), and with additional adjustments for behavioral
factors (model C). The results are presented as regression
coefficient B with Wald 95% confidence intervals. Independent
associations between PA variables and perceived stress are
presented as unstandardized (B) and standardized regression
coefficients (ß) and were analyzed using fully adjusted
generalized linear regression models and pairwise comparisons
with Bonferroni adjustments. The level of statistical significance
was set at P<.05. All analyses were performed using SPSS
Statistics version 26 (IBM Corp).

Results

Participants and Descriptive Data
In all, 4189 students participated in this online survey, resulting
in an overall response rate of 10.0% (4189/42,630, range 7.2%
to 22.1% among the 21 university departments). A total of
67.8% (2840/4189) were female. Participant characteristics by
gender are summarized in Table 1. Results of a multivariate
analysis of variance indicated significant gender differences in
perceived stress and sociodemographic and behavioral variables
(F5, 3967=67.58, P<.001, ηp²=.08). Particularly, females reported
higher perceived stress (mean 20.0 [SD 6.9]) compared with
male students (mean 17.6 [SD 7.2]; F1, 3971=95.72, P<.001,

ηp²=.02). No gender differences were found for ST (χ2
2,

N=4121=4.70, P=.095). However, female students were more
likely to report intermediate PA levels (1348/2795, 48.2%),
whereas male students were more likely to report low (156/1325,

11.8%) and high (614/1326, 46.3%) PA levels (χ2
2, N=4120=23.75,

P<.001). Male students were more likely to report engaging in

high amounts of vPA (χ2
2, N=4120=16.64, P<.001). Gender,

income, fruit and vegetable intake, alcohol consumption, sleep
quality (all P<.001), and BMI (P=.02) were significant
covariates and explained 23.0% of the variance in perceived
stress (F6, 3942=197.10, P<.001).
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Table 1. Characteristics of university students by gender.

P valueMale (n=1349)Female (n=2840)Total (n=4189)Characteristic

<.001a24.4 (5.0)23.4 (3.9)23.7 (4.3)Age in years, mean (SD)

<.001a23.7 (3.6)22.3 (3.9)22.8 (3.8)BMI, mean (SD)

<.001a9.3 (6.5)8.1 (4.9)8.4 (5.5)Number of semesters, mean (SD)

<.001c———bIncome (EUR), n (%)

232 (17.3)531 (18.9)863 (18.4)<450

366 (27.3)907 (32.2)1273 (30.6)450-699

344 (25.7)776 (27.6)1120 (27.0)700-949

162 (12.1)302 (10.7)464 (11.2)950-1150

235 (17.6)299 (10.6)534 (12.9)>1150

<.001c164 (12.7)215 (7.8)379 (9.4)Current smoker, n (%)

<.001c———FVId, n (%)

40 (3.1)24 (0.9)64 (1.6)0 servings per day

825 (64.2)1269 (46.2)2094 (52.0)1-2 servings per day

336 (26.1)1216 (44.3)1552 (38.5)3-4 servings per day

319 (6.5)235 (8.6)319 (7.9)≥5 servings per day

<.001a4.0 (2.6)3.2 (2.1)3.5 (2.3)AUDIT-Ce, mean (SD)

<.001a4.4 (2.1)4.7 (2.2)4.6 (2.2)sPSQIf, mean (SD)

<.001c———PAg class, n (%)

156 (11.8)221 (7.9)377 (9.2)Low

555 (41.9)1348 (48.2)1903 (46.2)Intermediate

614 (46.3)1226 (43.9)1840 (44.7)High

.095c———STh class, n (%)

191 (14.4)472 (16.9)663 (16.1)Low

531 (40.0)1119 (40.0)1650 (40.0)Intermediate

604 (45.6)1204 (43.1)1808 (43.9)High

<.001c———vPAi class, n (%)

526 (39.7)1209 (43.3)1735 (42.1)Low

423 (31.9)956 (34.2)1379 (33.5)Intermediate

376 (28.4)630 (22.5)1006 (24.4)High

.027c———mPAj class, n (%)

433 (32.7)815 (29.2)1248 (30.3)Low

478 (36.1)1117 (40.0)1595 (38.7)Intermediate

414 (31.2)863 (30.9)1277 (31.0)High

<.001a17.6 (7.2)20.0 (6.9)19.2 (7.1)PSSk score, mean (SD)

aMANOVA: multivariate analysis of variance.
bNot applicable.
cChi-square.
dFVI: fruit and vegetable intake.
eAUDIT-C: Alcohol Use Disorders Identification Test for Consumption.
fsPSQI: short Pittsburgh Sleep Quality Index.
gPA: physical activity.
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hST: sedentary time.
ivPA: vigorous physical activity.
jmPA: moderate physical activity.
kPSS: Perceived Stress Scale.

Independent Associations of Physical Activity and
Sedentary Time With Perceived Stress
Generalized linear regression models were performed to analyze
independent associations between perceived stress and PA
variables after adjusting for covariates (Table 2). The strongest
associations with perceived stress were found for total PA.
Consistently, higher PA levels (P<.001), lower ST (P<.001),
and higher engagement in mPA and vPA (P≤.01) were
associated with lower perceived stress. Highly active students

report –0.7 (CI 95% –1.2 to –0.2, P=.003) and –2.2 (CI 95%
–3.1 to –1.3, P<.001) lower mean perceived stress scores
compared with students categorized as intermediate and low
physically active, while students in the intermediate PA category
report –1.5 (CI 95% –2.4 to –0.6, P<.001) lower mean perceived
stress scores compared with students categorized as least
physically active. A comparable trend with weaker associations
was found for ST with the exception that low and intermediate
ST groups did not differ in perceived stress scores, with a mean
difference of –0.1 (CI 95% –0.8 to 0.6, P>.99).

Table 2. Independent associations of physical activity levels, sedentary time, and perceived stressa.

Perceived stressCharacteristic

ßc (95% CI)P valueBb (95% CI)Mean (95% CI)

PAd level

1 (reference)—0 (reference)20.8 (20.1 to 21.5)Low

0.22 (0.10 to 0.45)<.001–1.53 (–2.28 to –0.79)19.2 (18.9 to 19.5)Intermediate

0.11 (0.05 to 0.23)<.001–2.21 (–2.96 to –1.46)18.6 (18.3 to 18.9)High

STe level

1 (reference)—0 (reference)20.2 (19.9 to 20.6)Low

0.37 (0.25 to 0.57)<.001–0.99 (–1.41 to –0.56)19.2 (18.9 to 19.6)Intermediate

0.33 (0.19 to 0.58)<.001–1.10 (–1.66 to –0.54)19.1 (18.6 to 19.6)High

vPAf level

1 (reference)—0 (reference)19.6 (19.3 to 19.9)Low

0.54 (0.34 to 0.84).007–0.62 (–1.08 to –0.17)19.0 (18.7 to 19.3)Intermediate

0.42 (0.25 to 0.71).001–0.86 (–1.38 to –0.34)18.8 (18.4 to 19.2)High

mPAg level

1 (reference)—0 (reference)19.7 (19.3 to 20.1)Low

0.54 (0.34 to 0.87).011–0.61 (–1.09 to –0.14)19.1 (18.8 to 19.4)Intermediate

0.33 (0.20 to 0.55)<.001–1.11 (–1.63 to –0.60)18.6 (18.2 to 18.9)High

aRegression model adjusted for gender, BMI, income, fruit and vegetable intake, alcohol consumption, and sleep quality.
bB: unstandardized regression coefficient.
cß: standardized regression coefficient.
dPA: physical activity.
eST: sedentary time.
fvPA: vigorous physical activity.
gmPA: moderate physical activity.

Pairwise comparisons indicate that associations with perceived
stress were similar for engaging in vPA and mPA when
comparing the intermediate with the low physically active group
(vPA –0.6 [CI 95% –1.2 to –0.1, P=.02], mPA –0.6 [CI 95%
–1.2 to 0, P=.03]). The comparison of high versus intermediate
and high versus low engagement in both activity intensity
categories indicates a stronger association for mPA with
perceived stress compared with vPA and stress (vPA high vs

intermediate –0.2 [CI 95% –0.9 to 0.4, P>.99] and mPA high
vs intermediate –0.5 [CI 95% –1.1 to 0.1, P=.11]; vPA high vs
low –0.9 [CI 95% –1.5 to –0.2, P=.004] and mPA high vs low
–1.1 (CI 95% –1.7 to –0.5, P<.001]).

Combined Associations With Perceived Stress
Generalized linear regression models with interaction effects
examined the combined association of PA by ST with perceived
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stress (Table 3), as well as of vPA by mPA with perceived stress
(Table 4). Analyses include an unadjusted model (model A), a
model adjusted for sociodemographic factors (model B), and a
model additionally adjusted for behavioral factors (model C).

All models consistently indicate that higher total PA and lower
ST are associated with reduced perceived stress scores. The
interaction of total PA and ST also reveals that for the least
active students, the transition from a high to an intermediate
and from a high to a low ST is associated with mean perceived
stress score reductions of –1.3 (P=.14) to –1.4 (P=.07) and –2.2
(P=.045) to –2.7 (P=.02), respectively. Contrarily, these

transitions are minor for students categorized as intermediately
physically active and marginal for the most active students
(Table 3).

The combined analysis of vPA and mPA indicates consistent
inverse associations with perceived stress (Table 4). Students
engaging in high amounts of vPA and high amounts of mPA
revealed the strongest associations with perceived stress with
significantly lower scores ranging from –3.6 in the unadjusted
model to –2.1 in the fully adjusted model (each P<.001)
compared with students in the reference group.

Table 3. Combined associations of physical activity levels and sedentary time on perceived stress.

Perceived stressPAa and STb levels

P valueModel Ce (n=3945),

B (95% CI)

P valueModel Bd (n=4017),

B (95% CI)

P valueModel Ac (n=4072),

B (95% CI)

Low

0 (reference)0 (reference)0 (reference)High

.07–1.40 (–2.91 to 0.10).12–1.32 (–2.97 to 0.33).14–1.26 (–2.94 to 0.42)Intermediate

.045–2.16 (–4.27 to –0.05).02–2.71 (–4.92 to –0.50).03–2.46 (–4.69 to –0.22)Low

Intermediate

.001–1.74 (–2.74 to –0.75)<.001–1.95 (–3.02 to –0.88).003–1.66 (–2.73 to –0.58)High

<.001–2.80 (–3.80 to –1.81)<.001–3.39 (–4.46 to –2.32)<.001–3.07 (–4.14 to –1.99)Intermediate

<.001–2.78 (–3.95 to –1.62)<.001–3.94 (–5.19 to –2.69)<.001–3.53 (–4.80 to –2.26)Low

High

<.001–2.54 (–3.55 to –1.53)<.001–3.02 (–4.11 to –1.93)<.001–2.79 (–3.89 to –1.69)High

<.001–3.35 (–4.36 to –2.34)<.001–4.24 (–5.31 to –3.17)<.001–4.15 (–5.23 to –3.07)Intermediate

<.001–3.51 (–4.62 to –2.39)<.001–4.46 (–5.67 to –3.26)<.001–4.16 (–5.37 to –2.94)Low

aPA: physical activity.
bST: sedentary time.
cModel A: unadjusted regression model.
dModel B: regression model adjusted for sociodemographic variables (sex, BMI, income).
eModel C: regression model adjusted for sociodemographic and behavioral variables (model B plus fruit and vegetable intake, alcohol use, and sleep
quality).
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Table 4. Combined associations of vigorous and moderate physical activity on perceived stress.

Perceived stressvPAa and mPAb levels

P valueModel Ce (n=3945),

B (95% CI)

P valueModel Bd (n=4017),

B (95% CI)

P valueModel Ac (n=4072),

B (95% CI)

Low

—0 (reference)—0 (reference)—0 (reference)Low

.01–0.88 (–1.58 to –0.19)<.001–1.41 (–2.17 to –0.64).001–1.27 (–2.05 to –0.49)Intermediate

<.001–1.63 (–2.46 to –0.80)<.001–2.33 (–3.21 to –1.46)<.001–2.45 (–3.34 to –1.57)High

Intermediate

.001–1.35 (–2.13 to –0.58)<.001–2.03 (–2.87 to –1.19)<.001–2.07 (–2.93 to –1.22)Low

.001–1.23 (–1.93 to –0.53)<.001–2.06 (–2.82 to –1.30)<.001–2.12 (–2.89 to –1.35)Intermediate

<.001–1.81 (–2.58 to –1.05)<.001–2.67 (–3.50 to –1.83)<.001–2.67 (–3.51 to –1.83)High

High

.13–0.82 (–1.88 to 0.24).009–1.58 (–2.76 to –0.40).002–1.93 (–3.13 to –0.72)Low

<.001–1.97 (–2.80 to –1.14)<.001–2.80 (–3.70 to –1.90)<.001–2.85 (–3.76 to –1.95)Intermediate

<.001–2.08 ( –2.83 to –1.33)<.001–3.35 (–4.18 to –2.53)<.001–3.55 (–4.39 to –2.71)High

avPA: vigorous physical activity.
bmPA: moderate physical activity.
cModel A: unadjusted regression model.
dModel B: regression model adjusted for sociodemographic variables (sex, BMI, income).
eModel C: regression model adjusted for sociodemographic and behavioral variables (model B plus fruit and vegetable intake, alcohol use, and sleep
quality).

Discussion

Principal Findings
This study examined the associations of overall PA, ST, and
activity intensity with perceived stress among university
students. In line with previous studies, female students report
higher levels of perceived stress compared with male students.
As hypothesized, perceived stress is inversely related to the
amount of PA and positively associated with ST. Our results
further indicate that the combined associations of PA and ST
with perceived stress are stronger than compared with either
alone. However, contrary to our last hypothesis, engaging in
vPA did not reveal stronger associations with perceived stress
compared with engaging in mPA.

Associations of Physical Activity, Sedentary Time, and
Perceived Stress
In our first hypothesis, we assumed that self-reported PA and
ST are independently associated with perceived stress. For total
PA, we were able to demonstrate a dose-response relationship
with perceived stress, confirming our hypothesis that a higher
level of overall PA is inversely associated with perceived stress,
which is in line with previous studies among university students
[27,52,53]. Several reasons may explain these associations from
different perspectives. Presumably, there is no single mechanism
that can explain this relationship on its own. Beneficial effects
of PA on stress have been demonstrated including physiological
mechanisms (eg, increased endorphin levels, body temperature,
neurotransmitter secretion), cognitive behavioral effects (eg,
distraction from negative feelings, mastery, self-efficacy), and

inflammatory mechanisms (eg, cytokine release, reduction of
visceral fat mass, increase in vagal tone) [23,54].

According to our categorization into low, intermediate, and high
ST, which was based on previous epidemiological studies
[51,55], our findings generally support preceding research
indicating that ST among university students is positively
associated with perceived stress [28,35,36]. However, our
findings do not support the notion of a clear dose-response
relationship. Though students in the high ST category reported
the highest stress levels, students in the low or intermediate ST
category revealed only negligible differences in perceived stress.
This is partly in line with the only study among university
students we are aware of examining the association between
self-reported ST and perceived stress [28]. In their study,
Felez-Nobrega et al [28] demonstrated that ST was significantly
related to perceived stress on weekends and during leisure time
on weekdays but not associated with total ST on weekdays.
Unfortunately, we were not able to differentiate between
domain-specific PA and ST, as evidence grows that contextual
factors matter in the effect of PA and ST on mental health
[28,56,57]. It is likely that the lack of a clear dose-response
relationship between ST and perceived stress in our study might
be ascribed to a too narrow categorization of ST level (<6 hours,
6 to 8 hours, >8 hours) and/or the lack of considering
domain-specific ST.

Combined Associations of Physical Activity and
Sedentary Time With Perceived Stress
These results confirm our second hypothesis that the combined
associations of PA and ST with perceived stress are stronger
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compared with either PA or ST alone. Acknowledging that
studies on combined effects of PA and ST among university
students are rare, this constitutes a starting point for future
research. However, in line with a recent study among college
students [36], the odds for experiencing increased perceived
stress were lowest when students engaged in high levels of PA
and low levels of ST. Similarly, the combination of insufficient
PA and smartphone use, a correlate of ST, revealed stronger
associations with high levels of perceived stress compared with
only one or none of these health risk behaviors [58]. These
current findings further support the notion of a dose-response
relationship between the combinations of PA and ST and
perceived stress. The results indicate that reducing ST and
increasing PA both seem promising approaches for university
mental health promotion programs. These scenarios could find
their rationale in the observation that university students engage
in high volumes of ST due to activities like attending lectures
and studying that potentially place them at detrimental physical
[49] and mental health states [59,60].

Associations of Physical Activity Intensity and
Perceived Stress
In our third hypothesis, we supposed that the association
between PA and perceived stress was stronger for engaging in
vPA compared with mPA. However, our results do not support
this assumption. Intermediate compared with low engagement
in mPA and vPA did not reveal different associations with
perceived stress. However, the results indicate that high
engagement in mPA is associated with marginally lower
perceived stress compared with high engagement in vPA.
Although this result does not challenge the finding that vPA
has a stress protective potential among undergraduate students
with high stress levels [52,61], it contradicts results from
previous studies indicating that vPA is associated with mental
health benefits beyond mPA [37]. In their study, Gerber et al
[62] analyzed a convenience sample of 42 university students
but implemented device-based PA assessments, representing a
strength of their study, given that self-reports tend to
overestimate PA due to social desirability and recall bias. Thus,
we assume that the dissimilar assessment methods and a more
representative sample in our study might have impacted the
divergent results. Although vPA certainly plays an important
role in the association of PA and stress, very strenuous exercises
like high-intensity interval training might induce adverse effects.
Paolucci et al [40] argue that physiological responses to
high-intensity exercise might exacerbate physiological responses
to psychological stressors and increase perceptions of stress.
This would suggest a U-shaped dose-response relationship for
PA and stress with an upper activity intensity limit and mPA
as the optimal activity intensity for beneficial effects on
perceived stress among university students.

Interpretations and Generalizability
In general, findings of this study indicate that higher overall
PA, lower ST, and high engagement in mPA and vPA are
favorably associated with perceived stress among university
students. These results corroborate previous research
demonstrating that PA-related health behaviors, including higher

levels of mPA, vPA, and low ST, are associated with the lowest
levels of stress, depression, and anxiety [28,63,64].

University students, particularly females, are highly vulnerable
to higher levels of stress, depressive symptoms, and anxiety
and poorer overall mental health than the general population
[15,65-67]. This can be attributed to reasons like the transition
into adulthood and major lifestyle changes related to their studies
[5,14,15]. Given that impaired mental health predicts study
dropouts, there is a clear need for mental health promotion
measures, particularly among female students. University
students also tend to be at risk for unhealthy behaviors [22],
including insufficient PA and prolonged ST [35]. These may
as well be related to the university setting that inevitably
promotes sedentary behavior during lectures, while studying,
or even during socializing. It is essential to identify effective
ways to cope with stress in the university setting. Engaging in
PA is one of the most popular and common ways to manage
stress, and the findings of this study strengthen this hypothesis.
Lifestyle habits that develop during university studies are likely
to manifest and thus may affect future health [68]. This points
to the necessity of implementing student health management
including opportunities for reducing sedentary behavior and PA
promotion on campus.

Strengths, Limitations, and Implications for Future
Research
This is one of the few studies examining independent and
combined associations of PA, ST, and activity intensity with
perceived stress among university students. We recruited a
representative sample size, covering all faculties of the
university, and saw a response rate of 10%. The outcome
variables and their categorization represent internationally
accepted standards, and we were able to address
sociodemographic and behavioral confounders in our analyses.
In addition, we adopted the CHERRIES checklist to improve
reporting results of online surveys. However, the results must
be interpreted considering the following limitations. First,
participants were recruited from a single university in Germany,
limiting the generalizability of the results. Second, the
cross-sectional study design does not allow for causal inferences.
Given that being physically active has beneficial effects on
perceived stress through neurophysiological, psychosocial, and
behavioral mechanisms, we do not neglect the notion that high
levels of perceived stress might also impact ST and PA behavior,
which suggests a bidirectional association. To examine
cause-effect relationships, prospective experimental study
designs must be considered. Using self-reports is inherently
subjected to bias, predisposing to under- or overestimations of
actual behavior. Although this study was careful in the selection
of questionnaires, device-based assessments of PA using
wearables, at least in subsamples, might be alternatives for
future studies to provide more accurate outcomes and more
detailed information. Last, given the scope of this large-scale
health survey that covered many items on student health
behavior, no differentiation of domain-specific PA or ST was
feasible, but is encouraged for future studies to better derive
tailored health-promoting measures in the university setting.
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Conclusions
These findings indicate that total PA, low ST, and activity
intensity are favorably associated with perceived stress among
university students. The total volume of PA and ST and a
moderate PA intensity influence the association with perceived
stress and should be considered when developing student health
promotion programs. In a sedentary university setting, where
students are prone to prolonged ST, appropriate measures should

be taken to enable students to maintain sufficient levels of PA
for optimal health and well-being. These could encompass a
PA-friendly environment, education and measures aiming to
promote PA (eg, taking stairs instead of elevators), active lecture
breaks, and university sports offerings. Assuming a bidirectional
association between PA, ST, and perceived stress, these
measures should include stress management strategies to help
students adhere to an active lifestyle in stressful periods as well.
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Abstract

Background: Patient- and caregiver-reported data are lacking on the burden of spasticity, and the impact of botulinum neurotoxin
type A (BoNT-A) treatment for this condition, on patients' daily lives. As recommended in recent guidance from the US Food
and Drug Administration, online patient communities can represent a platform from which to gather specific information outside
of a clinical trial setting on the burden of conditions experienced by patients and caregivers and their views on treatment options
in order to inform evidence-based medicine and drug development.

Objective: The objective of our study is to characterize spasticity symptoms and their associated burdens on Western European
and US patients and caregivers in the realms of work, daily activities, quality of life (QoL), as well as the positive and negative
impacts of treatment with BoNT-A (cost, time, QoL) using Carenity, an international online community for people with chronic
health conditions.

Methods: We performed a noninterventional, multinational survey. Eligible participants were 18 years old or older and had, or
had cared for, someone with spasticity who had been treated with BoNT-A for at least 1 year. Patients and caregivers were asked
to complete an internet-based survey via Carenity; caregivers reported their own answers and answered on behalf of their patients.
Questions included the burden of spasticity on the ability to work, functioning, daily-living activities, and QoL, the impact of
BoNT A therapy on patients' lives, and the potential benefits of fewer injections.

Results: There were 615 respondents (427 patients and 188 caregivers). The mean age of patients and caregivers was 41.7 years
and 38.6 years, respectively, and the most commonly reported cause of spasticity was multiple sclerosis. Caregivers were most
often the parents (76/188, 40%) or another family member (51/188, 27%) of their patients. Spasticity had a clear impact on
patients' and caregivers' lives, including the ability to work and injection costs. For patients, spasticity caused difficulties with
activities of daily living and reduced QoL indices. The median number of BoNT-A injections was 4 times per year, and 92%
(393/427) of patients reported that treatment improved their overall satisfaction with life. Regarding the BoNT-A injection burden,
the greatest patient-reported challenges were the cost and availability of timely appointments. Overall, 86% (368/427) of patients
believed that a reduced injection frequency would be beneficial. Caregivers answering for their patients gave largely similar
responses to those reported by patients.
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Conclusions: Spasticity has a negative impact on both patients' and caregivers' lives. All respondents reported that BoNT A
treatment improved their lives, despite the associated challenges. Patients believed that reducing the frequency of BoNT-A
injections could alleviate practical issues associated with treatment, implying that a longer-acting BoNT-A injection would be
well received.

(JMIR Public Health Surveill 2020;6(4):e17928)   doi:10.2196/17928
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spasticity; activities of daily living; quality of life; survey methodology

Introduction

Knowledge of patient and caregiver perspectives on a disease
and related therapies help identify relevant patient-reported
outcomes for assessment in clinical trials and inform clinical
decision-making; therefore, it is critical for patient-focused drug
development. Methodological guidance to support the collection
of patient experience data has recently been published by the
US Food and Drug Administration (FDA), which includes the
utilization of online patient communities [1]. An increasing
number of internet-based platforms are available to patients for
their participation in scientific research, ranging from registry
data, forums, social networks, and online communities. Online
patient communities offer the opportunity to voluntarily express
experiences and feelings outside of the clinical setting regarding
the treatments for their condition and the burden on their quality
of life (QoL) [2]. These data, along with any epidemiological
information, can provide researchers with a better understanding
of the patient journey for a given disease and are important in
clinical judgment and decision making for evidence-based
medicine [2]. The internet provides a vast potential resource for
real-world data collection during scientific studies, which, along
with exploring patient expectations and unmet needs, may help
develop or support study protocols and methodologies and
enhance recruitment for research. Developed in 2011, Carenity
is an international online patient community for people with
chronic conditions [3]. Currently, 500,000 members are
registered on the platform, which allows both patients and their
families to share their experiences, follow the evolution of their
health, and contribute to medical research through online
surveys.

Spasticity is caused by an upper motor neuron lesion leading
to intermittent or sustained involuntary activation of muscles
[4] and is a sequela from a range of central nervous system
(CNS) disorders affecting over 12 million people worldwide
[5]. The prevalence of spasticity differs between etiologies,
which include stroke (40%), multiple sclerosis (MS, 80%),
spinal cord (65%) or traumatic brain (17-50%) injury, and
cerebral palsy (90%) [6-11]. Left untreated, spasticity becomes
burdensome both physically and economically for patients and
their caregivers. Pain, spasms, limb contracture, and deformity
can be experienced by patients with spasticity, leading to
impairment of dexterity, mobility, and self-care, and ultimately,
to decreased functioning and participation [12,13]. In an
international survey of 281 patients with spasticity, 72% reported
a negative impact on QoL and 44% reported a loss of
independence [14]. Most respondents (64%) were cared for by
family members, approximately 50% of whom had to reduce

work hours or stop working in order to be a caregiver [14].
Spasticity also places an economic burden on patients,
caregivers, and health care systems [14-16].

Treatment of spasticity is indicated when it interferes with
function or QoL. As spasticity can change over time, patients
should undergo continuous re-evaluation [13]. Treatment options
for spasticity include physical and pharmacological therapies,
as well as surgery in severe or intractable cases [13]. In addition
to relieving symptoms, treatment aims to improve patients'
functioning. Specifically, spasticity management should focus
on achieving the patient's goals and the goals of caregivers and
health care providers [13]. These may include goals associated
with moving and walking, self-care, pain, changing and
maintaining body positions, improving positions to participate
in rehabilitation, and enabling orthotic use [17].

Botulinum neurotoxin type A (BoNT-A) is integral to focal and
multifocal spasticity management [13] and has proven
antispastic efficacy in stroke [18], CNS lesions [19,20], MS
[21], and cerebral palsy [22,23]. Although recent studies have
demonstrated improvements in active function following
repeated injection cycles with abobotulinumtoxinA
(aboBoNT-A) in adult patients with upper and lower limb
spasticity [24,25], more evidence is needed to document
functional improvements following BoNT-A treatment
[18,26,27]. Historically, clinical studies have not recorded
patient and caregiver perspectives on disease burden; thus,
limited information is currently available on the impact of
attending appointments, receiving BoNT-A injections, and the
therapeutic outcomes of BoNT-A treatment on the daily lives
of patients and their caregivers. In the only study published to
date on this topic, caregiver burden has been shown to lessen
with BoNT-A treatment for spasticity [28]. In another study in
patients with dystonia who received BoNT treatment, the related
caregiver burden appeared to be low but greater in those caring
for patients who had more severe symptoms that had a greater
impact on health-related QoL [29].

The aim of this study is to characterize spasticity symptoms and
understand their burden, as well as the impact of BoNT-A
injections, from the patient and caregiver perspective. The ability
to work, perform daily activities, and QoL were assessed, as
well as the perceived benefits and challenges associated with
BoNT-A treatment with a focus on injection frequency.

Methods

Survey Design
The survey was conducted in France, Germany, Italy, Spain,
the United Kingdom, and the United States between November
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10, 2017, and February 28, 2018, using an established online
approach [30-32]. Patients or caregivers of patients with
spasticity who were members of the Carenity platform were
invited by email to complete a questionnaire, presented in the
local language, translated by a specialized agency and reviewed
by local Carenity community managers. The study methodology
and questionnaire were validated by 3 neurologists (from
Canada, Spain, and the United States) and 1 rehabilitation
physician (from the United States). To ensure language
suitability, a patient who matched the study inclusion criteria
was selected via the Carenity platform and asked to proofread
the questionnaire.

All questions were the same between countries except for those
relating to BoNT-A formulation brand names, which were
removed from the Spanish questionnaire to comply with Spanish
regulations. The study had a prespecified target of 600
respondents: included 300 from the United States and 300 from
Europe, determined using the Cochran formula, with p set at
0.5 (maximum variability), the confidence level at 95%, and a
maximum margin of error between 5% and 6% for each region.

Survey Questionnaire
The questionnaire comprised multiple-choice, sliding-scale, or
free-text answers and consisted of 4 sections (Multimedia
Appendix 1). For caregivers, some questions related to the
patient they cared for, whereas others related specifically to
their caregiver experiences. The first section of questions
collected information on the patient’s/caregiver's profiles (sex,
age, spasticity diagnosis and symptoms, treatments for spasticity,
duration of BoNT-A treatment, BoNT-A formulation,
relationship to patient, duration and frequency of caregiving).
Respondents were screened out of the survey at this stage if the
eligibility criteria were not met. In countries other than Spain,
patients selected the BoNT-A formulation from the following
list: Dysport (aboBoNT-A), Xeomin (incobotulinumtoxinA,
incoBoNT-A), Botox (onabotulinumtoxinA; onaBoNT-A), or
“not known.” Patients in Spain were asked to state the BoNT-A
treatment they were receiving (if known) in a free-text field.

The second section collected information on the impact of
spasticity on the ability to work, functioning, and QoL. The
third section collected information on BoNT-A treatment
behavior (goals, number of injections, and retreatment) and the
impact of BoNT-A injections on patients' and caregivers' QoL.
The final section collected information on the potential impact
of reduced BoNT-A injection frequency on patients and
caregivers (assuming efficacy was maintained). The sliding-scale
questions in these sections are shown in Multimedia Appendix
1.

The responses provided by the patients or caregivers regarding
the patients' condition were self-reported and were not verified
by an independent rater or reviewer. Free-text responses were
categorized both automatically and manually (as appropriate)

by Carenity personnel, who also developed a tool to program
and code the questionnaire.

Eligibility Criteria
Eligible participants were adult patients (≥18 years old) who
self-reported as having spasticity and receiving treatment with
BoNT-A for ≥1 year, and caregivers of patients meeting the
survey criteria (caregivers were not those of the participating
patients). Spasticity had to be due to MS, stroke, traumatic brain
injury, spinal cord injury, cerebral palsy, brain tumor, or spastic
paraplegia. Patients treated with oral antispasticity medications
(eg, baclofen) or receiving concurrent physiotherapy (at home
or in hospital) were permitted to participate.

Statistical Analyses
Descriptive analyses are presented: categorical variables are
presented as frequency counts and percentages. Differences in
reported burden, treatment behavior, and perceived benefits of
fewer injections are compared between patients by limbs
affected, level of difficulty experienced due to spasticity,
symptoms experienced, and treatment received (number of
injections).

Compliance
The study was conducted in accordance with Good
Pharmacovigilance Practices Modules IV and VIII in compliance
with relevant codes of conduct and data protection legislation,
with no approval from the Clinical Research Ethics Committee
or Independent Review Board required. All participants provided
informed consent to participate and were made aware that the
research was sponsored by a pharmaceutical company that
manufactures a product approved for the treatment of spasticity.

Funding and Data Sharing
This study was sponsored by Ipsen. Where patient data can be
anonymized, Ipsen will share all data that underlie the results
reported in this paper with qualified researchers who provide a
valid research question. Study documents, such as the study
protocol and clinical study report, are not always available.
Proposals should be submitted to DataSharing@Ipsen.com and
will be assessed by a scientific review board. Data are available
beginning 6 months and ending 5 years after publication; after
this time, only raw data may be available.

Results

Patient Demographics and Clinical Characteristics
Carenity invited 16,494 members (who had agreed to receive
invitations to participate in questionnaires) from their
community of members affected by spasticity or one of the
targeted diseases to complete the survey and, of these, 3548
members started the survey (Figure 1). Participants were
screened out of the study if they did not meet the eligibility
criteria (n=2,659), and 274 participants did not complete the
questionnaire.
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Figure 1. Disposition of survey respondents. *Respondents who had agreed to receive invitations to participate in questionnaires.

In total, 615 participants completed the survey (427 patients
and 188 caregivers), and the survey was closed (United States,
300/615, 49%; Europe, 315/615, 51%; Table 1). Patients had a
mean age of 41.7 (95% CI 40.6-42.8) years; 48% (206/427)
were women, 51% (216/427) were men, and 1% (5/427) were
transgender.

The mean age at diagnosis was 33.5 (95% CI 32.3-34.7) years,
and the mean time since diagnosis was 8.3 (95% CI 7.4-9.3)
years. More patients had spasticity due to MS (199/427, 47%)
than other conditions (Table 1). The proportion of patients with
MS was lower in the United States (65/178, 37%) than in Europe
(134/249, 54%; Multimedia Appendix 2). The most frequent
symptoms of spasticity were muscle spasms, stiffness/rigidity,
and muscle pain (Table 1).

The current BoNT-A treatment was onaBoNT-A for most
patients (237/427, 56%), with 18% (75/427) receiving
aboBoNT-A and 11% (48/427) receiving incoBoNT-A (Table
1). The mean time since the first BoNT-A treatment was 3.5
(95% CI 3.0-3.9) years, suggesting an average gap of 4.8 years
between diagnosis and BoNT-A initiation. More patients from
the participating European countries did not know which
formulation they were taking (21% vs 6% for the United States;
Multimedia Appendix 2). In total, 60% (256/427) of patients
were receiving concurrent oral medication (eg, muscle relaxants
or baclofen), 69% (297/427) were receiving physiotherapy (35%
at home, 34% in hospital), 11% (45/427) had received phenol,
9% (40/427) had received botulinum neurotoxin type B
injections, and 7% (29/427) had received alcohol (Table 1).
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Table 1. Participant characteristics (N=615).

Caregivers' patients (n=188)Caregivers (n=188)Patients (n=427)Characteristic

Age in years, n (%)

24 (13)49 (26)72 (17)18-30

15 (8)63 (34)127 (30)31-40

25 (13)45 (24)134 (31)41-50

53 (28)27 (14)79 (19)51-65

71 (38)4 (2)15 (4)≥66

Gender, n (%)

84 (45)84 (45)216 (51)Men

104 (55)104 (55)206 (48)Women

0 (0)0 (0)5 (1)Transgender

Relationship of patient to caregiver, n (%)

N/A76 (40)N/AaParent

N/A51 (27)N/AAnother family member

N/A17 (9)N/AFriend

N/A14 (7)N/APartner

N/A11 (6)N/AChild

N/A11 (6)N/ASibling

N/A6 (3)N/ANeighbor

N/A2 (1)N/AOther

Frequency (days per week) of caregiving, n (%)

N/A14 (7)N/A≥1

N/A27 (14)N/A≥2

N/A62 (33)N/A≥4

N/A85 (45)N/ADaily

Duration of caregiving in years, n (%)

N/A11 (6)N/A<1

N/A64 (34)N/A1-3

N/A46 (24)N/A3-5

N/A45 (24)N/A5-10

N/A22 (12)N/A>10

Cause of spasticity, n (%)

5 (3)N/A13 (3)Brain tumor

19 (10)N/A31 (7)Cerebral palsy

57 (30)N/A199 (47)Multiple sclerosis

20 (11)N/A41 (10)Spastic paraplegia

20 (11)N/A40 (9)Spinal cord injury

53 (28)N/A69 (16)Stroke

14 (7)N/A34 (8)Traumatic brain injury

Time (in years) since diagnosis, n (%)

44 (23)N/A140 (33)<3

42 (22)N/A61 (14)3-5

57 (30)N/A79 (19)5-10
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Caregivers' patients (n=188)Caregivers (n=188)Patients (n=427)Characteristic

10 (5)N/A54 (13)10-15

30 (16)N/A74 (17)>15

5 (3)N/A19 (4)Not specified

Symptoms experienced, n (%)

108 (57)N/A194 (45)Difficulties using arm(s)

133 (71)N/A286 (67)Difficulties using legs

129 (69)N/A295 (69)Muscle pain

125 (66)N/A308 (72)Muscle spasms

136 (72)N/A295 (69)Muscle stiffness/rigidity

64 (34)N/A176 (41)Unwanted movement of the stiff limb

Botulinum neurotoxin type A treatment received,b n (%)

34 (18)N/A75 (18)AbobotulinumtoxinA

19 (10)N/A48 (11)IncobotulinumtoxinA

101 (54)N/A237 (56)OnabotulinumtoxinA

0 (0)N/A3 (0)Otherc

34 (18)N/A64 (15)Do not know

Time (in years) since treatment initiation, n (%)

68 (36)N/A203 (48)<2

68 (36)N/A118 (28)2-5

40 (21)N/A61 (14)5-10

8 (4)N/A29 (7)10-15

4 (2)N/A16 (4)>15

3.5 (2.9-4.1)N/A3.5 (3.0-3.9)Mean time since treatment initiation, years (95% CI)

Concomitant therapy, n (%)

8 (4)N/A29 (7)Alcohol injections

24 (13)N/A40 (9)Botulinum B injections

17 (9)N/A37 (9)Intrathecal baclofen injections

13 (7)N/A45 (11)Phenol injections

109 (58)N/A256 (60)Oral medicationsd

78 (41)N/A151 (35)Physiotherapy at home

56 (30)N/A146 (34)Physiotherapy at hospital/clinic

65 (35)N/A79 (19)Self-rehabilitation (home-based)

0 (0)N/A2 (0)Other

aN/A: Not applicable.
bSelf-reported.
cFor respondents from Spain only, brand names given were Bocouture, Lantox, and Azzalure.
dEg, muscle relaxants, baclofen.

Caregiver Profiles
The mean age of caregivers was 38.6 (95% CI 36.9-40.2) years;
55% (104/188) were women and 45% (84/188) were men (Table
1). The mean duration of caregiving was reported as 4.9 (95% CI
4.1-5.7) years, with 12% (22/188) providing care for ≥10 years.
Most caregivers (147/188, 78%) provided care either every day

(85/188, 45%) or for ≥4 days a week (62/188, 33%). The patient
was a parent of the caregiver in 40% (76/188) of cases, with the
remainder being another family member, a friend, a partner, a
neighbor, or other. The mean age of caregivers was highest in
those providing care for patients with stroke (41.7 years; 95% CI
38.7-44.7) and lowest for traumatic brain injury (35.2 years;
95% CI 30.2-40.2). For MS—the most common cause of
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spasticity in this study—caregivers had a mean age of 37.6
(95% CI 34.7-40.6) years.

Caregiver profiles were similar in Europe and the United States,
although the latter appeared to spend more time each week in
their caregiving role (Multimedia Appendix 2).

Burden of Spasticity

Employment
Overall, of the 427 patients, 412 patients (96%) were aged
<65 years; 69% (284/412) were employed, 1% (6/412) were
full-time students, and 30% (122/412) were unemployed (Table
2). Among patients aged <65 years, 44% (181/412) reported

that their condition had an impact on their professional status,
22% (91/412) reported having to work part-time, and 22%
(90/412) were unable to work (Table 2).

Most caregivers (184/188, 98%) were also aged <65 years. Of
these, 29% (53/184) reported that caring for their patient had
an impact on their own professional status, including 21%
(38/184) who reported having to take a part-time job and 8%
(15/184) who did not work in order to take care of their patient
(Table 2).

Compared with the participating European countries, more
caregivers in the United States changed their working situation
to care for the patient (Table 3).
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Table 2. Burden of spasticity and botulinum neurotoxin type A (BoNT-A) treatment, and the perceived benefits of fewer BoNT-A treatments, for
patients and caregivers (N=615).

Caregivers (N=188)Patients (N=427)Variables

n=184n=412Employmenta, n (%)

98 (53)175 (43)Full-time

38 (21)91 (22)Part-time, due to condition/caregiving

15 (8)90 (22)Do not work due to condition/caregiving

16 (9)18 (4)Part-time, not due to condition/caregiving

8 (4)32 (8)Do not work, not due to condition/caregiving

7 (4)6 (1)Full-time student

2 (1)0 (0)Other

n=184n=412Impact of spasticity on time spent at worka, n (%)

53 (29)181 (44)Impact

129 (70)231 (56)No impact

2 (1)0 (0)Other

n=156n=285Time off work due to BoNT-A injectionb, n (%)

25 (16)64 (22)Never

96 (62)149 (52)Sometimes

25 (16)39 (14)Often

10 (6)33 (12)Always

n=121n=216Number of days taken off work per year due to BoNT-A injectionb, n (%)

21 (17)51 (24)≤2

38 (31)52 (24)3-4

26 (22)64 (30)5-9

18 (15)26 (12)10-15

18 (15)23 (11)>15

n=153n=330Cost (€c) per treatment, n (%)

15 (10)27 (8)0-10

30 (20)47 (14)10-30

14 (9)27 (8)30-50

35 (23)41 (12)50-100

43 (28)84 (26)100-300

16 (10)104 (32)>300

n=188n=427Out-of-pocket costsd, n (%)

61 (32)153 (36)Consultations

82 (44)183 (43)Parking

114 (61)235 (55)Transportation

50 (27)165 (39)Treatments

63 (34)99 (23)Reduced salaryb

0 (0)2 (0)Othere

32 (17)83 (19)None

n=188n=4273 most important perceived benefits of fewer treatments, n (%)

N/Af196 (46)Longer periods with improved mobility
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Caregivers (N=188)Patients (N=427)Variables

124 (66)169 (40)Longer periods not worrying about symptoms

N/A120 (28)More self-confidence

92 (49)115 (27)Less impact on work activities

103 (55)110 (26)More quality time with family and friends

N/A106 (25)Higher self-esteem

N/A94 (22)Less dependence on others

100 (53)117 (27)Less logistical burden

N/A79 (19)Reliving my fear of injections less frequently

2 (1)1 (0)Less financial burden

1 (1)N/AImproved quality of life

6 (3)14 (3)I would not experience any benefits

aOnly including participants who are younger than 65 years of age.
bAmong those who worked part-time or full-time or answered “other” (patients, n=285; caregivers, n=156); the corresponding percentages are 35%
and 40%, respectively.
cA currency exchange rate of eur 1€=US $1.18 is applicable.
dOnly including patients (n=330) and caregivers (n=153) who have to pay something for BoNT-A injections (excluding 14 patients and 3 caregivers
who did not answer).
eFood for patient or driver.
fN/A: not applicable.
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Table 3. Burden of spasticity and botulinum neurotoxin type A (BoNT-A) treatment, and the perceived benefits of fewer BoNT-A treatments, for
patients and caregivers in Europe and the United States (N=615).

Patients & caregivers in the United States (N=300)Patients & caregivers in Europe (N=315)Variables

CaregiversPatientsCaregiversPatients

n=119n=173n=65n=239Employmenta, n (%)

60 (50)83 (48)38 (58)92 (38)Full-time

28 (24)43 (25)10 (15)48 (20)Part-time, due to condition/caregiving

12 (10)30 (17)3 (5)60 (25)Do not work, due to condition/caregiving

9 (8)8 (5)7 (11)10 (4)Part-time, not due to condition/caregiving

8 (7)5 (3)0 (0)27 (11)Do not work, not due to condition/caregiving

1 (1)4 (2)6 (9)2 (1)Full-time student

1 (1)0 (0)1 (2)0 (0)Other

n=119n=173n=65n=239Impact of spasticity on time spent at worka, n (%)

40 (34)73 (42)13 (20)108 (45)Impact

78 (66)100 (58)51 (78)131 (55)No impact

1 (1)0 (0)1 (2)0 (0)Other

n=99n=135n=57n=150Time off work due to BoNT-A injectionb, n (%)

18 (18)26 (19)7 (12)38 (25)Never

57 (58)79 (59)39 (68)70 (47)Sometimes

16 (16)21 (16)9 (16)18 (12)Often

8 (8)9 (7)2 (4)24 (16)Always

n=81n=107n=47n=109Number of days taken off work per year due to

BoNT-A injectionb, n (%)

10 (12)22 (21)11 (23)29 (27)≤2

29 (36)27 (25)9 (19)25 (23)3-4

17 (21)34 (32)9 (19)30 (28)5-9

7 (9)14 (13)11 (23)12 (11)10-15

18 (22)10 (9)7 (15)13 (12)>15

n=99n=150n=54n=180Cost (€c) per treatment, n (%)

6 (6)7 (5)9 (17)20 (11)0-10

20 (20)17 (11)10 (19)30 (17)10-30

9 (9)13 (9)5 (9)14 (8)30-50

22 (22)23 (15)13 (24)18 (10)50-100

32 (32)46 (31)11 (20)38 (21)100-300

10 (10)44 (29)6 (11)60 (33)>300

n=122n=178n=66n=249Out-of-pocket costsd, n (%)

44 (36)89 (50)17 (26)64 (26)Consultations

48 (39)78 (44)34 (52)105 (24)Parking

73 (60)105 (59)41 (62)130 (52)Transportation

35 (29)99 (56)15 (23)66 (27)Treatments

42 (34)65 (37)21 (32)34 (14)Reduced salaryb

0 (0)2 (1)0 (0)0 (0)Othere

21 (17)21 (12)11 (17)62 (25)None
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Patients & caregivers in the United States (N=300)Patients & caregivers in Europe (N=315)Variables

CaregiversPatientsCaregiversPatients

n=122n=178n=66n=2493 most important perceived benefits of fewer
treatments, n (%)

N/A78 (44)N/Af118 (47)Longer periods with improved mobility

83 (68)75 (42)41 (62)94 (38)Longer periods not worrying about symptoms

N/A52 (29)N/A68 (27)More self-confidence

62 (51)55 (31)30 (45)60 (24)Less impact on work activities

71 (58)59 (33)32 (48)51 (20)More quality time with family and friends

N/A53 (30)N/A53 (21)Higher self-esteem

N/A46 (26)N/A48 (19)Less dependence on others

69 (57)42 (24)31 (47)75 (30)Less logistical burden

N/A29 (16)N/A50 (20)Reliving my fear of injections less frequently

2 (2)1 (1)0 (0)0 (0)Less financial burden

1 (1)N/A0 (0)N/AImproved quality of life

4 (3)3 (2)2 (3)11 (4)I would not experience any benefits

aOnly including participants who are younger than 65 years of age.
bOf 441 participants (patients, n=285; caregivers, n=156) who worked part-time or full-time or answered “other.”
cA currency exchange rate of eur 1€=US $1.18 is applicable.
dOnly including patients (n=330) and caregivers (n=153) who have to pay something for BoNT-A injections (excluding 14 patients and 3 caregivers
who did not answer).
eFood for patient and/or driver.
fN/A: not applicable.

Daily Living and Quality of Life
Scores for the difficulties associated with daily living because
of spasticity, as reported by patients, are shown in Figure 2. All
median scores were ≥5.0, and the task most affected was
carrying things.

At least 85% (364/427) of patients experienced difficulties in
≥1 aspect of daily living; aspects most frequently affected were

the ability to carry something (418/427, 98%), walking (414/427,
97%), performing daily tasks (410/427, 96%), and driving
(403/427, 94%). Patients with >2 affected limbs experienced
the most difficulties with daily living, with 91% (114/125) of
patients experiencing 7 difficulties. Patients whose lower limbs
only were affected experienced the fewest difficulties, with only
47% (39/83) of patients experiencing 7 difficulties.
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Figure 2. Patient responses on the impact of spasticity on the patients’ (A) ability to perform everyday tasks (“For each of the following items, please
assess the level of difficulty you experience due to your spasticity,” on a scale of 0=no disability to 10=severe disability) and (B) quality of life (“Please
assess to what extent spasticity affects your life,” on a scale of 0=no impact to 10=a great impact; n=427).

Scores for the impact of spasticity on patients' QoL are shown
in Figure 2. All median scores were ≥7.0, with professional life,
overall QoL, sexual life, and self-esteem being most affected.
At least 89% (381/427) of patients reported that spasticity
affected ≥1 aspect of their QoL, with leisure (419/427, 98%)
and overall QoL (420/427, 98%) being most affected.

Scores for impact on daily living and QoL reported by caregivers
(on behalf of patients) are summarized in Figure 3. Caregivers
gave slightly higher scores than patients for difficulties with
daily living.
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Figure 3. Caregiver responses on the impact of spasticity on the patients’ (A) daily life ("For each of the following items, please assess the level of
difficulty you experience due to your spasticity," on a scale of 0=no disability to 10=severe disability) and (B) quality of life ("Please assess to what
extent spasticity affects your life," on a scale of 0=no difficulty to 10=great difficulty; n=188).

BoNT-A Treatment Behavior

The median (25th percentile-75th percentile) number of
patient-reported injections per year was 4.0 (3.0-6.0; 26% of
patients received ≥6 injections per year) and was consistent
across primary conditions, ranging from 4.0 (3.0-4.0, cerebral
palsy) to 5.0 (4.0-8.0, traumatic brain injury), with the exception
of brain tumors, which had very few respondents (13/427) and

a median (25th percentile-75th percentile) number of reported
injections per year of 3.0 (2.0-3.0). Patients receiving <3
injections per year reported fewer difficulties, and the number
of injections per year was not related to the number of affected

limbs (Figure 4). The median (25th percentile-75th percentile)
number of injections per year was the same between
formulations of BoNT-A (4.0, 3.0-6.0, for onaBoNT-A,
incoBoNT-A, and aboBoNT-A).
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Figure 4. Patient responses to (A) the number of difficulties in activities of daily living, according to the number of botulinum neurotoxim type A
(BoNT-A) injections received each year ["On average, how many BoNT-A treatments do you receive per year (numeric response)?" "For each of the
following items, please assess the level of difficulty you experience due to your spasticity" (scale, 0=no difficulty and 10=severe difficulty)] and (B)
the number of limbs affected according to the number of BoNT-A injections received each year ["In which (how many) limbs do you experience
spasticity symptoms (multiple-choice response)?" "On average, how many BoNT-A treatments do you receive per year (numeric response)"](n=427).
P = percentile.

Most patients (371/427, 87%) and caregivers (151/188, 80%)
reported that treatment goals were discussed with doctors. The
majority of patients (359/427, 84%) also indicated that
retreatment was planned immediately after a treatment. This
depended on the number of injections per year; retreatment was
not planned in 41% (32/79) of patients receiving <3 injections

per year, compared with 11% (10/95) of patients receiving 3
injections per year, 5% (5/96) of patients receiving 4 injections
per year, 11% (5/44) of patients receiving 5 injections per year,
6% (3/50) of patients receiving 6 injections per year, and 5%
(3/63) of patients receiving >6 injections per year. In
approximately one-third of cases (108/359), earlier retreatment
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sometimes had to be arranged due to spasticity symptoms, and
in 9% (33/359) of cases, patients would have liked to have had
earlier retreatment than scheduled, but this was not possible.
Among those patients who received >6 injections per year, 38%
(24/63) reported that they had to receive earlier retreatment due
to spasticity symptoms, whereas for those patients who received

<3 injections per year, only 9% (7/79) reported that they had to
receive earlier retreatment due to spasticity symptoms (Figure
5). Caregiver responses for retreatment planning according to
the number of BoNT-A treatments per year are presented in
Figure 5.

Figure 5. How A) patients (n=427) and B) caregivers (n=109) plan the next treatment date by the number of botulinum neurotoxin A (BoNT-A)
treatments received per year ("Do you plan the next treatment date immediately after you get your injections of BoNT-A with your doctor (single-choice
response)?" "On average, how many BoNT-A treatments do you receive per year (numeric response)?").
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Burden of Receiving BoNT-A Injections

Employment
The majority of employed patients (221/285, 78%) and
caregivers (131/156, 84%) had to take time off from
employment (defined as any part of a working day) for BoNT-A
treatment, and >50% of patients and caregivers took ≥5 days
off per year (Table 2).

As expected, the number of days patients took off work to
receive injections appeared to increase with the number of
injections per year. Of the 32 patients who received <3 injections
per year, 38% (12/32) required ≥3 days off work, compared
with 73% (24/33) of patients who received 3 injections per year,
74% (32/43) of patients who received 4 injections per year, 90%
(27/30) of patients who received 5 injections per year, 85%
(29/34) of patients who received 6 injections per year, and 93%
(41/44) of patients who received >6 injections per year.

Issues Associated With BoNT-A Treatment
At least 73% (312/427) of patients reported issues with BoNT-A
treatment; cost, availability of timely appointments, fear of
injections, and frequency of injections represented the greatest

issues [median (25th percentile-75th percentile) scores of 7.0
(4.0-9.0), 7.0 (4.0-8.0), 6.0 (3.0-8.0), and 6.0 (4.0-8.0),
respectively]. Among caregivers, at least 84% (157/188)
reported issues with BoNT-A treatment, with the cost of
injections and logistics representing the greatest burdens to them

[median (25th percentile-75th percentile) score 6.0 (5.0-8.0) and
6.0 (4.0-8.0), respectively].

Cost
Overall, 77% of patients (330/427) and 81% of caregivers
(153/188) reported that they incurred costs at the time of each

BoNT-A injection. Most patients (303/330, 92%) and caregivers
(138/153, 90%) bore a financial cost of >10€ with each BoNT-A
treatment, with 57% (188/330) of patients and 39% (59/153)
of caregivers paying >100€ with each BoNT-A treatment (Table
2). Over 1 year, 53% (176/330) of patients reported spending
>500€ to receive BoNT-A treatment, and the mean cost per year
was 1080€ (95% CI 923-1236). (A currency exchange rate of
eur 1€=US $1.18 is applicable.)

Out-of-pocket expenses were experienced by most patients
(344/427, 81%) and caregivers (156/188, 83%), with
transportation costs and parking fees the most common (Table
2). Among working participants, 35% (99/285) of patients and
40% (63/156) of caregivers reported a reduced salary due to
time off work for BoNT-A treatment. More patients in the
United States than in participating European countries reported
out-of-pocket expenses (Table 3).

Benefits and Concerns About BoNT-A Treatment

Improvements Due to BoNT-A Treatment
Overall satisfaction with life improved with BoNT-A treatment

for 92% (393/427) of patients, with a median (25th

percentile-75th percentile) improvement score of 7.0 (5.0-9.0).
For individual daily task and QoL domains, improvements were
reported for 81%-94% (345/427-402/427) of patients, with a

median (25th percentile-75th percentile) score for all tasks and
domains of 7.0 (5.0-8.0).

Scores for improvements due to BoNT-A reported by patients
and caregivers (on behalf of patients) were similar and are
presented in Table 4.
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Table 4. Scores for patients’ and caregivers’ responses on improvements in patients’ lives with botulinum neurotoxin type A (BoNT-A) treatment;
improvement was rated on a scale of 0-10, where 0=no improvement and 10=greatly improved (n=615).

Caregiver (n=188) scores, on a scale of 0-10Patient (n=427) scores, on a scale of 0-10Daily task and QoLa domains

75th percentile25th percentileMedianMean75th percentile25th percentileMedianMean

8.06.07.06.68.05.07.06.7Muscle spasm

8.05.06.06.48.05.07.06.5Pain

8.05.07.06.38.05.07.06.6Ability to perform daily tasks

8.05.06.06.38.05.07.06.6Ability to walk

8.05.06.06.38.05.07.06.5Transfers (moving around, short trips)

8.05.06.06.29.05.07.06.5Fatigue

8.05.07.06.48.05.07.06.5Self-confidence

8.05.07.06.38.05.07.06.5Leisure

8.05.07.06.59.05.07.06.7Personal relationships

8.05.07.06.58.05.07.06.6Ability to socialize

8.05.07.06.79.05.07.06.7Willingness to perform activities

8.05.06.06.28.05.07.06.5Depression

8.05.06.06.19.05.07.06.7Professional life

8.04.06.05.98.05.07.06.5Sexual life

8.05.06.06.18.05.07.06.4Anxiety

8.05.07.06.59.05.07.06.7Overall satisfaction

aQoL: quality of life.

Issues or Concerns About BoNT-A Injections
In response to an open question exploring the main issues or
concerns with treatment, patients’ most frequently reported
issue/concern was side effects (171/427, 40%), namely
long-term risks (52/427, 12%), muscular issues (18/427, 4%),
urinary incontinence (5/427, 1%), and infections (3/427, 0.7%).
Other common concerns included issues with treatment efficacy
(95/427, 22%) and administration (75/427, 18%). The former
included concerns about lack of effectiveness (51/427, 12%)
and long-term loss of efficacy (37/427, 9%), whereas the latter
included concerns about pain (27/427, 6%), cost (14/427, 3%),
and method of administration (10/427, 2%). In response to the
same question, the most frequently reported issue/concern from
caregivers was also side effects (93/188, 49%), in particular
long-term risks (36/188, 19%). Caregivers also reported
concerns regarding the efficacy of treatment (55/188, 29%),
namely lack of effectiveness (27/188, 14%), administration of
treatment (25/188, 13%), and concerns regarding dosage (6/188,
3%).

No issues or concerns were reported by 15% (63/427) of patients
and 10% (18/188) of caregivers.

Perceived Benefits of Requiring Fewer BoNT-A
Injections
Assuming a longer duration of effect of BoNT-A, most patients
(368/427, 86%) and caregivers (163/188, 87%) believed that
they would see fewer BoNT-A treatments per year as a benefit.

In response to an open question posed to 368 patients who
believed that fewer BoNT-A injections would be beneficial),
the most frequently cited perceived benefits were improved
QoL (63/368, 17%), fewer logistical constraints (60/368, 16%),
and improved psychological wellbeing (56/368, 15%). At least
79% (338/427) of all patients reported that fewer BoNT-A
treatments would improve ≥1 aspect of treatment burden, with

a median (25th percentile-75th percentile) improvement score
of 8.0 each for logistics (5.5-9.0), cost of getting injections
(6.0-9.0), and general impact on QoL (6.0-9.0). In response to
a prespecified list of potential benefits, the 3 most important
benefits of fewer injections reported were longer periods of
improved mobility (196/427, 46%), not worrying about
symptoms (169/427, 40%), and more self-confidence (120/427,
28%; Table 2).

In response to an open question to 163 caregivers who believed
that fewer BoNT-A injections for their patients would be
beneficial to themselves, the most commonly anticipated
benefits were fewer logistical constraints (37/163, 23%), lower
out-of-pocket expenses (33/163, 20%), and improved
psychological wellbeing (30/163, 18%). The 3 most important
reported perceived benefits of fewer injections for all caregivers
were longer periods not worrying about symptoms (124/188,
66%), more quality time with family and friends (103/188,
55%), and less logistical burden (100/188, 53%; Table 2).

Only 3% of patients (14/427) and caregivers (6/188) reported
not expecting to see any benefits with fewer injections (Table
2).
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For patients, the more BoNT-A injections per year they received,
the more benefit they associated with requiring fewer injections:
65% (51/79) who received <3 injections per year expected to
feel some or many benefits, compared with 71%-88% receiving
≥3 injections per year [ranging from 71% (67/95) of patients
who received 3 injections per year to 88% (44/50) of patients
who received 6 injections per year]. Patients who reported
experiencing difficulties in receiving BoNT-A treatment were
more likely to expect benefits with less frequent injections:
depending on the difficulties experienced, 74%-86%
(273/427–318/427) answered “yes” to expecting benefits versus
59%-66% (35/427–39/427) who answered “no.”

Expected Reduction in Number of BoNT-A Injections
to Achieve Perceived Benefits
The number of BoNT-A injections per year that would be
required to achieve perceived benefits was 2 or 3 for most
patients and caregivers [62% (228/367) and 71% (73/102),
respectively]. Most patients and caregivers felt that 1 or 2 fewer
injections per year would beneficially impact their lives (58%
[215/367] and 60% [61/102], respectively). Patients receiving
the highest number of injections reported the biggest reduction
in the number of injections required to perceive benefits (Table
5). Caregiver-reported data (on behalf of their patients) are also
presented in Table 5.

Table 5. Expected reduction in the number of botulinum neurotoxin type A (BoNT-A) injections per year to achieve perceived benefits for patients
and caregivers, according to the number of injections currently being received ("Assuming the effect of botulinum toxin A injections could last longer,
with how many injections per year would you feel the benefit of less frequent injections?").

Number of fewer BoNT-A injections per year needed to perceive benefitsPatient/caregiver & number of injections per year currently being
received

>443210

Patients (n=367), n (%)

0 (0)0 (0)4 (3)9 (7)76 (58)42 (32)<4 injections/yr (n=131)

0 (0)2 (2)4 (5)42 (48)34 (39)5 (6)4 injections/yr (n=87)

30 (20)16 (11)41 (28)38 (25)16 (11)8 (5)>4 injections/yr (n=149)

Caregivers (n=102), n (%)

0 (0)0 (0)0 (0)2 (12)11 (65)4 (23)<4 injections/yr (n=17)

0 (0)1 (3)2 (5)24 (60)13 (32)0 (0)4 injections/yr (n=40)

15 (33)7 (16)11 (25)10 (22)1 (2)1 (2)>4 injections/yr (n=45)

Discussion

Principal Findings
Evidence-based medicine for the treatment of spasticity requires
the patient perspective on the burdens of symptoms and
receiving treatment, for which there is a knowledge gap. The
present survey, which was self-reported by over 600 patients
and caregivers in the international Carenity online community,
is, to our knowledge, the largest of its kind for those affected
by spasticity. The results presented here supplement efficacy
and safety data from clinical trials of BoNT-A treatment for
spasticity with information on treatment benefits to patients,
the effects of symptoms on everyday life, and practical issues
associated with treatment. Such insights can inform the
development of new patient-reported outcome measures and
help guide more effective management of spasticity in clinical
practice, thus informing the development of new therapeutics.

The use of online communities is becoming increasingly
popular, as they can encourage patients to educate themselves
about their condition, motivate patients to participate in clinical
research, and are easily accessible; FDA guidance for collecting
information from patients who are members of these
communities is now available [1,2]. Online communities also
offer methodological advantages by providing quick access to
a specific patient population, supporting hypothesis generation,
improving sociodemographic representativeness, and providing

insights into the feasibility of a study and recruitment for future
studies [2]. In this study, only one-fifth of people who had
agreed to receive Carenity survey invitations actually
participated in our survey, and information regarding the
eligibility of those who did not participate is not available,
highlighting the challenge of patient and caregiver engagement
when using online platforms. However, a high response rate
was still achievable as a result of the very large size of the online
international community involved.

The presented results confirm that spasticity, irrespective of
etiology, has a clear and negative effect on patients' and
caregivers' lives. Specifically, patients reported the impact of
spasticity on the ability to conduct routine, everyday activities
like walking and driving, and on various aspects of QoL. Many
patients also reported that spasticity affected their ability to
work; among those aged <65 years, 22% changed to part-time
working and 22% gave up work completely. In caregivers of
working age, the corresponding values were 21% and 8%,
respectively. These results are consistent with data from several
studies showing that spasticity has a substantial impact on
patients' activities of daily living, QoL, and independent living
[14,33-35]. They also confirm the results of a study evaluating
work restrictions faced by caregivers of patients with spasticity
[36].

All the surveyed patients had received treatment with BoNT-A
for ≥1 year. Patients and caregivers reported that treatment
improved the ability to conduct daily tasks and aspects of QoL
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that are affected by spasticity, increasing patients' overall
satisfaction with life. Despite its well-established efficacy for
spasticity, there was an average gap of 4.8 years between
diagnosis and BoNT-A treatment initiation in the population
surveyed. However, for conditions such as MS, spasticity may
not be present at the initial diagnosis, appearing only later in
the disease course. In a previous internet survey among patients
with spasticity, almost 50% had to wait 1 year before BoNT
was started, and 23% waited >3 years. The authors propose that
this may reflect the cost of treatment to health care providers
or patients, or a lack of experienced injectors [14]. Regarding
costs, reimbursement for BoNT-A by health insurance providers
has been decreasing year after year in many countries [37]. In
our survey, most patients and caregivers incurred costs at each
BoNT-A injection, with >50% of patients reporting an annual
expenditure of >500€.

Many patients reported practical issues with BoNT-A treatment,
including the availability of timely appointments and the
frequency of injections. On average, patients received
4.4 injections per year, irrespective of BoNT-A formulation,
and, although most planned their visits, some reported
scheduling earlier appointments for emergent spasticity
symptoms. It is important to note that this was an international
study, and treatment intervals were largely dependent on each
participating country's health care insurance authorization;
therefore, the number of injections per year may be more
reflective of this rather than the duration of efficacy or physician
guidance. Additionally, these results are dependent on the
participant being able to accurately remember how many
injections they received per year, and therefore, may be affected
by memory bias.

When first asked whether reducing BoNT-A injection frequency
(without reducing efficacy) would provide any benefits, 86%
(368/427) of patients and 87% (163/188) of caregivers reported
that it would, citing factors such as better QoL and fewer
logistical constraints. Participants were later asked the same
question alongside a prespecified list, from which they had to
select the 3 most important benefits of less frequent injections.
Only 3% (13/427) of patients and 3% (6/188) of caregivers
responded that they would not experience benefits, which
suggests that providing a list of potential benefits influenced
responses, most likely by enabling participants to envisage
benefits they had not been able to foresee previously.
Importantly, the 3 most selected benefits (longer periods of
improved mobility, not worrying about symptoms, and
self-confidence) were related to prolonged symptom relief rather
than a reduced number of injections.

Injection Frequency
These data collectively suggest that the option of a longer-acting
BoNT-A formulation would be favorably received by patients
and their caregivers, to provide sustained relief from spasticity
symptoms and to overcome practical issues associated with
more frequent treatment, as suggested in another patient survey
[38]. A recent clinical review indicates that aboBoNT-A
treatment may allow long intervals between injections,
suggesting long-term symptom relief [39]. These data appear
to be corroborated by real-world evidence [40] and may be

explained by recent preclinical research showing that
aboBoNT-A contains more active neurotoxin at licensed doses
than other BoNT products [41].

The ability to reduce injection frequency depends on the duration
of the effect of the BoNT-A injection. This, in turn, depends on
several factors, including dose, muscle mass, and depth of
injection [42]. In a model designed to assess the
pharmacodynamic effects of aboBoNT-A and onaBoNT-A, the
former had a significantly longer duration of action [43]. A
Phase 3 trial of aboBoNT-A in patients with lower limb
spasticity post-stroke or post-traumatic brain injury permitted
retreatment (per the investigator's judgment) at Weeks 12, 16,
20, or 24 [44]. The percentages of patients re-injected at week 16
or later were 20% during the first cycle, 32% during the second
cycle, and 15% during the third cycle, indicating that some
patients required ≤3 aboBoNT-A injections per year. The authors
concluded that the long duration of aboBoNT-A may reduce
the burden associated with injection frequency [44], which is
consistent with the anticipated benefits of less frequent
administration in the current study.

Limitations
This study has several limitations. No formal prespecified
statistical evaluation took place, and recruitment was conducted
via the Carenity website, meaning results may not be
representative of the general population of patients with
spasticity and their caregivers. The proportion of patients with
MS in this survey was higher than would be expected in the
general population; in the United States, for example, the
incidence of MS is surpassed by both stroke and traumatic brain
injury [45]. This survey system self-selected for engaged
participants who were familiar with social media and internet
platforms. This may explain the relatively large proportion of
patients aged under 40 years and patients with MS as a primary
etiology for their spasticity, as these patients have been shown
to be well-informed and engaged in their condition management,
and thus are very active on these platforms [46]. Patients with
stroke are typically older (aged >65 years) and may be less
likely to engage with online surveys. In addition, it should be
considered that caregiver burden may vary with etiology. As
discussed, MS was the most common cause of spasticity in this
study; however, strokes typically affect older populations and,
consequently, patients may have older caregivers, which could
potentially cause a higher degree of burden. In this study, there
was an age range of 4.1 years between the caregivers of patients
with stroke and MS, which does not suggest a greater degree
of burden on caregivers of patients with stroke due to older age.
However, this small age range may be reflective of the social
media aspect of this system, as mentioned previously, rather
than the real-world situation. Other limitations were the lack of
severity assessment of the patients' spasticity, and that data
reflect patients' and caregivers' perceptions of treatment
effectiveness rather than accepted clinical endpoints.
Additionally, a large proportion of patients received concomitant
physiotherapy and oral medications during treatment with
BoNT-A; as a result of the nature of this patient survey, it is
not possible to deduce how these confounding factors affected
patients' and caregivers' perceptions of the efficacy of BoNT-A
treatment.
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Conclusions
From the patient and caregiver's perspectives elucidated in this
study, spasticity represents a great burden on many aspects of
their lives, including the ability to work, QoL, and difficulties
with daily living. Several challenges were identified with
receiving BoNT-A treatment for spasticity, predominantly
around scheduling and the associated costs of injections. Despite
these challenges, it was established that patients and caregivers
perceive that BoNT-A improves patients' lives, with high levels

of overall satisfaction reported. However, patients and caregivers
reported that providing efficacy was maintained, BoNT-A
injections of reduced frequency would alleviate practical issues
associated with treatment and, more importantly, provide
prolonged symptom relief. Using an online community enabled
more rapid recruitment to the study and data collection regarding
patient and caregiver perspectives than would have been possible
in a clinical trial or a validation study of patient-reported
outcomes.
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Abstract

Background: As we move toward a polio-free world, the challenge for the polio program is to create an unrelenting focus on
smaller areas where the virus is still present, where children are being repeatedly missed, where immunity levels are low, and
where surveillance is weak.

Objective: This article aimed to describe a possible solution to address weak surveillance systems and document the outcomes
of the deployment of the Auto-Visual Acute Flaccid Paralysis Detection and Reporting (AVADAR) project.

Methods: This intervention was implemented in 99 targeted high-risk districts with concerns for silent polio circulation from
eight countries in Africa between August 1, 2017, and July 31, 2018. A total of 6954 persons (5390 community informants and
1564 health workers) were trained and equipped with a smartphone on which the AVADAR app was configured to allow community
informants to send alerts on suspected acute flaccid paralysis (AFP) and allow health worker to use electronic checklists for
investigation of such alerts. The AVADAR and Open Data Kit ONA servers were at the center of the entire process. A dashboard
system and coordination teams for monitoring and supervision were put in place at all levels.

Results: Overall, 96.44% (24,142/25,032) of potential AFP case alerts were investigated by surveillance personnel, yielding
1414 true AFP cases. This number (n=1414) reported through AVADAR was higher than the 238 AFP cases expected during
the study period in the AVADAR districts and the 491 true AFP cases reported by the traditional surveillance system. A total of
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203 out of the 1414 true AFP cases reported were from special population settings, such as refugee camps and insecure areas.
There was an improvement in reporting in silent health areas in all the countries using the AVADAR system. Finally, there were
23,473 reports for other diseases, such as measles, diarrhea, and cerebrospinal meningitis, using the AVADAR platform.

Conclusions: This article demonstrates the added value of AVADAR to rapidly improve surveillance sensitivity. AVADAR is
capable of supporting countries to improve surveillance sensitivity within a short interval before and beyond polio-free certification.

(JMIR Public Health Surveill 2020;6(4):e18950)   doi:10.2196/18950

KEYWORDS

Auto-Visual Acute Flaccid Paralysis Detection and Reporting; surveillance; informants; acute flaccid paralysis; smartphones;
polio

Introduction

Cases of paralysis caused by poliovirus have decreased by 99%
since the World Health Assembly’s resolution to eradicate polio
[1]. The World Health Organization (WHO) recommends that
a sensitive acute flaccid paralysis (AFP) surveillance system
network should detect at least one case of nonpolio AFP
annually per 100,000 children under 15 years of age. In addition,
performance indicators for AFP surveillance require that
reporting be timely and complete, and represent the geography
of the country. [2]. All cases of AFP should be investigated and
two stool samples should be collected from each AFP case at
least 24 hours apart for viral isolation in a WHO-accredited
laboratory [2]. The quality of AFP surveillance is therefore
critical in countries moving toward the final phases of polio
eradication [3]. Some countries in the African region have
challenges with surveillance performance especially in
security-challenged areas. For increasing AFP detection rates,
innovations can be used to address challenges to the surveillance
system and improve reporting in areas where key indicators of
AFP surveillance are not being met, where surveillance is not
being performed systematically, and where access to
communities is a challenge. Studies have shown that the use of
mobile technology for health in developing countries is an
innovative and cost-effective approach to reach populations in
low-resource settings [4]. Mobile phones are increasingly
accessible worldwide [5]. In sub-Saharan Africa, the penetration
of cell phones was estimated to be 63% in 2013 and projected
to be more than 70% by 2015 [5]. Although mobile phone–based
surveillance has the potential to provide real-time validated data
for disease clustering and prompt response and investigation,
little evidence is available on the current practice in sub-Saharan
Africa [6]. In 2016, Shuiab et al demonstrated the use of an
SMS text messaging–based technology app on smartphones
called Auto-Visual AFP Detection and Reporting (AVADAR)
that was given to health workers and community informants to
improve the reporting of AFP in Nigeria [2]. Improvement in
AFP reporting was observed in the pilot districts of Kuje and
Oyun, demonstrating the added value of utilizing the AVADAR
tool. With these initial positive results, AVADAR was
implemented by the WHO Regional Office for Africa and used
in 99 districts in Cameroon, Chad, the Democratic Republic of
Congo, Liberia, Sierra Leone, South Sudan, and Niger, with
technical support from the partner agencies Novel-T and eHealth
Africa and funding provided by the Bill and Melinda Gates
Foundation. The aim of this study was to determine the

outcomes of the deployment of AVADAR for enhanced
surveillance and reporting in these districts.

Methods

Selection of Countries
Eight countries were enrolled into the AVADAR system. The
inclusion criteria were based on polio risk analysis performed
from 2016 to 2018, which prioritized the following criteria for
targeted surveillance interventions: endemicity for polio
(Nigeria), countries with districts in the Lake Chad basin area
(Cameroon, Chad, and Niger), history of recent Ebola virus
disease (Sierra Leone and Liberia), and areas with insecurity
and hard to reach populations (South Sudan and the Democratic
Republic of Congo). Selection of countries was carried out by
the WHO Regional Office in Africa in collaboration with the
country governments.

Selection of Districts
In each of the selected countries, a limited number of the highest
risk districts for polio transmission were selected. The inclusion
criteria used were as follows: weak surveillance system (as
evidenced by a low nonpolio AFP rate; <2 for 100,000 children
aged less than 15 years), existence of a telecommunications
network in the community, presence of literate community
members, presence of displaced populations or security
challenges, and acceptance of the host governments for the use
of technology in health. Selection was carried out by the health
district authorities under supervision of the provincial and
national health authorities in each country through final approval
by the WHO Regional Office. An average of three to four
districts were engaged per country. A total of 99 districts were
included in the study

Selection of Community Informants
An average of 130 to 150 informants were selected per health
district. Informants were selected by district-level health
authorities in collaboration with local community leaders.
Informants were listed by the health areas where they lived, and
efforts were made to ensure that informants were evenly spread
across all the health areas. Informants were expected to be able
to read and write at a basic school level, have previous field
experience in immunization activities including polio
eradication, be able to manipulate a mobile phone, and accept
being part of the project. In Chad and Cameron, there were a
high number of informants located in critical geographies for
polio surveillance, who were unable to read or write. They were,

JMIR Public Health Surveill 2020 | vol. 6 | iss. 4 | e18950 | p.208http://publichealth.jmir.org/2020/4/e18950/
(page number not for citation purposes)

Ticha et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://dx.doi.org/10.2196/18950
http://www.w3.org/Style/XSL
http://www.renderx.com/


however, able to recognize a suspected case of AFP. Thus, these
“special informants” were recruited and included in the project.
The final list was then uploaded on the AVADAR server to
monitor reporting by the informants. All informants were
geo-located through “zero reporting” and “home reporting” on
their mobiles. Zero reporting was done weekly by all informants
enrolled in the system for not finding any child with AFP [7]
(Multimedia Appendix 1). Home reporting was done once after
the informant was enrolled in the AVADAR system. The
informant clicked an icon when at home, which automatically
recorded the map position, and the information was stored on
the AVADAR server. This served to display the geographic
spread of informants in the health areas or districts selected for
the AVADAR project, as well as the expected location (within
a certain geographic range) where future reports would come
from, although a community informant could report an alert
beyond this geography.

Selection of Health Workers
Health workers were selected in the same health areas and
districts from where community informants were selected. One
health worker was selected for every 10 community informants.
Health workers (members of the existing surveillance system)
were defined as those within a community with good experience
in AFP surveillance or polio eradication activities and were
motivated to conduct field investigations on suspected AFP
cases (alerts). The health workers and informants were not paid.
However, they were provided with air time (talk time) and data
to send the weekly reports, and transportation costs to investigate
alerts on suspected AFP cases were covered by the program.

Training
A 2-day national training of trainers was organized in each
country to inform, sensitize, and train central-level health
authorities on the AVADAR system. This was followed by
another 2-day training of health workers and informants on the
AVADAR app with practical demonstrations, using the
repetitive training methodology to ensure that both informants
and health workers were fully aware of the alerting and
investigation process and could function independently [8,9].

Pilot Testing of the AVADAR System
The AVADAR system was piloted in two districts in Nigeria
in 2016. The lessons learned from the pilot testing were used
to improve checklists and selection of participants and to refine
the training methodology. Various processes were thus adapted
to country contexts as per health system requirements in terms
of terminology and norms [10].

AVADAR Servers and Investigation of Alerts
The actors in the AVADAR system (informants and health
workers) were configured in the AVADAR server. On a weekly
basis, the server auto-played the AFP case definition video.
Each informant was expected to respond in order to confirm
that he/she is still in the system. This was called a zero report.
When an informant submitted a report, the report was assigned
a unique number called report submission identification and an
alert was sent to the AVADAR server. The AVADAR server
then sent an automated SMS text message to health workers’
phones. On average, 10 health workers were configured to

receive an SMS from the server for every AFP alert from an
informant to ensure correct tracking and investigation of all
alerts. Upon receipt of the SMS, the health worker and the
informant could use the closed user group (CUG)
telecommunications feature to further discuss the report. CUG
is a network of SIM cards with unlimited access to make free
phone calls to other SIM cards within the network. AVADAR
informants and health workers investigating alerts were members
of the CUG. A health worker traveled to investigate the case.
Once the investigation was completed and the report was
uploaded to the server, an SMS text message or email was sent
from the server to preselected stakeholders to receive the
findings of the investigation. As soon as the health worker
confirmed that the alert investigated was a true AFP, further
investigations were performed, leading to the collection of stool
samples. In parallel, a second server (Open Data Kit [ODK])
received the same SMS text message. This ODK server has
been designed to display some key predetermined outputs in
the form of indicators.

Data Collection and Use
A simple electronic questionnaire was developed and deployed
on the smartphone of each informant. This enabled ease of use
of the AVADAR app when a case was suspected by recording
few key variables. These variables included the name of the
suspected case (alert), location, and duration from onset to
detection. Submission of the questionnaire to the server was by
a simple click.

Similarly, two electronic checklists for health workers were
built using ODK and downloaded onto their smartphones. One
checklist collected data during investigation of alerts sent by
informants. This is a critical stage in the AVADAR system
because the alerts being investigated may turn out to be true
AFPs. Once an investigation was completed, the checklist was
uploaded to the sever. A trigger generated by the server was
sent to a determined number of persons situated at the district,
province, nation, or beyond. This trigger was a reminder that
an alert has been investigated, and if the alert was a true AFP,
follow-up was needed to ensure that a field investigation of the
case was conducted timely. The second checklist for health
workers on ODK was used to collect data during supervision
of AVADAR activities.

AVADAR Dashboard
The AVADAR dashboard reconciled all the soft documentation
of alerts and investigations and evaluated the performance of
the surveillance system in real time. This dashboard was an
output of the reconciliation of the AVADAR server, which
housed all informant reporting (zero and suspected AFP
reporting) and the ODK server (the actual investigation by health
workers). This dashboard made available in real time the status
of all AFP alerts and investigations done via AVADAR from
the country level to the ward/settlement level. It also assisted
stakeholders to immediately assess where supervisory activities
should be focused.

Monitoring the Implementation of AVADAR
A major feature of AVADAR is that the platform is useful for
monitoring the implementation of surveillance processes and
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activities in high-risk areas. In each AVADAR district, there
was a coordination team consisting of an AVADAR coordinator
from WHO, an eHealth technical coordinator, and a Ministry
of Health focal person. This same structure existed at the ward
level (health area) where the head of the health area coordinated
all AVADAR activities. Monthly meetings were organized by
the Ministry of Health with support from WHO and eHealth to
monitor activity implementation and progress, and to solve
problems related to smartphone functionality and chargers.
National-, provincial-, and district-level officers conducted
regular supportive supervisory visits for the various community
informants to ensure that activities were being implemented as
planned and to resolve challenges. The WHO Regional Office
had regular teleconferences with countries, conducted field
visits, and organized an annual review and planning meeting
bringing together various stakeholders with objectives to foster
program coordination and performance [11].

Ethical Approval and Consent to Participate
Approval from an ethics committee and consent to participate
were not required for analyses based solely on secondary data.

Results

A total of 5390 informants were engaged in the AVADAR
project in the eight countries from August 1, 2017, to July 31,
2018. Of the 5390 informants, 96.99% (n=5228) were
community informants and 3.01% (n=162) were special
informants (Table 1). The number of community informants
who participated in the AVADAR system was dependent upon
the number of health areas. Nigeria, which deployed AVADAR
in 54 health districts, had 44.86% (n=2418) of the total
informants, while South Sudan, which deployed AVADAR in
three health districts, had 4.66% (n=251) of the total community
informants. Similarly, a total of 1564 health workers were
engaged in the project in the eight countries. The health workers
engaged in Nigeria represented 55.88% (n=874) of the total
health workers in the project, while those engaged in South
Sudan represented 1.59% (n=25) of the health workers.

Table 1. Human capital and smartphones engaged for the Auto-Visual Acute Flaccid Paralysis Detection and Reporting (AVADAR) project in eight
countries from August 1, 2017, to July 31, 2018.

Total (N=6954), n (%)Health workers
(N=1564), n (%)

Total informants
(N=5390), n (%)

Special informants
(N=162), n (%)

Community informants
(N=5228), n (%)

Country

3292 (47.34%)874 (55.88%)2418 (44.86%)0 (0.00%)2418 (46.25%)Nigeria

622 (8.94%)77 (4.92%)545 (10.11%)104 (64.20%)441 (8.44%)Chad

688 (9.89%)108 (6.91%)580 (10.76%)28 (17.28%)552 (10.56%)Cameroon

634 (9.12%)133 (8.50%)501 (9.29%)30 (18.52%)471(9.01%)Niger

402 (5.78%)114 (7.28%)288 (5.34%)0 (0.00%)288 (5.51%)Liberia

503 (7.23%)98 (6.27%)405 (7.51%)0 (0.00%)405 (7.75%)Sierra Leone

537 (7.72%)135 (8.63%)402 (7.46%)0 (0.00%)402 (7.69%)Democratic Republic
of Congo

276 (3.97%)25 (1.59%)251 (4.66%)0 (0.00%)251 (4.80%)South Sudan

A total of 162 special informants were engaged in three
countries (Chad, Cameroon, and Niger) (Table 1). The special
informants represented 2.33% (n=6954) of all informants
engaged in the eight countries. The special informants in Chad
constituted 16.7% (n=104) of all community informants engaged
in the country (N=622). In Cameroon, the special informants
represented 4.1% (n=28) of all informants in the country
(N=688), and in Niger, the special informants represented 4.7%
(n=30) of all informants engaged in the country (N=634). There
was no difference in reporting alerts from both community
informants and special informants.

Within the 12 months of the study, a total of 433,601 reports
were expected to be sent by informants through weekly reports
(also called zero reports) to indicate they were still in the
network, and of these, 64.66% (280,376) were received (Table

2). Each informant reported once a week for the 52 weeks of
the study period. Of the reports received, 65% (280,376) were
received timely (within 48 h). The highest proportion of reports
were received from South Sudan, where 92.58% (3932/4247)
of informants actively responded to the weekly calls. This was
followed by Niger, with 79.61% (18,498/23,236). The least
active country was Nigeria, with just 57.31% (135,129/235,767)
of reports received. With regard to alerts sent to the server on
suspected AFP cases, a total of 25,032 were received, and
96.44% (24,142) of these were investigated.

Of these 24,142 alerts investigated, 5.86% (1414) yielded true
AFP cases. This yield varied across countries, with the highest
yield of 24.70% (589/2385) in Nigeria, followed by 16.84%
(33/196) in South Sudan. Chad and Liberia both had the lowest
yields of 0.98% (119/12,103) and 0.93% (15/1615), respectively.
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Table 2. Performance of the Auto-Visual Acute Flaccid Paralysis Detection and Reporting (AVADAR) system compared with the traditional system
of reporting acute flaccid paralysis cases from August 1, 2017, to July 31, 2018.

Number of
AFP cases
reported by
the tradition-
al surveil-
lance system

Expected
annual
number of
AFP cases
in
AVADAR
districts

Propor-
tion (%)
of
AVADAR
AFP cas-
es

Number
of
AVADAR
AFP cas-
es

Expected
number
of

AVADARa

AFPb cas-
es

Investiga-
tion (%)
of alerts
received

Number
of Investi-
gations
done

Expected
number
of alerts
investigat-
ed

Complete-
ness (%)
of reports
received

Total
number
of reports
received

Expected
number
of reports

Country

2794524.70589238593.092385256257.31135,129235,767Nigeria

48230.9811912,10398.2312,10312,32164.2122,83335,558Chad

34404.9396194694.931946205072.1326,88037,266Cameroon

852410.4510398698.11986100579.6118,49823,236Niger

0200.9315161585.541615188868.3519,85529,051Liberia

15166.872739394.4739341685.9532,66738,009Sierra
Leone

24569.56432451898.374518459367.5520,58230,467Democratic
Republic
of Congo

61416.843319699.4919619792.5839324247South Su-
dan

4912385.86141424,14296.4424,14225,03264.66280,376433,601All coun-
tries

aAVADAR: Auto-Visual Acute Flaccid Paralysis Detection and Reporting.
bAFP: acute flaccid paralysis.

With regard to the AFP yield, a total of 238 AFPs were expected
from AVADAR districts within the study period. In terms of
this number, 491 (206.1%) AFPs were reported by the traditional
AFP system and 1414 (591.1%) AFPs were reported through
the AVADAR system. It is important to note that an AFP was
attributed to the system that first reported the case (either the
AVADAR or traditional system) to avoid double counting of
cases.

As shown in Table 3, from 2016 to 2018, there were 381 silent
wards as the AVADAR intervention took off in different
countries. After the stabilization of the intervention, in 2018,
there was a 100% reduction in silent health areas in the
Democratic Republic of Congo and Liberia. In absolute terms,
there was improvement in reporting across all countries, with
the lowest evidence-based improvement being in Chad (32%).
This further supports AFP surveillance intensification that
AVADAR elaborates, leading to reduction in silent areas [12].

Table 3. Impact of Auto-Visual Acute Flaccid Paralysis Detection and Reporting (AVADAR) in eight countries on the reduction in silent health areas
in 2016-2018 compared with 2019 (aggregated comparison).

Percentage reduction in silent wards
in 2019

Number of silent wards in 2019Maximum number of silent wards
in 2016-2018

Country

53%2758Cameroon

32%4363Chad

100%043Democratic Republic of Congo

100%01Liberia

47%1019Niger

38%2540Sierra Leone

58%512South Sudan

66%49145Nigeria

58%159381All AVADARa countries

aAVADAR: Auto-Visual Acute Flaccid Paralysis Detection and Reporting.

Considering the traditional AFP cases reported, the AVADAR
cases, and the silent district reduction reported in the same
period (Table 2 and Table 3), we have provided the P values

for comparisons in Table 4. We ran paired sample t tests on
information in Table 2 for comparing AVADAR cases and
traditional AFP cases (Table 2 column 9 [numbers: 589, 119,
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96, 103, 15, 27, 432, and 33] vs column 12 [numbers: 279, 48,
34, 85, 0, 15, 24, and 6]), and obtained P=.07 (two-tailed) and
P=.04 (one-tailed), using Microsoft Excel 2016 (Microsoft
Corporation).

We also ran paired sample t tests on information in Table 3 for
the silent ward reduction (Table 3 column 2 [numbers: 58, 63,
43, 1, 19, 40, 12, 145, and 381] vs column 3 [numbers: 27, 43,
0, 0, 10, 25, 5, 49, and 159]) and obtained P=.07 (two-tailed)
and P=.04 (one-tailed), using Microsoft Excel 2016.

Table 4. Comparison of mean, standard deviation, and P value of the Auto-Visual Acute Flaccid Paralysis Detection and Reporting (AVADAR) system
and traditional surveillance system regarding acute flaccid paralysis reporting and silent wards (2017-2018).

Number of silent wards in
2019

Maximum number of silent
wards in 2016-2018

Number of AFP cases report-
ed by the traditional surveil-
lance system

Number of AVADARa

AFPb cases

Variable

35.3333333384.66666667109.1111111314.2222222Mean

2471.7514119.7527912.11111210043.6944Variance

9999Observations

N/A0.979342284N/Ac0.944806625Pearson correlation

N/A0N/A0Hypothesized mean differ-
ence

N/A8N/A8df

N/A2.088810505N/A2.014828247t stat

N/A0.035073851N/A0.039343527P (T<=t) one-tailed

N/A1.859548038N/A1.859548038t critical one-tailed

N/A0.070147702N/A0.078687054P (T<=t) two-tailed

 N/A2.306004135 N/A2.306004135t critical two-tailed

aAVADAR: Auto-Visual Acute Flaccid Paralysis Detection and Reporting.
bAFP: acute flaccid paralysis.
cN/A: not applicable.

A total of 203 AFP cases were reported in special populations,
of which 44.3% (n=90) were from internally displaced
persons/refugees (Table 5). Approximately 7.8% (n=43) of the
cases reported from internally displaced persons/refugees were
from Nigeria owing to a high number of internally displaced
person/refugee camps in AVADAR districts in Nigeria. A total

of 72% (31/43) of cases reported from Nomads were from Chad.
Chad has nomadic populations in all the six AVADAR districts.
A total of 90% (63/70) of cases reported from areas of insecurity
were reported from Nigeria that runs AVADAR in 54 local
government areas with security challenges.

Table 5. Acute flaccid paralysis reported through Auto-Visual Acute Flaccid Paralysis Detection and Reporting (AVADAR) in special population
settings (August 1, 2017, to July 31, 2018).

Total (N=203), n (%)Number of AFP cases report-
ed from insecure areas
(N=70), n (%)

Number of AFP cases report-
ed from Nomads (N=43), n
(%)

Number of AFPa cases re-

ported from IDPsb/refugees
(N=90), n (%)

Country/special population

110 (54%)63 (90%)4 (9%)43 (48%)Nigeria

31 (15%)0 (0%)31 (72%)0 (0%)Chad

21 (10%)5 (7%)0 (0%)16 (18%)Cameroon

39 (19%)0 (0%)8 (19%)31 (34%)Niger

2 (1%)2 (3%)0 (0%)0 (0%)South Sudan

aAFP: acute flaccid paralysis.
bIDP: internally displaced person.

Using the CUG network, informants were able to report other
disease conditions apart from AFP. Nigeria reported the highest
number of suspected measles cases (587/902, 65%) and

suspected cerebrospinal meningitis cases (182/194, 93.8%).
Similarly, the Democratic Republic of Congo reported 19,419
cases (86.8%, N=22,377) of acute watery disease (Table 6).
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Table 6. Other disease conditions reported by Auto-Visual Acute Flaccid Paralysis Detection and Reporting (AVADAR) informants (August 1, 2017,
to July 31, 2018).

Total (N=23,473), n (%)Number of suspected cere-
brospinal meningitis cases
(N=194), n (%)

Number of acute watery
disease cases (N=22,377), n
(%)

Number of suspected
measles cases (N=902), n
(%)

Country

2001 (8.5%)182 (93.8%)1232 (5.5%)587 (65.1%)Nigeria

250 (1.1%)0 (0.0%)133 (0.6%)117 (13.0%)Chad

1610 (6.9%)0 (0.0%)1550 (6.9%)60 (6.7%)Liberia

19,564 (83.3%)12 (6.2%)19,419 (86.8%)133 (14.7%)Democratic Republic of
Congo

48 (0.2%)0 (0.0%)43 (0.2%)5 (0.6%)South Sudan

Discussion

Principal Findings
We found a marked increase in the number of cases of AFP
reported through the AVADAR system compared with those
reported through the traditional system in the same districts
within the same period. These findings are similar to those of
Shuaib et al in the AVADAR pilot study in Kwara and Kuje
LGAs in 2016 [2]. We also demonstrated that 14.36%
(203/1414) of AFP cases were from areas with security
challenges or from special populations. It is likely that without
AVADAR, these cases would have been missed. In 2017, in a
study on the use of mHealth in polio eradication and other
immunization activities in developing countries, Kim et al
concluded that growing access to technology and widespread
mobile connectivity offer a tremendous opportunity for the
immunization community to leverage these efforts to improve
and sustain immunization services, particularly for populations
currently not reached and at the highest risk of vaccine
preventable diseases [13]. Other studies have also demonstrated
the usefulness of several mHealth interventions for improved
health care delivery at all levels of care and even under
unfavorable security and economic conditions [14].

We also found statistical significance (P=.04) when comparing
AVADAR AFP cases and traditional AFP cases for the period
under review.

This study also demonstrated a marked reduction in silent health
areas and districts in all the countries where AVADAR was
deployed. This reduction in silent health areas was more
significant in the Democratic Republic of Congo and Liberia.
We also did a paired two samples test for means of silent wards
before AVADAR and after AVADAR, which revealed reduction
of silent districts based on the introduction of AVADAR at the
district level. The output of the paired T sample analyses
indicated that the mean for the silent districts before
AVADAR/introduction of AVADAR was 84.67 and after
AVADAR was 35.33. For our results, we used P (T<=t)
two-tailed, which is the P value for the two-tailed form of the
t test. Because our P value (.03) was less than the standard
significance level of .05, we could reject the null hypothesis.
Our sample data support the hypothesis that the before and after
AVADAR silent district means are different.

The use of technology has been shown to improve health worker
accountability and reporting. This is partly due to the removal
of reporting barriers and the monitoring and peer review role
of technology for improving data quality and reporting [15,16].
These qualities make AVADAR and other mHealth innovations
useful for improving health outcomes [17].

The successful use of community informants and special
informants indicates that AVADAR and other mHealth
innovations when correctly deployed can be used even by
nonhealth workers. The AVADAR program has a simplified
case definition and has user-friendly forms and questionnaires
suitable for nonhealth personnel. The departure from health
worker–dependent surveillance to involving community
informants has been shown to improve the quality and
effectiveness of surveillance activities, especially in
security-challenged locations [18].

We also found out that other disease conditions, such as measles,
acute watery disease, and cerebrospinal meningitis, were
reported through AVADAR. This is an indication that this
community-based initiative (AVADAR) has the potential to
report other disease conditions in a timely manner to trigger a
timely response. Though AVADAR was originally designed
for AFP surveillance, the platform could be used for other
disease surveillance, demonstrating the use of the AVADAR
platform beyond poliomyelitis eradication certification. This
implies that the same infrastructure that supports AVADAR
can be deployed to support other disease surveillance activities
across countries. This makes the AVADAR system a robust
and cost-effective solution [2].

The strength of this study is that it demonstrates the usefulness
and impact of an mHealth solution like AVADAR at scale. This
is unlike many other studies that only showed success with pilot
studies or studies with small sample sizes and confined
populations [6,19,20]. AVADAR is therefore proven to be a
promising strategy for countries facing weak surveillance
systems related to insecurity or those with hard-to-reach
populations.

Limitations
The use of AVADAR is limited by the weak telecommunication
infrastructure in most countries, notably in rural and remote
areas, which are the most suited for its application. Second, the
system is relatively costly and thus heavily reliant on funding.
Despite these limitations, AVADAR could be recommended in
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areas with surveillance gaps and challenges. However,
government ownership and domestic funding are required to
ensure sustainability.

Conclusions
The marked increase in the case detection of AFP justifies the
cost-intensive nature of the intervention. The system is relatively
costly and thus heavily reliant on funding. Despite the high cost,
AVADAR could be recommended in areas with surveillance
gaps and challenges. However, government ownership and
domestic funding are required to ensure sustainability.

AVADAR is recommended beyond the Global Polio Eradication
Initiative program for broader public health initiatives and
strengthening of health systems. The potential to keep on using
the structure set up with minimal additional infrastructure cost
also makes this intervention a worth-while solution for enhanced
surveillance and control of communicable and
noncommunicable diseases.

Within a 12-month period, AVADAR showed a positive impact
by improving AFP surveillance performance to certification
standards. Achieving certification standards remains a key
requirement for all districts, and the African region achieved a
wild polio–free status on August 25, 2020.
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Abstract

Background: Health systems are increasingly looking toward the private sector to provide digital solutions to address health
care demands. Innovation in digital health is largely driven by small- and medium-sized enterprises (SMEs), yet these companies
experience significant barriers to entry, especially in public health systems. Complex and fragmented care models, alongside a
myriad of relevant stakeholders (eg, purchasers, providers, and producers of health care products), make developing value
propositions for digital solutions highly challenging.

Objective: This study aims to identify areas for health system improvement to promote the integration of innovative digital
health technologies developed by SMEs.

Methods: This paper qualitatively analyzes a series of case studies to identify health system barriers faced by SMEs developing
digital health technologies in Canada and proposed solutions to encourage a more innovative ecosystem. The Women’s College
Hospital Institute for Health System Solutions and Virtual Care established a consultation program for SMEs to help them increase
their innovation capacity and take their ideas to market. The consultation involved the SME filling out an onboarding form and
review of this information by an expert advisory committee using guided considerations, leading to a recommendation report
provided to the SME. This paper reports on the characteristics of 25 SMEs who completed the program and qualitatively analyzed
their recommendation reports to identify common barriers to digital health innovation.

Results: A total of 2 central themes were identified, each with 3 subthemes. First, a common barrier to system integration was
the lack of formal evaluation, with SMEs having limited resources and opportunities to conduct such an evaluation. Second, the
health system’s current structure does not create incentives for clinicians to use digital technologies, which threatens the
sustainability of SMEs’ business models. SMEs faced significant challenges in engaging users and payers from the public system
due to perverse economic incentives. Physicians are compensated by in-person visits, which actively works against the goals of
many digital health solutions of keeping patients out of clinics and hospitals.

Conclusions: There is a significant disconnect between the economic incentives that drive clinical behaviors and the use of
digital technologies that would benefit patients’ well-being. To encourage the use of digital health technologies, publicly funded
health systems need to dedicate funding for the evaluation of digital solutions and streamlined pathways for clinical integration.

(JMIR Public Health Surveill 2020;6(4):e20579)   doi:10.2196/20579
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Introduction

Background
Digital technology offers the potential to efficiently meet the
health care demands of a population growing in both size and
complexity, without sacrificing quality. Administrators and
health organizations are increasingly seeking technologies from
the private health care market to achieve this aim [1]. Despite
these efforts and accompanying investments [2], health systems
struggle to translate innovation into clinical practice [3,4].
Failure to clearly define the health care marketplace and the
parameters for entry present considerable challenges for private
sector small- and medium-sized enterprises (SMEs) [5].
Maximizing value in public-private partnerships for digital
health requires motivating the development of innovative
solutions by the private industry, encouraging integration of
those solutions into clinical spaces, and assuring ongoing
refinement of the tools and surrounding clinical models [6].

Driving Innovation in Public Health Systems
Creating an environment in which emerging solutions meet the
needs of a public health system requires that these private
entities develop sustainable business models within that system
[7]. However, health systems are characterized by complex and
fragmented care models, alongside a myriad of regulatory
models and incentive structures that are often incongruent with
private sector business models [7]. Further, the ability to
demonstrate value to public systems is challenging due to
complex clinical practices, organizational processes, and
provider workflows [8]. The issue of incentives and payment
models to support the use of digital tools that promote patients’
well-being cannot be solved through accelerators and academic
medical centers. If health systems want to increase the use of
digital tools that can reduce the use of health services and
alleviate the burden on acute care facilities, there is a need for
incentive models that support their adoption. Currently, digital
models that rely on clinicians monitoring data are affected
because this model has no economic incentive to encourage the
clinician to participate and incurs a fear of liability [9]. Complex
and often conflicting actors in health care (eg, purchasers,
providers, and producers of health care products) make
developing value propositions associated with those products
highly challenging [10]. Electronic health records are a telling
precedent, as health system payers implemented them to solve
issues primarily for the payers, including data collection for
administrators and billing, at times at the expense of clinician
experience. This has led to feelings of frustration and burnout
associated with their use [11]. Policy makers need to consider
incentive models for innovators to develop products that support
direct clinical needs and help solve system problems. There is
a recognized need for health systems to align reimbursement,
policies, and infrastructure with the unique care pathways
involving digital health solutions to increase their uptake
[12,13].

Innovation in digital health is largely driven by SMEs, which
include businesses with fewer than 500 employees. SMEs
develop digital technologies to solve clinical and administrative
problems, with a view of selling them to health organizations,

public and private health system payers, and directly to
consumers in Canada and internationally. SMEs face unique
challenges compared with larger companies in the field because
of their lack of connections and leverage in the system and
limited resources and access to data to test and develop their
solutions. To overcome these barriers, SMEs must develop an
efficient clinical model (to promote provider buy-in and value)
[14], a strong business model (to promote financial
sustainability) [15], and a reliable method to generate evidence
(to promote adoption of safe, effective, and valuable
technologies of interest to a public payer) [16]. Insights from
real-world SMEs attempting to create sustainable and scalable
enterprises within the constraints of a public system (rather than
research-generated technologies) are critical to creating more
symbiotic partnerships between the public system and private
industry.

Funding and Regulating Digital Health Technologies
in Canada
Funding in the Canadian health system is largely determined
by the Canadian Constitution, which allocates responsibility
for health care delivery to the provinces. The Canada Health
Act (CHA) guides funding allocation to provinces for health
care delivery, which is collected through a federal tax [17]. The
system provides a broad range of health services, divided into
3 layers: those entirely publicly funded (eg, hospitals,
physicians, diagnostics), those funded through mixed public
and private insurance (eg, prescription drugs, home care, mental
health care), and those funded entirely through private insurance
(eg, private physiotherapy, dentistry) [18]. There is some
variation between provinces in services reimbursed through
public insurance: the CHA requires that provinces cover services
that are medically necessary; however, it is left to the provinces
to interpret which services fall under this definition. Generally,
services provided by a physician are considered medically
necessary. Private insurance, often provided through employers,
fills gaps in health services not covered through public
insurance.

There are no regulatory requirements that cover all digital health
technologies in Canada. Those meeting the definition of medical
devices, generally those that are used for diagnosis and
treatment, must be specifically approved through Health Canada;
however, precise rules and guidelines are often challenging to
apply [19]. Health Canada is currently exploring regulatory
processes for artificial intelligence–based software that supports
clinical decision making [20], which may look similar to the
United States Food and Drug Administration’s precertification
program for digital health. However, many of the tools created
by SMEs are either not medical devices or are lower class
medical devices that do not require much oversight. This reality
leaves hospitals and clinics that wish to adopt digital
technologies liable for their safety, efficacy, and
security—before any evaluation that has proven such safety and
efficacy, as all other institutions are in the same situation. This
paper analyzes a series of case studies to identify current health
system barriers faced by SMEs developing digital health
technologies in Canada and proposes solutions to encourage a
more innovative ecosystem.
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Methods

The Market Entry Consulting Program
This paper reports on a retrospective evaluation of a real-world
program, not a prospective research study with targeted
recruitment strategies and protocols geared toward answering
a specific question. The reports that were reviewed and
qualitatively assessed to produce the content of this study were
consolidated by experts in health policy and digital technology,
not researchers. The Women’s College Hospital Institute for
Health System Solutions and Virtual Care (WIHV) established
a consultation process for SMEs to help them increase their
innovation capacity and take their ideas to market, with support
from the National Research Council Industrial Research
Assistance Program. WIHV provided market entry consulting

services to SMEs in the digital technology sector in the form
of a structured assessment. The process engaged an advisory
committee comprising expert advisors in key content domains
(informatics, engineering, policy, funding models, and business)
alongside health care providers (predominantly physicians but
occasionally nurses, pharmacists, and allied health professionals)
with relevant clinical expertise. Each SME had between 5 and
8 advisors review its product and business model, which varied
depending on the area of practice and availability of the advisors.
The advisors reviewed the SME’s business model and its product
based on the features of the technology itself, the feasibility of
its implementation in relevant clinical environments, the
potential impact on patients and health systems, and the potential
for scale and spread (Table 1). The program was promoted
through WIHV’s existing network and through scientific
conferences and digital technology events.

Table 1. Considerations to guide the evaluation of the small- and medium-sized enterprise product, clinical model, and business model.

Sample considerationsDomain

Technology

Mechanism, earlier evidence or validation, innovativeness, and problem definitionIdea

Safety and privacy mitigationsRegulatory requirements

Feasibility

Workflow requirements, integration, and behavioral changesClinician

Required engagement and educationPatient

Cost, training, human resource requirements, and riskInstitutions

Cost, policy requirements, and riskHealth systems

Impact

Health outcomes, experience, and quality of carePatient

Cost-effectiveness and population health impactHealth systems

Scale and spread

General interest or need for a product and stakeholder alignmentPolitical and economic alignment

Commitment, experience, skills, and goalsInnovator

Marketing and potential revenueProcurement strategy

The consultation process began when an SME completed an
onboarding form that provided the advisors with details on their
product, marketing strategy, perceived benefit and burden on
the health system, expertise, customers, end users, and privacy
and security considerations (Multimedia Appendix 1). SMEs
identified barriers they had faced in introducing their product
to the health system that they wanted the advisors to address.
The onboarding form was refined from its initial iteration to
efficiently extract relevant information from clients to inform
the analysis. SMEs were required to answer all questions. All
advisors then independently reviewed the SME’s responses
following a list of prompts (Table 1). The onboarding and
assessment framework for the market entry consulting program
was developed using an iterative, co-design approach with
stakeholders and experts from multiple disciplines (including
medicine, business, technology, health services, and innovation)
to capture a broad range of factors important to the success of
digital health companies. It was refined based on the experiences
and recommendations of the advisors throughout the program.

On the basis of the information provided by SMEs in the
onboarding form (including information about the clinical and
business models and any explicit challenges noted), the advisors
identified system barriers that would make entry into the health
system challenging. Each member provided insights and
recommendations relative to their expertise to support the SME
in navigating the complexities of the health system. Depending
on the clinical area of the technology developed by the SME,
a content expert (eg, a pharmacist) may be engaged in the
review. Insights, barriers, and recommendations were then
consolidated to produce a single report that outlines key
formative recommendations for the SMEs, which was reviewed
by the advisors for accuracy and final comment. A draft of the
report was then shared with the SME, after which a debrief
meeting was held with all parties to review and refine
recommendations. The report was then revised based on
discussion, and the final report was sent to the SME (Textbox
1).
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Textbox 1. Steps in the market entry consulting process.

The market entry consulting program reported on in this paper involves a multi-step engagement process with small- and medium-sized enterprises
(SMEs), as outlined here:

1. Women’s College Hospital Institute for Health System Solutions and Virtual Care (WIHV) had the initial contact with SME.

2. The SME provided the completed onboarding form.

3. Committee members reviewed the SME onboarding form.

4. Committee members provided insights and recommendations.

5. WIHV consolidated recommendations into a draft report.

6. The committee reviewed the draft report.

7. The committee met with the SME to review recommendations and insights.

8. WIHV revised the report and provided it to the client.

Ethics
This initiative was formally reviewed and approved by the Chair
of the Research Ethics Board for program evaluation projects
at Women’s College Hospital (Research Ethics Board
#2017-0127-E).

Data Collection and Analysis
Data included onboarding forms and final recommendation
reports produced for companies assessed by the program from
2016 to 2018. SME data were extracted from the onboarding
form to describe the SMEs’characteristics, including the clinical
area where a tool would be implemented (eg, cardiology, wound
care), primary function (classified according to the National
Health Service Evaluation Framework [21], eg, active
monitoring), description of the tool and service, intended users
(eg, patients, physicians), intended payers (eg, hospitals,
physicians), payment model (eg, pay per use), data collected
by the tool/service (eg, Personal Health Information), data
source (eg, wearable, patient reported), and studies conducted
(ie, self-study and/or external evaluation).

We conducted an inductive thematic analysis across all SME
reports to identify common health system barriers experienced
by SMEs in a digital health innovation who completed the
market entry consulting program, as described in the reports
produced by the market entry consulting program advisors. Two

members of the research team (JF and KL) independently coded
the first 3 reports using NVivo version 11 (QSR International).
JF and KL met with a third member of the research team (LK)
to review the initial codes and resolve discrepancies to develop
a preliminary coding structure. JF and KL then applied and
expanded upon the resulting coding structure in the remaining
reports. Data were stored and organized into emergent themes
in NVivo. Final themes were identified through team discussion
to identify the overarching, pervasive barriers to digital
technology innovation faced by several innovators.

Results

Characteristics of SME Products
Data from 25 SMEs were reviewed. Table 2 provides an
overview of companies’ functions, users, payment model, data
collected, and evaluations conducted. A total of 11 technologies
developed by the participant SMEs coordinated or optimized
administrative functions in public or private health institutions
(eg, a tool to improve patient transitions). Moreover, 7
technologies actively monitored chronic conditions by collecting
and sending patient-generated data to health care providers for
review either in real time or intermittently. The remaining 7
technologies had a variety of purposes, including disease
self-management, advanced diagnostics, or clinical decision
support.
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Table 2. Characteristics of small- and medium-sized enterprises’ clinical model, business model, and their digital health tools as extracted from the
onboarding forms completed by the small- and medium-sized enterprises, sorted by Clinical area.

Studies
conducted

Data
source

Data collected by
the tool/service

Payment modelIntended payersIntended usersDescription of the
technology/service

Clinical area and primary
function

Geriatrics, cardiology, and respirology

Active monitoring

Self-studyWearableCollects PHIbPay per usePatients, public in-
stitutions (hospitals

Patients,
physicians,

Active monitoring
of vitals for high-
risk patients

SMEa 1

and clinics), and
physicians

and pharma-
cists

Cardiology

Active monitoring

External
evaluation

WearableCollects PHIOne-time pur-
chase, rental fee
per user

Public institutions
(hospitals and spe-
cialist clinics) and
private insurance

PatientsActive monitoring
of vitals for high-
risk patients

SME 2

and self-
study

Cardiology and respirology

Active monitoring

External
evaluation

WearableCollects PHIOne-time pur-
chase

Public institutions
(hospitals and clin-
ics), private insur-

Physicians,
patients, and
researchers

Active monitoring
of vitals for high-
risk patients

SME 3

and self-
studyance, and contract

research organiza-
tions

Dermatology

Active monitoring

Self-studyImages
taken by
provider

Collects PHISubscription fee
per user

Public institutions
(hospitals and clin-
ics) and public/pri-
vate institutions
(home care)

Physicians
and nurses

Active monitoring
of dermatology

SME 4

External
evaluation

Images
taken by
patient

Collects PHIOne-time pur-
chase, subscrip-
tion fee

Public institutions
(hospitals and clin-
ics) and public/pri-
vate institutions
(home care)

Physicians
and nurses

Active monitoring
of dermatology

SME 5

and self-
study

External
evaluation

Patient re-
ported

Collects PHIOne-time pur-
chase, subscrip-
tion fee

Public/private insti-
tutions

Patients and
health care
providers

Active monitoring
of dermatology

SME 6

and self-
study

Mental health

Active monitoring

Self-studyPatient re-
ported

Collects PHISubscription fee
per user

Public institutions
(hospitals and pri-
mary care clinics),

Therapists and
patients

Active monitoring
of mental health
treatment

SME 7

private health insti-
tutions (psychother-
apy clinics), and
private insurance

System services

Self-studyPatient re-
ported

Collects PHIPay per usePatients and pri-
vate insurance

PatientsCoordination of
web-based therapy
appointments

SME 23

Chronic disease

Self-manage
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Studies
conducted

Data
source

Data collected by
the tool/service

Payment modelIntended payersIntended usersDescription of the
technology/service

Clinical area and primary
function

External
evaluation
and self-
study

Patient re-
ported

Collects PHISubscription fee
per user

Private insurance
and contract re-
search organiza-
tions

Patients and
researchers

Self-management
of chronic disease

SME 8

External
evaluation
and self-
study

WearableCollects PHISubscription feePatientsPatientsSelf-management
of chronic disease

SME 9

External
evaluation
and self-
study

WearableCollects PHISubscription fee
per user

Patients and pri-
vate insurance

PatientsMonitoring and
managing chronic
disease using
wearables

SME 10

Diagnose

Self-studyPatient re-
ported

Collects PHISubscription fee
per user

PatientsPhysicians,
nurses, care-
givers, and re-
search teams

Diagnosis and
monitoring of
chronic disease

SME 12

Nonspecific

Calculate

Self-studyLarge
clinical
data sets

No PHI, de-identi-
fied data

Subscription fee
per user

Private insurance
and contract re-
search organiza-
tions

Physicians,
nurses, and re-
search teams

Artificial intelli-
gence–based in-
sights into disease
patterns

SME 11

System services

External
evaluation
and self-
study

EMRcCollects PHISubscription feePublic institutions
(hospitals and
chronic disease
agencies) and pri-
vate insurance

Health care
providers and
administrators

Administrative and
clinical workflow
optimization

SME 17

Self-studyPatient re-
ported

Transmits PHI
(does not store or
collect)

Revenue-share
model

Private institutions
(pharmacies) and
public institutions
(primary care clin-
ics)

Administra-
tors and pa-
tients

Administrative op-
timization of clin-
ics

SME 18

Self-studyEMRCollects PHIPay per useOther vendors
(white label) and
public institutions
(hospitals and clin-
ics)

Patients,
health care
providers, and
administrators

Capture previsit
patient informa-
tion/send informa-
tion to optimize
clinical workflow

SME 24

External re-
search and
self-study

EMR, pa-
tient re-
ported

Collects PHI, pa-
tient experience
survey

Subscription fee
per user

Public institutions
(hospitals and clin-
ics)

Patients,
physicians,
and administra-
tors

Capture previsit
patient informa-
tion/send informa-
tion to optimize
clinical workflow

SME 25

Acute disease

Diagnose

External
evaluation

N/AdNo PHIOne-time pur-
chase

Patients and pri-
vate insurance

PatientsDiagnosis of cer-
tain acute diseases

SME 13

Postacute care

Inform

Self-studyPatient re-
ported

No PHI, patient
surveys

Pay per usePublic/private insti-
tutions (home care)
and public institu-
tions (hospitals)

Patients and
caregivers

Postacute care dis-
charge planning

SME 14

Pharmacy
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Studies
conducted

Data
source

Data collected by
the tool/service

Payment modelIntended payersIntended usersDescription of the
technology/service

Clinical area and primary
function

System services

Self-studyEMRCollects PHIPay per usePrivate institutions
(pharmacies) and
private insurance

Pharmacists,
physicians,
and patients

Medication man-
agement and renew-
al

SME 15

Self-studyLocal
pharmacy
server

Views PHI (does
not store or collect)

Setup fee, sub-
scription fee,
pay per use

Private institutions
(pharmacies)

Patients and
pharmacists

Medication man-
agement, renewal,
and symptom
tracking

SME 16

Primary care

System services

Self-studyPatient re-
ported

Collects PHIRental feePublic institutions
(primary care clin-
ics and specialist
clinics) and private
institutions (health
and wellness)

Administra-
tors, physi-
cians, and pa-
tients

Administrative op-
timization of clin-
ics

SME 19

Self-studyPatient re-
ported

Collects PHISubscription
fee, pay per use

PhysiciansPatients,
physicians,
and caregivers

Coordination of
home visits

SME 20

Home care

System services

Self-studyPatient re-
ported

Collects and trans-
mits PHI

Pay per usePrivate institutions
(home care)

Patients and
caregivers and
personal sup-
port workers

Coordination of
home care services

SME 21

Physiotherapy

System services

Self-studyPatient re-
ported

Collects PHIPay per usePatients and pri-
vate insurance

PatientsCoordination of
home visits

SME 22

aSME: small- and medium-sized enterprise.
bPHI: personal health information.
cEMR: electronic medical record.
dN/A: not applicable.

Two central themes were identified, each with 3 subthemes.
First, a common barrier to system integration was the lack of
formal evaluation, with SMEs having limited resources and
opportunities to conduct such an evaluation. Second, the health
system’s current structure does not create incentives for
clinicians to use digital technologies, which threatens the
sustainability of the SMEs’ business models.

Lack of Access to Evaluation Resources Was a Barrier
to Implementing Digital Technology in Clinical Settings
Digital technology SMEs lack access to clinical evaluations.
This leads to uncertainty in the value these tools provide, which
makes procurement by third parties highly challenging.

Lacking Evidence of Value
The advisors articulated several concerns regarding the lack of
evidence on the value of the technology and lack of clarity on
the issues that the technology sought to address. Fewer than
half of the companies had conducted an external evaluation
(Table 2). The advisors linked the absence of evidence on the

effectiveness and value of downstream challenges with
procurement and uptake. The advisors proposed that SMEs
invest in generating robust clinical and economic evidence to
substantiate claims—an important prerequisite for payers,
providers, and other health care purchasers to identify the most
impactful digital health products and services:

Generally, public sector payers [...] will be looking
for clear evidence that a solution moves metrics along
each side of what is known as the Triple Aim
–improved health outcomes, improved experience of
care, greater value (lower cost). [Excerpt from the
SME 24 report]

The advisors encouraged SMEs to identify meaningful metrics
in early discussions with potential procurers to ensure alignment
of evidence generated with information that supports
procurement decisions. Evaluating a tool in a clinical
environment provides evidence of value to clinicians, whose
engagement is required to adopt the technology. The advisors
cautioned that this evidence had to be curated from a trusted
source with high methodological quality to ensure credibility:
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The clinicians will immediately want to know the
answers to the following before considering use of
the device, and will want evidence to back up the
answers: a. Is this device of equivalent diagnostic
fidelity to other devices? b. Does having this
information get me through my clinic more
effectively? c. Does having this information allow me
to make better decisions? d. Does this data, whether
provided to clinician or patient, improve on a
significant health outcome? [Excerpt from the SME
3 report]

Methods for Generating Evidence
Recommended methods of evidence generation were often
contingent on an SME’s stage of maturity and reach in the
market. An SME’s decision not to conduct an external
evaluation was typically related to a lack of funding and
perceptions by SMEs that it was not a necessary precursor of
market entry for their tool. The advisors frequently
recommended that SMEs engage in small-scale external
evaluations (ie, shorter duration and less cost) to meet system
needs, including evidence of acceptability, usability, demand,
integration, and implementation. SMEs at earlier stages of
development were advised to run smaller pilot studies to refine
the technology and business model as a prerequisite for scale
to ensure user and payer value propositions were established:

[C]onduct a small-scale evaluation of [product] in
an idealized population of practitioners and patients
informed by the Triple Aim. A large-scale,
multi-center evaluation will be costly and high risk
of failure without smaller scale refinement. Ideally,
this evaluation would occur with an experienced
evaluation partner and the university setting may be
ideal. [Excerpt from the SME 23 report]

For more mature SMEs with existing, objective evidence of
value, the advisors suggested a more comprehensive assessment
of impact across the Institute for Health Improvement’s Triple
Aim framework using a randomized control or pragmatic trial
design. This was seen as a necessary step to establish external
validity and generalizability, particularly before implementation
within different contextual environments:

We recommend then running a trial to link your tool
to outcomes for clinicians, patients, and the system
(e.g. faster time to healing, reduced severity of
wounds, reduction of complications, reduced cost,
etc.). [Excerpt from the SME 5 report]

Challenges in Executing Evaluations
It was widely acknowledged that the need for rapid
advancement, evaluation, and distribution of digital health
technologies was in direct conflict with the complex and
conservative nature of health care research. Generating
high-quality clinical evidence is expensive, cumbersome, and
time consuming because of the administrative and regulatory
requirements imposed by health systems for testing in real-world
clinical environments. This challenge is further exacerbated by
the fact that measuring outcomes postmarket entry (eg, impact
on patient health outcomes and health system costs) often

requires high-resource, large-scale studies. For certain SMEs,
generating evidence was further derailed because their service
was designed to address factors upstream of patient care (eg,
health promotion or educational initiatives), making direct
measurement of their impact difficult:

Determine your impact on health institutions and
systems: Before you move into the clinical space, it
is important to understand the value proposition
brought forth by [product]. The place where this
application will offer value (e.g. in system
cost-savings, improved patient care, in the patient’s
home) will determine who to target as a customer.
[Excerpt from the SME 12 report]

The advisors provided 2 main solutions to address SME barriers.
First, several funding sources, namely, grant opportunities, were
identified to highlight opportunities for SMEs to access financial
resources to conduct an evaluative study. Second, the advisors
suggested strategic partnerships with clinical organizations and
health system experts who could help them navigate the complex
clinical and institutional requirements to run a high-quality
evaluation and to access clinical environments to run a trial:

Forging relationships is critical to your success. It is
important that you [...] have dedicated resources in
this task. Also recognize that international experience
is nice, but what you truly need is experience working
with the depth and breadth of entities in the Canadian
context if you are to be successful in Canada. [Excerpt
from the SME 18 report]

The Sustainability of Business Models Was Often
Threatened by Inefficiencies in the Current System
Structures, Which Minimize Incentives to Use Digital
Technologies
System-level incentives for care provisions are outdated and
discourage clinicians from adopting digital technology and
misalign drivers of institutional procurement and user adoption.
The 3 primary structural barriers repeatedly identified
throughout the reports were the lack of (1) physician incentives
for use of digital technologies, (2) public funding for hospitals
and clinics to use digital tools, and (3) incentives to use digital
tools for care coordination.

Creating Incentives for Physicians as Users
The viability of clinicians as primary users of a technology is
often highly contingent on, or at times in conflict with, their
prevailing funding model. For example, in Ontario, during this
study, when physicians engaged with a patient virtually in lieu
of seeing a patient in-person, there was a significant reduction
in revenue for similar, or at times greater, clinical effort (eg
with tools whose clinical case is predicated on real-time data
monitoring). There is no remuneration model for data monitoring
outside the boundaries of an office visit, which is at odds with
the use case proposed by some SMEs:

Consider the clinical integration. If [product] is
integrated in the ways the business plan suggests (i.e.
as a “billable” / “prescribe-able” [product] in the
Canadian context), there will need to be real
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consideration of the existing clinical workflows; and
how [product] will fit into them. This becomes most
important for integration for whichever clinical care
provider acts as the “recipient” of data or
notifications from the platform. This is further
complicated when considering multiple disease
specific platforms for management. Recognize that,
unfortunately, financial incentives are not available
to clinicians to manage this type of data–many who
would be receiving them are fee for service. [Excerpt
from the SME 10 report]

The advisors recommended that SMEs could address this by
better understanding the funding models in which their
technologies fit and attempting to construct business cases
around them. For example, in a fee-for-service system, there is
value in a technology that increases throughput relative to the
necessary increase in effort. In the case of SME 6, the proposed
technology enables patients to monitor their wound healing at
home and improve clinical triage by leveraging smartphones to
take images over time. Reviewing these data with the patient
has the potential to reduce the amount of time required for
in-person appointments by allowing a rapid review of images.
This is in contrast to the current standard of obtaining a complex
history using subjective wound and skin descriptors that are
challenging for patients to understand. Relatedly, the advisors
recommended that SMEs leave physicians out of the equation,
as involving busy clinicians unnecessarily creates obstacles to
the business case. Involving physicians often involves significant
behavioral and clinical workflow changes, which can be difficult
to convince them to do without dedicated funding:

The current workflow needs to consider change in
practice. If a clinician administers surveys, it is often
through paper and pencil. The use of digital
technology could improve this. However, a significant
barrier to scale is that most clinicians do not use
ongoing monitoring in their practice and would
require significant behaviour change and clinical
education. [Excerpt from the SME 7 report]

Public Versus Private Payers
Most SMEs proposed several potential payers for their
technology, which makes it difficult to establish a sustainable
business model. There were common challenges in identifying
value propositions for publicly funded hospitals and clinics to
procure digital technologies because hospitals are funded
through the provision of in-person services:

Selling to hospitals is an unlikely market: The value
proposition for healthcare institutions such as
hospitals is unclear, as there is no reimbursement for
real time remote monitoring (only retrospective).
Further, you would have to go through burdensome
procurement processes to be used. [Excerpt from the
SME 2 report]

Many SMEs proposed that the value-add for organizations was
reducing the number of clinical visits. However, innovators
failed to recognize that system benefits (eg, overall reduction
in system use because of improved patient outcomes) are not
often reflected at the institutional level. Institutions have

minimal incentive to procure a technology that fixes on a system
issue but takes away from their own business and revenue:

Market can be challenging in that there are
system-level incentives but health institutions see
minimal benefit: There may be difficulty in obtaining
buy-in since benefits/cost savings accrue at the
system-level, but the institutions could actually lose
money if, for example, this were used to reduce the
number of visits by a homecare agency or to a wound
care clinic. [Excerpt from the SME 5 report]

The advisors frequently recommended that the SMEs sell to
private clinics as an alternative to public payers, as there are
more direct incentives to procure technologies that reduce the
need for in-person visits or time spent with salaried clinicians:

Consider marketing this to institutions with
competitive markets: This could include ancillary
services such as physiotherapy, chiropody,
chiropractic, ultrasound clinics, etc., that need to
attract customers. They could use patient feedback
to improve their services and market their satisfaction
rates. [Excerpt from the SME 25 report]

Given that direct reimbursement for many digital technologies
(such as remote monitoring of patient data) is not available at
scale across the system, the advisors recommended that
companies consider partnerships with insurance companies or
employee assistance plans, whereby digital technologies can
help identify and effectively manage at-risk groups. In Canada,
private insurance companies that are funded primarily through
employer benefits programs are increasingly paying for
supplemental digital health services such as virtual medical
appointments, health tracking tools, and other benefits that
reduce missed days at work.

Creating Incentives for Care Coordination Between
Fragmented Systems
Most technologies boasted the functionality of collecting and
storing personal health information, which led SMEs to construct
a value proposition around sharing this information across
clinician groups to improve decision making. Unfortunately,
the siloed reality of the health system meant that there were
rarely preexisting channels for data and information sharing,
undermining the ability for the technology to realize its stated
value across institutional boundaries:

In homecare, there are multiple providers involved
in the care of patients. It is important to understand
how this information can be shared between them
and who is responsible for acting upon the
information. EMR integration or EMR-compatible
files can be valuable in sharing information. [Excerpt
from the SME 6 report]

In the absence of preexisting practices for effective data sharing,
SMEs are tasked not only with providing the mechanism for
sharing this information but also with creating a model that
creates incentives for institutions and clinicians to change their
behavior to send and receive these data:
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Your overview also talks about integrating systems
that currently don’t integrate (i.e. pharmacies). This
is not a technical problem but is largely a
bureaucratic and political problem. What role will
you play in sorting those issues out (if any)? [Excerpt
from the SME 1 report]

Technology interoperability and integration were central issues.
Most clinical organizations communicated to SMEs that they
wanted everything to integrate into their electronic medical
record (EMR) to minimize workflow disruption. However, it
becomes highly burdensome for SMEs to seamlessly integrate
into EMRs across health institutions because most institutions
have distinct, noninteroperable EMRs. As such, SMEs carry
the burden of reconfiguring their technology for the unique
integration needs of each health institution, creating an obstacle
for scalability and broader system transformation.

Discussion

Principal Findings
The 25 case studies presented in this study exemplify the
challenges of developing a successful, evidence-informed
business model for digital health technologies in publicly funded
systems. Consistently, these SMEs faced significant challenges
in engaging users and payers from the public system due to
perverse economic incentives. Physicians are compensated by
in-person visits, which actively works against the goals of many
digital health technologies to keep patients out of clinics and
hospitals. Many hospital payment models are based on visit
volumes, where there are no incentives to invest in technologies
that improve patient and system outcomes and, in turn, reduce
volumes. Creating de novo fee codes from a government for
uncovered virtual care services is complex, bureaucratic, time
consuming, and infeasible for an SME to pursue. Further,
reluctance from health systems, institutions, and providers to
engage with digital health often relates to deficient evidence of
clinical value. Funding for the evaluation of such innovations,
including resources for proper implementation, which is costly
for resource-constrained recipient sites, is lacking in public
health systems.

COVID-19 has introduced rapid shifts in funding models and
encouraged the adoption of digital technologies due to the high
cost of physical contact. However, it is unclear what billing
changes will be sustained, and innovative technology is yet to
be adopted at scale. Although there is mass adoption of virtual
visits, incentives for clinicians in publicly funded systems to
use innovative care models such as remote monitoring and
clinical decision support remain unclear.

Comparisons With Prior Work
This paper adds to the existing literature by providing a report
and analysis of health system barriers faced by real SMEs
developing digital health technologies for a publicly funded
system. The existing literature consists mostly of policy analysis,
wherein academics propose models to improve the evaluation
and implementation of digital technologies without case studies
of actual SMEs. We could find no comparative literature that
assesses existing SMEs’business and clinical models in a public

health system. This paper, therefore, grounds many of the policy
findings produced in previous literature in real-world examples.

The barriers identified are not unique to the Canadian health
system. Globally, the potential of digital health has scarcely
been realized, partly due to SMEs’ difficulties in generating
rapid and robust evidence to guide investment decisions
[3,16,22]. There is tension between industry and health system
actors—digital technology evolves rapidly, whereas research
is slow and arduous, often taking years to determine that an
intervention leads to effective outcomes [3,23]. Most health
professionals seek randomized controlled trials as proof of value
[24,25]. However, to minimize the risk of failure, SMEs with
less mature technologies would benefit from smaller evaluations
to refine their products before engaging in large trials. Due to
complex implementation and contextual factors (eg, user
experience, engagement, and effectiveness) that affect digital
health evaluation, and evaluation timelines that are at odds with
the modern ultra-rapid evolution of digital tools, there is a need
to reduce our reliance on some traditional approaches to
generating evidence, such as randomized controlled trials [26].

Conducting a rigorous evaluation is expensive and time
consuming, and public funding for digital health research is
minimal compared with funding for biomedical research [23].
Further barriers include acquiring clinical expertise, accessing
clinical environments for iterative testing, and navigating
complex regulatory and ethical standards [22,26,27]. Although
there have been some efforts to standardize approaches to digital
health evaluations [16,22,27,28], few jurisdictions have
attempted to minimize barriers to evidence generation. One
promising avenue to address these barriers is investment in
publicly funded programs that support collaborative studies
between researchers, health care organizations, and SMEs. For
instance, Health Innovation Manchester offers grant
opportunities to market-ready SMEs demonstrating strong
evidence of improving population health outcomes, which can
be used to support further evaluation activities [29]. There are
also several programs and accelerators that offer advice to small
businesses on navigating health systems to identify a sustainable
business model, including the program outlined in this paper
[27,29-31]. Academic medical centers have played a role in
advancing digital health in the United States with programs to
connect innovators to funding, evaluation, clinical expertise,
and business development support [23]. In Ontario, some of
our client companies were able to benefit from the Health
Technologies Fund implemented in 2016, with the goal of
increasing investment in, use of, and evaluation of digital tools
in practice. This grant provided dedicated funding for clinical
organizations, SMEs, and researchers to implement and evaluate
digital health tools in clinical settings. However, it was
ultimately canceled [32].

All SMEs who went through the consulting program
self-reported having identified issues in the health system
themselves and then having developed digital technologies to
solve those problems. Many SMEs consulted health system
partners (primarily clinicians) in developing their technologies;
however, some developed their technologies in isolation.
Isolated development required SMEs to convince clinicians and
organizations to procure and use their technologies off the shelf,
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which required significantly more effort to achieve clinical
buy-in. One method to address the incentive barrier would be
for health organizations to identify problems and to match SMEs
to collaboratively solve those problems alongside end users.
This would ensure that health organizations and providers are
encouraged to use the technology [33]. However, funding to
support implementation and sustained use remains a barrier,
and scalability can be a challenge if technologies are so locally
tailored that they are not generalizable within a broader context.

Limitations
As this paper reports on a real-world consulting program, the
results are more limited than those of a typical research study.
We were limited by the fact that the information provided by
the SMEs and the analysis conducted by the advisors was based
on a single interaction that spanned approximately 1 month. As
such, we did not have longitudinal data on the challenges faced
by the SMEs and the future success of the companies after their
engagement with the program. Further, data on barriers were
not retrieved by directed interviews but rather by coding key
barriers identified by an expert committee engaged in a
pragmatic consulting process with real companies. The barriers
reported are those that emerged naturally in the consultations
with those SMEs, rather than through a targeted research
methodology.

Conclusions
In 2006, Herzlinger [34] wrote about why innovation in health
care is so challenging, citing conflicting motivations between
stakeholders, lack of funding for development and sustainability,
and demanding accountability from technology developers as
key barriers. In 2020, these barriers persist. COVID-19 has
introduced an unprecedented need to provide care through
virtual means. To promote high-quality care remotely,
innovative digital technologies will be essential. To encourage
their adoption, the system must prioritize evaluation and the
creation of incentive models that support uptake or risk ongoing
stifling of promising innovations. Specific tensions exist
between the economic incentives of clinical organizations and
the use of tools that would benefit patients’ well-being,
ultimately because of a disconnect of the primary beneficiaries
of tools and those who pay for and use them. This means that
SMEs have a greater opportunity for success, growth, scale,
and sustainability in private markets. There is a need in publicly
funded health systems for dedicated funding for the evaluation
of digital technologies, streamlined pathways to clinical
integration, and system entry points through aligned incentives
of users and payers to improve patient outcomes.
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Abstract

Background: Traditional research approaches, especially questionnaires and paper-based assessments, limit in-depth understanding
of the fluid dynamic processes associated with child well-being and development. This includes bedtime routine activities such
as toothbrushing and reading a book before bed. The increase in innovative digital technologies alongside greater use and familiarity
among the public creates unique opportunities to use these technical developments in research.

Objective: This study aimed to (1) examine the best way of assessing bedtime routines in families and develop an automated,
interactive, text message survey assessment delivered directly to participants’ mobile phones and (2) test the assessment within
a predominately deprived sociodemographic sample to explore retention, uptake, feedback, and effectiveness.

Methods: A public and patient involvement project showed clear preference for interactive text surveys regarding bedtime
routines. The developed interactive text survey included questions on bedtime routine activities and was delivered for seven
consecutive nights to participating parents’ mobile phones. A total of 200 parents participated. Apart from the completion of the
text survey, feedback was provided by participants, and data on response, completion, and retention rates were captured.

Results: There was a high retention rate (185/200, 92.5%), and the response rate was high (160/185, 86.5%). In total, 114
participants provided anonymized feedback. Only a small percentage (5/114, 4.4%) of participants reported problems associated
with completing the assessment. The majority (99/114, 86.8%) of participants enjoyed their participation in the study, with an
average satisfaction score of 4.6 out of 5.

Conclusions: This study demonstrated the potential of deploying SMS text message–based surveys to capture and quantify
real-time information on recurrent dynamic processes in public health research. Changes and adaptations based on recommendations
are crucial next steps in further exploring the diagnostic and potential intervention properties of text survey and text messaging
approaches.

(JMIR Public Health Surveill 2020;6(4):e15524)   doi:10.2196/15524
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Introduction

Background
Capturing high quality and quantity of data is the cornerstone
of every successful research project. Most research studies,
especially those focusing on behavioral, psychosocial, and wider
public health research, use traditional approaches including
paper-based questionnaires, interviews, and surveys [1]. These
techniques can create barriers to participation for specific
population groups, while increasing risk to the quality of data
(ie, higher rates of drop out and lower response rates) [1-3].
Easier access, higher uptake, and better use of new technologies,
especially mobile phones, create the potential of shifting a
number of research-related activities away from traditional
approaches [1-3]. In recognition of this shift, organizations
around the globe, including the US Food and Drug
Administration, recommend electronic capture of data for
clinical trials, instead of traditional paper-based methods [4].
Moreover, research conducted by pharmaceutical companies,
among others, involves considerable use of mobile-based
technologies (37%) in clinical trials [1]. Finally, current trends
in health care in the era of the rising P4 (predictive, preventive,
personalized, and participatory) model demonstrate the need
for innovative, cost-effective, and user-oriented approaches [5].

Currently, the use of mobile phones for communication and
entertainment is very high, with approximately 93% of the
population owning a mobile phone in the United Kingdom [5].
The use of text messages is also high, with an average of 100
text messages sent per mobile phone subscription per month in
the United Kingdom [5]. Unlike many other new technologies,
people from low socioeconomic backgrounds and varying
ethnicities have similar access to mobile technology as the rest
of the population [6]. Low income and minority groups not only
show similar rates of using mobile phones but also report a
higher percentage of text messaging than other groups [5,6].
Additionally, mobile phone use is the highest among less
educated adults and those who rent or frequently change their
address [7]. Therefore, in research, mobile phone–based text
surveys may represent an important tool for accessing, with
minimum effort and intrusiveness, a large number of
participants, while obtaining high quality and quantity of data
from individuals, including those in traditionally “hard to reach”
groups.

Assessment of bedtime routines in families with young children
represents an area where text surveys may be implemented in
order to gain a better understanding of the fluid and dynamic
processes involved. Bedtime routines have shown important

associations with a variety of aspects of child development and
well-being, especially quality of sleep, dental health, parental
psychoemotional well-being, attitude toward learning, and
cognitive development [8-15]. Despite evidence highlighting
their importance, there is a clear lack of a reliable, flexible,
innovative, and user-friendly method of assessment for bedtime
routines [16,17].

The main approach when assessing bedtime routines has
involved paper-based questionnaires and diaries [18]. Only few
studies involved real-life capture of bedtime routines via video
recording, possibly owing to the intrusiveness of this method
and the associated ethical and legal implications [18]. When
using paper-based questionnaires with a retrospective design,
the possibility of recall and desirability bias is always present.
With routines being incredibly variable and dynamic and with
special consideration for intrusiveness and the likelihood of
bias, it is important to approach the entire notion of bedtime
routine assessment from a different angle. Broader research into
families and children has utilized different methodological
approaches, such as the ecological momentary assessment, that
go some distance in addressing recall bias [19]. However, for
most of these approaches, there is a lack of an interactive feature,
limiting their dynamic scope.

The proposed novel perspective should use innovative
user-friendly technologies that will allow for greater quantity
and better quality of data on bedtime routines while minimizing
intrusiveness and disruption to participants. Bedtime routines
present an area of particular interest for this approach given
their dynamic nature that necessitates real-time information
collection. If this methodological approach functions in the
context of this particular dynamic and repetitive behavior, the
same approach can be used in a variety of other research areas.

Objectives
This study aimed to (1) examine the best way of assessing
bedtime routines in families and develop an automated,
interactive, text message survey assessment delivered directly
to participants’mobile phones and (2) test the assessment within
a predominately deprived sociodemographic sample to explore
retention, uptake, feedback, and effectiveness.

Methods

Overall Process
The study followed a series of steps, as presented in Figure 1.
All steps were necessary since they informed the next stage of
the study with important findings mapping back to the two main
objectives.

Figure 1. Stepped approach for developing the intervention.
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Public and Patient Involvement
Public and patient involvement (PPI) work, prior to beginning
the overall study, was completed during two separate visits to
two preschool centers. The targeted sample for the PPI work
was parents with children between the ages of 3 and 5 years.
During the visits, a total of 15 mothers (no fathers attended the
centers during the PPI work) with their children were
approached. All mothers approached agreed to take part in the
session, and mothers were approached at random. The mothers
were asked questions (on a one-to-one basis) about their views
on the best way of assessing their children’s bedtime routines
as a recurrent dynamic health-related behavior. As compensation

for their time, each family received toothpaste and toothbrushes
for both adults and children, and a 2-minute toothbrushing timer.
Multimedia Appendix 1 presents an overview of the questions
and results from the PPI session.

Development of an Interactive Text Survey
Following the completion of the PPI work, an interactive text
survey was chosen as the most appropriate method for assessing
bedtime routines in families with young children. In total, three
readily available software and online platforms were used for
the design of the study. Figure 2 presents an overview of how
the platforms worked alongside one another to produce the
intervention.

Figure 2. Readily available platforms used in redesigning the text-survey.

Using the idea of an ideal bedtime routine, as described by
previous studies [18] and expert opinions, the assessment of
bedtime routines focused on the following five target areas: (1)
consistency (determined as a child going to bed within a space
of an hour every night), (2) tooth brushing, (3) snacks/drinks
before bed, (4) use of electronic devices before bed, and (5)
book reading. These areas have been consistently included in
bedtime routine studies as the most important for child
well-being and development [18].

Parents predetermined the exact time they would prefer to
receive the text survey; however, there was an option to delay
the completion of the survey by 30 minutes or 1 hour, or opt
out for that night. Detailed instructions on the appropriate
answers for each question were provided using examples of
accepted answers, and if someone responded incorrectly, a
clarification text was sent to them immediately to help them

with their responses. Failure to reply following the instructions
in two consecutive attempts led to the end of the survey for that
night.

The questions in the interactive text survey were both
open-ended and closed. Filter questions (yes/no) led participants
to different types of questions. Depending on their replies in
filter questions, parents received different responses to
strengthen the interactive features of the assessment. Overall,
the minimum number of questions to answer each night was
eight and the maximum number was 10. All participants were
entered into the system via an electronic platform using unique
IDs, and all data were managed through secure, university-based,
password-protected computers. Table 1 presents a summary of
the key characteristics of the interactive text survey as delivered
to participants. The overall structure of the interactive text
survey is presented in Multimedia Appendix 2.
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Table 1. Characteristics of the interactive text survey developed following public and patient involvement work.

Interactive text survey valueCharacteristic

8Minimum number of questions

10Maximum number of questions

YesOpen questions

YesClosed questions

YesQuestion on current parental mood

YesQuestion on self-assessed bedtime routine

YesQuestions on key bedtime routine activities (eg, tooth brushing)

YesOpportunity to delay completion

YesOpportunity to opt out on a nightly basis

YesPredetermined time to receive assessment

7Number of nights receiving assessment

2Average completion time (min)

NoActivation of a short code for free-of-charge replies

The research team opted out from activating a “short code” that
would have allowed participants to reply free of charge. The
charge that applied to each reply was made clear to participants
at the beginning of the study. The charge per text message reply
was dependent upon the mobile phone contract and the provider,
with most providers in the United Kingdom providing free
unlimited text messages as part of their normal packages [5].
For those who do not have a mobile phone monthly package, a
simple text message costs between 1 pence (p) and 10 p per text
message depending on the provider [5].

Test Study

Recruitment and Eligibility
Recruitment took place between February and July 2018.
Participants were approached during their routine appointments
in general dental practices. The exclusion criteria were as
follows: (1) not having English proficiency, (2) not owning a
mobile phone, and (3) having only children under the age of 3
or over the age of 7 years. Participants were informed about the
requirements of the study and asked to provide consent. During
recruitment, each participant was informed about the
compensation that they would receive at the end of the study
in the form of online shopping vouchers. The compensation for
their time in the study was a maximum of £10. Early withdrawal
affected the amount of compensation.

Sample
In total, 200 parents were recruited. Parents had a mean age of
34.6 years (SD 5.01), with the youngest being 25 years of age
and the oldest being 46 years of age. The vast majority of
participants were female, with only 12.0% (24/200) male. Most
families had only one child (130/200, 65.0%), with 5.0%
(10/200) of families having three or more children. All the
children were between the ages of 3 and 7 years. In total, 48.0%
(96/200) of the sample had a white ethnic background, 39.5%
(79/200) had an Asian/British-Asian ethnic background, and
12.5% (25/200) had a Black/Black British/Caribbean ethnic
background. The vast majority (156/200, 78.0%) of participants

lived in deprived areas. Deprivation was determined using the
index of multiple deprivation (IMD), where higher scores (and
quintiles) reflect higher deprivation. For the study, participants
had an average IMD score of 41.83 (SD 16.43) and a maximum
IMD score of 79.65, which was double the threshold for the
fifth IMD quintile.

Data Collection
All participants received the interactive text survey on their
mobile phones at a predetermined time for a total of seven
consecutive nights. As described above, the assessment focused
on their bedtime routine activities with a combination of open
and closed questions. Feedback was collected using an
automated feedback system utilizing the text survey. This
system, like the bedtime routine assessment, included both open
and closed questions for the experience of each parent. Finally,
data relating to uptake, response, and retention rates were
collected through an electronic platform (TextIt).

Data Analysis
All data were transferred and coded in SPSS (IBM SPSS
Statistics for Macintosh, Version 25.0) for analysis. Data
analyses focused on (1) bedtime routine activities with data
collected from the interactive text survey, (2) feedback data
regarding user experience, and (3) uptake, retention, and
response rate information.

Ethical Approval and Consent to Participate
The study in its entirety, including consent forms and all study
materials, was previously approved by the Health Research
Authority (Integrated Research Application System [IRAS];
ID: 235385; Tyre and Wear South Committee). All participants
accepted anonymized use of their data for further analyses and
subsequent publication during consent. Written consent was
obtained during recruitment. We obtained consent to publish
from the participants (or legal parents or guardians for children)
to report individual patient data.
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Availability of Data and Materials
The data sets used and/or analyzed in this study are available
from the corresponding author on reasonable request.

Results

Uptake, Retention, and Response Rates
Of the 200 participants, 185 completed data collection, resulting
in an overall 92.5% retention rate over the 7-day period. A total
of 11 participants failed to reply to all of the text surveys, and
only four participants opted out of the study after providing
replies to at least one night of text surveys using the automated
opt-out function.

From the 185 people who completed data collection, there was
an average response rate across all nights of 87.0% (161/185).

There was a steady decrease in the response rate per night during
the study, with the first three nights showing response rates over
90%, while the last two nights of the assessment showed
response rates below 80%. This may reflect fatigue with the
assessment over time. On average, participants replied to at
least 5.5 nights of text surveys. The majority (80/185) of
participants replied to six nights, while 62 participants replied
to all seven nights, 39 replied to five nights, and four replied to
only four nights of the text survey. When participants received
the text survey and engaged by replying to it, they completed
the full survey. Once a participant started the assessment, he/she
continued until the last question, resulting in a 100% completion
rate per survey, with no missing data associated with
noncompletion. Table 2 provides an overview of the completion
of the assessment each night.

Table 2. Overview of assessment completion each night.

Completion value (N=185), n (%)Night

176 (95.1%)1

174 (94.1%)2

169 (91.4%)3

164 (88.6%)4

157 (84.9%)5

146 (78.9%)6

138 (74.6%)7

Feedback From Users
In total, 114 participants provided anonymized feedback. The
majority (99/114, 86.8%) of participants enjoyed their
participation in the study, with an average satisfaction score of
4.6 out of 5 and no score below 3 based on the automated
feedback system we deployed at the end of the study. The vast
majority (107/114, 93.8%) of participants reported high
satisfaction scores in receiving and replying to the text messages
for seven nights. The average satisfaction score was 4.3 out of
5, and again, no score was below 3. Only a small number (5/114,
4.4%) of participants reported problems caused to their bedtime
routines from receiving and replying to the text messages every
night for seven nights in total. The low number of people who
reported problems may highlight the limited intrusiveness of
text messages in assessing behaviors. Participants found the
text messages and the questions asked through them to be
extremely easy to understand, with an average satisfaction score
of 4.9 out of 5. All participants would recommend using text
surveys for assessing bedtime routines in future research. The
majority (63/114, 55.3%) of those who provided feedback
supported the development of a bedtime routine text message
support system for those who struggle with their bedtime
routines. Finally, a marginal majority (59/114, 51.8%) of
participants reported being helped by the nightly text messages
in remembering what to do during their bedtime routines.

Effectiveness in Assessing Dynamic Behaviors
During the study, participants replied to a total of 1125 text
surveys, generating 9157 unique data points. On average, each

participant generated 50 unique data points by replying to an
average of nine questions per night during the course of the
study. The deployment of the interactive text survey allowed
for a more in-depth observation of bedtime routine activities in
families with young children. A small majority (95/185, 51.4%)
of participants reported brushing their children’s teeth every
night, while only a small percentage (2/185, 1.1%) reported
never brushing teeth before bed. With regard to diet, 57.8%
(107/185) of participants reported allowing food and/or drinks
the hour before bed at some point during the week. A total of
24.9% (46/185) of participants read to their children every night
of the week, 9.2% (17/185) never read or shared a book with
their children during the course of the study, and 29.2% (54/185)
read or shared a book with their children for at least half of the
nights. Finally, with regard to the use of electronic devices the
hour before bed, 13.5% (25/185) of parents allowed electronic
devices to be used the hour before bed.

Discussion

Principal Findings
Overall, the interactive text survey assessment of a recurrent
dynamic behavior provided a large quantity and good quality
of data on the targeted behavior. It managed to keep participants
engaged throughout the duration of the study with limited drop
out. Finally, the interactive text survey created a user-friendly
nonintrusive experience for participants, as reflected in their
feedback (Table 3).
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Table 3. Key results of the study.

Value, n (%) or score/numberMetric

185 (92.5%)Retention (N=200)

161 (87.0%)Response (overall) (N=185)

4.6Overall feedback score (scale 0-5)

4.9Easiness of use score (scale 0-5)

5 (4.4%)Reported problems to routines from receiving the assessment (N=114)

114 (100%)Recommended text surveys for future assessments (N=114)

63 (55.3%)Supported development of a text messaging bedtime routine intervention (N=114)

50Average unique data points

The benefits of administering an interactive text survey
assessment for recurrent dynamic behaviors can be divided into
the following three areas: (1) limiting recall bias, (2) securing
higher volumes of data, and (3) providing a better experience
for participants. Recall bias can have a potentially detrimental
effect on research findings by either underestimating or
overestimating the true effect of a given behavior [20]. Recall
bias can be affected by a number of areas, with time elapsing
between the targeted behavior and assessment of that behavior
being one of the most prominent [21]. In traditional assessments,
including questionnaires, with a retrospective approach (in some
cases, up to a month after the targeted activity), recall bias has
the potential to influence both the quality and quantity of
collected data owing to the time lapsed [20]. In recurrent and
dynamic behaviors, like bedtime routines, with a fluid nature,
a narrow timeframe between the activity and assessment of the
activity is crucial to be able to capture and investigate their
intricate nature. With the development and utilization of
approaches that capitalize on narrow timeframes, recall bias
can potentially be eliminated.

As for the second area (securing high volumes of data), the
deployment of the text survey assessment for bedtime routines
led to a considerably higher response rate than with traditional
questionnaires [22]. Additionally, once participants started
answering the survey on a given night, they completed it without
stopping midway or missing any of the questions. This resulted
in an average of 50 unique data points. High response rates in
conjunction with multiple data points over a short period of
time resulted in wider flexibility when conducting further
analyses. Finally, with respect to providing a better experience
for participants, across all questions on the feedback form, most
participants reported no issues and reported a high satisfaction
rate. Moreover, when asked at the end of the study, every
participant showed a clear preference for a text survey–style
assessment against other measures, including questionnaires
and video recordings. Across health-related research and
intervention studies, there is considerable variation in retention
rates, with some studies reporting retention rates as high as 97%
and as low as 56% [23-25]. Approaches, such as interactive text
surveys, should be further explored and utilized as an alternative
method in achieving better user engagement and retention.

In this study, text surveys were used primarily for data collection
as an alternative to traditional questionnaire and paper-based
assessments for bedtime routines. As discussed, utilization of

text surveys and text messages is not limited to data collection,
with multiple other functionalities from recruitment to
interventions [1,25]. Their increasing availability in conjunction
with higher use of mobile phones across all age and
demographic groups presents a great opportunity for harnessing
their wide spectrum of applications in both research and clinical
settings. Multiple organizations like the National Health Service
(NHS) in the United Kingdom now deploy text messages and
text surveys to contact and remind patients of their appointments
and/or to gather feedback about services [26]. These examples
showcase in practice how mobile phone–based text surveys and
text messages can be used in a reciprocally beneficial
relationship where service users or participants and organizations
are mutually benefited. Solely for clinical applications, today’s
demanding, dynamic, and highly variable health care needs
present a great opportunity for mobile phone–based text
messages given their cost effectiveness, high adaptability, and
flexible format [27-29]. This opportunity is also relevant for
pediatric populations given their clear preference for tailored,
technology-based, and interactive programs such as mobile
phone–based text messages and surveys [29].

Finally, medicine and health care as a whole are slowly but
steadily moving to a personalized model of care, as shown by
the recent P4 model [30,31]. This model emphasizes the
importance of transforming the service from a reactive to a
proactive one with regard to disease and care [32]. Even though
the model is mainly focused on clinical and long-term
conditions, including diabetes, cancer, and cardiovascular
diseases, the same approach could possibly be used in a variety
of health-related, well-being–related, and development-related
behaviors. The P4 model of medicine and health care is driven
by the evolution, expansion, and merging of the following three
megatrends: (1) systems biology/systems medicine, (2) digital
technologies for health care, and (3) consumer-driven health
care [30]. Therefore, text message–based applications, including
text surveys, can be active components in the era of P4 medicine
and health care owing to their versatility, low cost per
participant, ease of use, high personalization, and adaptation
that transcends cultural, linguistic, and demographic boundaries.

Limitations
The utilization of a stepped approach in designing, refining,
and redeveloping an interactive text survey helps to minimize
its limitations. However, there are several areas where
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limitations are evident. One of the most important is with regard
to the risk of bias, especially desirability bias. As with every
assessment that relies on self-reported data, desirability bias
cannot be fully excluded. Moreover, as highlighted by the
comments made by several participants, despite attempting to
only assess bedtime routines, the text survey might have acted
as an unintended intervention, leading to changes in some family
routines. This is not necessarily a negative limitation, since this
type of feedback allowed for the consideration of intervening
properties regarding text surveys and text messaging for bedtime
routines. Finally, another limitation to consider concerns the
lack of a reference measure for assessing bedtime routines
alongside the utilization of the interactive text survey.

Recommendations
Despite the success of the approach, necessary changes and
recommendations for future use are vital in further exploring
the benefits of text surveys in assessing health-related behaviors.
These changes can focus on both further improving user
interaction with the system and maintaining an overall good
user experience. Specific changes include (1) provision for a
number to call when and if issues or difficulties arise during

the completion of the text survey and (2) provision for
free-of-charge replies by activating a “short code,” especially
for research focusing on deprived socioeconomic areas and
populations. Moreover, based on the feedback of some
participants and on this particular area of research, it might be
important to consider the development and examination of a
text message–based bedtime routine intervention for achieving
and sustaining better routines for families with young children.

Conclusion
The results of this study showed the potential for deploying text
surveys within public health research as an attempt to capture
real-time information on dynamic and highly variable recurrent
behaviors that can have subsequent implications with regard to
development and well-being. It also demonstrated that text
surveys can be reliable alternatives for capturing data when
compared with traditional methods or other technologies,
possibly owing to their nonintrusiveness and generally easier
user interface. Overall, text surveys and text messages are
emerging as valuable alternative routes for capturing data and
delivering interventions in wider public health research.
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Abstract

Background: The World Health Organization lists vaccine hesitancy as one of 10 threats to global health. The antivaccine
movement uses Facebook to promote messages on the alleged dangers and consequences of vaccinating, leading to a reluctance
to immunize against preventable communicable diseases.

Objective: We would like to know more about the messages these websites are sharing via social media that can influence
readers and consumers. What messages is the public receiving on Facebook about immunization? What content (news articles,
testimonials, videos, scientific studies) is being promoted?

Methods: We proposed using a social media audit tool and 3 categorical lists to capture information on websites and posts,
respectively. The keywords “vaccine,” “vaccine truth,” and “anti-vax” were entered in the Facebook search bar. A Facebook
page was examined if it had between 2500 and 150,000 likes. Data about beliefs, calls to action, and testimonials were recorded
from posts and listed under the categories Myths, Truths, and Consequences. Website data were entered in a social media audit
template.

Results: Users’ posts reflected fear and vaccine hesitancy resulting from the alleged dangers of immunization featured on the
website links. Vaccines were blamed for afflictions such as autism, cancer, and infertility. Mothers shared testimonies on alleged
consequences their children suffered due to immunization, which have influenced other parents to not vaccinate their children.
Users denied the current measles outbreaks in the United States to be true, retaliating against the government in protests for
fabricating news.

Conclusions: Some Facebook messages encourage prevailing myths about the safety and consequences of vaccines and likely
contribute to parents’ vaccine hesitancy. Deeply concerning is the mistrust social media has the potential to cast upon the
relationship between health care providers and the public. A grasp of common misconceptions can help support health care
provider practice.

(JMIR Public Health Surveill 2020;6(4):e18878)   doi:10.2196/18878

KEYWORDS

antivaccine; vaccines; vaccination; immunization; communicable disease

Introduction

Many diseases have been almost, or completely, eradicated due
to immunization. Immunization against disease prevents 2-3
million deaths per year internationally and could prevent even
more with global vaccination improvements [1]. Immunization
has vastly decreased mortality due to preventable communicable
diseases. For example, before the introduction of the measles
vaccine, 300,000-400,000 Canadians were infected every year,

with some recoveries and many deaths [2]. Since the elimination
of measles in 1998 due to vaccines, there have been very few
cases in Canada [2]. Similarly, once the polio vaccine was
introduced in Canada in the 1950s, cases reduced dramatically,
and the current risk to the Canadian population is extremely
low [3].

The World Health Organization (WHO) has declared vaccine
hesitancy as one of the top 10 threats to global health [4]. Social
media has helped fuel the growth of the antivaccine movement,
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with Facebook being identified as a key disseminator of
misinformation surrounding the campaign [5-7]. Facebook is
the largest social media platform, with more than 2 billion active
monthly users [8]. There have been serious efforts to reduce the
amount of misinformation spread on the social media site by
lowering the ranking of Groups and Pages making false claims
[7]. Social media administrators have been urged to remove
these Pages and Groups altogether; however, counterarguments
cite a violation of human rights to access uncensored information
[7]. This paper exposes the messages of the antivaccine
movement online and how individuals perceive immunization.
We aimed to uncover the myths and truths that users of
Facebook Pages observe and partake in. Health care consumers
and health care providers may find themselves on opposite ends
of the debate. Lack of immunization places the public at risk
and decreases public health efforts to curb measles and polio
and prevent outbreaks of influenza (flu) along with other
communicable diseases. The shift in power between doctors
and patients due to easy access to information online has led to
the questioning of health care providers and increased shared
decision making [6,9].

As most of the world awaits a vaccine to put an end to the
COVID-19 (also known as the 2019 novel coronavirus)
pandemic, “followers” of antivaccine Facebook Pages seem to
fear the vaccine more than the virus itself [10]. Amid the
COVID-19 pandemic, social media sites such as Facebook are
unable to control the health misinformation that is spread on its
Pages [11]. Antivaccine Pages have been providing conspiracy
theories, safety concerns, and alternative health medication that
grasp the attention of “undecided” individuals surfing the web
for information on vaccines [11]. The WHO is fighting to stop
the spread of misinformation online by collaborating with social
media giants to find a way to regulate false claims [12]. Some
examples of such claims include that COVID-19 is a bioweapon
funded by the Bill & Melinda Gates Foundation or that it can
simply be cured by consuming homemade concoctions (some
include drinking bleach) [13]. Our aim was to know more about
the messages that can influence readers and consumers that
these websites are sharing via social media.

Methods

Publicly available content on 4 Facebook Pages was analyzed
based on the number of likes they received. Keywords
“anti-vax,” “anti-vaccine,” “vaccine,” “vaccine injury,” and
“stop vaccination” were entered into the Facebook search bar.
Once on the “results” page, we followed the link to the “Pages”
tab. Pages were chosen if they had between 2500 and 150,000
likes — a measure of the spread of readership. This range was
selected based on the fact that it included most pages that had
high traffic with daily activity. The Page was selected if it had
the highest amount of likes on the first “results” page. We then
scrolled down to January 1, 2019 and analyzed posts, comments
on posts, and website links shared until May 30, 2019. Flu
activity peaks between December and February and can last as
late as May [14]. Website and posts data simultaneously reached
saturation, the point where no new themes emerged. Website
links shared on the Facebook Pages were publicly accessible
and consisted of news articles, blog posts, scientific studies, or

website posts of renowned antivaccine activists. The data
collected from the Facebook posts were categorized into
“Myths,” “Truths,” and “Consequences.” These lists helped
categorize the data found on the Facebook Pages to determine
the exaggeration of myths and falsehoods and the minimization
of truths. A separate category, “Measles Outbreak Reactions,”
was used to document reactions to outbreaks of measles
happening around the United States that were garnering attention
in mainstream media and on the Facebook Pages.

Website data captured from links shared between January 2019
and May 2019 were entered into the Who, What, When, and
Why categories of the social media audit template. Using this
tool, we were able to capture and categorize data in a uniform
manner for all websites. The social media audit template was
created by Keith Quesenberry [15]. He describes a social media
audit as “a systematic examination of social media data” [15].
We adapted and modified this tool to help us gain insight on
what points and messages website authors are trying to get
across. This tool is to be used to systemically examine “social
talk of a brand” — in this case, the “brand” is the topic of
immunization [16] — and allows the examiner to shift their
viewpoint from “control” to “engagement” and understand why
users are participating in such forums by examining specific
content and posts [16]. The “Who” category captured the type
of website (eg, blog post, news article) and the URL, which
helped us determine the type of websites that were being shared.
The “What” category was used to describe what content the
website was sharing. This category was crucial in helping us
determine the messages of the website. “When” noted the date
the website content was published to determine whether links
are being shared on the Facebook Page instantaneously or
randomly. In the “Why” category, we noted any comments or
statements made by the Facebook Page when sharing the linked
website. Noting these statements in this section helped give us
a better idea of the purpose behind sharing these websites and
what the administrators of the page hoped to achieve by sharing
these links with their audience. “Opportunity” was a crucial
category in helping us note the amount of “reactions,” “shares,”
and “comments” on the Facebook post sharing the link. By
noting the reactions, we were able to assert which type of links
get the most reactions and replies from the audience.

Results

Myths
The claims made by the authors on the Facebook Pages were
diverse and ranged from questioning the ethics of administration
to a total disregard of the benefits of immunization.
Demographics of the overseers of the Facebook Page or users
cannot be known as Pages can be accessed worldwide; however,
given the posts about the Centers for Disease Control and
Prevention (CDC) and current events in the United States, we
conjecture that the users and majority of commentators are from
the United States. Claims under “Myths” numbered far greater
than those listed under “Truths.” Claims are listed in order of
greatest to least in number.
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Claim 1: “Vaccines Fail”
Several users on all Facebook Pages expressed the concern that
vaccines are not 100% safe and people should opt to not
vaccinate. References were made to the recent outbreaks of
measles in the United States, and users claimed that most
affected individuals were already vaccinated. The CDC reports
that a majority of measles-affected individuals were
unvaccinated [17]. Claims were made that the
measles/mumps/rubella (MMR) vaccine was failing, and the
need for the DTaP vaccine for tetanus was disregarded, as
tetanus is not a communicable disease.

Claim 2: “Vaccine Schedules are Overwhelming and
Spark Autoimmunity”
Users expressed concerns with the number of immunizations
being added to child schedules by the CDC and with multiple
vaccines given at one time. Parents were concerned about
vaccines overstimulating the immune system. Some parents
claimed to go with “alternative” immunization schedules in
collaboration with their health care providers [18]. This included

giving fewer vaccines at once and skipping vaccines deemed
“not important” by the parents. Users also expressed concerns
about the differences in child vaccine schedules among different
countries and used it as a reason not to vaccinate against certain
diseases (eg, the United Kingdom does not vaccinate against
varicella).

Claim 3: “Vaccines Contain Harmful Adjuvants”
Adjuvants used in vaccines have been under heavy scrutiny on
all Facebook Pages. Adjuvants are added to a vaccine to
strengthen its ability to stimulate the immune system [19];
however, they are believed to be responsible for causing a
variety of diseases such as cancer, infertility, Alzheimer’s, and
autism. Each vaccine has been linked to its own set of mythical
consequences from contained adjuvants (see Table 1). Table 1
lists the most popular vaccines discussed on the Facebook Pages
with the most popular adjuvant in each vaccine that is accused
of causing harm. The table highlights the effect of the disease
on unprotected individuals to reinforce the dangers of the
infections prevented by immunization.

Table 1. Vaccines and their alleged consequences.

Prevailing myth(s)Adjuvant in vaccine allegedly causing ad-
verse effects

Available vaccine(s)Diseases that can be prevent-
ed by immunization

Infertility, premature ovarian failure, paralysisPolysorbate 80, aluminiumGardasil, Gardasil 9Human papillomavirus

Autism, seizures, measles shedding from a
vaccine, Alzheimer’s, lupus, aseptic meningitis

Aluminum, fetal bovine serum, recombinant
human albumin

MMRMeasles, mumps, rubella
(MMR)

SIDSa, autism, vaccine-induced pertussis,
neurodevelopmental problems, miscarriage,
death

Formaldehyde, polysorbate 80, bovine
serum albumin

Dtap, TdapDiphtheria, pertussis, tetanus

Cancer, vaccine-induced paralysisSimian virus 40Inactivated poliovirusPolio

aSIDS: sudden infant death syndrome.

The human papillomavirus vaccine was heavily linked to
infertility and polycystic ovarian syndrome, MMR vaccine to
autism and epilepsy, polio vaccine to cancer, and DTaP vaccine
to sudden infant death syndrome (SIDS). Vaccines are accused
of containing fetal cells as adjuvants, and claims are made that
they influence the sexuality of teenagers and lead to
homosexuality.

Truths
“Truths” contained information shared on Facebook that could
be supported by peer-reviewed scientific evidence. Repeated
concerns were raised over the efficacy of the flu vaccine. Flu
vaccines are in production before the flu season begins (meetings
in February for the Northern Hemisphere and in September for
the Southern Hemisphere), and this information was shared on
the Facebook Pages. Flu strains are predicted based on
surveillance, laboratory, and clinical studies [20]. The flu
vaccine’s effectiveness was questioned on all Facebook Pages;
however, the effectiveness of the flu shot can change every year
[21]. The Government of Canada states that the flu virus may
change while the vaccine is in production: “Even when there is
a less-than-ideal match or lower effectiveness against one virus,
the seasonal flu shot can still provide protection against the
remaining two or three viruses. If you do get the flu, the flu shot
may reduce the severity of your symptoms” [21].

Another concern raised was “over-vaccinating” against pertussis
(or whooping cough) as the vaccine is allegedly not effective.
Schwartz et al [22] found that 4 years postimmunization,
immunity to pertussis declined significantly, especially with
the acellular vaccine as compared to the whole-cell vaccine.
Booster shots during pregnancy or priming with the whole-cell
vaccine are recommended to optimize pertussis control [22].
Use of the acellular vaccine instead of the whole-cell vaccine
was another topic discussed on the Facebook Pages. A
case-control study by Klein et al [23] found that, among
teenagers who had received vaccines for pertussis at Kaiser
Permanente Northern California, those immunized with
whole-cell vaccine were more protected in outbreaks compared
to teenagers who received the acellular pertussis vaccine.

Consequences
Autism is the most widely known affliction that allegedly
implicates vaccines. The most popular consequences linked to
vaccines also included SIDS, asthma, epilepsy, cancer,
Alzheimer’s, miscarriage, infertility, and death (see Table 1).
Testimonies from parents sharing information about the death
of their children and posting their pictures are extremely popular
on all the Pages. These have a profound effect on other viewers,
as evidenced by their responses. Mothers have shared their
hesitancy of vaccinating their children after viewing these posts.
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Reactions to Current Measles Outbreaks
Measles outbreaks are at an all-time high in the United States,
since the year 1992, with the numbers of cases growing. To
achieve herd immunity for measles, 95% of the population must
be immune to the infection [24]. Outbreaks in communities that
are unvaccinated in New York account for more than 75% of
the cases, with the majority affecting Orthodox Jewish
communities where immunization rates are low. All Facebook
Pages discussed the current coverage of measles outbreaks;
however, 2 of the 4 Pages we examined posted more frequently
about the mainstream media coverage of the outbreaks.
Reactions to outbreaks included denial of events, accusing
mainstream media of falsifying reports, and claiming that most
individuals spreading the infection were vaccinated. While a
vaccinated individual could contract measles, the chances are
much lower compared to those for unvaccinated individuals,
and the disease presents in a milder form [21].

Website Data
Website links shared on the Facebook Pages were followed.
Data were also collected from January 2019 to May 2019.
Website information was categorized into Who, What, When,
Why, and Opportunity.

“Who”
We found that the shared website links were predominately
blog posts coming from antivaccine activists. The most popular
website shared on all the Pages was Green Med Info [25]. The
author, Sayer Ji, is a self-proclaimed expert on the rights and
wrongs of immunization and supports alternative medicine [25].
Other types of shared websites included news article,
testimonials, and studies. Robert Kennedy is a huge supporter
of antivaccine sentiments. His blog website was shared
numerous times on all Pages.

“What”
We found that the themes emerging from shared content on the
websites varied. These included stories of vaccinated individuals
getting the infection they were vaccinated against, testimonies
from mothers whose children allegedly died postimmunization,
accusations towards the government and physicians for
promoting vaccines to make money, condemnation of mandatory
vaccine bills and laws, “expert” testimonies on dangers of
immunization, promotion of naturopathic medicine, and denial
of the harm of illnesses that vaccines protect from. Some
websites claimed that childhood infection with measles provides
protection from cardiac disease in adult life and women will be
protected from ovarian cancer, but the sites do not produce
sufficient evidence to support these claims.

“When”
Information on the vast majority of the websites had been
published within the last month; however, for sites that were
not current, they were at least published in the last decade. The
growth of these Pages in the last decade supports the fact that
antivaccine content has increased with the use of social media
and the internet [6,26]. The “post” or “share” date on the
Facebook Pages compared to the original publication date of
the website was within 1 week for most posts on 3 of the 4

Pages. We found that one Facebook Page in particular shared
website links published 1 or 2 years before current events, but
still received lots of support from followers.

“Why”
The main reasons for sharing a website link were either to
promote or condemn its content. The majority of website links
were supported and shared as a way of endorsing the antivaccine
information. We do not have reason to believe that any of the
shared website links were vetted for scientific evidence or
truthfulness; instead, content that would have a profound effect
on viewers was shared. This included “new” studies and
information such as the “benefits” of getting an infection.

“Opportunity”
We found that comments, “reactions,” and “shares” on the
Facebook posts sharing the website link did not show any
specific trend. The number of responses varied heavily; this
could be attributed to the number of online users or personal
interests. Therefore, we cannot make a conclusion on whether
any specific topics sparked user interest; however, a news article
shared on one of the Pages about Kailyn Lowry, an actress, had
the highest number of “reactions” compared to any other website
link shared on one of the Facebook Pages. This is significant,
as celebrities have the platform to influence many people across
different geographical areas just by sharing their personal beliefs
[9,27].

Discussion

Principal Findings
The analysis of the Facebook Pages led to emerging themes
from the ongoing discussion among the users and their use of
Facebook as their platform to promote their anti-vaccine beliefs:
(1) forming an online “community” consisting of like-minded
individuals and similar beliefs, (2) the widespread reach of
anti-vaccine messages, and (3) debating the ethics of mandatory
immunization and content moderation.

The majority of the online population of users on the Facebook
Page were likely from the United States. We noticed there was
a huge appreciation of community and support for one another.
For example, if anyone posting antivaccine content was
criticized or condemned, other users would step up to support
them in the comments of posts. There was a tremendous amount
of support in mother-to-mother communication. A social media
analysis conducted by Gruzd and Haythornthwaite [28] analyzed
a 1-month sample of Twitter messages to trace interaction via
social media and understand “how a community is formed and
maintained online.” The study found that network analysis can
facilitate understanding of “what, and who, compromises and
sustains a network…” [28]. Gruzd and Haythornwaite [28]
found that active participation and attention to others were
extremely significant aspects of building an online community.
This finding translates very well to our analysis as
aforementioned: The sharing of pictures and stories of children
who were allegedly afflicted by vaccines was very popular, and
mothers tended to gather and demonstrate support for one
another in such cases. Supporting one another in their “time of
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need” and defending their collective viewpoints helped foster
a sense of community among each other [29].

A very significant finding was the raising of money for private
autopsies postdeath of a child from SIDS. Users believe that
immunization can cause SIDS; therefore, when the cause of
death is not officially linked to vaccines, users on these
Facebook Pages collected donations for private autopsies, with
the amounts ranging in the thousands. There was little to no
follow-up from parents who received this money on whether
the autopsy was done, and no follow-up included medical proof
of immunization being linked to SIDS. Users on Facebook who
support these Pages are a highly tight-knit community, who
have limited trust in government authorities and medical
professionals [30]. Users on one of the Facebook Pages
examined in this research encouraged a mother to not fill a
prescription for Tamiflu after her son had been diagnosed with
influenza and was running a high fever and had a seizure [31].
None of the comments on the post encouraged the mother to
seek medical help and fill the prescription. The mother instead
opted to treat with natural remedies such as peppermint oil,
vitamin C, and lavender [31]. The users on Facebook also
suggested the use of home remedies such as breastmilk, thyme,
and elderberry to treat her child — none of which are
recommended treatment for influenza — and the child
eventually died 4 days later at the hospital [31]. This case, in
particular, highlights the trust and confidence users of these
Pages are placing upon each other.

This relationship among users who have likely never even met
each other can be incredibly difficult to infiltrate and change,
as they share a common ground of strong values and beliefs.
We must focus resources on individuals who are undecided and
caught in the middle of the debate [11]. Interventions must be
community-based, and education and information on vaccines
must be encouraged by alike members in the community (such
as parent groups) [32]. As health care professionals, we must
become informed on adjuvants and how they impact the body
(along with other concerns noted in the Results section) and
therefore be equipped to answer questions parents may have to
build trust [33]. It is incredibly important for health care
personnel to recognize and understand this problem [33].
Vaccines are one of the largest defenses we have against
communicable diseases, and we must continue to educate and
attempt to change the attitudes surrounding this important issue.

Widespread Reach of Antivaccine Messages
Antivaccine sentiments no longer belong to a small group of
people; instead, they have global implications [5,11,34]. Three
of the 4 Facebook Pages have 100,000 to 135,000 likes, and the
most popular website shared on the Facebook Pages — Green
Med Info — claims to have 500,000 monthly visitors [25]. Our
research of the Pages uncovered how detrimental these
campaigns can be in underdeveloped nations of the world.
Pakistan is one of 3 countries that has failed to eradicate polio
transmission [35]. The spread of vaccine misinformation through
the availability of smartphones and social media is encouraging
a public health threat in one of the most vulnerable nations of
the world [34,35]. Not only has misinformation threatened
Pakistan’s public health but the unauthorized immunization

campaign directed by the Central Intelligence Agency in an
attempt to locate Osama Bin Laden has broken the trust between
locals and foreign public health efforts [36]. Another example
of mistrust of western medicine in the developing world is
Nigeria, where Islamic militant groups believe that
immunization is a ploy to sterilize Muslims [37].

Measles outbreaks have been on the rise globally, increasing
by 30% from 2016 to 2017 [38]. These outbreaks correlate
heavily with whether citizens trust vaccines. For example,
France experienced measles outbreaks, with 1 in 3 of their
citizens believing that vaccines are not safe [38]. Currently, the
COVID-19 pandemic has taken the world by storm, and
researchers and the general public are eager for a vaccine to
help flatten the curve of the disease. When the time comes to
distribute a vaccine for this virus (or any uncontrollable
communicable disease), we must not only promote the vaccine
to those who trust immunization but also promote targeted
interventions for users of these Pages who refuse to vaccinate
by increasing opportunity for dialogue and creating safe spaces
[32,33]. Our recommendation for institutions includes adding
and enhancing education on vaccines and immunization for
future health care professionals, such as doctors, nurses, and
dentists, to address concerns of users on these Facebook Pages
[33,39].

Debating the Ethics of Mandatory Immunization and
Content Moderation
A focal point of discussion on Facebook posts, website shares,
and the comments section was the ethics of mandatory
immunization laws [40]. Antivaccine groups are heavily against
the passing of any bill that supports mandatory immunization
[41]. Vaccine Choice Canada — one of Canada’s largest
antivaccine organizations — claims they are prepared to fight
New Brunswick’s 2019 proposed bill that will not allow children
to attend public school without proof of immunization [42].
This nightmare for antivaccine organizations has already become
a reality for those living in the state of California in the United
States. There were calls to action against the governments that
propose mandatory immunization and consistent derogatory
comments made against the governor of California for being
an open vaccine supporter on Facebook. Users on Facebook
urged others to join protests, sign petitions, and call government
officials’ offices to discourage mandatory immunization. Users
frequently cited the Constitution of the United States, claiming
their rights as citizens of the country have been violated through
these bills and laws.

The ethical debate has also included the censoring of content
on social media websites. Facebook has claimed to not remove
vaccine misinformation; however, they assured the public that
they will make it less prominent [7,43,44]. This includes
removing content from recommended groups and ranking posts
with misinformation lower on the newsfeed [7,44]. Other social
media sites that are moderating antivaccine content include
YouTube, Pinterest, and Twitter. YouTube has stopped serving
ads on any antivaccine-promoting video and attempted to make
content on the benefits of immunization easier to find [45]. The
WHO has applauded Pinterest for being a leader in removing
vaccine misinformation from their website [44]. Pinterest has
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one of the most rigorous restrictions on posting of vaccine
misinformation, going as far as to block any searches with the
terms “anti-vaccination” or “anti-vax” [44].

Conclusion
The antivaccine campaign has unfortunately used social media
as a vessel to spread misinformation to users, especially parents
[4-7,9,11-13,26,27,29,30,32,37,40,41,46,47]. As vaccine
hesitancy increases, we increase the risk of a public health crisis
and lessen our chances of controlling crises like the COVID-19
pandemic. Although users on Facebook have mentioned
“Truths,” the number of “Myths” supersede these truths, and
the benefits of immunization greatly outweigh the risk. We must
understand the local-global implications of allowing preventable
diseases to make a comeback. Health care providers deal directly
with members of the public who are uncertain about
immunization, and it becomes their job to be informed on users’
common misconceptions [33,39]. Fake news travels faster than
truth, building momentum [48]; therefore, targeted promotion

of vaccines that address specific claims on the internet is
warranted.

Limitations of this study include the ever-dynamic nature of
the internet, with the freedom for administrators and users to
remove posts as desired, and the time constraints in which we
studied the Facebook Pages. The social media audit template
used to organize and categorize data has previously not been
used in studying data for the interpretation of messages. We
also cannot be certain that each different follower of the Page
is a different individual, as one person may hold many accounts
using different email addresses. This analysis focuses only on
Facebook, which, as aforementioned, has a less scrutinizing
approach to removing antivaccine content; therefore, analysis
of other websites such as Twitter, YouTube, and Pinterest is
warranted to compare the type of content and spread of
readership. The worldview of both authors is that of nurses and
health care providers, and this article has been written with a
pro-immunization point of view.
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My brother and I are writing a letter in response to the paper
“Follow-Up Investigation on the Promotional Practices of
Electric Scooter Companies: Content Analysis of Posts on
Instagram and Twitter” by Dormanesh et al [1].

The paper discusses the promotion of proper safety equipment
for riding electric scooters (e-scooters) online. The authors found
that the social media accounts of prominent e-scooter companies
Bird and Tier Mobility rarely, if ever, included photos of people
wearing equipment such as helmets, knee pads, or wrist guards.
To expand on this subject, Dormanesh and colleagues [1] could
consider how e-scooter companies’ practices should better
communicate or call attention to safety guidelines. We are both
teenagers in high school and the dangers of e-scooters are
familiar to us. The use of e-scooters, especially provided by
rideshare companies such as Bird or Lime, has grown
increasingly common among our peers in recent years.
Especially in dense metropolitan areas, e-scooters can be
extremely convenient for quick transportation. However, this
ease of access also presents a problem of safety. We have
noticed that in using these e-scooters, many of our fellow
teenagers often fail to follow proper safety conventions. We
almost never see anyone riding on a scooter with a helmet or
other safety gear. Furthermore, there is no designated pathway

for motorized scooters, and thus it can become hazardous for
pedestrians on the sidewalk or on the road.

The importance of educating teenagers on appropriate safety
gear is supported by recent research done reporting e-scooter
injuries in the pediatric population. A previous study of 990
patients who sustained craniofacial injuries due to motorized
scooter use shows that almost 50% of the injuries were to
children under the age of 18 years, including 33% who were
under the age of 12 [2]. A study conducted in Copenhagen
revealed that over 10% of the patients studied who received
injuries from using e-scooters were under the age of 18 [3].
Lastly, a study conducted locally at the University of California,
Los Angeles, showed that 4 out of the 73 patients studied who
sustained operative orthopedic injuries as a result of e-scooter
use were adolescents [4]. All of these studies suggest that
children and adolescents around the world are ignoring safety
restrictions and riding e-scooters despite being underage.
Although there are some restrictions for using the service such
as owning a driver’s license and being at least 18 years old,
these rules are easy to bypass. For example, many of our friends
use their parents’ licenses to ride scooters. Stricter enforcement
and more awareness of these regulations are necessary to
decrease the risk of injury.
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E-scooter accidents are currently difficult to accurately track in
injury databases. A recent paper examined e-scooters using the
“hoverboard” category from the National Electronic Injury
Surveillance System, which includes electrically powered
skateboards [5]. The lack of more specific coding results in
unreliable data on the incidence of e-scooter injuries. We have
also noted a similar issue with ICD-10-CM (International
Classification of Diseases, Tenth Revision, Clinical
Modification) coding. We attempted to examine the incidence
of scooter injuries using the Patient Discharge Database in
California. As a result of the absence of coding for e-scooter

accidents, we used a proxy code, V03.19, which identifies
pedestrians on conveyances other than roller skates or
skateboards [6]. The demographics of this code are more
consistent with e-scooter injuries than the code for motorized
mobility scooters (V00.83), which included an older and less
ethnically diverse group of patients (Table 1). Despite this, the
lack of a more specific code limits our ability to accurately track
e-scooter injuries. The implementation of proper coding for
documentation in medical records would be valuable to
researchers, hospitals, and the public in understanding the true
risks and public health impact of e-scooter injuries.

Table 1. Demographics for the electronic scooter rider proxy code V03.19 compared to motorized mobility scooter riders (V00.83).

 P valueMotorized mobility scooters (n=165)Electronic scooter proxy (n=402)Patient characteristic

<.0016851Age (years), mean

<.0018253Race/ethnicity (% White)

<.00126Insurance type (% uninsured)

<.0018569Sex (% male)
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Tracing and quarantining symptomatic and asymptomatic
individuals infected by the novel coronavirus SARS-CoV-2 is
an important approach to controlling the current epidemic.
Tracing the source of an infection can be achieved by
conventional interviews, by mobile telephone tracking, or by
phylogenetic tracing of the virus genomes themselves, as we
have proposed in our work [1].

In a recent critique in JMIR Public Health and Surveillance [2]
(also see our reply [3]), Mavian and colleagues have disputed
our phylogenetic tracing approach and concluded: “it is not
possible with the present data to decide which branching pattern
(and, therefore, which phylogeographic reconstruction) most
likely represents actual dissemination routes among European
countries.”

Their underlying reanalysis is, however, based on a trivial
oversight. They analyzed genomes collected worldwide in early
March 2020 and initially confirmed the B-subclade that we had
identified, which links a German sequence to an Italian sequence
and thence to further Finnish, Mexican, Swiss, and German
sequences. However, they then claim, “in a new tree inferred

just one week later, when more than 135 new full genome
sequences were made available on GISAID, the direct link
between Germany and Italy […] disappeared due to additional
clustering of [five] previously unsampled sequences from
Portugal, Brazil, Wales, and [two from] the Netherlands.”

Upon request, Dr Mavian provided us with a file of these five
new sequences. Comparing these five in our coronavirus
sequence alignment table (freely available on the Fluxus
Technology website [4]), it transpires that these five sequences
are identical to each other and to the pre-existing Italian
sequence. Mavian and colleagues [2] appear not to have noticed
the identity as they fail to mention it; instead, they present a
“maximum likelihood” tree, which misleadingly shows these
five new sequences and the pre-existing Italian sequence to be
separated by apparently deep branches, even though they are
identical. Mavian and colleagues [2] appear to have relied on
their computer program without investigating their entered
sequences.

Moreover, Mavian and colleagues [2] have not presented the
documented patient travel histories of the five new viral
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sequences. We present these now, using freely available GISAID
(Global Initiative on Sharing All Influenza Data) information
[5] and contemporary reports, and find that all patients (ie, the
Welshman [6,7], both Dutch [8,9], and the Brazilian [GISAID
access 412964]) had visited Italy a few days before falling ill.
The Portuguese (GISAID access 413648) had visited Spain.

Thus, in four of the five new cases, the patient’s travel history
to Italy confirms the viral sequence match to the pre-existing
Italian sequence. It is therefore unfounded for Mavian and
colleagues [2] to claim that the data cannot reveal branching
patterns or likely dissemination routes among European
countries.
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Before discussing, in detail, the serious technical issues, and
conceptual and theoretical mistakes, in the commentary by
Forster and Forster [1], we would like to emphasize the
following points. First, very recent work by Morel and
colleagues [2] has confirmed and further extended our original
observation of a lack of a phylogenetic signal in SARS-CoV-2
sequences from the early phase of the pandemic, which is in
line with our main criticism that Forster et al’s work [3] was
based on a superficial analysis of biased and noisy sequence
data, resulting at best in misleading conclusions. Second, many
of the claims in the paper by Forster et al [3] have been criticized
by three independent Letters to the Editor published in the
Proceedings of the National Academy of Sciences [4-6],
including a letter of our own [6], which was signed by over 30
world-renowned experts in phylogenetic analysis, who actually
pioneered and contributed to the development of modern
phylodynamics. Third, our paper, published in JMIR Public
Health and Surveillance [7], has also been supported and
confirmed by similar findings of other independent investigators
[2,8,9], clearly showing that phylogeny-based analyses of

SARS-CoV-2 genomic data, available during the early phase
of the pandemic, have led to premature conclusions and/or
statistically questionable findings, due to a lack of a
phylogenetic signal determined by the sudden emergence and
exponential growth of the virus, as well as a strong sampling
bias. Indeed, our paper [7] shows that even when new (and more
recently sampled) sequences are added to the tree,
phylogeographic hypotheses of early SARS-CoV-2 spread in
Europe, such as the possible introduction of the virus from
Germany to Italy, cannot be proven with sufficient statistical
robustness, since the sequence data support several other equally
likely scenarios.

It is true that methods such as contact tracing and mobile phone
tracking can be very effective in tracking outbreaks [10]. Yet,
epidemiological tracing and surveillance by other means was
not the focus of our work [7], which discusses only the
unreliability of using SARS-CoV-2 sequence data, without the
aid of other contact tracing methods, to infer virus dissemination
during the early phase of the pandemic. Therefore, one of the
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major points raised by Forster and Forster [1] in their
commentary is irrelevant since it is not pertinent to our work
or the interpretation of our findings.

Forster and Forster [1] misinterpret the message of our paper,
based on targeted sentences/paragraphs taken out of context.
There was no trivial or other oversight in our analysis. If
anything, the subsequent isolation of sequences of patients from
Portugal, Brazil, Wales, and the Netherlands, which were
identical to the pre-existing Italian sequence, illustrates our
point precisely: “it is not possible with the present data to decide
which branching pattern (and, therefore, which phylogeographic
reconstruction) most likely represents actual dissemination
routes among European countries.” Forster and Forster [1] go
on to discuss how the Welsh, both Dutch, and Brazilian patients
had all visited Italy a few days before falling ill. This is
interesting information that may suggest such patients were
infected in Italy; after all, contact tracing is presently considered
the golden standard for tracking SARS-CoV-2 dissemination,
but it has very little to do with the central problem raised in our
paper [7]: branching patterns in the phylogeny alone, especially
when based on several identical sequences from different
geographic areas (one of the very definitions of a lack of a
phylogenetic signal in any basic textbook [11], which Forster
and Forster [1] seem to ignore) cannot distinguish among
different and equally likely dissemination scenarios. In fact,
Table 1 in our manuscript shows, as expected given the presence
of several identical sequences sampled over a short time interval
in different countries, that alternative topologies underlying
alternative dissemination scenarios are equally likely. Besides,
the SARS-CoV-2 incubation period and the lack of symptoms
during early infection should caution against firm conclusions
on the directionality of infection even when further details on
travel history are available.

Forster and Forster’s [1] critique of Figure 2 exemplifies the
extent of their misreading of our paper [7]. As clearly stated in
the legend, the maximum likelihood tree in Figure 2 is displayed
as a “cladogram,” which means that branch lengths are not
drawn proportional to genetic distance or time-scaled.
Cladograms are branching diagrams only showing cladistic
relationship among taxa, where branches have an arbitrary length
chosen for best display purposes [11]. It seems Forster and
Forster [1] misread the figure legend, as the confusion between
cladogram and phylogram implied in their rebuttal would be
quite egregious for any scientist with a basic background in
phylogenetic analysis; hence, they have not discovered any
flaw. The fact that previously unsampled sequences from
Portugal, Brazil, Wales, and the Netherlands are identical to the
Italian sequence is exactly the point we are making: such
sequences altogether have no phylogenetic signal (defined as
the minimum amount of genetic diversity required to generate
resolved phylogenies [11]). In a phylogeny with branch lengths
drawn proportional to genetic distances, such sequences would
appear to cluster tightly along very short branches of actual zero
length, simultaneously arising from a common ancestor. This
is what we call in the paper a star-like signal, which is obviously
associated with phylogenetic noise, that is, the inability to
discern the exact evolutionary relationship among sequences
(other than to trivially say that they are all identical and, thus,
related through a most recent common ancestor).

In summary, while it is true that identical sequences are likely
linked by close transmissions, it is also important to remember
that, in the absence of phylogenetic information, it would be
impossible to establish the correct sequence of events through
phylogeny reconstruction alone, which is the whole point of
our paper [7].
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Abstract

The COVID-19 pandemic has affected all sectors of society, from health and economics to socialization and travel. The level
and extent of this impact are unprecedented. Although the cause of COVID-19 was quickly identified to be a new coronavirus
(SARS-CoV-2), the world was poorly prepared for preventing its spread. One important pillar of preparedness is surveillance of
the sources of emerging pathogens and responding appropriately to prevent their spread in the human population. The ever-increasing
interaction between humans and animals is one leading factor in facilitating the emergence of new pathogens. In this viewpoint,
we discuss the possibility of the zoonotic origin of SARS-CoV-2, highlight the importance of understanding human-animal
interaction to improve preparedness for future outbreaks, and outline recommendations for prevention.
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Introduction

Currently, the world is battling a pandemic caused by a virus
previously undocumented in humans. The new virus,
SARS-CoV-2, was identified as the cause of COVID-19. The
infection presented with a broad spectrum of symptoms ranging
from mild disease to organ failure and death. Similar to severe
acute respiratory syndrome coronavirus (SARS-CoV-1) and the
Middle East respiratory syndrome coronavirus (MERS-CoV),
SARS-CoV-2 is a positive-sense, single-stranded ribonucleic
acid (+ssRNA) member of the β-coronavirus genus. However,
compared to SARS-CoV-1, SARS-CoV-2 appears to be more
efficient in human-to-human transmission [1,2]. The fact that
the global spread of the virus outpaced infection control
measures has raised concerns about our preparedness to face
new viral threats. In this viewpoint, we discuss the potential
zoonotic origin of SARS-CoV-2 and revisit the main elements
that promote the emergence and spread of new infectious
diseases. We also highlight the factors that instigate the rise in
new human pathogens and outline recommendations for
prevention.

SARS-CoV-2 and the Possibility of an
Animal-to-Human Spillover Event

Despite the uncertainty about where and when SARS-CoV-2
originated, the genome sequencing of isolates from early cases
indicate an animal origin, with bats being suggested as the most
probable source [3-6]. In silico evaluation of a SARS-CoV-2
receptor, angiotensin-converting enzyme 2 (ACE2), indicates
that the current pandemic may be caused by a virus with a broad
range of hosts, including swine, civets, cats, cows, buffalo,
sheep, pigeon, and pangolins [7]. The susceptibility and
permissibility of these animals, however, are yet to be tested
and proven. One or more domesticated and wild animals have
been proposed as an intermediate host for SARS-CoV-2, aiding
the spillover to humans [8-11]. Determination of the
seroprevalence of SARS-CoV-2 and experimental infection in
these animals will help to clarify which, if any, may be involved
in the emergence of SARS-CoV-2 [5,7,12]. Moreover, it is also
speculated that SARS-CoV-2 could be a result of the
recombination of two viruses that circulate in animals living or
placed in close proximity [13,14].
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If SARS-CoV-2 is the result of a cross-species spillover, the
conditions that facilitated the adaptation of SARS-CoV-2 to
humans remain unknown [15]. If prejump adaptation occurred
in an intermediate host, then SARS-CoV-2 would have
undergone genetic refinement in one or more animal species
that were spatiotemporally aggregated and in constant contact
with humans. The intermediate species is likely to carry an
ACE2 receptor that closely clusters with that of humans. If viral
adaptation occurred after the spillover event, then continuous
passage of the virus from person to person would provide the
necessary natural selection opportunities. This would be a
realistic assumption given the relatively long incubation (and
infectiousness) period, which allows for unnoticeable
transmission via a respiratory route. The postadaptation progeny
virus can be somewhat genetically distinct from the original
virus that made the initial animal-to-human jump [4]. For
instance, examining cases of the 2002 severe acute respiratory
syndrome (SARS) outbreak revealed that SARS-CoV-1 isolates
from early cases (2002) differed from viral isolates obtained
from later cases (2003). The viral spike (S) protein involved in
binding to the ACE2 receptor showed reduced binding affinity

in later viral isolates compared to early isolates [16].
Additionally, a sequence of 29 nucleotides in the C-terminus
of the viral genome was deleted in viral isolates from later cases,
and this deletion is believed to have occurred through viral
adaptation to a human host [17].

Revisiting the Four Levels of Emerging
Infectious Diseases

The dramatic rise in human activities in animal farming, the
livestock and poultry industries, live-animal markets, and
bushmeat has dangerously increased human-animal and
animal-animal contact rates [18]. As a result, and combined
with careless practices of animal handling, pathogen attack rates
have surged substantially. Animals (wildlife and domestic) have
gained much attention as candidate reservoirs for numerous,
often serious, emerging viral diseases including monkeypox,
Ebola, HIV, West Nile virus, rabies, and A/H5N1. The complex
link between humans, animals, and emerging pathogens can be
simplified in a 4-level model (Figure 1).

Figure 1. The four-level model of pathogen emergence. Bushmeat production, poultry and livestock industries, and live-animal markets warrant frequent
close animal-human and animal-animal contact and increase exposure to pathogens circulating in different species. Frequent exposure (level 1) can turn
into a productive infection (level 2), given the necessary viral adaptation has taken place to make humans susceptible. By passaging through humans,
the new virus may undergo further adaptation. Pandemic emergence necessitates an efficient human-to-human transmission for sustained propagation.
Fast human movement across the globe amplifies the chain of transmission. Efforts should be directed at preventing level 1 (exposure) to significantly
decrease the chances of pathogen emergence.
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At level 1 (or exposure), the human host encounters the “new”
pathogen (eg, virus). Handling animals promotes such
encounters. This initial encounter can happen independently of
the human’s susceptibility to the virus. Susceptibility means
that the host has suitable receptor(s) for viral attachment. The
number of viruses to which we are exposed is unknown, but
given the profound interaction we have with our environment,
we can only assume that the exposure is much higher than we
can possibly recognize. At level 2 (or infection), the human-virus
encounter becomes fruitful. The human host becomes
susceptible and part of the viral lifecycle. Over a thousand
pathogenic species have successfully achieved this level. In
fact, within the last four decades, new human pathogens have
been identified at a rate of more than 3 annually. The majority
of these pathogens were viruses [19]. This predominance of
viruses as causative agents of emerging diseases is partially
attributed to enhanced approaches in viral detection and
increased viral mutation rates occurring at relatively short spans
[20]. Moreover, almost three-quarters of new human viral
infections are attributed to viruses of animal origin that crossed
the species barrier [21,22]. Indeed, viruses of nonhuman
primates and bats are associated with a high relative risk of
emergence [23]. At level 3 (or transmission), the new virus can
spread from one person to another. This is generally indicated
by the basic reproduction number (R0), a measure that estimates
the number of secondary infections in “naïve” susceptible
population [24]. A pathogen with an R0 >1 has a better chance
of widespread transmission leading to level 4. At level 4
(epidemic/pandemic spread), efficient human-to-human
transmission generates sustained propagation. This usually
happens without the need for new animal-to-human
cross-species transmission events [25].

Factors That Spark Animal-to-Human
Spillover

The cascade of events that led to the emergence of SARS-CoV-2
are likely to be complicated, but there seems to be a belief that
humans at some point were exposed to the new virus, probably
directly from bats (the reservoir?) [26], or indirectly through an
intermediate and/or amplifying host(s) (wild and/or farm
animals) [5,27,28]. Indeed, increased aggregation of people,
wildlife, and domestic animals in spatiotemporal closeness, and
the various ways of handling animal products, could have
increased the exposure rate (level 1). In order to understand
what could have precipitated this cross-species transmission
(level 2), it is critical to identify the reservoir and intermediate
hosts. The intermediate host can act as a biological bridge
between the reservoir and humans. Despite active infection, the
intermediate host may appear healthy or asymptomatic long
enough for the virus to jump unnoticed to humans. The
intermediate host offers the virus the additional advantage of a
suitable environment for rapid evolution priming for the jump
from animal species to humans. Postjump changes in the virus
also tend to occur in the human host, and the significance of
these changes is yet to be unraveled [29].

In addition to intermediate hosts, the reservoir is a key player
in pathogen emergence. Fruit bats have been a common source

for a broad range of viruses associated with emerging human
infections [30,31]. In the beginning of the 1990s, humans who
came in close contact with the blood or body fluids of sick,
infected horses (intermediate) acquired a new virus known as
Hendra virus. Later, fruit bats were found to be the source for
this paramyxovirus. Since then, Hendra virus has caused some
isolated outbreaks of serious and often fatal infections in horses
and humans [32]. Moreover, in a single outbreak in 1997,
Menangle virus, another paramyxovirus circulating in bats,
spilled over to pigs. Humans working in pig farms were directly
exposed to the virus shed in the secretions of infected pigs, or
indirectly through contaminated surfaces [33]. Fruit bats appear
to harbor viruses with a broad range of hosts; viruses that utilize
cellular receptors that are highly conserved across species have
better chances of breaching species barrier [34,35]. For example,
Nipah virus was a new human pathogen recognized in 1998 in
association with pig farming and cases of fatal encephalitis. In
addition to humans and pigs, the virus could naturally infect
other species including horses, dogs, and cats [36]. Thus, these
animals also became hosts for the virus. Although pigs were
the intermediate host in the early outbreaks of Nipah in Malaysia
and Singapore, more recent outbreaks in India and Bangladesh
suggest direct transmission from bats to humans through contact
with fruits contaminated with infectious bat fluids (eg, urine,
saliva) [37]. Interestingly, numerous RNA viruses circulate in
bats. RNA viruses are a predominant cause of newly emerging
zoonotic diseases, such as Ebola and SARS-CoV-2. Accelerated
rates of mutation and presence of several variants of a given
strain provide RNA viruses with unmatched capacity for rapid
adaptation in a short time [20].

Collectively, the above mentioned factors explain how activities
pertaining to human-animal interaction pose an increasingly
high risk of pathogen emergence. We may not have substantial
evidence for the involvement of human-animal contact in the
emergence of SARS-CoV-2, but the new outbreaks in mink
farms in the Netherlands [38,39] certainly highlight how
cross-species transmission could occur. Indeed, this possibly
bidirectional spread between humans and animals necessitates
policies that regulate human-animal contact. Furthermore, the
expanding human population has led to more wildlife hunting,
bush meat trade and consumption, live animal markets, densely
populated livestock and poultry industries, exotic species
trading, and rapid animal transportation to meet the growing
demand for such products. This has created continuous and
intense contact between humans and potential viral reservoirs,
vectors, and intermediate hosts. Additionally, with increased
human movement at exceptionally accelerated speed, pathogens
can be introduced to previously uninfected areas, which are
geographically distant from the source of infection, leading to
disastrous pandemics across the globe. Given that we do not
have a vaccine or immunity against most emerging viral
diseases, resources directed at level 1 (ie, exposure) remain our
best hope for preventing costly consequences. It is believed that
emerging zoonotic diseases involve a complex interaction
between multiple anthropogenic factors that modify the structure
and dynamics of wildlife [40].
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Recommendations

Recognizing the importance of these factors has led to intensive
collaboration between different disciplines, including veterinary
medicine, public health, environmental sciences, and social
sciences, etc. This holistic approach, known as One Health, has
shown promising results in curbing the spread of pathogens
between humans and animals and between animals and animals
[41]. For instance, the integration of veterinary sciences,
epidemiology, and virology has led not only to the identification
of the different animal reservoirs for rabies but also to the
establishment of surveillance systems for monitoring outbreaks
and the development of an effective vaccine [42]. These
outcomes led to significant improvements in the control of rabies
in both animals and humans. Similarly, a vaccine against Hendra
virus helped control infection in horses and hence prevented
transmission of the virus to humans [43]. Another example of
fruitful multidisciplinary work is monitoring climate change to
identify temperatures that favor pathogen transmission. For
example, changes in climate, which in turn can affect mosquito
movement, have been used in prediction models to monitor the
emergence of West Nile virus [44].

Although in principle the One Health approach has been shown
to be effective in controlling and preventing infectious diseases
outbreaks, in reality, implementing it has proven to be
challenging. Factors such as limited investments, lack of
collaboration, and suboptimal surveillance systems have all
hindered the achievement of optimal outcomes [45]. However,
continuous progress in the One Health approach and supporting
policies remain an essential shield in the face of future outbreaks
[42]. This entails serious efforts to improve and implement:

1. Continuous surveillance of animals and vectors (eg, bats,
rats, wild birds, primates, arthropods) for the emergence of
new pathogens. This should help predict and prepare for
the next pathogen threat and define regions susceptible to
outbreaks and tools necessary to interrupt route of
transmission. Additionally, further modeling, analyzing,
and estimating the risk of emergence can help prepare
suitable diagnostic tools for the rapid capture of a new
outbreak, and frame essential mitigation protocols [46].

2. International cooperation to establish pathogen sequence
libraries and databases updated with biological
characterization of new pathogens. This can facilitate efforts
in diagnosis, contact tracing, and potential vaccine
development.

3. Studying and monitoring human behavior associated with
increased risk of emerging diseases such as wildlife trade
and bush meat consumption. Social sciences are important
to help introduce behavioral modifications that can be
beneficial and easily adhered to by communities. This also
requires education and increase in public awareness to the
dangers of high-risk behaviors.

4. Monitoring alterations in land use, climate change, and air
quality, as well as introducing policies to reduce and/or
mitigate ecological consequences [42]. Zoonosis is greatly
impacted by changes in land use. These changes impact the
natural habitat of wild animals and their biodiversity,
influence their breeding sites, and determine the exposure
rate of humans to pathogens in wild animals. Maintaining
the biodiverse pool of wildlife and the natural habitat of
wild animals should be a priority when planning landscapes
[47].

5. Monitoring and implementing better, safer, and sustainable
animal agricultural practices. Overcrowding, mixing of
animals, overuse of antibiotics, and methods of transport
are some of the drivers of pathogen emergence and
re-emergence.

Conclusion

Humans share a close relationship with animals and their
environment. Hence, the risk of emergence of new pathogens
that can spill over into the human population cannot be
completely eliminated. However, understanding the importance
of the human-animal-ecosystem interface and tackling the
diverse factors that influence the emergence of new pathogens
are essential for better prevention, control, and mitigation. The
One Health approach could have a significant positive impact
in combatting the emergence of infectious diseases. However,
this requires national and international cooperation, sharing of
data, funding, implementation of policies and legislation, and
political will.
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Abstract

Background: During the COVID-19 pandemic, there is a heightened need to understand health information seeking behaviors
to address disparities in knowledge and beliefs about the crisis.

Objective: This study assessed sociodemographic predictors of the use and trust of different COVID-19 information sources,
as well as the association between information sources and knowledge and beliefs about the pandemic.

Methods: An online survey was conducted among US adults in two rounds during March and April 2020 using
advertisement-based recruitment on social media. Participants were asked about their use of 11 different COVID-19 information
sources as well as their most trusted source of information. The selection of COVID-related knowledge and belief questions was
based on past empirical literature and salient concerns at the time of survey implementation.

Results: The sample consisted of 11,242 participants. When combined, traditional media sources (television, radio, podcasts,
or newspapers) were the largest sources of COVID-19 information (91.2%). Among those using mainstream media sources for
COVID-19 information (n=7811, 69.5%), popular outlets included CNN (24.0%), Fox News (19.3%), and other local or national
networks (35.2%). The largest individual information source was government websites (87.6%). They were also the most trusted
source of information (43.3%), although the odds of trusting government websites were lower among males (adjusted odds ratio
[AOR] 0.58, 95% CI 0.53-0.63) and those aged 40-59 years and ≥60 years compared to those aged 18-39 years (AOR 0.83, 95%
CI 0.74-0.92; AOR 0.62, 95% CI 0.54-0.71). Participants used an average of 6.1 sources (SD 2.3). Participants who were male,
aged 40-59 years or ≥60 years; not working, unemployed, or retired; or Republican were likely to use fewer sources while those
with children and higher educational attainment were likely to use more sources. Participants surveyed in April were markedly
less likely to use (AOR 0.41, 95% CI 0.35-0.46) and trust (AOR 0.51, 95% CI 0.47-0.56) government sources. The association
between information source and COVID-19 knowledge was mixed, while many COVID-19 beliefs were significantly predicted
by information source; similar trends were observed with reliance on different types of mainstream media outlets.

Conclusions: COVID-19 information source was significantly determined by participant sociodemographic characteristics and
was also associated with both knowledge and beliefs about the pandemic. Study findings can help inform COVID-19 health
communication campaigns and highlight the impact of using a variety of different and trusted information sources.

(JMIR Public Health Surveill 2020;6(4):e21071)   doi:10.2196/21071
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Introduction

As of May 2020, the United States has experienced the most
severe COVID-19 outbreak of any country in terms of confirmed
numbers of cases and deaths [1]. The economic and social
disruptions imposed by measures to contain the disease have
been significant, with marked spikes in unemployment, poverty,
and psychological suffering [2,3]. As such, authorities face the
difficult task of convincing the public that compliance with
these measures are justified and necessary to circumvent a
potentially worse crisis. Therefore, the manner in which
information is formulated, the channels through which it is
disseminated, and the populations that are targeted must be
considered when developing messaging and designing and
implementing risk communication strategies.

In the current information age, there is an ever-growing
multiplicity of available sources for health-related information,
and the public has tended to shift in recent years from reliance
on primarily mainstream news outlets toward other sources of
information, including social media [4,5]. Sources of
information vary in terms of their reliability, completeness, and
verifiability, and in the context of the highly polarized political
climate in the United States during an election year,
antiscientific rhetoric and political bias may underpin reporting
by many information outlets [6]. Of particular concern are social
media and other online platforms that are not subject to peer
review, fact-checking, or compliance with industry regulations
to which mainstream sources are usually held [7]. For instance,
an analysis of content on Twitter reported that one-quarter of
tweets about COVID-19 contained misinformation [7]. During
past infectious disease outbreaks, mainstream media sources
such as television or newspaper outlets have been significant
sources of information [8-11]. However, findings on the most
trusted sources of information during such outbreaks have been
mixed and have included health officials [8], television [8], the
internet [12], and government [12].

During the rapid escalation of the COVID-19 pandemic in
March and April 2020, we conducted an online survey on the
sources of information used and trusted by US adults for
acquiring COVID-19 information and ascertained how these
sources varied according to key sociodemographic
characteristics. Further, we assessed how differences in
information sources were associated with variation in beliefs
and levels of knowledge related to COVID-19.

Methods

Participant Recruitment
Details of the methods have been reported elsewhere [13].
Briefly, the sample was a self-selected nonprobability sample
of social media users on Facebook and its affiliated platforms
that was recruited through an on-platform advertisement
campaign. Past research supports the use of Facebook as a valid,
efficient, and cost-effective recruitment tool in health research

[14]. The advertisement campaign targeted adults aged ≥18
years of any sex residing in the United States. Advertisements
with links to an anonymous web-based survey (Qualtrics) were
placed on web- or mobile-based versions of Facebook,
Messenger, Instagram, and the Facebook Audience Network
(other mobile apps and websites partnered with Facebook).
Participants were sampled in two rounds about one month apart,
from March 20 to 30 and from April 16 to 21, 2020. To reduce
redundant reporting, participants could only complete the survey
once (based on IP address). Eligible participants for the current
study included US residents aged ≥18 years (confirmed through
two screening questions). Survey reporting followed the
American Association for Public Opinion Research (AAPOR)
guidelines [15]. The analytic sample for this study included
those with information on any of the information source
variables. The New York University Institutional Review Board
reviewed and exempted the study procedures, and the need for
explicit written or oral consent was also waived. Participation
in the study was completely voluntary and did not involve
compensation, monetary or otherwise.

Questionnaire
The survey was based on the Health Belief Model, which has
been previously utilized in recent surveys on other viral
outbreaks, such as H1N1 influenza [16], Middle East respiratory
syndrome (MERS) [17], and Ebola [18,19]. The survey was
also informed by the World Health Organization survey tool
for behavioral insights on COVID-19 [20]. Sources of
COVID-19–related information used by participants were
measured in three ways. First, participants were asked whether
or not they used any of the following sources to find information
about COVID-19 (with a “not applicable” option): (1)
spouse/partner, (2) other family members, (3) friends or
coworkers, (4) religious leader, (5) doctor/medical provider, (6)
television, (7) radio or podcasts, (8) newspaper (printed or
online), (9) government or other official websites, (10) social
media, and (11) Google search, Wikipedia, or other
nongovernmental websites. Of the 11 variables provided, some
were collapsed into categories based on shared characteristics
across certain sources, with participants needing to have
responded “yes” to using one or more of the listed information
sources to be included in that category. The collapsed categories
were the following: (1) traditional media (television, radio,
podcasts, or newspapers), (2) online media (social media,
Google search, Wikipedia, or other nongovernmental websites),
(3) interpersonal sources (spouse/partner, other family members,
and friends or coworkers). Participants were also asked if they
used mainstream media sources of information for COVID-19;
those who responded “yes” were asked which of the following
mainstream media sources they received the most information
from: (1) CNN, (2) Fox News, (3) MSNBC, (4) other local or
national networks, or (5) other international networks. Second,
a variable indicating the total number of sources used by each
participant was created by summing the number of “yes”
responses for each of the 11 information sources. Finally,
participants were asked to identify the information source they
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trusted the most. The full questionnaire utilized in this study
has been published elsewhere [13].

Knowledge and awareness of the COVID-19 outbreak and
protective practices were measured by 24 binary response format
(True/False) items. Examples of knowledge questions included
“Coronavirus is a contagious disease” and “How can you protect
yourself from being infected with coronavirus?” with options
including “Getting a flu shot” and “Wearing a face mask.”
Responses were consistent with information provided by the
Centers for Disease Control and Prevention (CDC) as of March
and April of 2020. The accuracy of the information was first
assessed in March and then reassessed in April, and no changes
in information accuracy were identified in this time frame.
Correct responses were summed to create a composite
knowledge score. Items were adapted from surveys from
previous epidemics [18,21,22] and updated to reflect knowledge
relevant to COVID-19.

Beliefs about COVID-19 were measured using 6 four-point
(Strongly Agree, Agree, Disagree, and Strongly Disagree) Likert
scale items, which were then dichotomized into a binary
Agree/Disagree variable. Items were adapted from previous
surveys on infectious disease outbreaks, with consideration for
salient COVID-19–related beliefs at the time (March 2020)
[19]. In total, three of the belief questions concerned statements
on the origin, spread, or severity of COVID-19 (eg,
“Coronavirus is more deadly than the seasonal flu”), for which
the data were still emerging at the time of the survey, while
three other questions concerned beliefs regarding the coverage
and significance of the COVID-19 outbreak (eg, “The amount
of media attention devoted to coronavirus has been adequate”).

Demographic variables assessed included sex, race, age
category, employment status, educational attainment, living
with children <18 years of age, state of residence (recoded by
US Census region), urban/rural residence, and political party
affiliation. Since marital status and income were only assessed
in the second round of the survey and thus were missing for
approximately half (55%) of the study participants, these
variables were not included in the regression analyses.
Participants who selected “prefer not to say” for any questions
were removed from analysis, with the exception of political
affiliation due to the significant number of participants selecting
this option (18.9%).

Statistical Analysis
Participant demographic characteristics were stratified by
categories of information sources used. Multivariable logistic
regression analyses were conducted to assess the effect of
demographic determinants on the use and trust of COVID-19
information sources. Poisson regression was conducted to assess
demographic determinants of the number of COVID-19
information sources given its appropriateness for modeling
count data. Separate logistic regression models were conducted
on the effect of time of survey (March versus April) on the use,
trust, and total number of COVID-19 information sources,
adjusted for demographic covariates. Of the 21 knowledge
questions assessed during both rounds, 7 had a correct response
rate below 90%. Logistic regression analysis was conducted on
these seven questions and six COVID-19–related beliefs to
assess the odds of a correct response (for knowledge questions)
or of agreeing with the provided statement (for belief questions)
according to the use, trust, and total number of information
sources—each adjusted for the other information source
variables, as well as all demographic covariates given their
observed significance in health and health information seeking
behaviors [23,24]. All tests were two-sided with a significance
level of P<.05. Statistical analyses were performed using R
(Version 4.0.0; R Foundation for Statistical Computing).

Results

Participant Characteristics
A total of 13,201 respondents were eligible to participate, of
whom 12,908 commenced the survey; of these, 11,242 provided
data on their sources of COVID-19 information. Due to the
small sample size of participants who identified “Other” for sex
(n=8), this category was unable to be analyzed and was removed
for analysis. The sample size and proportion of participants who
identified as races other than non-Hispanic White was small:
Black, non-Hispanic (n=66, 0.6%), Asian Pacific Islander (n=86,
0.8%), Native American or American Indian (n=87, 0.8%);
interracial, mixed race, or other (n=259, 2.5%); and
Hispanic/Latinx (n=267, 2.6%). Therefore, in statistical analyses,
participants were pooled into a singular category to enhance
power in data analysis (n=765, 7.3%). Table 1 provides a
summary of the participant characteristics.
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Table 1. Characteristics of 11,242 participants with data on COVID-19 sources of information in online survey, March-April 2020a.

Source of information usedCharacteristics

Religious
leader
(n=768)

Doctor
(n=5361)

Interpersonal
sources (n=7850)

Online media
(n=9653)

Government
(n=9845)

Traditional
media
(n=10,335)

Total
(n=11,242)

Time of survey (%)

500 (65.1)3010 (56.1)4220 (53.8)5100 (52.8)5333 (54.2)5409 (52.3)5824 (51.8)March

268 (34.9)3196 (43.9)3630 (46.2)4553 (47.2)4512 (45.8)4926 (47.7)5418 (48.2)April

Sex (%)

293 (61.5)3196 (60.1)4648 (59.7)5693 (59.5)5920 (60.7)6124 (59.8)6566 (59.0)Female

293 (38.5)2121 (39.9)3133 (40.3)3868 (40.5)3833 (39.3)4117 (40.2)4569 (41.0)Male

Age (%)

164 (21.4)1133 (21.1)1878 (23.9)2064 (21.4)2195 (22.3)2160 (20.9)2360 (21.0)18-39 years old

338 (44.0)2490 (46.4)3534 (45.0)4317 (44.7)4479 (45.5)4615 (44.7)5061 (45.0)40-59 years old

266 (34.6)1738 (32.4)2438 (31.1)3272 (33.9)3171 (32.2)3560 (34.4)3821 (34.0)≥60 years old

Race (%)

616 (90.9)4559 (91.6)6723 (92.5)8277 (92.8)8449 (92.6)8879 (92.7)9648 (92.7)White, non-Hispanic

62 (9.1)416 (8.4)545 (7.5)646 (7.2)678 (7.4)701 (7.3)765 (7.3)Non-White

Region (%)

132 (20.1)1242 (25.7)1859 (26.4)2282 (26.5)2335 (26.4)2481 (26.8)2655 (26.4)Northeast

191 (29.0)1348 (27.9)1972 (28.0)2380 (27.6)2448 (27.7)2586 (27.9)2797 (27.8)Midwest

229 (34.8)1403 (29.0)1982 (28.1)2461 (28.5)2513 (28.4)2597 (28.0)2852 (28.4)South

106 (16.1)840 (17.4)1241 (17.6)1500 (17.4)1544 (17.5)1597 (17.2)1746 (17.4)West

Residence (%)

284 (43.2)2499 (51.7)3622 (51.3)4409 (51.1)4548 (51.4)4780 (51.6)5126 (51.0)Suburban

90 (13.7)(786 (16.3)1145 (16.2)1409 (16.3)1424 (16.1)1496 (16.2)1624 (16.2)Urban

284 (43.2)1548 (32.0)2287 (32.4)2805 (32.5)2868 (32.4)2985 (32.2)3300 (32.8)Rural

Employment status (%)

400 (60.8)2973 (61.5)4397 (62.3)5108 (59.2)5373 (60.8)5475 (59.1)5980 (59.5)Employed

45 (6.8)277 (5.7)469 (6.6)530 (6.1)570 (6.4)575 (6.2)615 (6.1)Student or unpaid work

67 (10.2)550 (11.4)768 (10.9)1061 (12.3)1043 (11.8)1106 (11.9)1200 (11.9)Not working or unemployed

146 (22.2)1033 (21.4)1420 (20.1)1924 (22.3)1854 (21.0)2105 (22.7)2255 (22.4)Retired

Children aged <18 years at home (%)

451 (66.5)3517 (70.7)5082 (69.9)6379 (71.5)6443 (70.6)6891 (71.9)7464 (71.7)No

227 (33.5)1458 (29.3)2186 (30.1)2544 (28.5)2684 (29.4)2689 (28.1)2949 (28.3)Yes

Educational attainment (%)

73 (11.1)522 (10.8)803 (11.4)1145 (13.3)1100 (12.5)1171 (12.7)1299 (13.0)High school or lower

214 (32.6)1623 (33.6)2332 (33.1)2910 (33.8)2942 (33.4)3107 (33.6)3428 (34.2)Some college or associate degree

370 (56.3)2679 (55.5)3902 (55.4)4544 (52.8)4773 (54.1)4957 (53.7)5292 (52.8)Bachelor's degree or higher

Political affiliation (%)

165 (25.1)1870 (38.8)2659 (37.8)3160 (36.7)3269 (37.1)3493 (37.8)3609 (36.0)Democrat

256 (39.0)1084 (22.5)1706 (24.2)2134 (24.8)2106 (23.9)2227 (24.1)2503 (25.0)Republican

94 (14.3)970 (20.1)1374 (19.5)1703 (19.8)1769 (20.1)1807 (19.6)2009 (20.1)Other

142 (21.6)900 (18.7)1298 (18.4)1602 (18.6)1671 (19.0)1708 (18.5)1898 (18.9)Prefer not to say
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Source of information usedCharacteristics

Religious
leader
(n=768)

Doctor
(n=5361)

Interpersonal
sources (n=7850)

Online media
(n=9653)

Government
(n=9845)

Traditional
media
(n=10,335)

Total
(n=11,242)

Marital status (%)

185 (74.6)1616 (73.2)2538 (74.3)3001 (70.6)3023 (71.6)3269 (71.0)3583 (70.9)Married or cohabiting

34 (13.7)345 (15.6)527 (15.4)711 (16.7)688 (16.3)754 (16.4)830 (16.4)Single

19 (7.7)163 (7.4)233 (6.8)370 (8.7)348 (8.2)389 (8.4)429 (8.5)Divorced or separated

10 (4.0)85 (3.8)118 (3.5)171 (4.0)166 (3.9)195 (4.2)213 (4.2)Widowed

Income (%)

32 (15.5)228 (11.9)330 (11.3)487 (13.3)462 (12.7)515 (13.0)577 (13.3)<$30,000

22 (14.0)271 (14.2)437 (15.0)576 (15.8)567 (15.5)616 (15.6)671 (15.5)$30,000 to less than $50,000

46 (22.2)331 (17.3)484 (16.6)636 (17.4)618 (16.9)687 (17.4)767 (17.7)$50,000 to less than $75,000

44 (21.3)424 (22.1)616 (21.2)749 (20.5)764 (20.9)831 (21.0)900 (20.8)$75,000 to less than $100,000

56 (27.1)661 (34.5)1044 (35.9)1202 (32.9)1237 (33.9)1310 (33.1)1418 (32.7)≥$100,000

Most trusted source (%)

310 (42.9)2123 (41.2)3297 (43.8)4109 (44.4)4673 (49.4)4497 (45.4)4867 (45.2)Government or other official web-
sites

22 (3.0)132 (2.6)330 (4.4)458 (5.0)362 (3.8)503 (5.1)509 (4.7)Television

10 (1.4)29 (0.6)82 (1.1)126 (1.4)81 (0.9)105 (1.1)131 (1.2)Social media

35 (4.8)270 (5.2)523 (6.9)636 (6.9)599 (6.3)691 (7.0)699 (6.5)Newspaper

22 (3.0)152 (3.0)345 (4.6)527 (5.7)423 (4.5)459 (4.6)549 (5.1)Other web-based sources

3 (0.4)18 (0.3)43 (0.6)40 (0.4)34 (0.4)37 (0.4)49 (0.5)Friends or coworkers

259 (35.9)2239 (43.5)2444 (32.4)2891 (31.3)2909 (30.8)3134 (31.6)3408 (31.6)Doctor or medical provider

12 (1.7)39 (0.8)75 (1.0)101 (1.1)81 (0.9)114 (1.2)115 (1.1)Radio or podcasts

32 (1.4)41 (0.8)107 (1.4)106 (1.1)76 (0.8)106 (1.1)118 (1.1)Other family members

10 (4.4)102 (2.0)279 (3.7)247 (2.7)214 (2.3)261 (2.6)316 (2.9)Spouse or partner

7 (1.0)3 (0.1)7 (0.1)7 (0.1)6 (0.1)6 (0.1)8 (0.1)Religious leader

aTotal number of responses with data on sources of information, excluding those selecting “not applicable” for all sources.

Geographic representation of participants included all US states.
Overall, most participants were female (59.0%), non-Hispanic
white (92.7%), employed (59.5%), and living in suburban
environments (51.0%). Figure 1 displays an overview of the
information sources used and most trusted by the study
population. Overall, traditional media was the most frequently
utilized source of information (n=10,335, 91.2%); however,
when all information sources were disaggregated from the
synthesized categories, the largest individual source of

COVID-19 information was government websites (n=9845,
87.6%). Participants used an average of 6.1 sources (SD 2.3,
range 0-11). Among those who used mainstream media sources
for COVID-19 information (n=7811, 69.5%), other local or
national networks were the most popular sources of COVID-19
information (35.2%), followed by CNN (24.0%), Fox News
(19.3%), MSNBC (11.9%), and other international networks
(5.3%).
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Figure 1. Distribution of sources used and most trusted sources for information on COVID-19 (N=11,242).

Sociodemographic Factors Associated With Sources
of COVID-19 Information
Males were significantly less likely than females to use all
identified sources, excluding spouses/family/friends and
religious leaders (Table 2). Participants aged 40-59 years and
≥60 years were less likely to use government websites compared
to those aged 18-38 years (adjusted odds ratio [AOR] 0.59, 95%
CI 0.47-0.71; AOR 0.47, 95% CI 0.37-0.60). Participants
identifying as races other than non-Hispanic White were more
likely to use doctors (AOR 1.39, 95% CI 1.18-1.64) and
religious leaders (AOR 1.40, 95% CI 1.03-1.86) as a source of
information. Those with a bachelor’s degree or higher were
more likely to use all of the sources, except traditional media.

Sociodemographic predictors of using mainstream media sources
for COVID-19 information are displayed in Multimedia
Appendix 1. Republicans were significantly more likely to rely
upon Fox News (AOR 33.56, 95% CI 25.60-44.87), while they
were less likely to rely on all other mainstream media sources.
In contrast, those with a bachelor’s degree or higher were more
likely to rely on CNN (AOR 1.25, 95% CI 1.04-1.52) or other
international networks (AOR 3.68, 95% CI 2.21-6.68) and less
likely to rely on Fox News (AOR 0.72, 95% CI 0.61-0.87).
Participants aged ≥60 years were more likely to rely on Fox
News (AOR 1.41, 95% CI 1.12-1.77) and MSNBC (AOR 1.85,
95% CI 1.43-2.40) and less likely to rely on other international
sources (AOR 0.67, 95% CI 0.47-0.95).

JMIR Public Health Surveill 2020 | vol. 6 | iss. 4 | e21071 | p.267http://publichealth.jmir.org/2020/4/e21071/
(page number not for citation purposes)

Ali et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 2. Adjusted odds ratios (95% CI) of sociodemographic factors associated with COVID-19 information source (N=11,242)a. Ref: Reference
group.

Religious leaderDoctorInterpersonal
sources

Online mediaGovernmentTraditional mediaSociodemographic
factors

Sex

RefRefRefRefRefRefFemale

0.89 (0.75-1.06)0.91 (0.84-0.99)d0.96 (0.88-1.06)0.88 (0.78-0.99)d0.58 (0.51-0.66)b0.74 (0.64-0.87)bMale

Age

RefRefRefRefRefRef18-39 years

0.86 (0.69-1.08)1.10 (0.96-1.23)0.61 (0.54-0.70)b0.80 (0.68-0.94)c0.58 (0.47-0.71)b0.99 (0.80-1.21)40-59 years

1.07 (0.81-1.42)1.02 (0.88-1.17)0.52 (0.45-0.62)b0.91 (0.74-1.11)0.47 (0.37-0.60)b1.12 (0.85-1.46)≥60 years

Race

RefRefRefRefRefRefWhite

1.40 (1.03-1.86)d1.39 (1.18-1.64)b1.02 (0.85-1.22)0.87 (0.71-1.09)0.95 (0.74-1.23)0.96 (0.72-1.29)Non-White

Region

RefRefRefRefRefRefNortheast

1.30 (1.03-1.65)d1.07 (0.96-1.20)0.98 (0.87-1.11)0.94 (0.71-1.09)0.95 (0.80-1.13)0.88 (0.71-1.09)Midwest

1.50 (1.20-1.89)b1.10 (0.98-1.23)0.97 (0.86-1.09)1.06 (0.90-1.23)1.09 (0.92-1.29)0.74 (0.60-0.92)cSouth

1.28 (0.97-1.67)1.04 (0.91-1.18)1.03 (0.89-1.18)1.00 (0.84-1.19)1.07 (0.88-1.30)0.69 (0.55-0.88)cWest

Residence

RefRefRefRefRefRefSuburban

1.28 (0.97-1.67)1.00 (0.89-1.13)1.02 (0.89-1.16)1.05 (0.90-1.23)0.95 (0.79-1.14)0.81 (0.65-1.01)Urban

1.56 (1.31-1.86)b0.99 (0.90-1.09)1.07 (0.96-1.18)0.94 (0.83-1.25)1.01 (0.88-1.17)0.80 (0.67-0.94)cRural

Employment

RefRefRefRefRefRefEmployed

1.05 (0.74-1.47)0.81 (0.68-0.97)d0.97 (0.79-1.20)0.97 (0.76-1.25)0.99 (0.71-1.39)1.26 (0.89-1.83)Student or un-
paid

0.94 (0.71-1.23)0.87 (0.76-0.99)d0.70 (0.61-0.80)b1.30 (1.07-1.59)c0.79 (0.65-0.96)d1.11 (0.87-1.42)Not working or
unemployed

0.91 (0.71-1.16)0.90 (0.79-1.03)0.78 (0.68-0.89)b0.96 (0.81-1.15)0.68 (0.57-0.82)b1.16 (0.91-1.48)Retired

Children at home

RefRefRefRefRefRefNo

1.25 (1.03-1.51)d1.06 (0.96-1.17)1.05 (0.94-1.17)1.04 (0.91-1.19)1.18 (1.00-1.39)0.94 (0.78-1.12)Yes

Education

RefRefRefRefRefRefHigh school or
lower

1.21 (0.92-1.61)1.29 (1.13-1.48)b1.28 (1.12-1.48)b0.75 (0.62-0.91)c1.09 (0.90-1.31)0.94 (0.74-1.17)Some college or
associate degree

1.56 (1.20-2.06)c1.39 (1.22-1.59)b1.62 (1.42-1.86)b0.78 (0.64-0.94)d1.49 (1.23-1.79)b1.23 (0.98-1.55)Bachelor’s de-
gree or higher

Political affiliation

RefRefRefRefRefRefDemocrat

2.24 (1.81-2.79)b0.71 (0.64-0.80)b0.83 (0.74-0.94)c0.86 (0.73-1.00)0.63 (0.53-0.74)b0.30 (0.23-0.38)bRepublican

1.03 (0.79-1.34)0.90 (0.80-1.01)0.77 (0.67-0.87)b0.80 (0.68-0.94)c0.79 (0.66-0.96)d0.32 (0.25-0.41)bOther
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Religious leaderDoctorInterpersonal
sources

Online mediaGovernmentTraditional mediaSociodemographic
factors

1.71 (1.35-2.18)b0.90 (0.80-1.01)c0.83 (0.73-0.94)c0.78 (0.66-0.92)c0.80 (0.66-0.96)d0.31 (0.24-0.40)bPrefer not to
say

aOdds of using source compared to those not using source, adjusting for all other covariates in tables.
bP<.001.
cP<.01.
dP<.05.

With respect to predictors of the total number of COVID-19
sources used (not shown in tables), those using fewer sources
included males compared to females (β=–0.03, 95% CI –0.04
to –0.01) and those aged 40-59 years and ≥60 years compared
to those aged 18-39 years (β=–0.05, 95% CI –0.07 to –0.03;
β=–0.05, 95% CI –0.08 to –0.03). Factors associated with
increased number of sources included having children in the
home compared to not having children in the home (β=0.03,
95% CI 0.01-0.05), and having some college or a bachelor’s
degree or a higher level of educational attainment compared to
those with a high school diploma or less educational attainment
(β=0.03, 95% CI 0.00-0.06; β=0.08, 95% CI 0.05-0.10).

The most trusted information source was government websites
(45.2%). The odds of trusting government websites were lower
among males (AOR 0.58, 95% CI 0.53-0.63) and those aged
40-59 years and ≥60 years compared to those aged 18-38 years
(AOR 0.83, 95% CI 0.74-0.92; AOR 0.62, 95% CI 0.54-0.71;
data not shown in tables).

Overall, participants were significantly less likely to use any of
the identified information sources in April compared to March
(Multimedia Appendix 2); the adjusted odds of using
government websites in April compared to March were
particularly low (AOR 0.41, 95% CI 0.36-0.47). Similarly,
compared to March, the odds of trusting government websites
in April were significantly lower (AOR 0.51, 95% CI 0.47-0.56),

while the odds of trusting other websites, radios or podcasts,
and spouses/partners more than doubling during that same time
frame. In addition, participants in April used on average 0.58
fewer sources than those in March (P<.001).

The adjusted associations between COVID-19 information
sources and knowledge of COVID-19 varied considerably by
knowledge question (Table 3). An increase in the total number
of information sources used was only associated with improved
awareness that wearing a face mask was protective against
COVID-19 infection (AOR 1.10, 95% CI 1.05-1.14). The use
of some information sources, such as doctors and traditional
media, were associated with improved knowledge for some
questions but decreased knowledge for others. Overall, the use
of government websites resulted in significantly better
knowledge for 3 of the 7 examined questions, with the remaining
4 questions not significantly different between the groups.

The primary mainstream media source used for COVID-19
information was also significantly associated with knowledge
about the pandemic (not shown in table). When adjusted for
sociodemographic variables, total number of sources, and the
most trusted source of information, those relying on CNN were
more likely than those relying on other local/national media
sources to correctly answer 2 of the 7 questions, while those
relying on Fox News were more likely to incorrectly answer 3
of the 7 questions.
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Table 3. Adjusted odds ratios (95% CI) of COVID-19 knowledge (correct answer) by information source (N=11,242)a. Ref: Reference group.

How can you
protect against
the coronavirus
infection? Stop
going to
school/work.

How can you pro-
tect against the
coronavirus infec-
tion? Wearing a
face mask.

How can you
protect against
the coronavirus
infection? Get-
ting a flu shot.

The coronavirus
originated from
animals.

Alcohol-based
hand sanitizers
cannot protect
you from the
coronavirus.

Children are at
high risk for
complications
from the coron-
avirus.

Currently, there
is an FDA-ap-
proved drug for
treating individu-
als with the coro-
navirus.

Sources

1.07 (1.00-1.14)d1.10 (1.05-1.14)b0.97 (0.92-1.02)0.96 (0.92-1.02)1.04 (0.98-1.09)1.03 (0.98-1.08)1.03 (0.97-1.10)Number of
sources

Source group

1.93 (1.50-2.48)b1.45 (1.18-1.77)b1.09 (0.83-1.40)0.78 (0.61-

1.00)d
1.28 (1.00-

1.63)d
0.93 (0.72-1.19)1.24 (0.95-1.61)Traditional

media

1.44 (1.16-1.79)c0.88 (0.74-1.05)1.33 (1.08-

1.62)c
0.90 (0.73-1.10)1.12 (0.91-1.36)1.21 (0.99-1.46)1.30 (1.04-1.61)dGovernment

1.34 (1.06-1.68)d0.96 (0.82-1.13)1.06 (0.86-1.30)1.09 (0.89-1.34)0.92 (0.74-1.13)1.03 (0.84-1.25)1.07 (0.85-1.35)Online media

1.16 (0.94-1.42)0.98 (0.85-1.12)1.08 (0.91-1.29)1.01 (0.85-1.20)0.99 (0.83-1.18)0.91 (0.77-1.08)1.00 (0.81-1.22)Interpersonal
sources

1.09 (0.92-1.31)1.17 (1.05-1.31)c0.88 (0.76-1.02)1.01 (0.87-1.16)0.99 (0.86-1.15)0.82 (0.72-

0.94)c
0.91 (0.77-1.07)Doctor

1.02 (0.72-1.45)0.81 (0.67-0.99)d0.91 (0.71-1.17)0.92 (0.69-1.21)1.09 (0.83-1.44)0.86 (0.68-1.10)0.65 (0.49-0.86)cReligious
leader

Most trusted sourcee

RefRefRefRefRefRefRefGovernment

0.81 (0.55-1.22)1.38 (1.08-1.79)d0.82 (0.62-1.09)1.18 (0.88-1.55)0.85 (0.64-1.14)0.83 (0.63-1.09)0.54 (0.40-0.75)bTelevision

0.29 (0.17-0.49)b0.77 (0.49-1.23)1.46 (0.78-3.04)1.48 (0.85-2.46)0.67 (0.41-1.17)1.12 (0.65-2.07)0.43 (0.26-0.73)cSocial media

0.98 (0.66-1.49)0.97 (0.78-1.20)1.17 (0.88-1.58)0.76 (0.56-1.02)1.32 (0.98-1.79)1.11 (0.84-1.47)1.40 (0.92-2.22)Newspaper

0.32 (0.24-0.42)b0.67 (0.53-0.84)c1.67 (1.18-

2.42)c
1.13 (0.84-1.49)0.89 (0.67-1.18)1.12 (0.84-1.53)0.54 (0.40-0.72)bWebsites

0.25 (0.11-0.56)b0.80 (0.40-1.66)1.00 (0.42-2.97)0.51 (0.12-1.44)1.96 (0.70-8.20)0.81 (0.37-2.06)0.41 (0.19-1.00)dFriends

0.63 (0.52-0.75)b1.05 (0.94-1.18)0.81 (0.70-

0.93)c
1.03 (0.88-1.19)0.97 (0.84-1.13)0.88 (0.77-1.01)0.84 (0.71-1.00)dDoctor

0.28 (0.17-0.47)b0.82 (0.51-1.37)0.83 (0.48-1.56)2.19 (1.30-

3.58)c
0.46 (0.28-

0.77)c
1.34 (0.73-2.72)0.42 (0.25-0.73)cRadio

0.33 (0.23-0.47)b0.89 (0.66-1.20)0.83 (0.59-1.21)1.42 (1.00-

1.99)d
0.71 (0.50-

1.01)d
1.01 (0.72-1.46)0.60 (0.42-0.86)cPartner

0.49 (0.27-0.95)d0.85 (0.53-1.40)0.65 (0.38-1.14)1.04 (0.55-1.83)0.96 (0.55-1.81)0.68 (0.41-1.19)0.77 (0.42-1.54)Family

aAdjusted for all other information source variables in the model, as well as time of survey, sex, age, race, region, type of residence, working status,
children, education, and political affiliation.
bP<.001.
cP<.01.
dP<.05.
eDue to the small sample size of those identifying religious leaders as their most trusted source (n=8), these were removed for analysis.

Changes in beliefs regarding COVID-19 were observed to be
strongly and consistently associated with both the use of and
trust in different information sources (Table 4). Compared to
participants that did not use government websites, those who
used government websites were more likely to disagree with
the following statements: the coronavirus was released as an
act of terrorism (AOR 0.64, 95% CI 0.54-0.76), the coronavirus
is not as big a problem as the media suggests (AOR 0.65, 95%

CI 0.53-0.78), and warmer weather will reduce the spread of
the coronavirus (AOR 0.69, 95% CI 0.58-0.80). Compared to
those with the most trust in government websites, trust in most
(≥6) of the other sources of information was associated with
increased agreement that the coronavirus was released as an act
of terrorism, disagreement that the coronavirus is deadlier than
the flu, agreement that the coronavirus is not as big a problem
as the media suggests, and disagreement that the amount of
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media attention on the coronavirus has been adequate.
Mainstream media source was also a significant determinant
for COVID-19 beliefs (not shown in tables). Compared to those
relying on other national/local media, those relying on CNN or
MSNBC were more likely to agree that the coronavirus is
deadlier than the seasonal flu, the amount of media attention
devoted to the coronavirus has been adequate, and the
coronavirus is a bigger problem than the government suggests.
In addition, they were more likely to disagree that warmer
weather will reduce the spread of the coronavirus and that the

coronavirus is not as big of a problem as the media suggests.
Conversely, those relying on Fox News were more likely to
agree that the coronavirus was released as an act of bioterrorism,
warmer weather will reduce the spread of the coronavirus, and
the coronavirus is not as big of a problem as the media suggests.
In addition, they were more likely to disagree that the
coronavirus is deadlier than the seasonal flu, the amount of
media attention devoted to the coronavirus has been adequate,
and the coronavirus is a bigger problem than the government
suggests.

Table 4. Adjusted odds ratios (95% CI) of agreement of COVID-19 beliefs by information source, n=11,242a. Ref: Reference group.

The coronavirus is
a bigger problem
than the govern-
ment suggests.

The coronavirus is
not as big of a
problem as the me-
dia suggests.

The amount of me-
dia attention devoted
to the coronavirus
has been adequate.

I think warmer
weather will reduce
the spread of the
coronavirus.

The coronavirus is
more deadly than
the seasonal flu.

I think that the
coronavirus was
released as an act
of bioterrorism.

Sources

1.08 (1.03-1.12)c0.91 (0.86-0.95)b1.13 (1.07-1.19)b1.02 (0.98-1.06)1.13 (1.08-1.19)b1.02 (0.97-1.06)Number of
sources

Source group

1.53 (1.24-1.89)b0.47 (0.37-0.58)b1.54 (1.24-1.19)b0.76 (0.63-0.92)c1.60 (1.29-1.98)b0.51 (0.42-0.64)bTraditional
media

1.25 (1.05-1.48)d0.65 (0.53-0.78)b1.10 (0.90-1.32)0.69 (0.58-0.80)b1.48 (1.23-1.77)b0.64 (0.54-0.76)bGovernment

1.03 (0.87-1.21)1.05 (0.87-1.27)1.05 (0.87-1.27)1.07 (0.92-1.25)1.09 (0.90-1.31)0.98 (0.81-1.17)Online media

0.95 (0.82-1.09)0.90 (0.77-1.06)0.81 (0.69-0.96)d0.97 (0.85-1.11)0.96 (0.82-1.13)0.89 (0.76-1.04)Interpersonal
sources

1.24 (1.10-1.39)b0.84 (0.73-0.96)c0.97 (0.85-1.12)0.84 (0.75-0.93)c1.02 (0.89-1.17)0.85 (0.75-0.96)dDoctor

0.57 (0.47-0.70)b1.58 (1.25-1.99)b0.74 (0.58-0.95)d1.36 (1.12-1.64)c0.78 (0.61-1.00)d1.38 (1.11-1.70)cReligious
leader

Most trusted sourcee

RefRefRefRefRefRefGovernment

1.34 (1.04-1.74)d1.00 (0.74-1.43)1.55 (1.10-2.25)d0.95 (0.75-1.19)0.96 (0.71-1.32)1.53 (1.19-1.97)cTelevision

0.83 (0.51-1.35)2.46 (1.48-4.14)c0.50 (0.32-0.81)c1.99 (1.25-3.26)c0.50 (0.31-0.81)d2.52 (1.58-4.03)bSocial media

1.44 (1.13-1.84)c0.86 (0.63-1.15)1.67 (1.21-2.36)c0.89 (0.73-1.09)1.07 (0.78-1.48)0.66 (0.48-0.90)cNewspaper

0.60 (0.48-0.76)b2.27 (1.78-2.89)b0.64 (0.50-0.82)b1.37 (1.10-1.70)c0.43 (0.34-0.55)b2.08 (1.65-2.62)bWebsites

0.52 (0.24-1.07)2.58 (1.18-5.58)d0.42 (0.21-0.88)d1.43 (0.73-2.86)0.65 (0.30-1.49)3.01 (1.48-6.08)cFriends

0.97 (0.86-1.10)1.37 (1.20-1.57)b0.82 (0.71-0.94)c1.07 (0.96-1.20)0.70 (0.61-0.81)b1.45 (1.27-1.64)bDoctor

0.54 (0.32-0.88)d3.16 (1.88-5.38)b0.72 (0.44-1.24)2.15 (1.34-3.53)c0.37 (0.23-0.61)b1.55 (0.95-2.51)Radio

0.66 (0.48-0.89)c2.07 (1.49-2.89)b0.60 (0.45-0.82)c1.73 (1.30-2.33)b0.48 (0.36-0.66)b2.82 (2.09-3.81)bPartner

1.00 (0.62-1.63)1.56 (0.92-2.59)0.62 (0.37-1.05)1.31 (0.83-2.07)0.59 (0.36-1.00)d3.78 (2.36-6.11)bFamily

aAdjusted for all other information source variables in the model, as well as time of survey, sex, age, race, region, type of residence, working status,
children, education, political affiliation.
bP<.001.
cP<.01.
dP<.05.
eDue to the small sample size of those identifying religious leaders as their most trusted source (n=8), these were removed for analysis.
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Discussion

Principal Findings
Overall, the choice of and trust in different COVID-19
information sources were observed to be significantly different
across demographic variables, including sex, age, race, region,
residence type, employment, education, and political affiliation.
In addition, the type of source used and trust in each source
were associated with different levels of knowledge and
differences in beliefs regarding COVID-19. Despite advocacy
by public health officials for the use of official or government
sources of information (such as CDC or World Health
Organization websites), only 45.2% of participants cited such
sources as their most trusted sources of information, dropping
from 53.3% in March to 36.8% in April. These findings suggest
that public health professionals seeking to effectively
communicate information on COVID-19 must acknowledge
and appropriately adapt to disparities in public trust and
information source preferences, particularly to address the
differences in knowledge and beliefs regarding the pandemic.

Popular and Trusted Information Sources
The popularity of television and newspapers as sources of
information during the current outbreak reflected past infectious
disease outbreaks including the 2003 severe acute respiratory
syndrome (SARS) outbreak [8], the 2009 H1N1 pandemic
[9,10], and seasonal flu epidemics [11]. A qualitative study on
communication during pandemics found that mainstream media
(such as newspapers and television) were the most used source
of information among participants despite being perceived as
relatively untrustworthy [4], corroborating our study findings.
However, while our study found government websites and
doctors to be the most trusted sources, a study of the SARS
outbreak in the Netherlands found that television and health
officials were the most trusted sources of information [8], while
a study of Ebola information in the United States found the
internet and the government to be the most trusted information
sources [12].

Findings that men were less likely to use almost all of the
identified information sources, used fewer sources in general,
and were also less likely to trust government websites for
COVID-19 information suggest significant sex disparities in
COVID-19 information source utilization. This evidence
corresponds with other preliminary research observing that men
are less likely to abide by advocated COVID-19 health behaviors
[25], and that young men are more likely to agree with
COVID-19 myths [26] and underscores the need for a sex-based
targeted COVID-19 health information communication strategy.
Moreover, age- and education-based disparities in COVID-19
knowledge and behaviors have also been observed in past
research [27]. Given these disparities in COVID-19 information
source usage, there is a clear need for targeted health
communication campaigns to address these gaps. Lastly,
disparities based on political affiliation also correspond with
other evidence of its potential role in determining COVID-19
behaviors, including compliance with social distancing [28].
The use of specific mainstream media outlets was found to be
significantly determined by political affiliation, sex, and age,

determinants which support past demographic analyses on
mainstream media usage [29].

These findings suggest that trust in information sources may
differ across time, place, culture, and type of disease outbreak,
emphasizing the importance of updated surveillance on trends
in information seeking behaviors during pandemics. For
instance, the greater popularity of and trust in government
sources may be explained by strong efforts by nongovernmental
platforms such as Facebook, Google, and Twitter to promote
official government websites [30]. Moreover, due to the small
sample size of participants who identified as races other than
non-Hispanic White, we were unable to conduct a
comprehensive analysis on disaggregated racial and ethnic
differences. However, past research has found immigrant
communities from Asia have also been observed to display less
confidence in their doctors and government agencies compared
to other populations [31], suggesting a need for further intensive
research on COVID-19 information source trends among
minority communities in the United States, especially given
their higher risk for morbidity and mortality from COVID-19
[32,33].

Likewise, unlike past research, the uniquely imminent and
personal threat posed to members of the public responding to
the survey should be considered. In other words, the Netherlands
did not experience a SARS epidemic, nor did the United States
experience an Ebola epidemic, and comparing perceptions
regarding which information sources to consult and trust with
these past case studies may differ depending on the level of
perceived and actual risk within the population [34]. To meet
the health communication needs of future pandemics or public
health crises such as COVID-19, public health professionals
and policy makers must conduct careful monitoring on
up-to-date trends in information source usage to better target
the delivery of public health information.

Importantly, findings also suggest that the likelihood of using
different COVID-19 information sources changed between
March and April. The finding that participants were less likely
to trust sources such as government websites in this time frame
has significant implications on the speed with which targeted
public health information campaigns may need to be
implemented to meet these rapid changes in information source
utilization. Indeed, similar preliminary research has also
observed a decline in trust of COVID-19 information provided
by government sources [35]. Such evidence provides insight
into how perceptions and utilization of information sources may
significantly vary across different stages of a health crisis,
supporting the need for continued, longitudinal public health
surveillance to help the relevant authorities understand these
trends and take action accordingly.

COVID-19 Knowledge and Information Sources
There have been concerns about the surge and spread of
dangerous misinformation related to COVID-19 [36], including
through online platforms like social media [37], particularly
because there are many aspects of this novel disease that are
presently poorly understood or subject to change as new
evidence becomes available. Likewise, mainstream media
sources have also garnered greater scrutiny over concerns that
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COVID-19 misinformation is being perpetuated by certain
media outlets [38], which was supported by the disparities in
knowledge observed across those relying on different
mainstream media sources. However, our findings also
suggested that the use of and trust in information sources other
than official government websites may not be associated with
significantly different awareness of information about an
emerging health crisis such as COVID-19. For instance, while
social media has garnered increased attention due to its use as
a platform to promulgate COVID-19 misinformation [37], the
use of social media or web-based sources was in fact associated
with increased awareness of one of the seven knowledge
questions and had no effect on the other questions. Furthermore,
those who trusted social media information the most (compared
to government websites) only displayed reduced knowledge for
two questions. Moreover, the sources from which members of
the public obtain COVID-19 information may be interdependent;
in previous influenza pandemics, doctors (who are a major
source of health information) reported deriving much of their
information from the internet and mass media [39,40]. These
insights suggest that certain sources of information may not
inherently result in compromised awareness of information
pertaining to a health crisis, but other factors, such as the actual
content, how the source is used by an individual, and the specific
knowledge being assessed, may all play a relevant role in
determining disparities in knowledge.

COVID-19 Beliefs and Information Source
Unlike with knowledge outcomes, the strong associations
observed between both trust in and use of different information
sources and COVID-19 beliefs suggest that different
communication platforms are indeed having an impact on how
the public subjectively perceives and interprets COVID-19
information. These associations were also observed in the
reliance on different types of mainstream media sources,
suggesting specific media outlets may also have a salient role
in perpetuating certain beliefs about the pandemic. The
perception that the coronavirus is deadlier than the flu was
significantly higher among those who used and put the greatest
trust in government websites, suggesting that these platforms
have been able to effectively communicate the relative greater
danger of COVID-19. Beliefs regarding communication of
COVID-19 information displayed similar trends, with
individuals trusting of different nongovernmental sources
expressing greater agreement that the coronavirus is not as
serious a problem as the media suggests, and disagreement that
the coronavirus is a bigger problem than the government
suggests. In a review on attitudes and beliefs during pandemics,
various subjective understandings of the spread and significance
of an infectious disease were directly associated with protective
behaviors [41], suggesting that differing levels of seriousness

and perceived significance of a pandemic can have consequences
for the collective public response.

Strengths and Limitations
This study was subject to a number of key limitations. First, the
study sample was derived from nonprobability convenience
sampling of Facebook and affiliated platform users, and although
70% of Americans use Facebook [5], certain demographic
groups may be underrepresented (eg, racial, ethnic, and gender
minorities), which is one component of why national
representativeness cannot be assumed. Second, many of the
information sources categorized are themselves inconsistent,
such that within each source, the types and veracity of
information vary markedly, and these disparities must be
considered in interpreting the study findings. For example, given
the wide variety of internet-based information sources, it is
likely that many nonofficial or nongovernmental websites are
providing valid, up-to-date information on COVID-19 and thus
correlations between knowledge and beliefs about the pandemic
may be significantly dependent on the specific internet sources
being utilized rather than simply the platform itself, as observed
in other health contexts [42]. Likewise, in recent years, other
information source categories (such as social media) have
significantly diversified (eg, web-based and app-based
platforms, or those more video-based platforms such as TikTok),
and this internal diversity may also influence trends in
COVID-19 information source. Therefore, further research
targeting more specific, stratified sources of information is
warranted. Finally, given the emerging nature of the COVID-19
crisis, knowledge and salient beliefs are constantly evolving,
and while the survey reflects a number of key questions relevant
during March and April 2020, many of these may not be relevant
in future months or years of the crisis. To address this, the
survey used in the study will be adapted and reimplemented
periodically over the course of the COVID crisis.

Conclusion
As the need to rapidly communicate information about the
ongoing COVID-19 pandemic persists, our study findings
provide key insights to policy makers seeking to understand
what impact these information seeking behaviors are having on
knowledge and beliefs regarding the outbreak. Likewise,
information on the demographic profiles of who is using and
trusting different information sources allows public health
professionals to adapt communication strategies to reach a more
diverse population. Future research should consider greater
sampling of minority populations in the United States (notably
racial and ethnic minorities, non-English speakers, and
non-internet users) to provide further perspective on disparities
in information seeking behaviors during COVID-19 and other
health crises.
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Abstract

Background: The COVID-19 pandemic has created unprecedented challenges to the systematic and timely sharing of COVID-19
field data collection and management. The World Health Organization (WHO) is working with health partners on the rollout and
implementation of a robust electronic field data collection platform. The delay in the deployment and rollout of this electronic
platform in the WHO African Region, as a consequence of the application of large-scale public health and social measures
including movement restrictions and geographical area quarantine, left a gap between data collection and management. This lead
to the need to develop interim data management solutions to accurately monitor the evolution of the pandemic and support the
deployment of appropriate public health interventions.

Objective: The aim of this study is to review the design, development, and implementation of the COVID-19 Data Summarization
and Visualization (DSV) tool as a rapidly deployable solution to fill this critical data collection gap as an interim solution.

Methods: This paper reviews the processes undertaken to research and develop a tool to bridge the data collection gap between
the onset of a COVID-19 outbreak and the start of data collection using a prioritized electronic platform such as Go.Data in the
WHO African Region.

Results: In anticipation of the implementation of a prioritized tool for field data collection, the DSV tool was deployed in 18
member states for COVID-19 outbreak data management. We highlight preliminary findings and lessons learned from the DSV
tool deployment in the WHO African Region.

Conclusions: We developed a rapidly deployable tool for COVID-19 data collection and visualization in the WHO African
Region. The lessons drawn on this experience offer an opportunity to learn and apply these to improve future similar public health
informatics initiatives in an outbreak or similar humanitarian setting, particularly in low- and middle-income countries.

(JMIR Public Health Surveill 2020;6(4):e20355)   doi:10.2196/20355
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Introduction

In December 2019, a cluster of cases emerged in China caused
by a novel coronavirus disease, officially named COVID-19 by
the World Health Organization (WHO) [1]. Since, COVID-19
has spread widely with a rapid global spread in just a few
months [2]. The WHO’s Director-General declared COVID-19
a Public Health Emergency of International Concern on January
30, 2020, and later as a pandemic on March 11, 2020, urging
all countries to take urgent and aggressive actions for detecting,
tracing, isolating, and treating active cases, and for preventing
transmission to reduce COVID-19–related morbidities and
mortalities [3]. As of May 19, 2020, there have been around 4.7
million laboratory confirmed cases of COVID-19 reported across
the world [4]. This novel coronavirus first arrived on the African
continent in February, with the first few cases detected in Egypt
and Algeria [5]. As of May 19, 2020, all WHO African Region
member states are affected with 47,953 confirmed cases and
1488 reported deaths with a case-fatality ratio of 3.1% [6].

During any disease outbreak or health emergency, timely access
to validated data and its translation into evidence to support
swift public health actions and decision making is one of the
biggest challenges faced by many public health experts,
especially in resource-poor settings. This is especially true for
settings where routine public health surveillance systems are
underperforming or nonexistent, or may be disrupted during
the COVID-19 crisis. Such delays in outbreak control during
an emergency response results in delayed case detection and
public health actions to mitigate onward transmission.
Consequently, higher mortalities with higher rates of disease
transmission in communities are inevitable. To address such
delays, the WHO recommends implementation of a disease
early warning system, known as the Early Warning, Alert and
Response System (EWARS), within 3-10 days of the onset of
an emergency’s acute phase as one of the priority interventions
to mitigate the negative health consequences resulting from the
acute emergency or humanitarian event [7].

The EWARS system supports any existing health system and
facilitates collection of essential, minimal data on prioritized
epidemic-prone or selected diseases with significant public
health consequences to enable rapid analysis of trends for
outbreak or emergency responses in humanitarian settings.
Enhancing the EWARS system using robust electronic data
systems could be harnessed as a powerful tool by outbreak
response teams for collecting vital epidemiological data to
support appropriate and timely action during emergencies. The
WHO has developed various electronic tools and platforms such
as the electronic Disease Early Warning System (eDEWS) and
EWARS-in-a-Box to support EWARS surveillance data
collection, management, and analysis to inform timely public
health actions and evidence-based decision making in
humanitarian settings. Furthermore, these electronic systems
have been adapted to support the surveillance component of the
electronic Integrated Disease Surveillance and Response
(eIDSR) and to facilitate early detection of prioritized
epidemic-prone diseases [8-10].

COVID-19 is a current focus of surveillance, contact tracing,
and outbreak response strategies worldwide. These strategies
seek to ensure early and timely identification of cases, their
effective isolation, and rapid contact tracing to break the chain
of transmission [11]. For this purpose, the WHO African
Regional Office has prioritized use of Go.Data among existing
WHO electronic data collection platforms in the COVID-19
outbreak context. This tool has been recently developed by the
WHO in collaboration with partners in the Global Outbreak
Alert and Response Network [12].

Go.Data is an outbreak investigation tool designed for flexibility
in field data collection during public health emergencies. This
tool provides functionality for case investigation, contact tracing,
and visualization of transmission chains. It facilitates data
collection about an outbreak of an infectious disease, including
cases associated with that outbreak, events at which transmission
of the disease may have occurred, contacts that have been at
risk of infection through exposure to a case or event, and contact
tracing to monitor their health following an exposure [12,13].

This electronic platform assists responders to choose the right
interventions to stop the disease from spreading and to work
smarter [14]. The key difference between Go.Data and other
existing WHO electronic systems in the WHO African Region
is that the Go.Data tool has been designed primarily to improve
contact tracing activities to break disease transmission. It also
has a functionality for visualization of transmission hierarchies.
This is in contrast to other existing WHO electronic surveillance
systems that have the primary focus to support EWARS
functions as part of routine Integrated Disease Surveillance and
Response (IDSR) activities [8,9,15].

The complete rollout of an electronic field data collection
platform ranges from a couple of weeks to a month for planning,
deployment, training, and support including regular technical
advice in the WHO African Region. Potentially, this may leave
a critical gap between the declaration of the onset of a
COVID-19 outbreak and the start of data collection that is in
line with operationalization delays reported with existing
electronic platforms for EWARS [8,16-18]. Few earlier studies
have highlighted a need to use an interim and rapidly deployable
solution that could bridge the gap between outbreak onset and
full implementation of electronic data systems. Studies also
suggest considering poor technical capacity and issues with
access and resources when implementing such interventions in
resource-poor settings [8,17].

This paper discusses the process our team undertook to research
and develop a tool that would bridge the data collection gap
between the onset of an outbreak and the start of data collection
using a prioritized electronic data collection platform (PEDCP).
We developed the COVID-19 Data Summarization and
Visualization (DSV) tool for this purpose. Currently, this DSV
tool is used in the 18 countries of the WHO African Region to
support the current COVID-19 outbreak response. Additionally,
we highlight preliminary findings and lessons learned from the
DSV tool deployment in the 18 countries in the WHO African
Region.
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Methods

Review
To inform prioritized development of the COVID-19 DSV tool
and better understand functions of existing tools against targeted
needs, we reviewed the use of existing WHO electronic
platforms and software for EWARS, case-based surveillance,
contact tracing, and other eIDSR-related surveillance activities
during various outbreaks and health emergencies in the WHO
African Region. These included EWARS-in-a-Box, eDEWS,
and Go.Data. The purpose of the review was also to identify
any existing minimum data system standards aligned with
COVID-19 regional and global surveillance guidelines and
protocols; to prioritize information needs for effective
COVID-19 outbreak response, planning, and decision making;
and to inform the design of the interim DSV solution to facilitate
smooth transitioning to implementation and full deployment of
a PEDCP [19,20].

The review was conducted through an online literature search
for technical guidance documents and published data in
PubMed/MEDLINE (Medical Literature Analysis and Retrieval
System Online), and Google Scholar databases including the
WHO library database; directly approaching WHO teams, by
phone call, by emails, or in person, involved in designing and
implementing these platforms in the WHO African Region; and
informal focus group discussions with WHO operational staff,
including members of field teams, managers, and leaders
involved in field data collection and contact tracing during
health emergencies such as Ebola virus disease in the

Democratic Republic of the Congo and West Africa, and other
outbreaks in the WHO African Region.

DSV Tool Design
As a result of our review, we identified the following seven key
considerations essential in the development of the tool.

1. Inclusion of WHO standard data needs and priorities for
the COVID-19 response in the African Region

2. Challenges around field data collection, management,
analysis, and visualization during the COVID-19 outbreak
in member states

3. Reporting requirements under the WHO International
Health Regulations (2005), namely data flow from the field
to country to regional office

4. Facilitate smooth deployment of robust data collection and
contact tracing solution for case-based reporting

5. Challenges around frequent staff turnover and training needs
6. Lack of basic infrastructure with key technical, political,

and financial considerations
7. Ease of use, sustainability, and local ownership

We also concluded that the tool must be specifically designed
for interim use, rapidly deployable, cost effective, and time
efficient.

The DSV tool was developed as part of the WHO Regional
Office for Africa (AFRO) initiative “Outbreak Toolkits,”
available publicly at the WHO outbreak toolkit web portal [21],
that was adapted later at the WHO Global level for replication
in the global perspective in other WHO regions across the world
[22,23] (Figures 1 and 2).

Figure 1. Screenshot of publicly available web portal of the World Health Organization Regional Office for Africa Toolkit Project.
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Figure 2. Screenshot of publicly available Data Summarization and Visualization tool showing automated printable data visualization.

Results

Development
We concluded based on our review that the DSV tool must be
specifically designed for interim use, rapidly deployable, cost
effective, and time efficient. The DSV tool was developed in
line with the WHO Global COVID-19 Surveillance Guidelines
and Protocols and adapted to the WHO African Region
requirements. It assists member states in the collection,
reporting, analysis, and interpretation of data immediately upon
onset of any COVID-19 outbreak. The tool is simple,
customizable, adaptable, and easy to implement for interim use.

We developed the DSV tool using Excel (Microsoft
Corporation). This tool uses preformatted pivot tables with
automation that is simple to use, requiring basic Excel skills at
the end-user level. In phase two of the DSV tool deployment,
we built automation processes to support export and integration
of multiple COVID-19 data files for sharing by member states
and to be merged into one central COVID-19 database for use
at the WHO regional level. This DSV tool is located on a
publicly available web portal for the COVID-19 WHO AFRO
Outbreak Toolkit [13].

Description of DSV Tool Modules
The DSV tool consists of modules for data collection, automated
data management and analytics, and visualization. A brief
description of each module follows.

Data Collection Module
We created the data collection tool using an Excel spreadsheet
in the line listing format. We also created optional XLSForms
for use in KoBoCollect, ODK, or other similar platforms for
settings with prior XLSForm user experience and existing
resources to use such platforms immediately. This allows
flexibility for users either to enter data directly into formatted
Excel worksheets with validation checks and conditional rules

or to use XLSForms with recommended ODK or KoBoCollect
platforms for data entry using electronic devices as an option.

Automated Data Management and Analytics Module
We created preformatted pivot tables with functionality to
automatically extract the significance from a large, detailed data
set; summarize it into tables; and then use canned pivot analysis
for rapid multidimensional and meaningful high-level analysis
of data. We kept flexibility to allow an ad hoc type of data
handling and analysis as needed.

One-Click Spreadsheet Visualization: COVID-19
Dashboard
To help with data analysis and interpretation, we created
preformatted single-click visualizations and locked layouts of
the COVID-19 dashboard to facilitate printing of the dashboard
in PDF format and quickly share initial and high-level summary
with health emergency managers, leadership, and other
stakeholders in the WHO African Region.

Multilingual Support
This includes templates in three languages English, French, and
Portuguese to address the priority languages used in the WHO
African Region.

Using the DSV Tool as an Immediate Response for
COVID-19 Outbreaks
It is specifically recommended that the DSV tool is immediately
deployed upon confirmation of the first COVID-19 case within
the African Region. Rapid deployment will support the rollout
of a prioritized electronic tool, which is currently facing delays
due to country-applied public health and social measures
including movement restrictions and geographical area
quarantine in settings lacking basic infrastructure and necessary
resources. To facilitate immediate reporting with the DSV tool,
we have also developed preconfigured XLSForms in multiple
languages to be used with KoBoCollect, ODK, or any other
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platform that supports XLSForm configurations to facilitate
real-time collection of data from the field using electronic
devices and kept as an optional feature for use.

The main objective of developing the DSV tool was to provide
an interim solution for immediate deployment during the
COVID-19 outbreak response for field data collection, contact
tracing follow-up, and generating epidemiological information
for decision makers in a timely manner. As shown in Figure 3,

as of May 10, 2020, the DSV tool has been deployed in 18
member states in the WHO African Region and has been shared
with other member states as part of a readiness and preparedness
package. The interim use of the DSV tool is recommended to
avoid delays in settings where technical infrastructure and
constraints on resources remain major barriers to launching any
electronic data collection platform for COVID-19 case-based
surveillance.

Figure 3. Map showing the status of COVID-19 data collection tools deployed by the World Health Organization African Regional Office in the
member states, as of April 2020. DSV: Data Summarization and Visualization.

Automation for COVID-19 Data Management for
Decision Making
Figure 4 shows how data extracted using the DSV tool flows
from member states to the WHO AFRO office. At the WHO
AFRO office, all COVID-19 data in Excel files are received via
email after the data validation process at the WHO country
offices are completed and stored using an automated document
management platform. At the WHO AFRO office, the
COVID-19 data files are merged, compiled, and shared with
the data analytics teams. The data are then translated into

information using R analysis for evaluation, synthesized into
evidence, and stored in an online-integrated data warehouse
with a front-end web portal and COVID-19 dashboard. At this
stage, synthesized information on the COVID-19 outbreak is
translated into knowledge and shared with stakeholders (WHO
global and regional offices, international partners, and member
states) using authoritative products such as AFRO COVID-19
daily updates, weekly situation reports, weekly epidemiological
updates, geographic information system maps, and COVID-19
pandemic dashboards.
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Figure 4. Automation workflow showing management of COVID-19 data in the WHO African Region. AFRO: Regional Office of Africa; DSV: Data
Summarization and Visualization; GIS: geographic information system; WHO: World Health Organization.

Transitioning Timeline
For a PEDCP, the planning, procurement, deployment, training,
and support activities required resulted in a delayed rollout
during the recent deployments in the WHO African Region.
The planning phase usually includes predeployment reviews,
requirement analysis, procurements, testing, and software
configurations. This phase is followed by a software
deployment, which includes infrastructure provisioning, software
installation support, training of trainers, and customization and
adaptation of data collection forms, after which the system goes
live. The last phase is end-user training and maintenance with
sustained software support to start data collection and maintain
the system.

For the DSV tool, the simple preformatted Excel tool was shared
with all member states in the WHO African Region as part of
a readiness and preparedness package for the COVID-19
pandemic. The DSV tool comes with a quick user guide and
takes 24-48 hours to customize for any additional requirements,
with or without technical support from the WHO AFRO, and
it is available for immediate data entry and visualization. The
preformatted built-in automated analytics and visualization
modules generate tables and charts in a PDF printable format.
The deployment timeline comparison shows that the major
benefit of the DSV tool is that it shortens tool deployment time
and can be used to bridge the gap between data collection and
contact tracing between the time of outbreak onset and the
complete rollout of a robust electronic data collection software
(Figure 5).

Figure 5. Timeline showing transitioning of Data Summarization and Visualization tool to Go.Data prioritized by the World Health Organization
(WHO) Regional Office of Africa for COVID-19 field data collection in the WHO African Region.
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Discussion

Principal Findings
The DSV tool is not a replacement for a robust electronic data
collection platform. However, this tool provides outbreak
investigation and response teams with a means to start collection
of COVID-19 case, laboratory, hospitalization, and contacts
data immediately upon confirmation of a COVID-19 outbreak.
In addition, it generates analytical data and visualizations in a
timely manner using an automated process that shows the
COVID-19 outbreak situation for emergency health managers
and decision makers. As an Excel-based tool, it is specifically
recommended as an interim solution for short-term outbreak
needs and not for use in protracted outbreaks or emergencies.
The Go.Data tool has been deployed in some member states of
the WHO African Region, where it took several weeks for
implementation and complete rollout since technical support
was not possible on the ground due to country-applied public
health and social measures including movement restrictions and
geographical area quarantine. The WHO AFRO is working
closely with partners on a range of similar activities and finding
ways to work around limitations imposed by travel restrictions
and site presence.

The deployment of a PEDCP needs time for preparations,
planning (requirement analysis, budget, and action plan),
procurements, customizations, configurations, training, and
support. This increases the inevitable time delay between onset
of COVID-19 outbreak and complete rollout, especially in
unprepared settings where electronic tool deployment has not
been considered as part of a WHO AFRO country readiness
and preparedness plan for a COVID-19 outbreak. This paper
presents preliminary findings of this work, and an evaluation
is planned, under the framework for the health emergency
information management in the WHO African Region, to assess
how well this intervention achieved its goals (simplicity, cost
effectiveness, time efficiency, etc), what worked well, what did
not work well, and how to improve the effectiveness of
operations.

As part of preparedness and response, the WHO AFRO Health
Information Management and Risk Assessment Program
developed the DSV tool as an interim solution to support the
immediate collection of case and contact data during the initial
phase of a COVID-19 outbreak response. The main purpose of
this tool was to bridge the critical time delay between a
COVID-19 outbreak onset and PEDCP deployment for field
data collection and contact tracing. To date, the DSV tool has
been successfully implemented in 18 member states as an
interim approach in parallel to planning for the Go.Data rollout
as a prioritized electronic platform.

There are three main official languages (English, French, and
Portuguese) spoken in the WHO African Region where the DSV
tool was deployed. We developed built-in multilingual support
in the DSV tool by including templates in these three official
languages as a standard approach for the region. We have kept
flexibility in the tool to add more language templates so other
spoken local languages can be easily configured in the tool and
facilitate immediate availability of translated text in the tool.

This functionality has been reported to be useful in overcoming
the language barrier with implementation in the WHO African
Region.

A workflow has been developed using automated tools at the
WHO regional office to support merging of multiple COVID-19
data files coming from the member states into one master data
set. Information management teams then use this master data
set to perform analysis on the COVID-19 outbreak situation in
the WHO African Region and produce authoritative information
products. Additionally, this data is further integrated with other
relevant information coming from other health pillars and
evaluated in terms of broader stakeholders’ needs and issues
confronting the health emergency.

In the past few years, the WHO has developed and deployed
multiple electronic data systems to support EWARS functions
and routine disease surveillance, and these tools have been found
to be effective and efficient informatics solutions in those
settings. However, limitations have been reported in addressing
some specific case-based surveillance and contact tracing needs
[8,16]. We learned during the literature review and informed
discussions that the EWARS-in-a-Box and eDEWS platforms
were developed by the WHO with the objective of early
detection and response to disease outbreaks during health
emergencies. These platforms produced encouraging results
with scaling up to other countries for EWARS and IDSR
programs. However, both systems were not designed to support
collection and management of complex contact tracing data to
break the community disease transmission [8,9,15,18]. On the
contrary, Go.Data has been designed to address this critical gap
along with a focus on collecting and managing complex contact
tracing data efficiently with visualization tools to support
response efforts more effectively during outbreaks and
emergencies [12].

Finally, the DSV tool provides an innovative and low cost
simple analytical and visualization interim solution for data
collection and management. The cost was low because this
project was developed and implemented without dedicated funds
and only used existing infrastructure and resources at the WHO
regional office, the WHO country offices, and health authorities
in the member states. The DSV tool successfully bridges the
critical gap between COVID-19 outbreak onset and PEDCP
operationalization to avoid delays in getting critical COVID-19
data in a timely manner during this period, facilitate timely
access to validated COVID-19 data, and enable translation of
data into actionable information to support swift public health
response and decision making both at the country level and at
the WHO African regional office. The DSV tool is easily and
immediately deployable in practice using existing infrastructure
and resources, and has been developed using a time efficient
Excel pivot table technique that requires basic Excel skills at
the end-user level, and tool standardization using the WHO
regional and global guidelines and protocols makes it usable
across all member states in the WHO African Region. We
avoided the use of Visual Basic for Applications (VBA) macros
to address possible tool performance issues and made it
compatible with multiple versions ranging from Excel 2013 to
Excel for Office 365, including compatibility with multiple
operating systems. The built-in visualization module generates
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automated epidemiological reports on a timely and ad hoc basis,
an important public health informatics approach to perform well
during the COVID-19 emergency. Building local capacity to
use the DSV tool for complete data analysis, visualization, and
reporting is easy using remote webinar sessions where basic
Excel knowledge is considered essential for health staff
participation. The DSV approach also improved timeliness of
information sharing on epidemiological trends and feedback to
field teams and key stakeholders involved in the outbreak
response.

Lessons Learned
Drawing on the WHO AFRO team’s experience in planning
and conducting DSV tool deployment activities in 18 member
states, we describe the following critical lessons learned and
offer an opportunity to learn and apply these lessons to improve
future similar public health informatics initiatives, including
(but not limited to) COVID-19, at any outbreak or similar
humanitarian setting.

The deployment of the DSV tool was smooth since most of the
data managers in the WHO African Region are familiar with
Excel-based tools and quickly adapted the DSV tool using
technical guidance guidelines provided for the local COVID-19
outbreak context. The main concern shared by the data
management team was that a reasonable number of variables
be collected by the tool in considering the impact on staff
workload and that the more than 50 variables proposed in the
COVID-19 surveillance guidelines presented a challenge.
Another challenge was to identify minimum standard variables
in the WHO African regional context from the list of 87
variables recommended for COVID-19 surveillance in the WHO
technical guidance document [24]. The tool was then designed
to ease the workload for data entry, where we identified 22
minimum standard variables as required inputs and kept other
variables as optional, based on feedback provided during the
deployment in member states.

During the planning phase, our technical staff experienced
in-field data collection in the WHO African Region suggested
to limit end user exposure with VBA-enabled functions to avoid
potential tool performance issues since, based on experience,
it is not reliable. However, use of macro-enabled workbooks
can give better results when adapted in small scale only. Another
notable observation to highlight here is that, when considering
bulk data entry, users expressed a preference for spreadsheet
applications over form-based data entry applications.
Spreadsheets are quick and flexible to establish and adapt, and
they allow faster data entry through the use of copy and paste,
and drag and drop functionalities to facilitate data entry and
manipulation. Despite offering benefits such as more robust
data validation, form-based data entry applications require more
technical skills to establish and typically only allow working
on a single observation at a time and thus take considerably
longer when manipulating large volumes of data.

A common technical issue with the DSV tool was experienced
by some member states. It was reported that there were problems
handling date systems (1904 and 1900) compatibility between

operating systems Macintosh, iOS, and Windows. This
compatibility issue did not affect data entry processes using the
DSV tool but required careful processing when compiling
workbooks generated from different operating systems. To
resolve this issue permanently, we developed a VBA-based
plug-in and installed it in the DSV tool as an update.

The adoption of the DSV tool was smoother in countries where
the WHO country office data management teams had stronger
relationships with their Ministry of Health counterparts. Building
on existing working relationships enabled faster collaboration
and decision making on the selection of data collection tools
and establishment of data collection processes and reporting
channels. Furthermore, member states that are stronger in
surveillance have tended to require less support for establishing
data collection platforms and are better able to leverage and
integrate existing investments in IDSR toward outbreak
response. Therefore, there is a need for strengthening data
management capacity in member states with weak surveillance
mechanisms. The team observed limitations within some
countries for establishing data collection systems, defining and
documenting data management processes, integrating data from
multiple sources, and managing line lists. Some of these
challenges manifested from limited expertise, lack of
well-defined standard operating procedures for data management
in the context of outbreaks, lack of clearly defined roles and
responsibilities within and across teams, and slow activation
and repurposing of existing staff onto the COVID-19 response.

Limitations
Two slightly different naming approaches have been used in
the past for the same concept of the WHO’s EWARS, a
component of an integrated disease surveillance during various
health emergencies across the world. These names are EWARS,
Disease Early Warning System, and Early Warning, Alert and
Response Network (EWARN). To keep consistency across the
paper, we have used the term “EWARS” from the most recent
naming convention in the WHO’s Emergency Reforms
Framework, but the concept of EWARN is the same as EWARS
and should not be confused when referring to other earlier
papers.

Conclusion
In conclusion, we developed an innovative tool for time efficient
COVID-19 data collection, management, summarization, and
visualization for immediate deployment in COVID-19 outbreak
settings of member states in the WHO African Region. The
automation process was introduced to facilitate timely
knowledge sharing with response teams and decision makers,
who rely on timely and accurate information for evidence-based
decision making. The approach and processes used in, and the
lessons learned from, this paper are generalizable to other health
emergencies and need to be considered as an interim solution
for rapid deployment and immediate field data collection needs
while deployment of an electronic platform or software like
Go.Data, EWARS-in-a-Box, or eDEWS is planned for the next
health emergency.

 

JMIR Public Health Surveill 2020 | vol. 6 | iss. 4 | e20355 | p.284http://publichealth.jmir.org/2020/4/e20355/
(page number not for citation purposes)

Ahmed et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Conflicts of Interest
None declared.

References
1. Naming the coronavirus disease (COVID-19) and the virus that causes it. World Health Organization. 2020. URL: https:/

/www.who.int/emergencies/diseases/novel-coronavirus-2019/technical-guidance/
naming-the-coronavirus-disease-(covid-2019)-and-the-virus-that-causes-it

2. COVID-19 dashboard by the Center for Systems Science and Engineering (CSSE) at Johns Hopkins University (JHU).
Johns Hopkins Coronavirus Resource Center. 2020. URL: https://coronavirus.jhu.edu/map.html [accessed 2020-05-19]

3. WHO Director-General's opening remarks at the media briefing on COVID-19 - 11 March 2020. World Health Organization.
2020 Mar 11. URL: https://www.who.int/dg/speeches/detail/
who-director-general-s-opening-remarks-at-the-media-briefing-on-covid-19---11-march-2020 [accessed 2020-05-19]

4. Coronavirus disease (COVID-19) situation report– 120. World Health Organization. 2020 May 19. URL: https://www.
who.int/docs/default-source/coronaviruse/situation-reports/20200519-covid-19-sitrep-120.pdf?sfvrsn=515cabfb_2 [accessed
2020-05-19]

5. COVID-19 situation update for the WHO African Region: external situation report 1. World Health Organization. 2020
Mar 04. URL: https://apps.who.int/iris/bitstream/handle/10665/331330/SITREP_COVID-19_WHOAFRO_20200304-eng.
pdf [accessed 2020-05-19]

6. COVID-19 situation update for the WHO African Region: external situation report 11. World Health Organization. 2020
May 12. URL: https://apps.who.int/iris/bitstream/handle/10665/332078/SITREP_COVID-19_WHOAFRO_20200513-eng.
pdf [accessed 2020-05-19]

7. Emergency response framework. World Health Organization. 2017. URL: https://apps.who.int/iris/bitstream/handle/10665/
258604/9789241512299-eng.pdf?sequence=1 [accessed 2020-05-19]

8. Ahmed K, Bukhari MAS, Altaf MD, Lugala PC, Popal GR, Abouzeid A, et al. Development and implementation of electronic
disease early warning systems for optimal disease surveillance and Response during humanitarian crisis and Ebola outbreak
in Yemen, Somalia, Liberia and Pakistan. Online J Public Health Inform 2019 Sep 09;11(2):e11 [FREE Full text] [doi:
10.5210/ojphi.v11i2.10157] [Medline: 31632605]

9. Early Warning, Alert and Response System (EWARS). World Health Organization. 2020. URL: https://www.who.int/
emergencies/surveillance/early-warning-alert-and-response-system-ewars [accessed 2020-05-19]

10. Technical guidelines for integrated disease surveillance and response - third edition. World Health Organization. 2019 Mar.
URL: https://apps.who.int/iris/bitstream/handle/10665/325015/WHO-AF-WHE-CPI-05.2019-eng.pdf [accessed 2020-05-19]

11. 2019 novel coronavirus (2019-nCoV): strategic preparedness and response plan. World Health Organization. 2020 Feb 03.
URL: https://extranet.who.int/sph/2019-novel-coronavirus-2019%E2%80%91ncov-strategic-preparedness-and-response-plan

12. Go.Data: managing complex data in outbreaks. World Health Organization. 2020. URL: https://www.who.int/godata
[accessed 2020-05-19]

13. COVID-19 outbreak toolkit. World Health Organization. 2020. URL: http://outbreaktoolkits.rsis.afro.who.int/covid-19/
[accessed 2020-05-19]

14. About Go.Data. World Health Organization. 2020. URL: https://www.who.int/godata/about [accessed 2020-05-19]
15. Ahmed K, Altaf MD, Dureab F. Electronic infectious disease surveillance system during humanitarian crises in Yemen.

Online J Public Health Inform 2014;6(1):e134. [doi: 10.5210/ojphi.v6i1.5083]
16. Sheel M, Collins J, Kama M, Nand D, Faktaufon D, Samuela J, et al. Evaluation of the early warning, alert and response

system after Cyclone Winston, Fiji, 2016. Bull World Health Organ 2019 Mar 01;97(3):178-189C [FREE Full text] [doi:
10.2471/BLT.18.211409] [Medline: 30992631]

17. Ahmed K, Ajanga A, Saleh OA, Altaf MD, Popal GR. Application of an innovative data analytical approach to assessing
the disease situation during crises in Somalia, Yemen and Pakistan. Online J Public Health Inform 2015 Feb 26;7(1):e101.
[doi: 10.5210/ojphi.v7i1.5767]

18. Karo B, Haskew C, Khan AS, Polonsky JA, Mazhar MKA, Buddha N. World Health Organization Early Warning, Alert
and Response System in the Rohingya Crisis, Bangladesh, 2017-2018. Emerg Infect Dis 2018 Nov;24(11):2074-2076. [doi:
10.3201/eid2411.181237] [Medline: 30234479]

19. Global surveillance for COVID-19 caused by human infection with COVID-19 virus: interim guidance. World Health
Organization. 2020 Mar 20. URL: https://apps.who.int/iris/rest/bitstreams/1272502/retrieve [accessed 2020-05-19]

20. The first few X cases and contacts (FFX) investigation protocol for coronavirus disease 2019 (COVID-19). World Health
Organization. 2020 Feb 10. URL: https://apps.who.int/iris/rest/bitstreams/1270901/retrieve [accessed 2020-05-19]

21. Outbreak toolkits. World Health Organization. 2019. URL: http://outbreaktoolkits.rsis.afro.who.int/ [accessed 2020-05-19]
22. WHO outbreak toolkit. World Health Organization. 2020. URL: https://www.who.int/emergencies/outbreak-toolkit [accessed

2020-05-19]

JMIR Public Health Surveill 2020 | vol. 6 | iss. 4 | e20355 | p.285http://publichealth.jmir.org/2020/4/e20355/
(page number not for citation purposes)

Ahmed et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

https://www.who.int/emergencies/diseases/novel-coronavirus-2019/technical-guidance/naming-the-coronavirus-disease-(covid-2019)-and-the-virus-that-causes-it
https://www.who.int/emergencies/diseases/novel-coronavirus-2019/technical-guidance/naming-the-coronavirus-disease-(covid-2019)-and-the-virus-that-causes-it
https://www.who.int/emergencies/diseases/novel-coronavirus-2019/technical-guidance/naming-the-coronavirus-disease-(covid-2019)-and-the-virus-that-causes-it
https://coronavirus.jhu.edu/map.html
https://www.who.int/dg/speeches/detail/who-director-general-s-opening-remarks-at-the-media-briefing-on-covid-19---11-march-2020
https://www.who.int/dg/speeches/detail/who-director-general-s-opening-remarks-at-the-media-briefing-on-covid-19---11-march-2020
https://www.who.int/docs/default-source/coronaviruse/situation-reports/20200519-covid-19-sitrep-120.pdf?sfvrsn=515cabfb_2
https://www.who.int/docs/default-source/coronaviruse/situation-reports/20200519-covid-19-sitrep-120.pdf?sfvrsn=515cabfb_2
https://apps.who.int/iris/bitstream/handle/10665/331330/SITREP_COVID-19_WHOAFRO_20200304-eng.pdf
https://apps.who.int/iris/bitstream/handle/10665/331330/SITREP_COVID-19_WHOAFRO_20200304-eng.pdf
https://apps.who.int/iris/bitstream/handle/10665/332078/SITREP_COVID-19_WHOAFRO_20200513-eng.pdf
https://apps.who.int/iris/bitstream/handle/10665/332078/SITREP_COVID-19_WHOAFRO_20200513-eng.pdf
https://apps.who.int/iris/bitstream/handle/10665/258604/9789241512299-eng.pdf?sequence=1
https://apps.who.int/iris/bitstream/handle/10665/258604/9789241512299-eng.pdf?sequence=1
http://europepmc.org/abstract/MED/31632605
http://dx.doi.org/10.5210/ojphi.v11i2.10157
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31632605&dopt=Abstract
https://www.who.int/emergencies/surveillance/early-warning-alert-and-response-system-ewars
https://www.who.int/emergencies/surveillance/early-warning-alert-and-response-system-ewars
https://apps.who.int/iris/bitstream/handle/10665/325015/WHO-AF-WHE-CPI-05.2019-eng.pdf
https://extranet.who.int/sph/2019-novel-coronavirus-2019%E2%80%91ncov-strategic-preparedness-and-response-plan
https://www.who.int/godata
http://outbreaktoolkits.rsis.afro.who.int/covid-19/
https://www.who.int/godata/about
http://dx.doi.org/10.5210/ojphi.v6i1.5083
http://europepmc.org/abstract/MED/30992631
http://dx.doi.org/10.2471/BLT.18.211409
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30992631&dopt=Abstract
http://dx.doi.org/10.5210/ojphi.v7i1.5767
http://dx.doi.org/10.3201/eid2411.181237
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30234479&dopt=Abstract
https://apps.who.int/iris/rest/bitstreams/1272502/retrieve
https://apps.who.int/iris/rest/bitstreams/1270901/retrieve
http://outbreaktoolkits.rsis.afro.who.int/
https://www.who.int/emergencies/outbreak-toolkit
http://www.w3.org/Style/XSL
http://www.renderx.com/


23. Outbreak toolkit: consultation meeting in the WHO African Region. World Health Organization Regional Office for Africa.
2020. URL: https://www.afro.who.int/publications/outbreak-toolkit-consultation-meeting-who-african-region [accessed
2020-05-19]

24. Data dictionary for case-based reporting form. World Health Organization. 2020. URL: https://www.who.int/publications/
m/item/data-dictionary-for-case-based-reporting-form

Abbreviations
AFRO: Regional Office for Africa
DSV: Data Summarization and Visualization
eDEWS: electronic Disease Early Warning System
eIDSR: electronic Integrated Disease Surveillance and Response
EWARN: Early Warning, Alert and Response Network
EWARS:  Early Warning, Alert and Response System
IDSR: Integrated Disease Surveillance and Response
MEDLINE: Medical Literature Analysis and Retrieval System Online
PEDCP: prioritized electronic data collection platform
VBA: Visual Basic for Applications
WHO: World Health Organization

Edited by T Sanchez; submitted 22.05.20; peer-reviewed by S De Leo, H Kondylakis; comments to author 02.07.20; revised version
received 23.07.20; accepted 28.07.20; published 14.10.20.

Please cite as:
Ahmed K, Bukhari MA, Mlanda T, Kimenyi JP, Wallace P, Okot Lukoya C, Hamblion EL, Impouma B
Novel Approach to Support Rapid Data Collection, Management, and Visualization During the COVID-19 Outbreak Response in the
World Health Organization African Region: Development of a Data Summarization and Visualization Tool
JMIR Public Health Surveill 2020;6(4):e20355
URL: http://publichealth.jmir.org/2020/4/e20355/ 
doi:10.2196/20355
PMID:32997641

©Kamran Ahmed, Muhammad Arish Bukhari, Tamayi Mlanda, Jean Paul Kimenyi, Polly Wallace, Charles Okot Lukoya, Esther
L Hamblion, Benido Impouma. Originally published in JMIR Public Health and Surveillance (http://publichealth.jmir.org),
14.10.2020. This is an open-access article distributed under the terms of the Creative Commons Attribution License
(https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium,
provided the original work, first published in JMIR Public Health and Surveillance, is properly cited. The complete bibliographic
information, a link to the original publication on http://publichealth.jmir.org, as well as this copyright and license information
must be included.

JMIR Public Health Surveill 2020 | vol. 6 | iss. 4 | e20355 | p.286http://publichealth.jmir.org/2020/4/e20355/
(page number not for citation purposes)

Ahmed et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

https://www.afro.who.int/publications/outbreak-toolkit-consultation-meeting-who-african-region
https://www.who.int/publications/m/item/data-dictionary-for-case-based-reporting-form
https://www.who.int/publications/m/item/data-dictionary-for-case-based-reporting-form
http://publichealth.jmir.org/2020/4/e20355/
http://dx.doi.org/10.2196/20355
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32997641&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


Original Paper

Transmission Dynamics of the COVID-19 Epidemic at the District
Level in India: Prospective Observational Study

Suman Saurabh1, MBBS, MD; Mahendra Kumar Verma1, MBBS, MD; Vaishali Gautam1, MBBS, MD; Nitesh Kumar1,

MBBS, MD; Akhil Dhanesh Goel1, MBBS, MD; Manoj Kumar Gupta1, MBBS, MD; Pankaj Bhardwaj1, MBBS, MD;

Sanjeev Misra2, MBBS, MS, MCh
1Department of Community Medicine and Family Medicine, All India Institute of Medical Sciences, Jodhpur, India
2All India Institute of Medical Sciences, Jodhpur, India

Corresponding Author:
Suman Saurabh, MBBS, MD
Department of Community Medicine and Family Medicine
All India Institute of Medical Sciences
2nd Floor, Academic Building
342005
Jodhpur
India
Phone: 91 7766906623
Email: drsumansaurabh@gmail.com

Abstract

Background: On March 9, 2020, the first COVID-19 case was reported in Jodhpur, Rajasthan, in the northwestern part of India.
Understanding the epidemiology of COVID-19 at a local level is becoming increasingly important to guide measures to control
the pandemic.

Objective: The aim of this study was to estimate the serial interval and basic reproduction number (R0) to understand the
transmission dynamics of the COVID-19 outbreak at a district level. We used standard mathematical modeling approaches to
assess the utility of these factors in determining the effectiveness of COVID-19 responses and projecting the size of the epidemic.

Methods: Contact tracing of individuals infected with SARS-CoV-2 was performed to obtain the serial intervals. The median
and 95th percentile values of the SARS-CoV-2 serial interval were obtained from the best fits with the weibull, log-normal,
log-logistic, gamma, and generalized gamma distributions. Aggregate and instantaneous R0 values were derived with different
methods using the EarlyR and EpiEstim packages in R software.

Results: The median and 95th percentile values of the serial interval were 5.23 days (95% CI 4.72-5.79) and 13.20 days (95%
CI 10.90-18.18), respectively. R0 during the first 30 days of the outbreak was 1.62 (95% CI 1.07-2.17), which subsequently
decreased to 1.15 (95% CI 1.09-1.21). The peak instantaneous R0 values obtained using a Poisson process developed by Jombert
et al were 6.53 (95% CI 2.12-13.38) and 3.43 (95% CI 1.71-5.74) for sliding time windows of 7 and 14 days, respectively. The
peak R0 values obtained using the method by Wallinga and Teunis were 2.96 (95% CI 2.52-3.36) and 2.92 (95% CI 2.65-3.22)
for sliding time windows of 7 and 14 days, respectively. R0 values of 1.21 (95% CI 1.09-1.34) and 1.12 (95% CI 1.03-1.21) for
the 7- and 14-day sliding time windows, respectively, were obtained on July 6, 2020, using method by Jombert et al. Using the
method by Wallinga and Teunis, values of 0.32 (95% CI 0.27-0.36) and 0.61 (95% CI 0.58-0.63) were obtained for the 7- and
14-day sliding time windows, respectively. The projection of cases over the next month was 2131 (95% CI 1799-2462). Reductions
of transmission by 25% and 50% corresponding to reasonable and aggressive control measures could lead to 58.7% and 84.0%
reductions in epidemic size, respectively.

Conclusions: The projected transmission reductions indicate that strengthening control measures could lead to proportionate
reductions of the size of the COVID-19 epidemic. Time-dependent instantaneous R0 estimation based on the process by Jombart
et al was found to be better suited for guiding COVID-19 response at the district level than overall R0 or instantaneous R0 estimation
by the Wallinga and Teunis method. A data-driven approach at the local level is proposed to be useful in guiding public health
strategy and surge capacity planning.
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Introduction

COVID-19 has emerged as the largest pandemic of the 21st
century, with 30.7 million confirmed cases and approximately
950,000 deaths worldwide as of September 2020 [1]. India has
become the second most affected country worldwide after the
United States, with approximately 5.4 million confirmed
COVID-19 cases [1]. COVID-19 is an emerging infectious
disease, the first case being reported from Wuhan, China, in
early December 2019 [2]. Various epidemiological studies are
being performed to understand the transmission dynamics of
the disease. Consequently, estimation of parameters such as the
serial interval and basic reproduction number (R0) is being used
to guide control strategies and enable disease forecasting [3-5].

In the early phase of the COVID-19 pandemic, India adopted
a policy of universal health facility–based isolation of all
individuals infected with SARS-CoV-2 irrespective of
symptomatic status. However, in view of the increasing number
of COVID-19 cases, home isolation of asymptomatic and mild
cases was introduced on May 10, 2020 [6]. Due to the emerging
nature of the outbreak and the evolving control measures, it is
important to achieve a detailed epidemiological understanding
of the COVID-19 situation at the district level to guide control
measures and surge preparedness on a real-time basis.

Current mathematical modeling approaches for epidemiological
understanding of COVID-19 in India are based on aggregate
data reported at the national and state levels [7-13]. Very often,
conclusions based on large-scale data are not appropriate for
designing interventions at the local level. Therefore, we aimed
to study the transmission of COVID-19 at the district level by
estimating the serial interval and to determine the most suitable
method for R0 estimation to support decision-making at the
district level. We also aimed to demonstrate the feasibility of
epidemic projection to guide COVID-19 response.

We studied the COVID-19 outbreak in the Jodhpur District of
the state of Rajasthan in India. This mid-sized cultural and
tourism hub is known as the gateway to the Thar Desert area in
the northwestern part of India. Based on projection of 2011
census data to 2020 while assuming constant annual exponential
growth, Jodhpur District has a population of 4.6 million, with
an urban population of 1.6 million [14]. The first COVID-19
case in this district was reported on March 9, 2020, and at least
one case has been reported daily since March 30, 2020.

Methods

Overview
We conducted a prospective observational study of the
COVID-19 outbreak in Jodhpur, India. We used two data
sources for the study. Firstly, serial intervals were estimated
based on contact history of laboratory confirmed SARS-CoV-2

infected individuals. Secondly, the publicly available daily case
count data were used together with the serial intervals to
estimate R0 and project the size of the epidemic over the next
30 days. Individuals meeting the definition of a suspected case
of COVID-19 were tested with the real time reverse
transcriptase–polymerase chain reaction (rRT-PCR) at our
institute in Jodhpur, India, as per national guidelines [15]. People
who tested positive for SARS-CoV-2 were further assessed for
their contact history with known COVID-19 cases in their
household. The serial intervals were estimated based on the
length of time between the onset of symptoms of the identified
infectors and infectees. For asymptomatic individuals, the date
of collection of the first positive sample was taken as a proxy
of symptom onset.

The basic reproduction number (R0) is defined as the average
number of susceptible individuals infected by a single primary
case [16]. For R0 estimation, serial interval values along with
daily case count data were taken from the official daily report
released by the Jodhpur District administration. These data are
also available on the internet [17].

Ethical Approval
Informed consent was obtained prior to eliciting contact history
for serial interval estimation. The study was approved by the
Institutional Ethics Committee (Ref: AIIMS/IEC/2020-21/3047).

Serial Interval Estimation
The mean (SD) of the serial intervals was calculated. Further,
the serial interval data were fitted to weibull, log-normal,
log-logistic, and generalized gamma distributions using the
Flexsurv package in R software version 4.0.0 [18]. The estimates
of the median serial interval were taken from the best-fitting
model based on the minimum Akaike information criterion
(AIC) value. The standard maximum likelihood approach was
used to obtain the best model fit to the actual data.

Estimation of R0

The daily COVID-19 case data in Jodhpur District were
converted to incidence objects using the Incidence package in
R software [19]. The EarlyR and EpiEstim packages in R were
used to estimate the overall and instantaneous values of R0,
respectively, using the parameter estimates of the serial interval
[20,21]. We used two main standard methods of estimation of
the instantaneous R0 values to visualize their response to changes
in case trends and to assess their utility for understanding
real-time transmission dynamics at a local level. These methods
use different mathematical modeling principles and assumptions.

Instantaneous R0 values were first calculated using the method
of estimating daily incidence based on a Poisson process
determined by daily infectiousness, as proposed by Jombart et
al [19] and Nouvellet et al [22]. Here, λt, the force of infection
observed on day t, is expressed by the following equation:
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where ys is the incidence of cases on day s and Rs is the
instantaneous reproduction number on day s. The value of ωt-s

is the probability mass distribution of the serial interval, which
represents the infectiousness of incident cases on day s to result
in secondary cases on day t. In the absence of an exhaustive
symptomatic history of each reported case, we approximated
the day the case was reported as the day of onset, a practical
approach used in earlier studies [22].

Next, we used a method described by Wallinga and Teunis [23]
to estimate the time-varying R0 based on the probability of
transmission between infector-infectee pairs. We adopted the
parametric method of specifying the mean (SD) of the serial
interval distribution for both methods. Time windows of 7 days
and 14 days were used to calculate the instantaneous R0.

Forecasting of the Epidemic Size
The numbers of daily and cumulative COVID-19 cases for the
next 30 days were forecasted based on the overall R0 value and
the R0 value for the past 30 days as input parameters using the
projections package in R [19]. The observed serial interval
distribution was specified as the scale and shape parameters of
the gamma distribution. Daily COVID-19 cases were predicted
based on a Poisson process determined by daily infectiousness
[22]. The specified serial interval distribution was taken as a
prior while using the Bayesian methodology for Markov chain
Monte Carlo sampling using the Metropolis algorithm. The 95%

CIs of the projected daily and cumulative incidences were
calculated using the bootstrap resampling method with 1000
samples.

Further, we considered two scenarios: one with a reasonable
reduction of 25% SARS-CoV-2 transmission and one with an
aggressive reduction of 50% transmission. A reasonable
reduction would be related to compliance with strengthening
of existing measures, such as contact tracing, testing, and prompt
isolation of infected individuals along with physical distancing
measures. Aggressive transmission reduction measures included
universal mask-wearing and measures to reduce outdoor
transmission through prevention of gatherings: closures of places
of worship, marketplaces, restaurants, schools, and gymnasiums,
along with introduction of nighttime curfews [24].

Results

Serial Interval
From the reporting of the first case of COVID-19 in Jodhpur
District on March 9, 2020, to July 6, 2020, 3178 cases were
reported in the district in a span of 120 days (see Figure 1).
Serial interval data for 103 infector-infectee pairs were obtained
through contact tracing of known infected cases (Multimedia
Appendix 1).

The mean serial interval was 6.23 days (SD 3.49). The
generalized gamma distribution was found to best fit the serial
interval and showed the minimum AIC value (see Table 1).

Figure 1. Numbers of COVID-19 cases reported daily in Jodhpur, India, from March 9 to July 6, 2020.
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Table 1. Fits of weibull, log-normal, log-logistic, and generalized gamma distributions with the serial interval data for SARS-CoV-2 infection in
Jodhpur District, India, and the estimated median and 95 percentile values (N=103 pairs).

Serial interval (days)AICa

(–2 log-likelihood + 2k)

Number of model

parameters (k)

–2 log-likelihoodType of distribution used
in the model

95th percentile (95% CI)Median (95% CI)

12.51 (11.28-13.95)5.83 (5.18-6.54)524.302520.30Weibull

11.96 (10.43-13.82)5.40 (5.06-6.07)492.552488.55Log-normal

12.15 (10.44-14.39)5.44 (4.96-5.98)496.462492.46Log-logistic

11.79 (10.52 -13.22)5.77 (5.23-6.33)504.152500.15Gamma

13.20 (10.90-18.18)5.23 (4.72-5.79)488.973482.97Generalized gamma

aAIC: Akaike information criterion.

The median and 95th percentile values of the serial interval
were 5.23 days (95% CI 4.72-5.79) and 13.20 days (95% CI

10.90-18.18), respectively, estimated from the fitted generalized
gamma distribution (see Figure 2).

Figure 2. Estimates of the median and 95th percentile of the serial interval data fitted to (A) weibull, (B) log-normal, (C) log-logistic, and (D) generalized
gamma distributions (N=103 pairs).

Estimation of R0

The overall R0 value in the 30 days after the first case was
reported was 1.62 (95% CI 1.07-2.17), which subsequently
decreased to 1.15 (95% CI 1.09-1.21). The overall R0 value for
the entire outbreak duration was 1.07 (95% CI 1.04-1.11),
whereas it was 1.20 (95% CI 1.14-1.27) in the last 30 days.

The time-dependent instantaneous R0 values calculated using
the method by Jombart et al [19] and Nouvellet et al [22] yielded
maximum values of 6.53 (95% CI 2.12-13.38) and 3.43 (95%
CI 1.71-5.74) using sliding time windows of 7 days and 14 days,
respectively (see Table 2 and Figure 3). Similarly, using the
method described by Wallinga and Teunis [23], the maximum
values of the instantaneous R0 were 2.96 (95% CI 2.52-3.36)

and 2.92 (95% CI 2.65-3.22) for the 7- and 14-day time
windows, respectively (see Table 2 and Figure 3). The peak R0

values corresponded with the daily rising trend in COVID-19
cases that was reported (see Figure 3).

The latest instantaneous R0 values estimated on July 6, 2020,
using the method by Jombart et al [19] and Nouvellet et al [22],
were 1.21 (95% CI 1.09-1.34) and 1.12 (95% CI 1.03-1.21) for
7- and 14-day sliding time windows, respectively (see Table 2
and Figure 3). Similarly, the latest instantaneous R0 values
estimated on July 6, 2020, using the method by Wallinga and
Teunis [23] were 0.32 (95% CI 0.27-0.36) and 0.61 (95% CI
0.58-0.63), for the 7- and 14-day sliding time windows,
respectively (see Table 2 and Figure 3).
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Table 2. Summary of the time-dependent R0 values estimated by the different methods.

Latest value as of July 6, 2020 (95% CI)Maximum value (95% CI)Minimum value (95% CI)Method used and sliding time
windows

Jombart et al and Nouvellet et al

1.21 (1.09-1.34)6.53 (2.12-13.38)0.52 (0.42-0.62)7-day

1.12 (1.03-1.21)3.43 (1.71-5.74)0.72 (90.64-0.80)14 day

Wallinga and Teunis

0.32 (0.27-0.36)2.96 (2.52-3.36)0.32 (0.27-0.36)7-day

0.61 (0.58-0.63)2.92 (2.65-3.22)0.61 (0.58-0.63)14-day

Figure 3. Daily COVID-19 cases in Jodhpur District, India, from March 9 to July 6, 2020 (A), instantaneous R0 values estimated using the method by
Jombart et al (B-C), and instantaneous R0 values estimated using the method by Wallinga and Teunis using time windows of 7 and 14 days, respectively
(D-E).
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Projection of Epidemic Size
The number of daily cases projected for the next month based
on an overall R0 value of 1.20 (corresponding to the most recent
30 days of transmission) ranged from 55 (95% CI 38-71) on
July 7, 2020 (day 1), to 143 (95% CI 110-175) on August 5,
2020, (ie, on day 30; see Figure 4). Similarly, the number of
daily cases projected for the next month while taking the most
recent 14-day rolling instantaneous R0 value of 1.12 ranged
from 52 (95% CI 38-66) on day 1 to 91 (95% CI 66-116) on
day 30 (see Figure 4). The cumulative projections of the number

of COVID-19 cases over the next 30 days using the R0 values
of 1.20 and 1.12 were 2817 (95% CI 2374-3259) and 2131 (95%
CI 1799-1462), respectively.

The scenarios of 25% and 50% transmission reduction of the
most recent time-dependent R0 estimate (ie, reduction of R0

from 1.12 to 0.84 and 0.56, respectively) resulted in monthly
projections of 880 cases (95% CI 699-1061) and 341 cases (95%
CI 265-418); these projections correspond to 58.7% and 84.0%
reductions in the epidemic size in Jodhpur, respectively.

Figure 4. Projections of daily and cumulative COVID-19 caseloads over the next 30 days using the instantaneous R0 value of 1.12 on July 6, 2020
(A-B) and the overall R0 value of 1.20 for the most recent 30 days (C-D).

Discussion

Implications of the Serial Interval and Estimated R0

Values
Our observation of the mean serial interval fell within a range
of 4 to 8 days, as estimated by a meta-analysis of 7 studies
conducted during the early phase of the COVID-19 pandemic
[25]. Another meta-analysis including studies only from China
estimated a range of serial intervals from 4.10 to 7.5 days [26].
Our experience suggests that the median and 95% CI estimates
of the serial interval should be reported alongside the mean and
SD, as the latter approach is more susceptible to influence by
extreme values. It has also been suggested that longer serial
interval intervals may be due to preventive interventions
introduced during the course of the epidemic, which tend to
reduce transmission [27,28]. Therefore, it is preferable to
estimate the recent serial interval at a local level to better
understand the transmission of SARS-CoV-2.

The distribution of R0 values was consistent with observations
from other countries, indicating a similar transmission pattern
[4,28]. The peak of the R0 value was reached in the first week
of April 2020. The subsequent reduction toward the end of April
can be attributed to aggressive testing, contact tracing, and
isolation measures implemented in the urban area of Jodhpur
during that month. Our R0 estimate for the first month (1.61)
was slightly higher than the national estimate of 1.47 and lower
than the estimate from the state of Tamil Nadu (1.88) in India
during the same period of March to April 2020 [9,13]. District
level R0 estimates are more likely to show pronounced
fluctuations than state or national estimates, as the latter are
aggregated across a wide range of epidemiological settings.
Because district-level R0 estimates were not available from
India, we compared our findings with those from the cities of
Qom and Shahroud in Iran [29,30]. Similar to these cities,
Jodhpur showed a trend of high values of R0 in the first 14-30
days, with a subsequent decrease toward 1 [29,30]. The initially
high R0 values can be attributed to the suddenness of the
outbreak if the surveillance system is robust. The high values
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may also be due to a sudden start of case reporting following
an initial period of underreporting, leading to an artefactual
peak in R0 [30].

Earlier detection of infection followed by isolation is known to
reduce the R0 value by limiting both the duration of effective
contact and the number of susceptible people an infected
individual can come in contact with [16]. Our findings further
support that parameters such as the serial interval, incubation
period, and R0 value are likely to vary throughout the course of
the epidemic and will depend on local factors influencing
transmission, such as demographics, environmental conditions,
modeling methodology, and stringency of control measures
[16,30].

Epidemic Projections
The projected estimate of daily cases and the final outbreak size
were found to depend on the value of R0 entered in the model
[31-33]. The method used to estimate the R0 value and the time
window over which R0 was calculated both influenced the final
projection by a wide margin. The 14-day time window yielded
less variable instantaneous R0 estimates compared to the 7-day
time window. We found that the method by Wallinga and Teunis
was more sensitive to recent fluctuations in daily case count
than the method by Jombart et al in the same time window.
Further, per the renewal equation stated earlier, the values of
R0 are most influenced by the trend in daily cases reported
within the range of the serial interval (ie, within 5 to 6 days).
This model also assumes homogenous mixing, which becomes
less applicable with larger populations in which cases emerge
from widely separated clusters. Also, the impact of the method
of R0 estimation and the time window was more pronounced
when there was a fluctuating trend in cases or when the R0 value
was close to 1. In research settings, R0 values should be tested
through sensitivity analyses by considering variations in time
windows and durations and using different methods so that
reliable projections can be provided for larger populations [31].
For routine use within program settings at the district level, the
method by Jombart et al may be preferable for monitoring the
effectiveness of control methods and providing prior R0 values
for projections compared to the method by Wallinga and Teunis
and the overall R0 estimation using the EarlyR package in R.

Our study was based on contact history of infected individuals
instead of on daily follow-up of contacts of infected individuals
for disease onset. Therefore, we minimized underreporting of
longer serial intervals, which may be due to right-truncation in
the follow-up method for assessing the serial interval [30].

Further, the use of the time-varying method for daily R0

estimation and the maximum likelihood method for overall R0

estimation has the benefit of lower bias compared to the
exponential growth and sequential Bayesian methods [34]. It
also enables assessment of the effectiveness of control measures
on a real-time basis, in contrast to other methods that only
provide an aggregate R0 value [30].

Limitations
One limitation of our study is that population level estimates
relying on daily official reports can underestimate the value of
R0 compared to those of closed populations because many
infected individuals are likely to be missed, especially if the
testing capacity is limited or the proportion of asymptomatic
people is high [31]. Further, modeling assumptions such as
assuming a finite probability of interaction of infector-infectee
pairs reported within a serial interval range may not be
applicable for large population cohorts [23]. To overcome these
limitations, use of both spatial and temporally structured data
has been proposed [35]. The use of contact tracing applications
that provide anonymized geolocated data and serial interval
estimates could provide more timely and robust epidemiological
understanding of emerging diseases such as COVID-19 [36,37].

Conclusions
Public health measures such as testing, contact tracing, and
home isolation were found to reduce the instantaneous R0 value
and could thereby reduce the final outbreak size. Instantaneous
R0 estimated using the method proposed by Jombart et al is
recommended for guiding COVID-19 response strategy at
district level in preference to the method proposed by Wallinga
and Teunis and to aggregate R0 calculation. The final epidemic
size was found to be influenced by the R0 value, which in turn
depended on the stringency of control measures. Even a
marginal reduction in R0 as a result of strengthening control
measures was found to considerably reduce the projected
COVID-19 burden at the district level. Projections based on
publicly released daily COVID-19 case data are feasible and
could be useful in guiding a data-driven COVID-19 response
strategy at a local level. This could be used for both surge
capacity planning of the number of hospital beds and ventilators
required and for public health responses such as the number of
staff required for contact tracing and for provisioning of
institutional quarantine or isolation facilities. Therefore,
considering the increasing caseload and dynamic situation of
COVID-19, a decentralized evidence-driven approach is
currently needed.
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Abstract

Background: With increasing numbers of patients with COVID-19 globally, China and the World Health Organization have
been blamed by some for the spread of this disease. Consequently, instances of racism and hateful acts have been reported around
the world. When US President Donald Trump used the term “Chinese Virus,” this issue gained momentum, and ethnic Asians
are now being targeted. The online situation looks similar, with increases in hateful comments and posts.

Objective: The aim of this paper is to analyze the increasing instances of cyber racism during the COVID-19 pandemic, by
assessing emotions and sentiments associated with tweets on Twitter.

Methods: In total, 16,000 tweets from April 11-16, 2020, were analyzed to determine their associated sentiments and emotions.
Statistical analysis was carried out using R. Twitter API and the sentimentr package were used to collect tweets and then evaluate
their sentiments, respectively. This research analyzed the emotions and sentiments associated with terms like “Chinese Virus,”
“Wuhan Virus,” and “Chinese Corona Virus.”

Results: The results suggest that the majority of the analyzed tweets were of negative sentiment and carried emotions of fear,
sadness, anger, and disgust. There was a high usage of slurs and profane words. In addition, terms like “China Lied People Died,”
“Wuhan Health Organization,” “Kung Flu,” “China Must Pay,” and “CCP is Terrorist” were frequently used in these tweets.

Conclusions: This study provides insight into the rise in cyber racism seen on Twitter. Based on the findings, it can be concluded
that a substantial number of users are tweeting with mostly negative sentiments toward ethnic Asians, China, and the World
Health Organization.

(JMIR Public Health Surveill 2020;6(4):e19833)   doi:10.2196/19833

KEYWORDS

COVID-19; pandemic; China; racism; WHO; Twitter; infodemiology; infodemic

Introduction

Since their inception, social media networks have served as
platforms where people worldwide can express their views and
opinions. In 1993, The New Yorker [1] had published a cartoon,
titled “On the Internet, nobody knows you're a dog,” signifying
that caste, race, ethnicity, religion, and appearance do not matter
when you are on the internet. In contrast, Nakamura [2] denied
the existence of this utopian model and suggested that the
internet is “an outstanding example of a racist medium.” Brown
[3] has concluded that the internet has often been a place where

racism is disseminated in various ways, including through
certain websites. These websites used offensive stereotypes to
establish white supremacy over the ethnic peoples of Africa. In
2011, Clark et al [4] analyzed weblogs using modified
consensual qualitative research to study different types of racial
microaggression targeted at Native Americans. There have been
sufficient studies that have verified the presence of racial
aggression and hatred toward different races, ethnicities, and
religions on the internet.
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At present, the world is facing the brunt of COVID-19.
COVID-19 infections were first reported in December 2019,
when cases of a severe respiratory infection was observed in
several patients from Wuhan, Hubei Province. These patients
worked in a wholesale fish and seafood market (known as wet
markets) [5]. In January 2020, the markets were closed down,
and disinfectants were used to sanitize them. On January 7,
2020, researchers isolated a novel coronavirus, now referred to
as SARS-CoV-2. Initially, the World Health Organization
(WHO) denied the possibility of human-to-human transmission
of SARS-CoV-2 on January 11, 2020. However, confirmed
cases continued to soar, and on January 30, 2020, the World
Health Organization declared COVID-19 a Public Health
Emergency of International Concern (PHEIC) and an epidemic.
Finally, on March 11, 2020, the WHO declared COVID-19 as
a pandemic. Due to the lack of any specific treatments, the WHO
recommended self-isolation and lockdown to reduce the spread
of COVID-19.

On March 17, 2020, US President Donald Trump posted the
following tweet: “The United States will be powerfully
supporting those industries, like Airlines and others, that are
particularly affected by the Chinese Virus. We will be stronger
than ever before!” [6]. The term “Chinese Virus” sparked a
series of controversies; hashtags like #ChineseVirus and
#WuhanVirus started trending among supporters of Donald
Trump [7-9] on various online social networking platforms,
with Twitter being the most prominent of them. Racial slurs
and profane words against Asian communities have been visible
on Twitter ever since [10,11]. In Italy, there have been several
reports of anti-Chinese racism and discrimination. It is also
believed that the increasing rate of xenophobia in Italy was the
result of the circulation of information related to racism [12].
According to Budhwani and Sun [13], there has been a 10-fold
increase in the usage of words like “China Virus” and “Chinese
Virus.”

This research was conducted keeping in mind that there has
been an increase in cyber racism and online displays of hatred
during the COVID-19 pandemic. The main aim of this research
is to analyze the sentiments and emotions associated with the
tweets that mention “Chinese Virus” or “Wuhan Virus.” This
research also analyzed the most frequently used words in these
tweets.

Methods

Twitter, one of the world’s most popular microblogging service
providers, was launched in 2006. The estimated number of
Twitter users is 330 million worldwide. Initially, tweets were
limited to 140 characters, but this was later increased to 280
characters. Twitter has been often used as a platform where
people disseminate information, as well as share their opinion
and emotions. This rapid sharing of opinions enables researchers
to determine the sentiments associated with almost everything

(eg, sentiments toward products, movies, politics, digital
technology, and natural calamities) [14-18].

Sentiment analysis of tweets has also been used to determine
the general population’s perspective on different diseases.
Sentiment analysis of Twitter posts has been carried out to study
the topic coverage and sentiments regarding the Ebola virus
[19]. This study separately analyzed two media sources (ie,
Twitter and news sources). Similarly, a study was conducted
to examine the key topics that influenced negative sentiments
on Twitter regarding the Zika virus [20]. Sentiment analysis
was also done to analyze tweets by patients who were affected
by Crohn disease, to gain an understanding of their perspective
on a specific medical therapy [21].

While there is no single accepted psychological theory of basic
human emotions, most studies accept the theory that a simple
positive-negative dichotomy cannot be used to categorize human
emotions as a whole. On the same lines, it is believed that the
automatic sentiment analysis must also implement finely tuned
algorithms to detail human emotions. Sentimentr (CRAN) is
one such package that tries to evaluate the sentiments and
emotions associated with texts [22]. The sentimentr package
has been successfully used in analyzing the sentiments of tweets
on migraine activity [23]. It has been also used to analyze the
tweets of Donald Trump to examine the relation between tweet
sentiment and the number of retweets [24]. In a review of four
different sentiment computation packages, Naldi [25] concluded
that the critical issue of negators is accurately dealt in the
sentimentr package. In other words, sentimentr was accurate in
calculating the difference between words like “useful,” “not
useful” (negator), “really useful” (amplifier), and “hardly useful”
(deamplifier). The potential of this package to calculate the
sentiments based on the role of negators, amplifiers, and
deamplifiers was the reason this package was used to analyze
tweet sentiments in this study.

Figure 1 illustrates the flowchart for this study’s sentiment and
emotion analysis of tweets. The tweets were collected by using
rtweet package in R (The R Foundation). To collect tweets, the
search_tweets function of rtweet was used. The following
keywords were used to fetch tweets during the collection
process: #ChineseVirus, #ChineseVirusCorona, and
#WuhanVirus. The date range of the search was set to April
11-16, 2020. The search process did not collect retweets and
replies, so that the duplication of data can be avoided.

After the tweets were collected, the data cleaning process was
performed using the Text Mining package in R. This package
was used to remove white space, punctuation, stop words, and
the tweets were converted to lower case. After data cleaning,
the sentimentr package was applied to analyze the tweets. Once
the scoring of the tweets was done on the basis of sentiments
and emotions, the terms related to positive and negative
sentiments, profanity, and emotions were also calculated for
further analysis.
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Figure 1. Flowchart for sentiment analysis of tweets. API: application programming interface.

Results

Using the tweet collection process, a total of 16,000 tweets were
collected for the analysis. The collected tweets were analyzed
using the sentimentr package in R, and the scoring was done
on the basis of positive and negative sentiments. The sentimentr
package scores sentiments on a scale where 0 is considered
neutral, negative numbers indicate the presence of negative
sentiments, and positive numbers indicate the presence of
positive sentiments. The sentiment score of each tweet was
calculated individually and then the complete report of the
sentiment across all tweets was generated.

The minimum value obtained in the analysis is –1.930, which
is the score of the tweet with the most negative sentiment. The
maximum score obtained during the analysis is 5.371 (ie, the
most positive tweet). The median and mean of the sentiments

are –0.016 and –0.063, respectively. This shows that the
sentiments observed in the tweets have a negative skew, that
is, the number of tweets with negative sentiments were more
prevalent than the number of positive sentiments.

Table 1 shows the emotion analysis of the collected tweets.
While the sentiment analysis of the tweets provide an overview
of how people were tweeting, the emotion analysis provides
insight into why this was happening. It can be seen that tweets
expressing fear are almost equal in prevalence to the tweets
related to trust. When the four negative emotions (fear, sadness,
anger, and disgust) were analyzed collectively, they comprised
52.18% (n=8450) of the sample. While this result confirms the
presence of primarily negative sentiments in the tweets sampled,
it also discloses the constituents of the negative sentiments in
the tweets. Sample tweets expressing different emotions are
shown in Table 2.
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Table 1. Emotion analysis of tweets.

Tweets, n (%)Emotion

2926 (18.29)Trust

2857 (17.86)Fear

2123 (13.27)Sadness

2005 (12.53)Anticipation

1972 (12.32)Anger

1498 (9.36)Disgust

1422 (8.89)Joy

1198 (7.49)Surprise

Table 2. Sample tweets with different emotions.

TweetEmotion

Trust • “CMgovt has done very good job to handle #WuhanVirus problem in state”
• “Breaking News US Government gave Wuhan Virology lab aMillion grant for virus research #CoronaVirusUpdate #Coronavirus

#COVID #Covid #WuhanVirus #BreakingNews”
• “Great now Biden needs to explain that him calling the Chinese travel ban xenophobic would NEVER happen again and he made

a HUGE mistake cause this attitude would kill us all if he was president #ChineseVirusCorona”

Anger • “Good for Trump Calling the virus what it is the Wuhan virus Dont know why it triggers you so badly but you always have to
find something daily to bang Trump around It gets old and you look childish #WuhanVirus #WuhanFlu”

• “Chinas carelessness and deceit has crashed global economies and costed countries trillions of dollars Every cent of debt that
they hold from other countries should be forgiven Coronavirus #WuhanVirus #ChinaLiedPeopleDied”

• “I guess Twitter should ban all the Chinese because its ban in China #ChinaLiedPeopleDied #ChineseVirus”

Sadness • “Sir we had great hopes with you but it all shattered into pieces You r siding with the evil of CCP in this difficult timeshas become
a mouthpiece for communist chinafunding it would be a crime against humanity #ChineseVirus”

• “Just look at the economic destruction the #WuhanVirus has inflicted on the American ppl”
• “#ChineseVirus COVID We lost th member of familyfriend in the CoronaWarfound ve hospitalised Yesterday world heard news

of a mths old corona infected baby I plead to my friendsfollowers Corona is a seriousreal #KeepSocialDistancing #StayHome-
SaveLives”

Anticipation • “Considering most of the vaccines across globe come from India India might play a vital role in discovery of vaccine on #Chine-
seVirus #VaccinesSaveLives”

• “Our life is going to be changed drasticallyBe prepared for it#ChineseVirus”
• “I KNEW IT I think all countries should declare war on China WHO #ChinaLiedPeopleDie #Wuhan #ChineseVirus #ChinaMustPay

#ChinaVsTheWorld”

Fear • “We are heading for a long haul I am afraid in this fight against #ChineseVirus with this pandering to a community which was
not supposed to be in India since”

• “We are afraid of #ChineseVirus so we are retreating now”
• “Sorry i afraid of #ChineseVirusCorona #ChineseVirus”

Disgust • “Will you be so shameless to buy Chinese mobile phones after #ChinaVirus #ChineseVirusCorona #coronavirusindia #coronavirus
#COVID #covidindia Hit China hard where it will pain them most PS A branded phone fetches Chinese company more profit
than selling components”

• “Shame on you #ChineseVirusCorona”
• “Shameful the very same people who caused the #WuhanVirus pandemic is now discriminating against innocent Africans”

Joy • “Happy Thai New Year Buddy Lets fight together #MilkTeaAlliance #FightForFreedom #StandwithHK #hkisnotchina #Tai-
wanIsaCountry nnevvyy #ChineseVirus #ChinaMustPay #ChinaLiedAndPeopleDied”

• “Not only recovered but got raised big fundLovely D coronavirus #ChineseVirus #WuhanVirus”
• “I get enough to live comfortably This #ChineseVirus just depleted my savings Im happy with my investment”

Surprise • “Am surprised we still trust China havent we learnt our lesson #ChineseVirus”
• “Shocking Did you know your taxwere being spent on this So is NIH partially responsible for #WuhanVirus”
• “The world is still in utter shock. Right from the start experts advised the president to refrain from labelling COVIDa #ChineseVirus

to no avail It appears whatever DonaldJTrump was harboring against China has finally started manifesting in life threatening
developments”
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While analyzing the tweets, the 15 most frequent words
conveying different emotions were also analyzed. The results
of the analysis are illustrated in Table 3. Words like death, good,
money, pay, pandemic, Trump, and organization were most
frequently used by people while mentioning terms like
“ChineseVirus,” “WuhanVirus,” and “ChineseVirusCorona.”

The presence of words like death, pay, pandemic, evil, and
disease were repeatedly used in the tweets associated with
negative sentiments and emotions. These results, combined with
Table 3 and the statistics presented earlier, reflect the negative
sentiments and emotions that have been communicated online.

Table 3. Frequency of the most used terms in the analyzed tweets.

Tweets, n (%)Term

1656 (13.51)Death

1352 (11.03)Good

1305 (10.65)Money

1284 (10.48)Pay

1254 (10.23)Pandemic

824 (6.72)Trump

668 (5.45)Organization

588 (4.80)Hope

536 (4.37)God

513 (4.19)Time

472 (3.85)Evil

472 (3.85)Bad

470 (3.83)Fight

447 (3.65)Medical

416 (3.39)Disease

Discussion

Principal Findings
Based on the results obtained in the analysis, the negative
sentiments and emotions associated with the collected tweets
are evident. A good number of tweets including the term
“Chinese Virus” expressed hatred, disgust, fear, and anger.
Apart from the words that were associated with different
emotions, there were some slang words or constructions created
by users that were not detected by the sentimentr package.
Prominent among those were “ccpisterrorist,”
“ccpliedpeopledied,” “ccpvirus,” “ccpviruscoronavirus,”
“chinaliedpeopledied,” “chinamustexplain,” “chinamustpay,”
“chinesebioterrorism,” “kungflu,” “makechinapay,”
“milkteaalliance,” “wholiedpeopledied,”
“wuhanhealthorganisation.” The “ccp” in these terms refers to
the Chinese Communist Party, the ruling party of China headed
by Xi Jinping, the President of the People’s Republic of China.
Some of these terms also expressed anger toward the WHO,
calling it “Wuhan Health Organization.” This trend suggests
that both China and the WHO are being held responsible for
the spread of COVID-19.

Prominent words like virus, Trump, pandemic, government,
outbreak, pay, communist, propaganda, blame, killed, shame,
killing, shit, hell, stupid, lying, lies, die, etc, were used to reflect
negative sentiments in tweets, while words like right, like, good,
money, accountable, humanity, responsible, work, organization,
great, better, well, global, please, thanks, etc, were used to

indicate positive sentiments in tweets. During the analysis, terms
categorized as profanity were also analyzed, and a frequent
usage of profane words in tweets was observed. This list
includes fuck, shit, hell, fucking, ass, crap, screw, fucks,
bastards, bitch, bastard, Nazis, ahole, and nazi. These words
reflect the disgust-related emotions in tweets.

Overall, based on the findings of this paper, it can be clearly
stated that the sentiments of people tweeting about the so-called
“Chinese Virus” have been mostly negative. The use of negative
words, combined with a good dosage of profane terms, reflect
the emotions of tweets, which are mainly concentrated toward
a sense of fear, sadness, anger, and disgust. The results also
indicate signs of discrimination and racism in the COVID-19
era, which has been previously shown by Coates [26]. The
results obtained in this study further strengthen the fact that
there has been a substantial increase in cyber racism due to
COVID-19.

Conclusion and Future Works
In this paper, tweets were analyzed to evaluate the level of cyber
racism encountered during the COVID-19 pandemic. For this
purpose, tweets were collected if they mentioned
“ChineseVirus,” “WuhanVirus,” or “ChineseVirusCorona.”
This work demonstrates that the sentiments of a majority of the
tweets were negative. Further analysis of emotions associated
with the tweets also revealed that there was a sense of fear,
anger, and disgust among Twitter users. Additionally, there
were also slang terms that expressed negative sentiments toward
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China, Wuhan, and the WHO. The majority of the terms used
in the tweets were negative and included death, pay, communist,
ccp, racist, etc. The study also revealed a substantial use of
profane words, which supports the conclusion that cyber racism

has been increasing during the COVID-19 pandemic. Future
studies can build on this study by analyzing trends of cyber
racism in the coming days.
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Abstract

Background: Hand hygiene is one of the most effective ways to remove germs, prevent the spread of infectious pathogens, and
avoid getting sick. Since the COVID-19 pandemic began, health authorities have been advocating good hand hygiene practices.

Objective: The primary aim of this study is to field test a prototype smart handwashing station deployed in a school setting
during the COVID-19 pandemic.

Methods: We deployed a smart handwashing station and examined key technological considerations including connectivity,
security, and data management systems, as well as the health and safety of users.

Results: The smart handwashing station was deployed for 10 days in a school setting in Australia during the COVID-19
pandemic. The smart handwashing station’s electrical components remained operational during field testing and underwent robust
cleaning protocols each day. The handwashing station was used 1138 times during the field test and there was no COVID-19
transmission at the school during the testing.

Conclusions: This study demonstrates that a personalized feedback approach using technology can successfully be implemented
at a school and can provide a platform to improve hand hygiene among school-aged children.

(JMIR Public Health Surveill 2020;6(4):e22305)   doi:10.2196/22305
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Introduction

COVID-19, a contagious infectious disease caused by
SARS-CoV-2, has emerged as a global health crisis and
pandemic [1]. To stop the spread and transmission of this virus,
behavioral interventions are needed across the population [1].
Hand hygiene is a critical public health control mechanism to
prevent the spread of infectious pathogens as the most common
way many communicable diseases are transmitted is via hands.
Hand hygiene refers to hand cleansing, including washing hands
with water and antimicrobial or nonantimicrobial soap, or
applying an alcohol-based hand sanitizer to the hands. A
meta-analysis suggests improved hand hygiene interventions

may reduce rates of gastrointestinal illness by 31% and
respiratory illness by 21% [2]. Hand hygiene interventions have
been shown to be cost-effective [3]; however, hand hygiene is
often not sufficiently practiced, with studies reporting
compliance rates between 40% and 60% in both the community
and among health care workers [4-6].

Research has shown that COVID-19 can remain on
environmental dry surfaces [7]; when a person touches the
contaminated surface, they risk infection. Previous research into
other coronaviruses (such as SARS-CoV) found that the virus
can survive on environmental dry surfaces up to 6 days [8].
Hand hygiene is critically important because even if a person
comes into contact with a contaminated surface with their hands,
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they can avoid becoming infected by washing their hands before
they touch their face. Face touching is common, with reports
of medical students touching their faces 23 times per hour, 44%
of which involved contact with mucous membranes (most
commonly the mouth, followed by the nose and eyes) [9].
During the COVID-19 pandemic, germs may be spread more
abundantly, with growing evidence suggesting it may be
common to have no COVID-19 symptoms [10,11], resulting in
these asymptomatic people unknowingly transmitting the virus
to others. This is different from previous epidemics such as
SARS, where most infected people were symptomatic. During
COVID-19, strict social distancing guidelines have been
enforced to restrict the spread of the disease in Australia and
overseas. However, when restrictions are relaxed and normal
routines resume, the flattened epidemic curve may rise again.
After the initial outbreaks, COVID-19 may be expected to
reoccur in waves, such as seasonally during winter [12].
Although vaccines are in development, we do not know their
protective efficacy, nor the number of individuals willing to be
vaccinated. Protective behavior such as good hand hygiene
among our community will be a critical factor in the control of
COVID-19.

Previous studies have shown that health education on hand
hygiene alone is often ineffective at changing hygiene behaviors.
Current hand hygiene education, such as visual signage, is
generic and may not be personalized or unique to the individual.
Increasingly, posters are made available at sinks to support the
public in effective hand hygiene technique. Previously, hand
hygiene posters showed multiple steps and therefore may have
been difficult to follow. Recently, a simpler 3-step hand hygiene
technique was found to improve technique and compliance
compared to a 6-step technique [13]. However, posters that
show the technique alone are the least effective for behavioral
change, whereas multimodal technologies are much more
effective [14]. An intervention using posters placed in university
restrooms showed they had limited effect on hand hygiene [15].
Posters tend to act as reminders, and performance feedback is
required to encourage optimal technique to ensure all areas of
the hands are cleaned. The emotion of disgust has been shown
to be a useful intervention strategy in promoting hand hygiene
[16]; places considered dirty or with visible dirt proved to be
strong hand-hygiene triggers [17]. Other determinants associated
with successful hand-hygiene interventions include comfort,
social norms, and habit [18].

There are limitations to the current methods of measuring hand
hygiene compliance and performance. The World Health
Organization (WHO) guidelines recommend that hand hygiene
compliance should be assessed by direct observation by trained
observers as the gold standard. Direct observation is currently
recommended because it is the only approach that can detect
all hand hygiene opportunities and actions to assess the number
of times hand hygiene was required as well as the appropriate
timing of handwashing [19]. Hand hygiene can also be assessed
by self-report via interviews or questionnaires; however,
self-assessment data are typically overestimated and do not
correlate highly with compliance measured by direct observation
[19]. Current technologies to measure compliance include
electronic counting systems (ie, devices that count how often

the soap or sanitizer bottles were used), video monitoring, and
automated monitoring systems [20]. The Internet of Things
(IoT) is a concept where ordinary items are upgraded to include
connectivity, allowing them to transmit information without
requiring human interaction.

IoT-enabled smart devices were used in a hospital to measure
how often hospital workers washed their hands; sensors
monitored the flow of people and tracked disinfectant usage
[21]. A limitation of compliance monitoring is that it does not
measure hand hygiene performance, which can be analyzed
using microbiological tests to assess bacterial counts. These
include swab-based sampling for cultures, or finger imprints
pressed onto an agar plate [22,23]. These require microbiological
expertise and may involve dilutions and laboratory processing,
which are time-consuming and costly [23].

During the COVID-19 pandemic, there has been a call for novel,
digital behavioral interventions to facilitate adoption and
maintenance of individual-level preventive behaviors [12]. In
this study, we developed a smart handwashing station as a
performance feedback approach to improving hand hygiene.
Performance feedback interventions aim to increase awareness
of behaviors and may serve as a motivator to continue to perform
well or to improve performance [24]. A field test of the smart
handwashing station was undertaken in a school setting. We
examined key functionality aspects as well as implementation
and regulatory considerations.

Methods

Smart Handwashing Station Development
In this study, we developed a smart handwashing station,
incorporating a 365 nm UV light emitting diode (LED) light
source, digital camera, and processing electronics within housing
constructed from plastic and mounted on a stand. A
commercially available pressure sensor mat (Radio Parts Pty
Ltd) was connected via cable to a custom data acquisition system
that reported pressure information in real time over a USB
connection. Both the pressure sensor mat and the handwashing
station were connected to a tablet (Acer Incorporated) via a
USB cable. A software application written in Python triggered
the camera to take a photo each time a person stood on the
pressure sensor mat, and then every 5 seconds that they remained
standing on the mat. All images were captured with timestamp
information. Data was only stored locally on the tablet, and was
periodically collected and sent to an off-site location. Although
the device was supervised in this installation, it could easily be
fixed to a specific location using a laptop-style antitheft lock.

Observational and Safety Testing
To check the smart handwashing station was connected and
recording usage data correctly, observational testing was
performed in Brisbane, Australia. Three volunteers (90 kg, 65
kg, and 30 kg) stood on the pressure sensor mat and used the
smart handwashing station 10 times. The time-stamped data
collected by the station was then compared with observational
data.

The temperature of the smart handwashing station following 2
hours of continuous operation was recorded using an infrared
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handheld thermometer (ThermaTwin TN410LCE Infrared
Thermometer). The UV radiation emitted by the UV light source
was measured using a UV intensity meter (Solar Light Co,
Model PMA2100) fitted with a digital sensor (Solar Light Co,
Model PMA2101). The detector head of the sensor was
positioned with consideration of where a person’s hands would
be placed during use.

Smart Handwashing Station Deployment
The field study was conducted during the COVID-19 pandemic
in April and May 2020, when handwashing was required every
day. One smart handwashing station was deployed to a school
located in Queensland, Australia. Children and adolescents aged
5-18 years attended the school, with over 1500 students enrolled.
The smart handwashing station was placed near the school entry
and outside handwashing facilities in a high-traffic area accessed
by all students at the start of the day and during breaks. A
moisturizer that contains a UV-fluorescent compound (BREVIS
Corporation) was dispensed using a touchless automatic system
(Décor House).

Feedback was obtained from end users, including teachers and
teaching assistants, to design and refine the device. Questions
regarding logistics were asked (eg, battery requirements,
transport, and if the image quality was sufficient). In addition,
email and phone contact details of the researchers were
displayed and provided to the teachers for complaints, technical
issues, or further information during the deployment. The
deployment of the smart handwashing station was to assess
device functionality and not human subjects research; therefore,
we obtained an institutional ethics review board exemption from
the Human Research Ethics Committee of the Queensland
University of Technology.

Statistical Analysis
Observational testing of the handwashing station dichotomized
usage variables to categorical data: handwashing usage data
was coded “yes” if timestamped data was recorded to the tablet
and coded “no” if the handwashing station was used but no data

was recorded to the tablet. The Cohen κ score was calculated
to determine if there was agreement between categorical
variables for handwashing usage. Values of 0.4-0.6 were
considered moderate agreement, values of 0.6-0.8 were
considered substantial agreement, and values of 0.8-1.0 were
considered almost perfect agreement. GraphPad Prism (Version
8, GraphPad Software Inc) and SPSS (Version 25.0, IBM Corp)
were used for analyses.

Results

Smart Handwashing Station Operational Function
and Safety Testing
A prototype smart handwashing station was developed, which
uses a UV light source and digital camera to provide
personalized feedback on hand hygiene (Figure 1). First, the
user applies a moisturizer that contains a UV-fluorescent
compound. Second, the user washes their hands and checks
their hands at the station (Multimedia Appendix 1). Any areas
highlighted have not been washed enough to remove the
moisturizer, indicating missed areas that require further washing.
This visualization tool provides personalized feedback about
where improvements can be made for each user (Figure 2).

The smart handwashing station integrated IoT approaches to
track usage and collect images of users’ hands. Observational
testing of the smart handwashing station demonstrated there
was perfect agreement with observed handwashing and
station-recorded usage (κ=1.0, 95% CI 1.00-1.00; Table 1).

The prototype unit emits only UV-A radiation. Over 7 hours of
continuous exposure would be needed to equal the level of
UV-A received in 15 minutes from the summer sun in Brisbane,
Australia. During testing, no skin irritation was reported or
observed after participants used the station or the fluorescent
moisturizer. The temperature of the smart handwashing station
following 2 hours of continuous operation was 28.1 °C on the
top of the housing and 25.3 °C on the underside, where the light
source is emitted.

JMIR Public Health Surveill 2020 | vol. 6 | iss. 4 | e22305 | p.306http://publichealth.jmir.org/2020/4/e22305/
(page number not for citation purposes)

Herbert et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 1. Smart handwashing station with electrical components housed within the top box.

Figure 2. The smart handwashing station was mounted on a stand with a tablet connected to display images.
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Table 1. Agreement between observed handwashing usage and station-recorded measurements.

Station-reported usage (N=10)Weight of person

No, n (%)Yes, n (%)

0 (0)10 (100)90 kg

0 (0)10 (100)65 kg

0 (0)10 (100)30 kg

Field Testing of Smart Handwashing Station
The smart handwashing station recorded data each day during
deployment at the school (Figure 3). No complaints, adverse
events, or concerns were logged from users or teachers during
the 10 days the smart handwashing station was deployed. The
handwashing station was stored on a trolley for ease of transport
across the school campus and placed outside handwashing
facilities in high-traffic areas (Multimedia Appendix 2). The
handwashing station was designed so the users did not have to
touch or rest their hands on any surface; rather, they could hover

their hands between the desk and top of the station. A
COVID-19 case was reported at the school several weeks prior
to the deployment of the station. During deployment, no
transmission of COVID-19 was recorded at the school. The
laptop provided sufficient power via the USB connection during
field testing. The smart handwashing station was stored in an
air-conditioned laboratory room when not in use and the laptop
was recharged. The UV light source and digital camera
consumed an average of 5 watts of power. As a result, even the
relatively small tablet battery was sufficient for over 4 hours of
recording before requiring recharging.

Figure 3. Field testing results of the smart handwashing station. The graph depicts the number of times the smart handwashing station was used each
day.

Discussion

Our data demonstrated that the smart handwashing station can
provide a visual tool to schoolchildren by highlighting areas on
their hands missed during handwashing. The smart handwashing
station accurately recorded time-stamped usage data in a school
setting in Australia. During the 10-day field test, the smart
handwashing station electrical components remained operational
and data was received each day, resulting in 100% connectivity.
No safety concerns or adverse events occurred when the smart
sunscreen station and fluorescent lotion were used by children
and adolescents aged 5-18 years. Based on these results, we
suggest that the smart handwashing station may become a
valuable tool to provide personalized performance feedback on
hand hygiene and could help to optimize handwashing
techniques in children and adolescents.

Recent advances in technology and wearable sensors have made
it possible to measure handwashing performance via automated
systems, rather than relying on direct observation with trained
observers. Galluzzi et al [25] assessed motion-sensor wristbands
that collected data on compliance with the WHO handwashing
steps in a clinical setting and found hand hygiene motions could
be classified with up to 93% accuracy. However, participants
were required to wear the wristbands during handwashing, while
the WHO handwashing guidelines recommend removing rings,
wristwatches, and bracelets before handwashing; therefore,
these wristbands could potentially house infectious pathogens,
impeding hand hygiene. Other research assessing the use of
hand gestures during handwashing have used armbands placed
on forearms and reported recognition rates of 98% and 97%,
respectively [26,27]. Armbands increase the mobility of
monitoring devices in comparison to stationary devices such as
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fixed monitoring cameras next to sinks, which have additional
privacy concerns due to the collection of identifiable images of
people. These wearable sensor trials were also limited by the
ability to assess for handedness and its impact on measurements.
Most wearable sensor technologies have been developed to
measure hand hygiene compliance in health care settings and
there may be significant barriers to overcome when
implementing this technology in community settings.

This study evaluated the use of a handwashing station in a school
environment, which is an ideal setting to introduce health
information to young children and teenagers. Children are prone
to acquiring acute respiratory illness due to a tendency to put
items and their hands in their mouths and noses regularly; such
illnesses are transmitted to parents in more than 30% of cases
[28]. Studies suggest that modelling handwashing for children,
either in-person or by video, when combined with other
strategies, can increase correct handwashing [29]. Blacklight
technology and UV-sensitive simulated germ lotions have
previously been used in school and health care settings and have
demonstrated improved handwashing practices using water and
soap [30-35] and alcohol-based sanitizers [36], with one study
of preschool-aged children reporting a 44% increase in
handwashing quality scores [32]. In contrast, Oncu et al [37]
reported that the use of blacklight technology and a fluorescent
lotion did not increase handwashing quality in primary school
students. These previous studies were all conducted prior to the
COVID-19 pandemic and future studies exploring behavior
change in response to personalized visual feedback may have
greater improvements due to the increased awareness of the
importance of hand hygiene among the general population.

The smart handwashing station designed during this study was
purpose-built to overcome barriers health interventions faced
during the pandemic. The smart handwashing station does not
require any human interaction during operation and removed
the need for a staffing resource during deployment and data
collection. Social distancing restrictions were also considered
when developing the station, with users able to move from the
automatic lotion dispenser to sink areas for washing and then
to the station to view feedback in a well-ventilated outdoor
space. As it is possible for a person to contract COVID-19 by
touching a surface or object that has the virus on it and then
touching their own mouth [7], the smart handwashing station

was designed as a touch-free platform, with the user’s hands
hovering between the desk and top of the station. The station
was developed to capture data to provide insights into hand
hygiene without being resource intensive; it does not require
any infrastructure, such as installed sensors in washrooms. The
mobility of the station is also a key design feature; as it is a
small unit, it can easily be shipped and deployed in many
configurations. The station incorporates IoT capabilities, with
time-stamped data collected and images captured. Future work
could explore the potential to undertake image analysis on the
collected images and generate handwashing quality scores.
Technology has the capacity to accelerate and assist public
health infectious disease controls and IoT devices may form an
essential part of future public health infrastructure and
preparedness.

Key technical considerations for a successful deployment
included appropriate design for use by school students, with a
robust structure, a software system that operates with current
organizational platforms, and careful consideration of the
configuration to ensure privacy and minimize security risks.
Ensuring secure and reliable operation is an important
consideration in technology-based deployments, particularly in
community areas. The health information gathered by devices
during a pandemic can provide potentially critical information
to assist public health agencies; however, the information
generated needs to be processed in a way that will assist and
not overwhelm time-poor health professionals. The flow of
information from deployed smart handwashing stations to an
online dashboard is shown in Figure 4, illustrating the potential
to collect and integrate data to reduce the impact of COVID-19.
The use of infographics with overlaid geospatial information
can provide insights into potential at-risk populations with low
levels of hand hygiene in the community. Delivering targeted
prevention programs is essential during a pandemic. With
subsequent waves of infections in many countries linked to
asymptomatic children and young adults [38,39], interventions
that improve hand hygiene in this population are critical. School
and college campuses reach high numbers of this target
population and this study has shown a smart handwashing station
can be deployed in this environment. The economic costs of
outbreak-associated lockdowns of schools, travel, and businesses
to control the spread of disease are substantial, further
highlighting the importance of prevention measures.
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Figure 4. The flow of data from deployed smart handwashing stations to an online dashboard, overlaid with geospatial information. The smart
handwashing station could collect data on hand hygiene by analyzing images and determining areas not washed sufficiently (left panel). This information
could be used to generate an online dashboard (center panel) indicating the number of times the station was used, as well as the quality of the handwashing,
with orange illustrating the frequency of poor handwashing and green representing good handwashing. This information could be overlaid with geospatial
data from the location of the handwashing station to indicate areas with poor hand hygiene that have a potentially high risk of transmission (right panel).
A graded series of colours could be used to represent risk on a map. The use of pictograms to illustrate the handwashing station data could benefit the
translation of information to public health agencies and assist in the delivery of targeted public health programs.

The development of new health care devices creates
opportunities for skills and knowledge creation through the
research process [40]. The smart handwashing station was
developed using a stepwise approach, which included first
identifying COVID-19 as the target disease and the unmet need
of reducing disease transmission by improving hand hygiene.
The mechanism by which therapeutic benefits could be derived
was then explored and early testing was performed to
demonstrate the basic principles of the device. Initial prototyping
involved identifying potential challenges in manufacturing,
including supply chain delays due to the pandemic. By
repurposing computer monitor stands to form the device stand,
we were able to overcome potential manufacturing delays and
begin preclinical testing. Stakeholder consulting was undertaken
and involved discussion of practical elements, such as ease of
use and integration into existing practice. This led to determining
the school setting as a suitable community site for field testing
the prototype device. Schools and colleges have large numbers
of children and young adults and the existing education to
increase handwashing was in the form of handwashing posters.
Comparing the effectiveness of the smart handwashing station’s
personalized feedback with printed posters will form part of
future research. Before undertaking clinical trials, manufacturing
elements including material quality, tooling setup, transport,
and shelf-life need to be considered to produce clinical trial
prototypes as close to the final device form as possible.

This device would be a low-risk class-1 medical device requiring
registration with the Therapeutic Goods Administration (TGA)
as a medical device in order to be lawfully sold in Australia.
The definition of what constitutes a medical device has recently
been updated in Australia by the TGA, with amendments
aligning more closely with the equivalent definitions in the
European Union’s Regulation (EU) 2017/745. The Federal Drug
Administration (FDA) ensures that the claims made by a medical
product accurately reflect its risks and benefits in the US market.
The regulatory framework determining the medical device
approval processes are based on relative risk. Medical devices

include a diverse range of devices, from toothbrushes to
software. Accelerated approval may be allowed by many
regulators if a device can provide evidence that it is substantially
similar to an existing device in terms of materials and safety,
or if the risk class is sufficiently low as to need relatively little
safety data.

While observation is accepted as the gold standard when
evaluating handwashing effectiveness, it can be costly and
time-consuming, as well as difficult to implement during a
pandemic when social distancing and shelter-in-place restrictions
are imposed by many governments [41]. Microbiological
analysis is another method that can be used to evaluate
handwashing effectiveness; however, it requires laboratory
processing, which may be impacted during a pandemic as
resources are shifted toward screening programs. Microbial
flora analysis is a time-consuming process that provides no
initial feedback to the user. In addition, the analysis can be
impacted by interpersonal variations of permanent skin
microflora [23]. The handwashing station in this study included
a UV-fluorescent lotion and we assumed that
fluorescent-covered parts of the hands would indicate pathogens
that remained after washing; however, microbiological validity
was not performed in this study.

A limitation of this study is that we did not analyze the usage
data or the captured image data to investigate behavior change.
In addition, the duration of field testing was only 10 days.
Detailed qualitative data was not collected from users. Future
research could expand on the enablers and barriers to hand
hygiene in schools. In this proof-of-concept study, we did not
monitor students’ hand hygiene compliance or handwashing
quality. The placement of the station needs to be within close
proximity to handwashing facilities and the station was not
optimized for hand sanitizer. The Centers for Disease Control
and Prevention in the United States recommends using
alcohol-based sanitizers only when soap and water are
inaccessible. Handwashing using soap and water is more
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effective for removing most types of microorganisms than using
hand sanitizers [42]. Wearing gloves does not replace hand
hygiene in the community, as gloves do not provide complete
protection against hand contamination and it is not practical for
schoolchildren or those in the community to routinely wear
gloves.

Future research should explore image analysis approaches to
objectively measure hand hygiene levels in the community.
Testing satisfaction with the smart handwashing station could
be expanded to other settings, including public spaces such as
airports, shopping centers, recreational venues, and workplaces.
The smart handwashing station shows significant promise for
generating relevant data for public health authorities on hand
hygiene practices in the community. The smart handwashing
station data could be used to inform targeted training as part of

health programs in areas with poor handwashing, as well as
assist inventory management systems to ensure appropriate
levels of soap are always available.

Handwashing is an essential process to reduce the spread of
infectious pathogens. This study developed a handwashing
station, which used a simple and cheap method that was easily
understood by school-aged children. To assist schools to protect
their students from outbreaks, the smart handwashing station
could help build awareness of the importance of hand hygiene
and provide personalized feedback. The usage data generated
by this device could also benefit health programs by informing
public health authorities of areas with low handwashing where
targeted training may increase hand hygiene. This study provides
evidence for the technical feasibility of smart handwashing
stations in a school setting.
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Abstract

Background: Computed tomography (CT) scans are increasingly available in clinical care globally. They enable a rapid and
detailed assessment of tissue and organ involvement in disease processes that are relevant to diagnosis and management, particularly
in the context of the COVID-19 pandemic.

Objective: The aim of this paper is to identify differences in the CT scan findings of patients who were COVID-19 positive
(confirmed via nucleic acid testing) to patients who were confirmed COVID-19 negative.

Methods: A retrospective cohort study was proposed to compare patient clinical characteristics and CT scan findings in suspected
COVID-19 cases. A multivariable logistic model with LASSO (least absolute shrinkage and selection operator) selection for
variables was used to identify the good predictors from all available predictors. The area under the curve (AUC) with 95% CI
was calculated for each of the selected predictors and the combined selected key predictors based on receiver operating characteristic
curve analysis.

Results: A total of 94 (56%) patients were confirmed positive for COVID-19 from the suspected 167 patients. We found that
elderly people were more likely to be infected with COVID-19. Among the 94 confirmed positive patients, 2 (2%) patients were
admitted to an intensive care unit. No patients died during the study period. We found that the presence, distribution, and location
of CT lesions were associated with the presence of COVID-19. White blood cell count, cough, and a travel history to Wuhan
were also the top predictors for COVID-19. The overall AUC of these selected predictors is 0.97 (95% CI 0.93-1.00).

Conclusions: Taken together with nucleic acid testing, we found that CT scans can allow for the rapid diagnosis of COVID-19.
This study suggests that chest CT scans should be more broadly adopted along with nucleic acid testing in the initial assessment
of suspected COVID-19 cases, especially for patients with nonspecific symptoms.

(JMIR Public Health Surveill 2020;6(4):e19424)   doi:10.2196/19424
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Introduction

In December 2019, multiple cases of pneumonia were detected
in Wuhan, Hubei Province, China [1]. These patients had
nonspecific symptoms including variable fever, cough, breathing
difficulties, muscle aches, and fatigue. Ultimately, this would
prove to be the seed of a pandemic, named by the World Health
Organization as COVID-19 [2], caused by the seventh member
of the human-infecting coronavirus family, SARS-CoV-2. Other
notable members in the same family are the severe acute
respiratory syndrome (SARS) coronavirus and the Middle East
respiratory syndrome (MERS) coronavirus, which have caused
significant public health hazards. COVID-19 can be transmitted
from person to person through droplets, contact, or through the
fecal-oral route, with a high degree of communicability [3].
Since January 2020, COVID-19 has spread to most parts of
China as well as the world, posing an extensive threat to global
public health by seriously affecting the quality of life of millions
of people. Large numbers of people across China were returning
to their hometown from Wuhan for the Chinese Lunar New
Year [4], making our region a COVID-19 epicenter. This
retrospective study collected consecutively hospitalized patients
with a suspected case of COVID-19 dating to the end of January
2020 at a single tertiary care referral hospital in Zhejiang
Province. As of this writing, the epidemic in this region was
well under control with few new cases and deaths from
COVID-19.

In the context of this emergency and the need to move past
nonspecific symptoms to approaches that allow for early
diagnosis and management, we wanted to investigate potential
differences in the chest CT scans of patients who were
COVID-19 positive to those who were COVID-19 negative
(confirmed via nucleic acid test). To demonstrate factors relevant
to clinical outcomes, we wanted to compare patients with a
confirmed positive case of COVID-19 to those with a negative
result based on characteristics, interventions, and outcomes.
This motivated us to propose a retrospective cohort approach
for COVID-19 research. Several case-control studies have been
carried out to investigate the clinical outcome of COVID-19.
For example, several clinical characteristics have been identified
in pregnant women and their neonates with COVID-19 [5].
Furthermore, COVID-19 is known to cause smell and taste
disorders in those who are infected with the disease, particularly
at a higher rate than patients with influenza [6]. However, there
are few retrospective cohort studies that compare patients with
confirmed COVID-19 to suspected cases through chest CT
scans. Therefore, we conducted a retrospective cohort study to
compare clinical characteristics and CT scan findings in
suspected COVID-19 patients. Chest CT scans enable a rapid
and detailed assessment of tissue and organ involvement in
disease processes that are relevant to diagnosis and management,
and so it is important to determine their usage for COVID-19,
particularly since the outbreak of this coronavirus is seriously
affecting people’s lives worldwide.

Methods

Data Source
In this study, consecutively hospitalized patients with a
suspected case of COVID-19 from January 21, 2020, to February
11, 2020, were identified at a single tertiary care referral hospital
and followed up to the end of April 2020. In the absence of
neutrophilia as an indicator of an alternative diagnosis of
bacterial infection, patients were classified as suspected
COVID-19 cases. Due to isolation care practices, all suspected
COVID-19 patients were assessed in the fever clinic of the
hospital. All suspected COVID-19 patients were included in
this cohort study. Afterward, all suspected COVID-19 patients
underwent physical examinations, including routine blood tests,
C-reactive protein testing, SARS-CoV-2 nucleic acid
examination, and chest CT scans. If the chest CT scan findings
of a patient were abnormal according to the physician, while
the result of nucleic acid examination was negative, then the
patient underwent another nucleic acid examination. Positive
patients who were then confirmed to be infected with
SARS-CoV-2 by nucleic acid testing were transferred to a
special ward for care.

Chest CT scans were performed using a GE Light Speed VCT
64-slice and Phillips Brilliance 16-slice CT. The scanning
parameters used were as follows: tube voltage of 120 kV,
automatic tube current, scanning layer thickness of 5.00 mm,
reconstruction layer thickness of 11.5 mm, image reconstruction
by high-resolution algorithm, and a matrix with 512 × 512 =
262,144 pixels. The lung window had a position of 500
Hounsfield units (HU) and a wider window width of 1500 HU.
The mediastinum window had a position of 40 HU and a
window width of 400 HU. Chest CT scans were focused on
observing the density, number, distribution, location, and
morphology of the lesions, as well as pleural thickening, pleural
effusion, mediastinal lymph node enlargement, or other
accompanying signs. In the early stages, one or two lungs had
many shadows, and there were multiple ground glass density
shadows. The internal lung texture was grid-like with halo signs
around; the long axis of some lesions was parallel to the pleura
and was not distributed according to lung segments. There was
no cavity formation, no pleural effusion, and no significant
swelling of mediastinal lymph nodes. There were also signs of
bronchial ventilation. As the disease progresses, the diseased
area rapidly increased and expanded, advancing from the
periphery to the center along the bronchial vascular bundle, and
may also be distributed in the form of antibutterfly wings.
Therefore, we selected the following 12 CT indicators to better
understand the imaging characteristics and severity of
COVID-19: (1) location of lesions (ie, the left, right, or both
lungs); (2) number of lesions; (3) location of the lesions along
with the bronchus beam distribution, near pleural distribution,
or mixed distribution; (4) lesion(s) size; (5) presence of the air
bronchi sign; (6) presence of grid-like texture; (7) lesion
morphology; (8) percentage of lung involvement; (9) presence
of atelectasis; (10) whether the density of the lesion is
ground-glass–like, solid, or mixed; (11) presence of pleural
effusion, lymphadenopathy, or extrapulmonary manifestations;
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and (12) other potential lung disease features such as pulmonary
bullae, pulmonary nodules, calcifications, and fibrous lesions.

Study Design and Statistical Analysis
We divided all hospitalized patients with suspected COVID-19
in the cohort into either the positive group or the negative group
based on the results of SARS-CoV-2 nucleic acid testing. One
group was COVID-19 positive and the other group was
COVID-19 negative. We wanted to compared patient
epidemiological characteristics as well as clinical laboratory
and CT scan findings in these two groups.

We summarized continuous variables as either means and
standard deviations or medians with interquartile ranges for all
patients in both the positive and negative groups. For categorical
variables, we calculated the percentages of patients in each
category. Characteristics for case and control patients were
compared using the Student t test and analysis of variance, or
nonparametric statistics (rank-sum tests) and chi-square tests
as appropriate. An alpha of .05 was used as the cutoff for
statistical significance. A LASSO (least absolute shrinkage and
selection operator) logistic model for variable selection was
used to identify the key predictors from all available variables.
The area under the curve (AUC) with 95% CIs were calculated
for each of the selected predictors, and the overall AUC of all
these predictors was provided to show the most accurate
combined variables for the biomarkers of COVID-19 from all
available variables in the study. All analyses were done with
SAS software, version 9.4 (SAS Institute Inc).

Ethics Statement
This was a retrospective case series study, and no patients were
involved in the study design. Therefore, consent was waived.

Ethics approval for this project was obtained from the
Institutional Review Board of the University of Nebraska
Medical Center (IRB #1982933).

Results

Patient Epidemiological Characteristics
A total of 167 patients with a suspected case of COVID-19 were
identified and included in the statistical analysis. Their basic
characteristics are shown in Table 1. Patients were aged 1-87
years with a mean age of 44 (SD 19) years; 92 (55%) were men
and 75 (45%) were women. Of these initial 167 suspected
COVID-19 cases, 94 (56%) were confirmed positive, and 38
(23%) had a history of traveling to Wuhan. Comorbidities
varied; 23 (14%) patients had hypertension, 13 (8%) had
diabetes, 13 (8%) had cardiogenic diseases, less than 5 (1%)
had lung disease, less than 5 (1%) had kidney disease, and less
than 5 (1%) had liver disease. Among 123 (74%) patients who
exhibited symptoms, the most common symptoms were fever
(n=123, 74%), cough (n=105, 63%), runny nose (n=22, 13%),
gastrointestinal symptoms (n=22, 13%), sore throat (n=42, 25%),
fatigue (n=32, 19%), and muscle pain (n=31, 19%). In total, 43
(26%) patients had been treated by Chinese medicine, which
includes Lianhua Qingwen capsules and Jinhua Qinggan
granules. Among the 94 patients who were confirmed
COVID-19 positive, 2 (2%) patients were admitted to an
intensive care unit (ICU) during this study. Both ICU patients
were elderly individuals with hypertension or diabetes. No
patients died during the study period.
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Table 1. Epidemiological characteristics of suspected cases of COVID-19.

P valueCOVID-19 negative (n=73)COVID-19 positive (n=94)Total (N=167)Characteristic

38 (23)47 (14)44 (19)Age (years), mean (SD)

<.001Age category (years) (%)

23111<18

30242718-39

29574540-59

181817≥60

.22506055Male (%)

.04172823Travel history to Wuhan (%)

Comorbidities (%)

.79131614High blood pressure

.266128Diabetes

.88868Cardiogenic diseases

N/Aa011Lung disease

N/A000Anemic

N/A011Stroke

N/A000Kidney disease

.9471311Surgery

N/A000Liver disease

First symptoms at admission (%)

.65757474Fever

.61557363Cough

.2320913Runny nose

>.99321413Gastrointestinal symptoms

.48251925Sore throat

>.99181819Fatigue

.08142619Muscle pain

.0737.27 (0.78)37.13 (0.82)37.18 (0.79)Body temperature, mean (SD)

.00392 (20)84 (14)90 (19)Pulse, mean (SD)

.00520.25 (3.27)19.13 (1.77)19.72 (2.47)Respiratory rate, mean (SD)

<.00138 (23)47 (14)42 (2.13)Blood pressure, mean (SD)

Medicine during the hospital (%)

.64717573Antivirus

.002684555Antibiotics

<.00102213Hormone

<.00104726Chinese medicineb

N/A021Intensive care unit

aN/A: not applicable.
bRefers to Lianhua Qingwen capsules and Jinhua Qinggan granules.

Biochemical Testing
The results of clinical laboratory testing are summarized in
Table 2. C-reactive protein levels of the confirmed positive

patients (median 8.25, IQR 1.57-15.40) were significantly higher
than those of confirmed negative patients (median 6.75, IQR
1.07-30.19). White blood cell count (median 4.89, IQR
4.05-5.68) was significantly lower in confirmed positive cases
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compared to confirmed negative ones (median 7.99, IQR
5.08-10.03). Similarly, for red blood cell count, the confirmed
positive group had a significantly lower value (median 4.49,
IQR 4.03-4.90). Hemoglobin levels (median 134.20, IQR

108.11-149.23) of confirmed positive patients was significantly
lower than confirmed negative patients (median 139.00, IQR
114.00-150.00).

Table 2. The results of routine blood tests from the clinical laboratory.

P valueCOVID-19 negative (n=73)COVID-19 positive (n=94)Total (N=167)Routine blood tests

<.0016.75 (1.07-30.19)8.25 (1.57-15.40)7.10 (1.30-17.50)C-reactive protein (mg/L), median
(IQR)

<.0017.99 (5.08-10.03)4.89 (4.05-5.68)5.38 (4.45-7.67)White blood cell count (109/L), median
(IQR)

.0024.78 (4.40-5.08)4.49 (4.03-4.90)4.65 (4.09-5.00)Red blood cell count (109/L), median
(IQR)

.101.11 (0.77-1.66)1.30 (0.96-1.51)1.16 (0.93-1.56)Lymphocyte count (109/L), median
(IQR)

.86139.00 (114.00-150.00)134.20 (108.11-149.23)137.24 (109.00-149.00)Hemoglobin (g/L), median (IQR)

.17134.00 (46.00-198.00)145.1 (65.21-180.23)142.00 (59.00-185,00)Platelet count (109/L), median (IQR)

<.00113.80 (10.80-15.15)13.50 (13.10-13.81)13.65 (13.00-13.90)Plasma prothrombin time determina-
tion, median (IQR)

.5415.50 (14.50-16.10)15.10 (14.43-15.70)15.21 (14.45-15.76)Thrombin time (second), median (IQR)

.00341.30 (38.00-46.80)43.46 (40.10-45.60)41.70 (40.00-45.80)Activated partial thromboplastin (sec-
ond), median (IQR)

.420.70 (0.44-1.03)0.40 (0.08-0.60)0.45 (0.30-0.70)D-D dimer (μg/ml), median (IQR)

.0225.50 (8.00-53.00)33.00 (7.00-40.00)28.70 (8.00-45.00)Alanine aminotransferase (IU/L), medi-
an (IQR)

.193.76 (3.15-6.19)4.03 (3.43-4.66)3.97 (3.39-4.90)Urea nitrogen (mmol/L), median (IQR)

.695.03 (3.31-5.90)4.88 (4.07-5.67)4.90 (4.06-5.67)Fibrinogen (g/L), median (IQR)

<.0010.04 (0.01-0.11)0.02 (0.01-0.07)0.03 (0.01-0.09)Eosinophil count, median (IQR)

.0050.41 (0.38-0.45)0.39 (0.36-0.42)0.40 (0.37-0.44)Hematocrit, median (IQR)

Chest CT Scans and Imaging
In the first chest CT scan of the 167 patients with a suspected
case of COVID-19, 80 (48%) of the confirmed positive patients
had lesions in both of their lungs compared to 27 (30%) of the
confirmed negative patients. Additionally, 73 (44%) patients
in the positive group had more than three lesions compared to
28 (17%) patients in the negative group. Among the 94
confirmed positive cases, 89 (95%) had patch lesion
morphology. The detailed comparative results are summarized
in Table 3.

CT scans of 8 randomly selected patients are shown in Figure
1. We found substantial, reliable differences in the chest CT
scans of patients with COVID-19 from those who were
suspected cases confirmed negative via nucleic acid testing.
The dominant phenotype on the CT scan was the presence of
multiple patchy lesions and a distribution of ground glass
shadows in the peripheral pulmonary field, where denser lesions
were large and strip-like with uneven density. Pleural thickening
near affected lung segments was also seen in these patients.
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Table 3. Chest computed tomography (CT) results with lesions and imaging manifestations.

P valueCOVID-19 negative (n=73)COVID-19 positive (n=94)CT image feature

<.001Distribution of lesions (%)

10No lesions

276Left lung

429Right lung

3085Both left and right lungs

<.001Number of lesions (%)

4691

1692

3881≥3

.01Locations of lesions (%)

1511Distributed along the bronchogram

3050Close to the pleura

5539Mixed distribution

<.001Size of lesion (cm) (%)

3711<1

28261-3

3463>3

<.001Air bronchogram sign (%)

1117Yes

8983No

<.001Lesions’ internal texture (%)

2228Lattice texture

7872No lattice texture

.003Lesion morphology (%)

3795Patch

262Pulmonary segments

373Lobe involvement

<.001Lung involvement (%)

7359<25%

222850%-75%

516>75%

<.001Atelectasis (%)

82Yes

9198No

.001Lesion density (%)

13None

1923Ground glass

293Solid

5171Mixed

<.001Extrapulmonary manifestations (%)

13Pleural effusion

123Lymphadenopathy
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P valueCOVID-19 negative (n=73)COVID-19 positive (n=94)CT image feature

8794None

<.001Other lung diseases including bullae, pulmonary nodule, fibrous stove, calcification, and tuberculosis (%)

2233Yes

7867No

Figure 1. The images in the left panel are CT scans of four randomly selected confirmed COVID-19–positive patients. There are multiple patchy
lesions, and the grinding glass shadows are distributed in the peripheral pulmonary field. The images in the right panel are CT scans of four randomly
selected suspected patients who were confirmed to be COVID-19 negative. Their lesions are large, strip-like, and have uneven density. Pleural thickening
near affected lung segments is also seen.

Multivariable Analysis
A multivariable LASSO logistic model for variable selection
was used to identify the key predictors from all variables in
Tables 1-3. We found the key predictors for COVID-19 to be
white blood cell count, lesion morphology, distribution of

lesions, cough, locations of lesions, and travel history to Wuhan.
The AUC for each of the selected predictors ranged from 0.56
to 0.80, as shown in Table 4. The overall AUC of all these
selected key predictors was 0.97 (95% CI 0.93-1.00), as shown
in Figure 2.
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Table 4. Area under the curve (AUC) values for the selected predictors from the logistic model with LASSO (least absolute shrinkage and selection
operator) selection.

AUC (95% CI)Selected variables

0.80 (0.72-0.87)White blood cell count

0.78 (0.71-0.84)Lesion morphology

0.76 (0.69-0.84)Distribution of lesions

0.59 (0.52-0.66)Cough

0.56 (0.47-0.65)Locations of lesions

0.55 (0.48-0.61)Travel history to Wuhan

0.97 (0.93-1.00)Overall AUC of the above selected variables

Figure 2. The receiver operating characteristic (ROC) curve of selected variables for COVID-19–positive cases. The ROC curve demonstrates the
trade-off between sensitivity and specificity, and shows that the biomarker with a combination of selected variables is the most accurate test for identifying
patients with COVID-19 due to an area under the curve (AUC) value of 0.97 (95% CI 0.93-1.00).

Discussion

This retrospective cohort study described the differences in
clinical characteristics between patients who were confirmed
COVID-19 positive to those confirmed to be COVID-19
negative. Elderly people were more likely to be infected by
COVID-19. We also found significant associations between
low white blood cell count, high C-reactive protein, and a
subsequent positive COVID-19 test. Regarding the low white
blood count, this is common in viral infections and is of a larger
magnitude than the absence of leukocytosis. Fever symptoms

are the first clinical characteristics, alongside gastrointestinal
reactions, sore throat, fatigue, and muscle pain. However, many
patients (n=24, 26%) did not have a fever and cough. Of the
original 167 suspected patients, 6 (4%) were negative according
to the results of their first nucleic acid test, but they were
consequently confirmed positive after performing CT chest
scans. Chest CT scans can supply a better understanding of
COVID-19, especially for patients with no specific symptoms,
such as fever and cough.

While other studies have begun to describe clinical experiences
of this novel disease, our patients had not yet been described

JMIR Public Health Surveill 2020 | vol. 6 | iss. 4 | e19424 | p.322http://publichealth.jmir.org/2020/4/e19424/
(page number not for citation purposes)

Wu et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


nor this question addressed [7]. For example, laboratory
examination showed normal or decreased peripheral white blood
cells, and CT scan findings showed that the locations of lesions
are more likely to be close to the pleura. Compared with the
clinical outcomes of other studies [8-11], fewer patients (less
than 5%) were admitted to an intensive care unit in our study,
and no patients died during the study period. More importantly,
few studies have provided a comparison of patients who were
confirmed COVID-19 positive to those who were confirmed
COVID-19 negative. Therefore, one strength of this paper is
that we can clearly show the differences between confirmed
positive and confirmed negative patients through our
retrospective cohort design. The comparative results can provide
some valuable information in the understanding of the clinical
features of COVID-19 to help identify patients who have the
coronavirus from a large group of patients who may or may not
be infected. This is especially applicable to current times since
the number of people suspected to be infected with the disease
is increasing rapidly worldwide. Another strength of this paper
is that we could identify the top key predictors from all
predictors based on the multivariable LASSO logistic model.
The area under the multivariable receiver operating characteristic
(ROC) curve (0.97, 95% CI 0.93-1.00) illustrates that the
combined biomarker of these selected key predictors is a good

index for COVID-19. However, this study has some inherent
limitations as a retrospective cohort study. For example, we did
not have additional laboratory or lung function data to measure
immune responses. This retrospective study lacks a formal
sample size and power calculations. The power of this study
may be limited due to the relatively small number of infected
patients with chest CT scans; the study also took place at a
single tertiary care referral hospital. The results need to be
replicated with a larger number of COVID-19–confirmed cases
in future studies.

With our well-characterized patients, this retrospective cohort
study can enhance our understanding of the use of chest CT
scans for COVID-19 case management. For example, we found
that the early signs of CT lesions are in both lungs, and locations
of lesions are more likely to be close to the pleura. We also
observed that the lesion distribution gradually expands from
the periphery to the center, and the lesion density is more
inclined to be mixed. Therefore, chest CT scans should be more
broadly adopted along with nucleic acid testing in the initial
assessment of suspected COVID-19 cases when the nucleic acid
examination is delayed or negative, or when further clinical
characterization of severity is needed, especially for patients
with nonspecific symptoms.
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Abstract

Background:  The magnitude and time course of the COVID-19 epidemic in the United States depends on early interventions
to reduce the basic reproductive number to below 1. It is imperative, then, to develop methods to actively assess where quarantine
measures such as social distancing may be deficient and suppress those potential resurgence nodes as early as possible.

Objective: We ask if social media is an early indicator of public social distancing measures in the United States by investigating
its correlation with the time-varying reproduction number (Rt) as compared to social mobility estimates reported from Google
and Apple Maps.

Methods:  In this observational study, the estimated Rt was obtained for the period between March 5 and April 5, 2020, using
the EpiEstim package. Social media activity was assessed using queries of “social distancing” or “#socialdistancing” on Google
Trends, Instagram, and Twitter, with social mobility assessed using Apple and Google Maps data. Cross-correlations were
performed between Rt and social media activity or mobility for the United States. We used Pearson correlations and the coefficient
of determination (ρ) with significance set to P<.05.

Results: Negative correlations were found between Google search interest for “social distancing” and Rt in the United States
(P<.001), and between search interest and state-specific Rt for 9 states with the highest COVID-19 cases (P<.001); most states
experienced a delay varying between 3-8 days before reaching significance. A negative correlation was seen at a 4-day delay
from the start of the Instagram hashtag “#socialdistancing” and at 6 days for Twitter (P<.001). Significant correlations between
Rt and social media manifest earlier in time compared to social mobility measures from Google and Apple Maps, with peaks at
–6 and –4 days. Meanwhile, changes in social mobility correlated best with Rt at –2 days and +1 day for workplace and
grocery/pharmacy, respectively.

Conclusions: Our study demonstrates the potential use of Google Trends, Instagram, and Twitter as epidemiological tools in
the assessment of social distancing measures in the United States during the early course of the COVID-19 pandemic. Their
correlation and earlier rise and peak in correlative strength with Rt when compared to social mobility may provide proactive
insight into whether social distancing efforts are sufficiently enacted. Whether this proves valuable in the creation of more accurate
assessments of the early epidemic course is uncertain due to limitations. These limitations include the use of a biased sample that
is internet literate with internet access, which may covary with socioeconomic status, education, geography, and age, and the use
of subtotal social media mentions of social distancing. Future studies should focus on investigating how social media reactions
change during the course of the epidemic, as well as the conversion of social media behavior to actual physical behavior.
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Introduction

Public health measures are the epicenter of global efforts to
combat the COVID-19 pandemic [1]. The premise of these
measures converges on a central notion: decreasing the basic
reproductive number (R0) of the novel coronavirus below 1 to
suppress transmission. With an R0 value below 1, the virus can
no longer sustainably propagate from one person to another,
eventually halting its spread [2]. The most championed of these
efforts is the idea of “social distancing,” or the practice of
distancing yourself from others to reduce respiratory droplet
transmission, the primary mode of transmission for COVID-19
[3]. However, social distancing has not been inconsequential,
with primary concern to socioeconomic health. Several
macroeconomic reports exploring the supply and demand shock
of COVID-19 describe that its effects may rival that of the 1918
Spanish Flu and the Great Depression [4].

Transmission of COVID-19 was first detected in the United
States on February 2020, and by mid-March, all 50 states and
four US territories had reported cases of COVID-19 [5]. The
total number of confirmed cases continued to rise exponentially
before this trend was broken in early April. In an effort to slow
transmission, several states implemented strict lockdowns,
curfews, and business restrictions [6]. New York Governor
Cuomo declared a state of emergency on March 7, and New
York City implemented one of the first large-scale lockdowns
of schools, temples, and other large gathering places in Rochelle.
This further extended to include stay-at-home orders in other
areas of New York, California, and Illinois. Restrictions on
businesses deemed nonessential were eventually implemented
in more than 40 states [6].

In response, decreases across several economic sectors have
been witnessed, leading to financial strain on American
households. Over 10 million unemployment claims were filed
in the 2 weeks ending on March 28, 2020 [7]; for reference, the
previous peak was at 695,000 claims in October 1982.
National-level interventions such as mandated paid time off and
a historic US $2 trillion stimulus package (Coronavirus Aid,
Relief, and Economic Security Act) were used to mitigate the
broad impact of COVID-19 [8].

Early intervention is ideal for the mitigation of a pandemic’s
socioeconomic and health costs, but such potential is often a
post hoc discovery. A more practical approach is active scrutiny
and revision of the implemented measures, ideally in the early
phases of the pandemic’s course [9]. Recent efforts have
attempted to quantify social distancing efforts using Google or
Apple Maps’ user activity [10,11]. Although these tools
accurately reflect social behavior at a point in time, we
hypothesize that Google Trends and social media yield earlier
actionable insight that can help control the pandemic’s
trajectory.

Google Trends and social media (eg, Instagram and Twitter)
are used extensively in the scientific literature and have been
validated against external reference data sets in numerous public
health and health surveillance studies [12-17]. With an estimated
35% and 27% of all US citizens using Instagram and Twitter,
respectively, on a regular basis and 89.7% of digital users
searching on Google, these avenues remain the most practical
tools for study [18-20]. Likewise, studies during this pandemic
are investigating the utility of social media in the dissemination
of preventive health information [21-23], and Twitter recently
provided full access for prospective social media data tracking
for COVID-19 research. Despite this, their use as
epidemiological tools in the assessment of social behavior in
early epidemic courses remains to be determined.

In this study, we investigate the use of Google Trends,
Instagram, and Twitter as tools for the evaluation of social
distancing measures by the public in the early epidemic phase.
We first highlight a correlation between social distancing
measures as captured by social media and national and
state-specific time-varying reproduction number (Rt), an
epidemiological estimate of R0 throughout an epidemic. We
then compare the correlation of these social media avenues with
Rt to the correlation of Google and Apple Maps’ user activity
with Rt. We focused on the top nine affected states from the
time of writing, April 10, 2020. We collected the most recent
social media data using Google Trends, Twitter, and Instagram,
and used the updated confirmed cases compiled by the Centers
of Disease Control COVID-19 Case Data and John Hopkins
Coronavirus Resource Center [24,25].

Methods

Database Inclusion
We used Google Trends, Instagram, and Twitter. In addition to
their established use in the scientific literature, we also focused
on Instagram and Twitter because their demographic overlaps
significantly with the public-facing jobs [18-20] most likely to
be affected by social distancing. Furthermore, a poll conducted
by the Morning Consult between March 27 and 30, 2020,
reported 88% of Americans between the ages of 30-54 years
are practicing social distancing to some extent [20,26], an age
range closely resembling Instagram and Twitter’s median ages
of 34 and 40, respectively.

The choice to include only the top nine states by COVID-19
incidence was made because lower incidence states yielded
insufficient social media and incidence data. When the analysis
was run on the bottom nine states by COVID-19 incidence, the
results displayed erratic patterns of social distancing search
interest with no clear peak and days with no data, suggesting
low search volumes; additionally, the Rt displayed large error
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margins and could not be calculated continuously over the study
period.

Google Trends 
Google Trends records billions of data points from search terms
entered by the public. It then compares the summative search
volume of each search query (defined as the exact term entered
into Google’s search bar) to the day of highest search volume
to yield a search volume index (SVI) score of 1-100. SVI is
assigned to each day and represents that day’s relative search
frequency. Google Trends contains a geo-filtering feature that
allows search data from within the United States or, to be more
granular, from specific states.

Google Trends data for the search query “Social Distancing”
was collected on April 10, 2020, for March 1, 2020, through
April 10, 2020.

Instagram and Twitter
Instagram and Twitter are social networking platforms that can
be accessed on a phone app or internet website. As of 2018,
there are 107 million Instagram users in the United States.
Similarly, as of January 2020, 59 million Twitter users are
American, comprising the largest percentage of Twitter’s user
base. Together, these social networking services capture a large
percentage of the American population [20,26].

Unamo search algorithms were used to capture the historical
frequency of mentions for the hashtag “#socialdistancing” in
the United States on Twitter and Instagram between March 1
and April 10, 2020 [27].

Calculation of Rt

R0 is the number of individuals infected by a single infected
individual during his or her entire infectious periods in a
population that is entirely susceptible.

Where κ is the rate at which an exposed individual becomes
infectious, β is the probability that a susceptible individual
becomes infected upon interaction with an infected individual,
λ is the birth rate of susceptible individuals, μ is the per capita
natural death rate, and γ is the per capita recovery rate.

The R0 for COVID-19 has varied in value from 1.4 to as high
as 11.1 reported from some communities in China and Singapore
[28,29].

The Rt is an epidemiological estimate of R0 calculated using
two variables: (1) the daily incidence of acute respiratory illness
onset and (2) the distribution of the serial interval (time interval
between symptoms onset in a case and in their infector).

The daily incidence of COVID-19 in the United States was
obtained from estimations of symptom onset provided by the
Centers for Disease Control and Prevention COVID-19 Case
Data, which contains data up to April 5, 2020 [24]. The
statewide incidence rate is based on confirmed cases obtained
from the John Hopkins Coronavirus Resource Center. The serial
interval was obtained using available parametric data computed
previously for the initial outbreak of COVID-19 [30].

We used the R statistical software (R Foundation for Statistical
Computing) along with the EpiEstim package to calculate the
Rt using the aforementioned parameters for the period of March
5 to April 5, 2020. Rt for the United States and top nine states
by confirmed COVID-19 cases was derived for this time period.
For subsequent calculations, we included data after the onset
of at least 100 confirmed cases in each state, as the Rt prior to
that had standard deviations in excess of 0.5. 

The Google Trends SVI for “social distancing” was then
independently compared to Rt for the top nine affected states
(New York, California, Pennsylvania, Massachusetts, New
Jersey, Florida, Louisiana, Michigan, and Illinois) and the
United States as a whole. Analyses were performed using
Pearson correlations with significance set to α<.05 then plotted
on logarithmic graphs. Correlations were obtained using raw
data and after varying periods of time delay between the Google
SVI or social media mentions and changes in Rt.

Cross-correlations for the relationship between Rt and measures
of social distancing in the United States were performed, using
available data based on Google Maps tracking that measures
changes in percent social mobility. This data was available for
separate locations, including grocery and pharmacy stores,
recreation and retail stores, and workplaces. In addition, the
cross-correlations between Rt and “#socialdistancing” mentions
on Instagram and Twitter were also performed. The coefficient

of determination (ρ2) was calculated and graphed, which
represents the strength of the correlation at different time delays
between Rt and each of the social mobility and social media
measures. The peak of the coefficient of determination for each
of these measures were tabulated along with the delay for which
the greatest strength of relationship was found.

Results

In Figure 1, the estimated Rt is shown for the period of February
28 to April 5, 2020, calculated from the number of COVID-19
cases by symptom onset, with a mean serial interval of 3.96
(SD 4.75) days. The shaded error bands are equal to 1 SD of
the estimated Rt for each date.
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Figure 1. The time-variant or effective reproduction number (Rt) represents the mean number of secondary cases generated by a primary case over a
sliding weekly window. The estimated Rt is shown for the period of February 28 to April 5, 2020, calculated from the number of COVID-19 cases by
symptom onset, with a mean serial interval of 3.96 days and SD of 4.75 days. The shaded error bands are equal to 1 SD of the estimated Rt for each
date.

Significant negative correlations were found between the Google
SVI for the search query “social distancing” and the Rt between
the dates of March 5 and April 5, 2020, in the United States
(P<.001). The relationship between estimated Rt and Google
SVI is visualized graphically in Figure 2a. The strength of the
correlation reached a peak at 4 days delay from the start of the
searches when considering all cases in the United States, with
a Pearson correlation coefficient of 0.72 (P<.001).

There was a total of 376,067 “#socialdistancing” mentions on
Instagram and 6470 on Twitter in the studied time period. The
increase in “#socialdistancing” mentions on Twitter and
Instagram predate the appearance of a decrease in Rt seen in
Figure 2b and c. The relationship between Rt and Instagram
mentions (Figure 2c) is significant and strongest at a 4-day delay
(P<.001) from the start of Instagram hashtag “#socialdistancing”
mentions. Significance for Twitter is seen only at a 6-day delay
(P<.001).

When evaluated by state, New York, New Jersey,
Massachusetts, Michigan, Pennsylvania, California, Louisiana,
Illinois, and Florida all showed significant negative correlations
between “social distancing” SVI and the state-specific Rt

(P<.001; refer to Figure 3). These correlations reached peak
significance at different delay periods. Rt for some states such
as Massachusetts experienced an early correlation with
increasing searches for “social distancing.” Other states such
as New York and Louisiana experienced a larger time delay
from the start of Google searches to a decrease in Rt at 6 and 8
days, respectively. Most states experienced a delay varying
between 3-8 days before reaching peak significance.

Significant correlations between Rt and social media appear to
manifest themselves earlier in time when compared to social
mobility measures, with peaks at –6 and –4 days for the
relationship between Rt and Twitter and Instagram mentions,
respectively (P<.001; refer to Figure 4). Social mobility
correlated best with Rt at –2 days and +1 day for workplace and
grocery/pharmacy, respectively.

Figure 2. The left-most graph (a) shows the relationship between Google Trends search volume index (SVI) for “social distancing” and estimated Rt

for the United States over the time period from March 5 to April 5, 2020. The light blue line represents the Google SVI and the dark grey line represents
the estimated Rt. The middle and right-most graphs show the relationships between estimated Rt and total social media mentions for “#socialdistancing”
on (b) Instagram and (c) Twitter over the same time period. Light blue lines refer to total number of mentions for "#socialdistancing" and dark grey
lines represent the estimated Rt. Error bands shown in light gray shading represent 1 SD from the mean Rt calculated at each date. Rt: time-varying
reproduction number.
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Figure 3. The estimated Rt was calculated individually for the top 9 states with the most confirmed COVID-19 cases on April 5, 2020. They are graphed
for the period of March 5 to April 5 for each state (dark line) along with the Google search index for “social distancing” in each state for the same time
period (light blue bars). Error bands represent 1 SD from the mean estimated Rt at each date. Rt: time-varying reproduction number; SVI: search volume
index.

Figure 4. Cross-correlations (represented by ρ2, the coefficient of determination) between estimated Rt and social mobility changes, and social media
mentions in the United States. The black lines represent the peak correlation. Social mobility changes include traffic at grocery, pharmacy, and workplace
locations based on Google Maps tracking. Social media measures include mentions of “#socialdistancing” on Instagram and Twitter. Pharm: pharmacy;
Rt: time-varying reproduction number.

The relationship between Rt and social media or social mobility
(P<.001) reaches its strongest point at different delay periods,
tabulated in Table 1. The increase in social media mentions
predates the decrease in Rt the earliest, with a lag time of 4-6
days. Social mobility data also predate the decrease in Rt,
although at later times of 0-3 days. Table 1 also shows the
strength of correlation between each of the measures and Rt,

represented by ρ2. The strongest correlations are between social
mobility data and Rt with comparatively lower correlations
between social media and Rt. Google Trends, however, shows

a comparable ρ2 with data from Apple Maps but not Google
Maps, which exhibits the strongest correlations for all domains
except parks.
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Table 1. Peak correlations between social media and social mobility measures and associated time delay

Lag (days)ρ2Data set

Social media

–40.68Instagram

–60.47Twitter

–40.72Google Trends

Apple Maps

–30.75Driving

–30.80Transit

–20.73Walking

Google Maps

+10.89Grocery/pharmacy

–20.83Transit

–20.86Workplace

–20.66Parks

00.84Recreation

–20.85Residential

Discussion

Principal Findings
In our study, we found that increased social distancing mentions
on social media correlated with reduced US Rt, with Google
Trends correlating with reduced state-specific Rt as well. We
also found that the correlation varied when social distancing
mentions or search queries were lagged by a few days; this
effect depended on the state and social media platform. The
delay to reach peak strength discrepancy between Instagram
and Twitter is interesting because the reach of Instagram in the
United States is much greater, indicating possible time-sensitive
influence on behavior imparted by user reach. Why the delay
periods differed between states is unclear but may be partly
explained by the unequal implementation of top-down public
health interventions.

Instagram and Twitter mentions of “#socialdistancing”
correlated earlier with reduced COVID-19 Rt in the United
States than did social mobility measures from Google and Apple
Maps. Interestingly, Twitter showed the earliest correlation with
Rt but also has the lowest coefficient of determination. This
finding may be explained by the fact that Twitter reaches the
smallest user base compared to Instagram or Google Maps.
Social media in general exhibited a weaker correlation with Rt.
This is expected since social mobility measures directly relate
to the density of people congregating in an area, whereas social
media is an indirect measure of social distancing and likely
represents a smaller proportion of the population. Nonetheless,
these findings confirm our hypothesis that social media may
serve as earlier indicators of future social behavior.

The idea that lagging social distancing efforts as captured by
social media produces significant reductions in Rt implicates a
predictive role for social media. This is consistent with the

interpretation that Google Trends, Instagram, and Twitter model
the dissemination of information that may lead to individual
decisions to undergo social distancing. Although the strength
of the correlation for social media was found to be weaker than
that for social mobility, the value was in the relationship of the
correlation to time. Furthermore, the strength of the correlation
may improve with subsequent studies using more accurate
measures of social distancing in the media to actual social
distancing behavior in the public.

An additional interpretation for the significance found in lagging
social media mentions is that the delayed drop in Rt is also
consistent with the expectation that social distancing is a method
of primary prevention, as early practice prevents a future
increase in Rt. It is tempting to consider whether these effects
depend on the incubation period for COVID-19. About 50% of
infected individuals show symptoms by 5 days, and 97.5% by
12 days [2,31]. Our study shows that all 9 states exhibited a
significantly reduced Rt with an 8-day lag period for social
distancing search interest, supporting a quarantine time frame
that confidently covers the upper limit of the incubation period.
On the contrary, quarantine times closer to the median
incubation period of COVID-19 may be insufficient, as only
30% of the states showed significant reductions in Rt when the
lag period was shorter than the median incubation period. A
parallel can be drawn from these findings, albeit speculatively:
there may also be a threshold in this pandemic’s trajectory in
the United States before which a termination of social distancing
efforts may be too early.

Limitations
Whether this proves valuable in the creation of more accurate
assessments of the early epidemic course is uncertain due to
limitations. Limitations of this study are inherent to the use of
Google Trends, Instagram, and Twitter because they are
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presumably indirect measures of public behavior. The data
represents a subtotal amount of mentions on Instagram and
Twitter, and the study period is short and during the early course
of the epidemic where testing and reporting COVID-19 was
imperfect. Additionally, we focused on only the top nine states
by incidence; although this was an effort to reduce false-positive
findings from unreliable low-incidence states, it does introduce
barriers to generalizing results to other states. Furthermore,
social media may represent a biased sample of those that are
internet literate and with access to internet, which may
effectively covary with socioeconomic status, education,
geography, and age.

Conclusion
Our study demonstrates the utility of Google Trends, Instagram,
and Twitter as epidemiological tools in the assessment of social
distancing measures in the United States during the early course
of the COVID-19 pandemic. Their correlation and earlier rise
and peak in correlative strength with Rt when compared to social
mobility may provide proactive insight into whether social
distancing efforts are sufficiently enacted. Whether these
findings translate to the hypothesized clinical value is uncertain
due to limitations. Although social media remains a candidate
to gauge the success of this containment measure in the early
epidemic period, future studies should investigate how social
media reactions change during the course of the epidemic and
whether these correlation patterns with Rt persist.
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Abstract

Background: The COVID-19 pandemic has become a global public health event, attracting worldwide attention. As a tool to
monitor public awareness, internet search engines have been widely used in public health emergencies.

Objective: This study aims to use online search data (Baidu Index) to monitor the public’s attention and verify internet search
engines’ function in public attention monitoring of public health emergencies.

Methods: We collected the Baidu Index and the case monitoring data from January 20, 2020, to April 20, 2020. We combined
the Baidu Index of keywords related to COVID-19 to describe the public attention’s temporal trend and spatial distribution, and
conducted the time lag cross-correlation analysis.

Results: The Baidu Index temporal trend indicated that the changes of the Baidu Index had a clear correspondence with the
development time node of the pandemic. The Baidu Index spatial distribution showed that in the regions of central and eastern
China, with denser populations, larger internet user bases, and higher economic development levels, the public was more concerned
about COVID-19. In addition, the Baidu Index was significantly correlated with six case indicators of new confirmed cases, new
death cases, new cured discharge cases, cumulative confirmed cases, cumulative death cases, and cumulative cured discharge
cases. Moreover, the Baidu Index was 0-4 days earlier than new confirmed and new death cases, and about 20 days earlier than
new cured and discharged cases while 3-5 days later than the change of cumulative cases.

Conclusions: The national public’s demand for epidemic information is urgent regardless of whether it is located in the hardest
hit area. The public was more sensitive to the daily new case data that represents the progress of the epidemic, but the public’s
attention to the epidemic situation in other areas may lag behind. We could set the Baidu Index as the sentinel and the database
in the online infoveillance system for infectious disease and public health emergencies. According to the monitoring data, the
government needs to prevent and control the possible outbreak in advance and communicate the risks to the public so as to ensure
the physical and psychological health of the public in the epidemic.

(JMIR Public Health Surveill 2020;6(4):e23098)   doi:10.2196/23098

KEYWORDS

Baidu Index; public attention; time lag cross-correlation analysis; COVID-19

Introduction

As a Public Health Emergency of International Concern [1],
the COVID-19 pandemic swept 215 countries and regions with
high transmission speed, wide infection range, and difficulty in
prevention and control [2,3]. As of July 21, 2020, the number

of cumulative confirmed cases worldwide exceeded 14.7 million,
and the number of cumulative death cases exceeded 600,000
[3]. COVID-19 has caused challenges and threats to public
health in China and the world, attracting widespread public
attention.
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Existing online search data is a voluntary expression of the
public, reflecting public attention and needs; compared with
the traditional survey data, it has greater timeliness, objectivity,
and credibility [4-7]. Search engines, as the representative of
internet-based sources, have been proven to detect the initial
evidence of an epidemic [8]. Internet-based technology provides
essential benefits for improving the transparency of epidemic
reporting and complementing the traditional surveillance,
enabling health institutions to respond quickly in a targeted
manner, thereby reducing morbidity, mortality, and disease
outbreaks [8-11]. Many studies have shown that the internet
search engine, as a monitoring platform for public concern in
public health emergencies, has become an “outpost” for early
warning of the epidemic. On the one hand, the internet search
data correlated with traditional reported data (such as laboratory
confirmed data and death data) [12,13]. On the other hand,
internet search data tended to be ahead of case data. For
example, Polgreen et al [14] used the Yahoo search engine to
collect influenza data and found that it was 1-3 weeks and 5
weeks earlier than the routine reporting of laboratory confirmed
cases and influenza deaths, respectively; Ginsberg et al [15]
proposed the concept of Google Flu Trends in 2009 and found
that Google predicted results were 1-2 weeks earlier than the
Centers for Disease Control and Prevention flu surveillance
system report in the United States. For COVID-19, Li et al [16]
found that the internet search data from Google Trends, Baidu
Index (BDI), and Sina Weibo Index was 8-10 days earlier for
new laboratory-confirmed cases and 5-7 days earlier for new
suspected cases [16]. Therefore, it is an important reference for
social demand monitoring. In China, Baidu search’s penetration
rate reached 90.9% among internet search engine users as of
October 2019, equivalent to Google’s role in western countries
[17]. At present, scholars have used Google and Baidu search
to obtain internet data. Their applicability in monitoring public
attention of public health emergencies such as influenza [15-18],
H7N9 [19,20], and Dengue [21,22] has been widely confirmed.

To date, none of the studies combine temporal and spatial
relationship, and relevance between search engines and public
attention under the COVID-19 pandemic and focus on the
differences in public concerns between hardest hit and
non–hardest-hit areas. Thus, this study aims to use BDI to
monitor the public’s attention and verify internet search engines’
function in public attention monitoring of public health
emergencies.

Methods

Real-World Databases
We selected six case indicators for real-world data, including
new confirmed cases, new death cases, new cured discharge
cases, cumulative confirmed cases, cumulative death cases, and
cumulative cured discharge cases (Multimedia Appendix 1).
We collected real-world data from January 20, 2020, to April
20, 2020. The National Health Commission of the People’s

Republic of China has compiled and released the number of
cases in each province daily from January 20, 2020. Considering
the data reliability, we used the official data reported by the
government, so we selected January 20 as the start time of the
study. The reason for choosing April 20, 2020, as the deadline
is that Hubei Province, the hardest hit area, reported only three
new confirmed cases in the past month. Medical teams from
other provinces had been withdrawn one after another from
Hubei Province. The national economic and social order is
gradually recovering. It can be considered that the COVID-19
epidemic in China had entered the normalization stage.
Real-world data comes from the daily outbreak notification of
the official website of the National Health Commission of the
People’s Republic of China [23].

BDI Databases
In the early stage of the epidemic, there was no unified name
for COVID-19. Taking into account the BDI algorithm, a
common expression of the Chinese public, and scholars’
research on the main topics discussed by netizens during the
epidemic [22], we selected “Novel coronavirus (新型冠状病
毒),” “Pneumonia (肺炎),” “New pneumonia (新型肺炎),”
“Novel Coronavirus Pneumonia (新型冠状病毒肺炎),”
“Epidemic (疫情),” “Wuhan (武汉),” and “Wuhan Pneumonia
(武汉肺炎),” seven Chinese words with large data values as
the BDI-related keywords. These keywords include pneumonia,
Wuhan, virus, and other words that can represent epidemic
events. The combined BDI of seven keywords was used as the
BDI data for COVID-19. We collected BDI data from December
8, 2019, to April 20, 2020, which is different from the real-world
data collection time because BDI was already high on January
20, 2020. To more fully demonstrate the changes in public
attention in the early stage of the epidemic, the start time of
BDI data collection was advanced to the onset of the first
confirmed COVID-19 case notified by the Wuhan Municipal
Health Commission. BDI data comes from the BDI official
website [24].

Analysis
We used Excel 2019 (Microsoft Corporation) for database
construction. The curve of COVID-19 case-related indicators
and BDI was plotted to describe the development trend of the
epidemic and the changing trend of public attention. Time lag
cross-correlation analysis of BDI and case data was performed
using SPSS 26.0 English version (IBM Corp) to explore the
correlation between public concern and the actual epidemic.
Considering the data comparability, the correlation analysis
time was from January 20, 2020, to April 20, 2020.

Results

COVID-19 Epidemic Trend
We used six case indicators from real-world data to depict the
characteristics of the COVID-19 outbreak in China between
January 20, 2020, and April 20, 2020 (Figure 1).
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Figure 1. The epidemic characteristics of COVID-19 in China from January 20 to April 20, 2020.

BDI Temporal Trend
During December 8, 2019, to April 20, 2020, the trend of the
COVID-19 BDI in China experienced a state of “developing
from nothing, reaching a peak, fulling volatility, and stabilizing
gradually” (Figure 2). At the beginning of the observation
period, the BDI was at an extremely low level. The first small
peak appeared on December 31, 2019. The BDI increased
significantly from January 20, with a small peak on January 23,

and the BDI reached its peak on January 25. Subsequently, the
BDI fluctuated and declined, during which there were several
small peaks on January 28, January 31, February 6, and February
13. After February 13, the BDI declined steadily with the
decrease of new confirmed cases and the increase of new cured
and discharged cases. By the end of observation (April 20,
2020), the BDI was still significantly higher than the level at
the beginning of observation (December 8, 2019).

Figure 2. The changing trend of the Baidu Index of COVID-19 in China from January 2 to April 20, 2020. WHO: World Health Organization.

BDI Spatial Distribution
Figure 3 and Table 1 show the daily average BDI and per capita
BDI of all provinces in China from December 8, 2019, to April
20, 2020. The BDI was significantly concentrated in the central
and eastern regions of China. The daily average BDI in
Guangdong, Shandong, Jiangsu, Beijing, Hebei, Zhejiang,

Sichuan, Henan, Hubei, and Liaoning exceeded 50,000 in search
frequency. Taking into account the different population densities
and internet user bases in different provinces, we calculated the
per capita BDI of each province through internet users (per
capita BDI = daily average BDI / internet users). The top ten
provinces were Beijing, Tianjin, Shanghai, Liaoning, Hubei,
Jilin, Shandong, Hebei, Heilongjiang, and Jiangsu.
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Figure 3. The spatial distribution of daily average Baidu Index from December 8, 2019, to April 20, 2020.
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Table 1. The daily average BDI and per capita BDI in each province from December 8, 2019, to April 20, 2020.

Per capita BDI/10,000Internet users × 10,000Daily average BDIaProvinces

9.0414,106.9127,511Guangdong

11.468418.696,490Shandong

11.227979.589,553Jiangsu

22.783291.174,987Beijing

11.436505.374,383Hebei

10.756833.673,434Zhejiang

9.427332.069,057Sichuan

8.727766.567,697Henan

11.864552.053,996Hubei

13.153905.951,363Liaoning

16.163032.049,003Shanghai

10.384596.347,715Anhui

8.515226.644,501Hunan

9.703793.636,810Fujian

10.063340.833,595Jiangxi

8.863726.833,011Shanxi

11.402894.933,000Heilongjiang

10.453086.332,243Shanxi

9.972862.228,544Chongqing

11.492366.227,191Jilin

6.394130.826,405Guangxi

6.273918.924,577Yunnan

17.061352.523,079Tianjin

9.112508.122,845Neimenggu

6.523323.121,656Guizhou

7.972210.617,628Gansu

7.141992.514,231Xinjiang

10.68914.09759Hainan

8.66694.66015Ningxia

9.75559.05453Qinghai

9.26260.22409Xizang

aBDI: Baidu Index.

Time Lag Cross-Correlation Analysis

Correlation Analysis of BDI and Real-World Data in
China
We conducted the time lag cross-correlation analysis between
national BDI and six case indicators to explore key case
indicators that may cause public attention fluctuations and the
relationship between the BDI and case indicators. The results
showed that, except for new cured and discharged cases, the
other five case indicators were significantly correlated with BDI
within the time range of 6 days earlier or lagging (Table 2). The

correlation between the BDI and new confirmed cases was the
highest at a lag of 0 days (Spearman correlation coefficient
0.795). The correlation with new death cases was highest at a
lag of –4 days (Spearman correlation coefficient 0.876). The
correlation between the BDI and cumulative confirmed cases,
cumulative death cases, and cumulative cured and discharged
cases reached the highest level at a lag of 5 days, 4 days, and 3
days, respectively (Spearman correlation coefficients were
0.989, 0.983, and 0.947, respectively). That is, the public
attention to the epidemic was 4 days earlier than the change of
new death cases and 3-5 days later than the change of cumulative
cases.
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Table 2. The correlation between the national COVID-19 Baidu Index and real-world data from January 20 to April 20, 2020.

Cumulative cured
discharge cases

Cumulative death
cases

Cumulative con-
firmed cases

New cured discharge
cases

New death casesNew confirmed cas-
es

Baidu Index

Lag –6 days

–0.678–0.583–0.5760.4520.8680.689Spearman correla-
tion coefficient

<.001<.001<.001<.001<.001<.001P value

Lag –5 days

–0.729–0.639–0.6330.3910.8730.721Spearman correla-
tion coefficient

<.001<.001<.001<.001<.001<.001P value

Lag –4 days

–0.793–0.695–0.6920.3250.8760.751Spearman correla-
tion coefficient

<.001<.001<.001.002<.001<.001P value

Lag –3 days

–0.846–0.754–0.7530.2550.8650.775Spearman correla-
tion coefficient

<.001<.001<.001.02<.001<.001P value

Lag –2 days

–0.905–0.814–0.8140.1930.8550.776Spearman correla-
tion coefficient

<.001<.001<.001.07<.001<.001P value

Lag –1 day

–0.933–0.875–0.8780.1800.8410.789Spearman correla-
tion coefficient

<.001<.001<.001.09<.001<.001P value

Lag 0

–0.942–0.941–0.9420.1700.8060.795Spearman correla-
tion coefficient

<.001<.001<.001.11<.001<.001P value

Lag 1 day

–0.941–0.974–0.9770.1650.7690.780Spearman correla-
tion coefficient

<.001<.001<.001.12<.001<.001P value

Lag 2 days

–0.942–0.978–0.9830.1650.7480.772Spearman correla-
tion coefficient

<.001<.001<.001.12<.001<.001P value

Lag 3 days

–0.947–0.982–0.9870.1650.7380.759Spearman correla-
tion coefficient

<.001<.001<.001.12<.001<.001P value

Lag 4 days

–0.945–0.983–0.9880.1620.7330.759Spearman correla-
tion coefficient

<.001<.001<.001.13<.001<.001P value

Lag 5 days
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Cumulative cured
discharge cases

Cumulative death
cases

Cumulative con-
firmed cases

New cured discharge
cases

New death casesNew confirmed cas-
es

Baidu Index

–0.944–0.983–0.9890.1630.7230.763Spearman correla-
tion coefficient

<.001<.001<.001.13<.001<.001P value

Lag 6 days

–0.943–0.983–0.9890.1640.7290.754Spearman correla-
tion coefficient

<.001<.001<.001.13<.001<.001P value

To further explore the relationship between the BDI and new
cured and discharged cases, we analyzed the correlation between
the two within the 4 weeks lagging. The results showed that the
correlation between the BDI and new cured and discharged
cases was the highest at a lag of –18 days (Spearman correlation

coefficient 0.883). That is, public attention to the epidemic was
18 days earlier than the change of new cured and discharged
cases. The change of the Spearman correlation coefficient is
shown in Figure 4.

Figure 4. The correlation between Baidu Index and new cured and discharged cases in Hubei province and China.

Correlation Analysis of BDI and Real-World Data in
Hubei Province
To understand whether the public attention to the epidemic in
Hubei Province, the hardest hit area, is different from that of
the whole country, we conducted the time lag cross-correlation
analysis between the BDI and six case indicators of Hubei
Province. The results were consistent with the correlation
analysis of the national BDI and case data (Table 3). The
correlation between the BDI and new confirmed cases was the
highest at a lag of –1 day (Spearman correlation coefficient

0.870), and the correlation with new death cases was highest at
a lag of –4 days (Spearman correlation coefficient 0.853). The
correlation between BDI and cumulative confirmed cases,
cumulative death cases, and cumulative cured and discharged
cases reached the highest level at a lag of 2 days, 2 days, and 3
days, respectively (Spearman correlation coefficients were
0.992, 0.993, and 0.985, respectively). That is, the public
attention to the epidemic was 1 day and 4 days earlier than the
change of new confirmed cases and new death cases, and 3-5
days later than the change of three cumulative cases.
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Table 3. The correlation between COVID-19 Baidu Index and real-world data from January 20 to April 20, 2020, in Hubei Province.

Cumulative cured
discharge cases

Cumulative death
cases

Cumulative con-
firmed cases

New cured dis-
charge cases

New death
cases

New confirmed
cases

Baidu Index in hardest
hit area

Lag –6 days

–0.613–0.622–0.6200.4010.8520.819Spearman correla-
tion coefficient

<.001<.001<.001<.001<.001<.001P value

Lag –5 days

–0.672–0.681–0.6780.3460.8500.839Spearman correla-
tion coefficient

<.001<.001<.001<.001<.001<.001P value

Lag –4 days

–0.733–0.741–0.7370.2870.8530.858Spearman correla-
tion coefficient

<.001<.001<.001.006<.001<.001P value

Lag –3 days

–0.794–0.803–0.7990.2280.8370.862Spearman correla-
tion coefficient

<.001<.001<.001.03<.001<.001P value

Lag –2 days

–0.857–0.866–0.8620.1640.8240.866Spearman correla-
tion coefficient

<.001<.001<.001.12<.001<.001P value

Lag –1 day

–0.920–0.931–0.9270.1060.7960.870Spearman correla-
tion coefficient

<.001<.001<.001.31<.001<.001P value

Lag 0 days

–0.978–0.987–0.9840.0460.7550.868Spearman correla-
tion coefficient

<.001<.001<.001.67<.001<.001P value

Lag 1 days

–0.983–0.992–0.9890.0320.7400.862Spearman correla-
tion coefficient

<.001<.001<.001.76<.001<.001P value

Lag 2 days

–0.984–0.993–0.9920.0310.7300.852Spearman correla-
tion coefficient

<.001<.001<.001.77<.001<.001P value

Lag 3 days

–0.985–0.993–0.9910.0340.7310.850Spearman correla-
tion coefficient

<.001<.001<.001.75<.001<.001P value

Lag 4 days

–0.985–0.993–0.9910.0320.7290.858Spearman correla-
tion coefficient

<.001<.001<.001.76<.001<.001P value

Lag 5 days
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Cumulative cured
discharge cases

Cumulative death
cases

Cumulative con-
firmed cases

New cured dis-
charge cases

New death
cases

New confirmed
cases

Baidu Index in hardest
hit area

–0.984–0.993–0.9920.0320.7260.850Spearman correla-
tion coefficient

<.001<.001<.001.76<.001<.001P value

Lag 6 days

–0.984–0.993–0.9920.0360.7310.851Spearman correla-
tion coefficient

<.001<.001<.001.73<.001<.001P value

To further explore the relationship between the BDI and new
cured and discharged cases in Hubei Province, we analyzed the
correlation between the two within the time range of 4 weeks
lagging. The results showed that the correlation between the
BDI and new cured and discharged cases in Hubei Province
was the highest at a lag of –22 days (Spearman correlation
coefficient 0.844). That is, public attention to the epidemic was
22 days earlier than the change of new cured and discharged
cases. The change of the Spearman correlation coefficient is
shown in Figure 4.

Discussion

Principal Finding
The BDI can well fit the development of the COVID-19
epidemic in time and space, and we found that there were
significant advance and delay effects between the BDI and the
real-world case data. In brief, internet search data can be used
for monitoring and early warning of public health emergencies,
including the BDI used in this study and Google Trends used
in other related studies. Thus, it can be said that internet search
data supplements the government statistics official data lag [8].

The Space-Time Distribution of the BDI Showed the
Progress of the Epidemic
The BDI temporal trend showed that the changes in the BDI
corresponded to COVID-19 news and major events, similar to
other studies [25]. On December 30, 2019, Wuhan Municipal
Health Commission issued the “Urgent Notice on treating
pneumonia of unknown cause.” On this day, the expert team of
the National Health Commission of the People’s Republic of
China arrived in Wuhan to formally intervene in the
investigation, which was the reason for the first small wave of
the BDI. On January 20, 2020, expert Zhong Nanshan clarified
the characteristics of COVID-19 person-to-person transmission.
Simultaneously, the State Council incorporated COVID-19 into
the Infectious Disease Law, which aroused wide public concern,
and the BDI increased significantly. The BDI reached another
small peak on January 23, probably due to the public panic
caused by Wuhan’s lockdown on that day. On January 25, the
BDI peaked as 30 provinces in China had announced the launch
of a level I emergency response to public health emergencies.
Subsequently, the BDI declined with fluctuation and several
small peaks. The epidemic development events leading to the
BDI fluctuations are marked in Figure 2.

Although internet search engines are reliable tools for epidemic
infoveillance, information disseminated through the news media

may affect search volumes and have an event amplification
effect [26,27], thus increasing people’s attention to the epidemic.
In this study, major events marked in Figure 2, which may lead
to the BDI peak or small peak, had been widely reported by
various social media. The reports quickly ignited the public’s
attention to the epidemic, which led to an increase in BDI
searches. In the early stage of the epidemic, the public knew
little about the epidemic, and the information on social media
was relatively fragmented. Besides, the epidemic was unstable
and highly contagious, so the public actively searched for
information to learn more about the epidemic. With the
development of the epidemic and the accumulation of historical
information, real-time dynamic information that can reflect the
epidemic is also embedded in netizens’ social software. Users
can directly read and obtain the information without an active
search. Therefore, the public is more accustomed to passively
accepting information, reducing its search behavior for
epidemics [28].

The spatial distribution of the daily average BDI showed that
the public attention to COVID-19 was concentrated in areas
with denser populations, larger internet user bases, and higher
economic development levels. In addition, there was a
significant difference between the east and the west, with coastal
provinces paying more attention to the epidemic than inland
provinces. This finding was consistent with the research results
of Han et al [25] and Sun et al [28]. As the epicenter of the
COVID-19 outbreak, Wuhan, Hubei is undoubtedly a hot spot
of public concern [25]. Most other regions such as the
Beijing-Tianjin-Hebei and Guangdong, Jiangsu, Shandong,
Zhejiang, and other coastal areas have denser populations, larger
internet user bases, and higher economic development levels.
In 2018, the top 10 provinces with daily average BDI accounted
for 52.4%, 57.4%, and 59.1% of the 31 provinces in the country
in terms of year-end population, GDP, and internet users,
respectively [29]. In addition, the high levels of economic
development and population density mean that these areas have
convenient transportation infrastructure and network
communications. These factors may increase the possibility of
a faster epidemic spread and panic among the population,
making it more challenging to prevent and control the epidemic.
At the same time, we should also pay attention to areas with
low internet search volume, as their information depends on
passive access rather than active access. The government and
other official propaganda media should broaden their channels
so that people can obtain positive and effective information,
and information fairness can be realized.
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BDI Has Significant Temporal Difference With
Real-World Data
The time lag cross-correlation analysis showed a significant
correlation between the BDI and the six case indicators
regardless of the hardest hit area or other areas. In addition, the
BDI had an advance effect compared to new cases and a lag
effect compared to cumulative cases, indicating that the public
was more sensitive to new cases. New cases can represent the
severity of the epidemic. The public usually judges the current
or future trend of the epidemic based on new cases. For
confirmed, death, and cured and discharged cases, the
cumulative cases are simply a superposition of new cases,
representing the epidemic’s situation over a period of time.

In addition, in the correlation analysis between the BDI and
new cases, the BDI was 0-4 days earlier than new confirmed
and new death cases, and about 20 days earlier than new cured
and discharged cases. In fact, “suspected- confirmed- treated-
cured” is a phased development process with time sequence
[28]. In the early stage of the outbreak, confirmed cases kept
increasing, while the substantial increase in cured and discharged
cases was later. Compared to new cases, the advance effect may
represent a reporting bias rooted in testing delays [27].
COVID-19 is a newly discovered disease that requires laboratory
testing for diagnosis. There is a time interval between the
appearance of disease symptoms and the final diagnosis. The
reporting bias further demonstrates the importance of real-time
disease development assessment [16].

In addition, the BDI positively correlated with new cases but
negatively correlated with cumulative cases. The positive
correlation reflected the public’s panic about the epidemic. The
public had little knowledge about the virus, so they paid
particular attention to the daily new case data representing the
epidemic’s progress. The negative correlation reflected the
positive attitude of the Chinese public to the epidemic. With
the continuous strengthening of epidemic prevention and control,
the increase in cumulative confirmed cases and cumulative death
cases had slowed down. The cumulative cured and discharged
cases represented a positive trend of the epidemic. The larger
the indicator value, the less the public will panic about the
epidemic.

Previous studies mainly used daily new cases for time-delay
correlation [16,22,27-33], while this study used new cases and
confirmed cases. For confirmed, death, and cured discharge
cases, new variables are the number of cases that increased in
1 day, and cumulative variables are the superposition of all the
case data up to that day. The previously mentioned analysis
showed that public attention was more consistent with new
cases, which should be paid more attention to. Therefore, the
content of epidemic information release should focus on the
disclosure and interpretation of new cases and provide necessary
explanations for possible causes of indicator disturbances so as
to guide the public to correct risk perceptions and eliminate
public panic. For example, the surge in new confirmed cases
on February 12, 2020, was due to a change in statistical
standards, with “clinically diagnosed cases” in Hubei included
in the statistics of confirmed cases.

The early effect compared to new cases suggested that the BDI
can be used as a sentinel in online infoveillance systems for
infectious diseases and public health emergencies. The
correlation analysis used in this study is the most common form
of data monitoring, which is regularly applied to determine the
relationship between internet-based and real-world data [8]. Gu
et al [30] found that the erythromelalgia epidemic search index
showed the uptrend about a week ahead of the official report
because of the delayed reports from the local Center for Disease
Control and Prevention. Future research can establish relevant
models, including the vector autoregressive model, to predict
the future trend of the epidemic based on past values of the
real-world data [22,31].

Similarities and Differences of Public Attention
Between the Hardest Hit Area and Other Areas
The hardest hit area was consistent with the whole country in
the trend of BDI or the time lag cross-correlation analysis,
except the peak of public attention across the country laid behind
the hardest hit area by 2 days. That means that in the early stage
of the COVID-19 pandemic, the public in the hardest hit area
were more sensitive and alert to online epidemic information,
while the public in other areas may have a lag in the attention
to the epidemic. Besides, from the correlation between the BDI
and real-world data, the national correlation coefficient was
generally higher than that of the hardest hit area, indicating that
the national public paid more attention to real-world data than
the hardest hit area. In the spatial distribution of the BDI, the
daily average BDI and per capita BDI of Hubei Province were
not the highest, which also proved this point. That is to say,
although the national public attention laid behind the hardest
hit area, the level of attention was high. A possible reason for
the delayed access to information is that when we focus on
something, we will search for more of it. In other words, the
public need for awareness is the internal motivation for people
to use information systems to obtain needed information. In
addition, the public will be concerned later than people in the
“epicenter” of the epidemic because of the delay in getting
information, such as untimely, incomplete information
disclosure, or distortion of information transmission. When the
public in other areas suspect that they have insufficient or
asymmetric information, the truth’s ambiguity will drive them
to actively search for information to master sufficient COVID-19
knowledge [34], thus showing that the level of public attention
is higher than that in the hardest hit area.

Conclusions
In this study, we found that the public searched for COVID-19
information showing the epidemic’s progress. Moreover, people
in the hardest hit area, with denser populations, larger internet
user bases, and higher economic development levels, paid more
attention to the epidemic’s development. We could set the BDI
as the sentinel in the online infoveillance system for infectious
disease and public health emergencies. The change of the BDI
was significantly earlier than the new cases, especially the new
cured and discharged cases, which means the government needs
to prevent and control the possible outbreak in advance
according to the monitoring data and communicate the risks to
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the public so as to ensure the physical and psychological health
of the public in the epidemic.

Limitations
This study has several limitations. First, this study only focused
on the attention of Baidu search engine users to COVID-19. It
did not consider public attention in other search engines or social
media such as Sina Weibo and WeChat, which can only reflect
part of the public’s attention to COVID-19. Second, since there
was no uniform name for COVID-19 in the early stage of the
epidemic, the public had a wide range of search terms. We only
selected seven representative keywords to collect the BDI. Third,
the Baidu search volume may be influenced by the media.
Higgins et al [27] even pointed out that Google Trends and BDI

may have better reliability in defining the epidemiology for
common diseases with minor media coverage or rare diseases
and conditions with higher audiences. Fourth, this study cannot
avoid the influence of searchers’ age, occupation, and other
demographic information. The average age of patients with
COVID-19 is 51 years and nearly 80% of them are aged 30-69
years [35], but 90.2% of internet search engine users are younger
than 50 years [36]. Moreover, people with different jobs may
have different online search purposes and volumes. For example,
experts, students, and doctors may conduct many searches due
to work demands. However, due to Baidu’s privacy protection
policy, other demographic information such as the occupation
of searchers is not provided, so we could not obtain more
user-related information [37].
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Abstract

Background: Timely and effective contact tracing is an essential public health measure for curbing the transmission of COVID-19.
App-based contact tracing has the potential to optimize the resources of overstretched public health departments. However, its
efficiency is dependent on widespread adoption.

Objective: This study aimed to investigate the uptake of the Australian Government’s COVIDSafe app among Australians and
examine the reasons why some Australians have not downloaded the app.

Methods: An online national survey, with representative quotas for age and gender, was conducted between May 8 and May
11, 2020. Participants were excluded if they were a health care professional or had been tested for COVID-19.

Results: Of the 1802 potential participants contacted, 289 (16.0%) were excluded prior to completing the survey, 13 (0.7%)
declined, and 1500 (83.2%) participated in the survey. Of the 1500 survey participants, 37.3% (n=560) had downloaded the
COVIDSafe app, 18.7% (n=280) intended to do so, 27.7% (n=416) refused to do so, and 16.3% (n=244) were undecided. Equally
proportioned reasons for not downloading the app included privacy (165/660, 25.0%) and technical concerns (159/660, 24.1%).
Other reasons included the belief that social distancing was sufficient and the app was unnecessary (111/660, 16.8%), distrust in
the government (73/660, 11.1%), and other miscellaneous responses (eg, apathy and following the decisions of others) (73/660,
11.1%). In addition, knowledge about COVIDSafe varied among participants, as some were confused about its purpose and
capabilities.

Conclusions: For the COVIDSafe app to be accepted by the public and used correctly, public health messages need to address
the concerns of citizens, specifically privacy, data storage, and technical capabilities. Understanding the specific barriers preventing
the uptake of contact tracing apps provides the opportunity to design targeted communication strategies aimed at strengthening
public health initiatives, such as downloading and correctly using contact tracing apps.

(JMIR Public Health Surveill 2020;6(4):e23081)   doi:10.2196/23081

KEYWORDS

health; policy; COVID-19; digital tracing app; COVIDSafe

Introduction

COVID-19 is a viral disease caused by a newly discovered strain
of coronaviruses. People affected by the disease commonly
present with fever, cough, and shortness of breath. This disease
can also cause death, with varying rates observed in different
countries. In Australia, the first case of COVID-19 was

confirmed in late January 2020, with the first wave occurring
between March and May, 2020. In the absence of a vaccine,
nondrug interventions for preventing COVID-19 and any other
future infectious outbreaks are critical [1,2]. The public has
been asked to practice preventive behaviors, such as hand
hygiene, physical distancing, quarantining, and getting tested
when sick. These behaviors are being promoted by national and
international public health organizations through
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population-based communication strategies. Alongside
individually practiced prevention strategies are population-based
strategies such as contact tracing, which is critical for preventing
and slowing the spread of disease.

To improve public health contact tracing and the speed at which
it occurs, several countries have introduced app-based contact
tracing. Contact tracing apps vary in design, from reporting
symptoms to public health authorities [3] to allowing access to
phone data after testing positive for COVID-19 [4]. They also
vary in whether the data are centralized [5]. Furthermore, contact
tracing apps in current use have had varying degrees of success
[3,6]. Since the Australian Government launched the
COVIDSafe app in late April 2020 [4], over 6 million
Australians (almost 25%) have downloaded the app. However,
worldwide concerns have been raised about the privacy and
ethics of this digital approach [7], which may hamper app
downloads and decrease app effectiveness. This has been
reflected in the Australian uptake of the COVIDSafe app;
following its initial release, downloads have progressively
decreased. Currently, Australian downloads are short of the
40% proposed target for the app to be effective, and this has
not been anticipated to change without further government
intervention to increase uptake.

App-based contact tracing requires public cooperation.
Individuals are required to install the app, keep Bluetooth
functions on, have the app activated or open on their phones,
and carry their phones with them when outside of their home.
This sounds simple, but when considered from a behavior
change perspective, these behaviors are complex and need to
be performed together to optimize contact tracing functionality
[8]. To identify behavior change techniques for improving the
uptake of app-based contact tracing, we first need to understand
people’s reasons for not downloading the app. In this study, we
aimed to investigate the uptake of the Australian Government’s
COVIDSafe app among Australians, identify Australians’
understanding of the purpose and capabilities of the app, and
explore the reasons why some Australians chose not to download
the app.

Methods

Participants were recruited for a national, cross-sectional, online
survey by the panel provider, Dynata. The use of a panel
provider for online research provides confidence in attaining a
representative sample of the required size and allows for quick
completion of time-sensitive projects. The panel provider
adheres to our quotas for age, gender, and state/territory of
residence, ensuring that our sample is representative of the
broader population. Through Dynata, participants received
points for completing the survey, which may be used for gift
vouchers, donations, or cash redemption. Our sample was
representative of all Australian states and territories and met
our quotas for age and gender. Participants were included in
our study if aged ≥18 years. Participants were excluded if they
had, or thought they had, COVID-19. They were also excluded

if they were health care professionals, as this group may have
systematic differences in knowledge of COVID-19 compared
to the general Australian population.

Prior to screening, potential participants read detailed study
information, including eligibility criteria, what the study
involved, and privacy and confidentiality rights. Participants
were informed that commencing the survey indicated their
informed consent to participate in this study. Ethics approval
was obtained from the Bond University Human Research Ethics
Committee (#RT03008).

All participants were asked whether they had downloaded, or
intended to download, the COVIDSafe app. If they responded
“unsure” or “no intention to download,” they were asked to
provide a reason for their response. We qualitatively coded the
reasons for inaction and uncertainty and conducted a thematic
content analysis of open-ended responses. Uninformative
responses, such as “not sure,” were not coded. If multiple
concerns were mentioned, only the first response was coded.
The code frame was initially developed by RT, and then
discussed and refined by the other authors. Afterward, 1 author
(RT) completed the qualitative analysis of all responses.
Participants then rated their strength of agreement for 6
statements related to the app’s purpose and capabilities using
a 5-point Likert scale (1=strongly disagree to 5=strongly agree;
option for “don’t know” response was available). The survey
items and response scale are available in Multimedia Appendix
1.

Results

Of the 1802 potential participants contacted, 289 (16.0%) were
screened as ineligible prior to completing the survey and were
excluded, 13 (0.7%) declined, and 1500 (83.2%) participated
in the survey. There was representation across all adult age
groups and sexes (50.0% male), and education levels were
distributed evenly (high school and technical and further
education qualification or lower: 735/1500, 49.0%; tertiary
qualification: 765/1500, 51.0%) (Table 1).

Of the 1500 survey participants, 37.3% (560/1500) said they
downloaded the COVIDSafe app, 18.7% (280/1500) had
intended to, 27.7% (416/1500) refused, and 16.3% (244/1500)
were undecided. Of the 660 who refused or were undecided,
25.0% (n=165) cited privacy concerns as their primary reason.
For example, many distrusted the security of the app; some
participants believed that the COVIDSafe app was not safe and
that it could be hacked, resulting in their information being used
without their authority. Another 24.1% (159/660) cited technical
problems, such as phones being too old or limitations in data
consumption and storage space. Other reasons for being
undecided or refusing to download the app included the belief
that social distancing was sufficient and the app was
unnecessary, distrust in the government, questioning the app’s
effectiveness, wanting to explore more information before
deciding, and other miscellaneous responses, such as apathy
and following the decisions of others (Table 2).
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Table 1. Participants’ characteristics (N=1500).

Values, n (%)Characteristics

750 (50.0)Female

Age (years)

171 (11.4)18-24

264 (17.6)25-34

239 (15.9)35-4

223 (14.9)45-54

222 (14.8)55-64

227 (15.1)65-74

154 (10.3)≥75

Education

459 (30.6)High school graduate or lower

276 (18.4)Trade certificate (I-IV)

765 (51.0)Tertiary

Australian states and territories

302 (20.1)Queensland

471 (31.4)New South Wales

29 (1.9)Australian Capital Territory

9 (0.6)Northern Territory

160 (10.7)Western Australia

382 (25.5)Victoria

34 (2.3)Tasmania

113 (7.5)South Australia

Aboriginal or Torres Strait Islander

17 (1.1)Yes

1471 (98.1)No

12 (0.8)Prefer not to say

1049 (69.9)Born in Australia

Table 2. Reasons for not downloading the COVIDSafe app (N=660).

Values, n (%)Reasons for not downloading

165 (25.0)Privacy concerns

159 (24.1)Technical problems

111 (16.8)App is unnecessary

73 (11.1)Distrust in the government

46 (7.0)Questioning effectiveness of app

33 (5.0)Need more information before deciding

73 (11.1)Uncoded miscellaneous reasons

With respect to the app’s intended purpose and capabilities,
almost 75% of participants correctly agreed that the app would
make contact tracing faster and easier (strongly agree: 558/1500,
37.2%; agree: 570/1500, 38.0%), and almost 72% correctly
agreed that more people who were potentially exposed to
COVID-19 would be found and informed (strongly agree:

505/1500, 33.7%; agree 593/1500, 39.5%) (Figure 1). In
contrast, almost 50% of participants incorrectly thought that
their personal information would be shared after the pandemic
(strongly agree: 172/1500, 11.5%; agree: 274/1500, 18.3%;
neither: 304/1500, 20.3%), and almost 72% incorrectly thought
that the app would detect when people with COVID-19 were
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near them (strongly agree: 321/1500, 21.4%; agree: 540/1500,
36.0%; neither: 227/1500, 15.1%) (Figure 1). Interestingly,

participants were divided in knowing whether the app would
inform them that it was safe to leave their house (Figure 1).

Figure 1. Participants’ ratings for the suggested purposes and capabilities of the COVIDSafe app (N=1500).

In Table 3, we descriptively report the differences in intentions
to download the COVIDSafe app between age groups. We did
not perform statistical analyses on these subgroups. However,
there appears to be little difference between age groups in terms
of the number of app downloads and the number of people who
intended to download the app. For example, in the youngest

age group, 60.8% (104/171) of our sample had already
downloaded, or intended to download, the app, and 58.4%
(90/154) of participants in the oldest age group had done, or
intended to do, the same (Table 3). This pattern was also
observed for those who decided to not download the app or
were undecided.

Table 3. Age groups and intentions to download the COVIDSafe app.

TotalUnsure, n (%)Refused to download, n (%)Intend to download, n (%)Downloaded, n (%)Age group (years)

17117 (9.9)50 (29.2)52 (30.4)52 (30.4)18-24

26444 (16.7)57 (21.6)69 (26.1)94 (35.6)25-34

23942 (17.6)67 (28.0)39 (16.3)91 (38.1)35-44

22338 (17.0)70 (31.4)33 (14.8)82 (36.8)45-54

22244 (19.8)65 (29.3)31 (14.0)82 (36.9)55-64

22737 (16.3)65 (28.6)28 (12.3)97 (42.7)65-74

15422 (14.3)42 (27.3)28 (18.2)62 (40.3)≥75

1500244 (16.3)416 (27.7)280 (18.7)560 (37.3)Totala

aTotal n for each download behavior and % of total sample.

Discussion

Timely and effective contact tracing is an essential public health
measure for curbing the transmission of COVID-19. Contact
tracing apps are controversial in their design and level of
effectiveness [3,5,6], but they might have the potential to prevent

widespread community transmission and optimize the resources
of overstretched public health organizations [9]. An important
driver for their efficiency is widespread public adoption [9].
Our study aimed to examine Australian participants’
understanding of the Australian Government’s COVIDSafe app
and explore the reasons why some Australians chose not to
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download the app. Primarily, we found that while most people
correctly understood the intended purpose and capabilities of
the app, there was some crucial misunderstandings about the
contact tracing limits of the software (ie, whether the app can
detect when a person is close to someone with COVID-19 and
whether the app can let people know when it is safe to leave
home). Among those who were undecided or refused to
download the app, the main reasons for hesitation centered
around privacy and technological barriers, which are key
concerns that need to be addressed if uptake of the app is to
increase.

In total, 37.3% (560/1500) of our sample said they had
downloaded the app and 18.7% (280/1500) intended to. This
proportion is concordant with another Australian survey with
a smaller online sample (N=439), in which 44.0% of participants
reported downloading the COVIDSafe app [10]. However, based
on other surveys in which participants were asked whether they
intended to download hypothetical apps, the acceptability of
contact tracing apps is higher in other countries. For example,
in a recent online survey from Ireland (N>8000) [11], when
asked about downloading a contact tracing app that was not yet
available, 58% of participants said they would download it and
25% said they probably would [8]. Additionally, in another
online survey with almost 6000 participants from 5 countries
(ie, the United Kingdom, Germany, Italy, France, and the United
States), 75% of participants said they definitely or probably
would install a contact tracing app [12]. It would be interesting
to see whether people will actually follow through with their
intentions to download a contact tracing app.

With regard to open-ended text responses, 25% of participants
in our study who did not download the COVIDSafe app were
concerned about privacy. This is lower than the 31% in the
smaller Australian study [10] and the 41% in the Irish study
[11] who believed privacy was a problem. The differences in
these percentages may be due to the free-text responses available
in our survey, as the other studies used a list of options for
participants’ responses. Additionally, compared to the 11.1%
of participants in our survey who did not download the app
because they distrusted the government, there was more distrust
in postpandemic government surveillance with Irish participants
(33%) [11] and participants in the cross-country survey (42%)
[12]. When considering communication strategies for improving
contact tracing app downloads and use, better communication
approaches are needed to put the public’s concerns about privacy
and the government at ease.

Our study also reveals that there are missed communication
opportunities for correcting erroneous beliefs about the

capabilities of the COVIDSafe app. Over half of our participants
(810/1500, 54.0%) thought the COVIDSafe app would or might
tell them when it was safe to leave the house, and 40.5%
(607/1500) thought it would or might tell them whether they
had COVID-19 (Figure 1). Addressing these perceptions and
issues about the capabilities of the app with public messaging
is important for achieving sufficient uptake of contact tracing
apps.

Based on reviewer feedback and the fact that older adults are
disproportionally affected by COVID-19, we performed a
posthoc analysis to descriptively examine the uptake of the app
by age. App downloads appeared to increase with age, with the
65-74-year and ≥75-year age groups having the highest
proportion of downloads, and this trend may reflect older adults’
vulnerability to COVID-19. However, when the number of
people who downloaded or intended to download the app were
combined, the differences between age groups were much
smaller. Almost one-third (416/1500, 27.7%) of participants,
regardless of age, chose not to download the app.

To our knowledge, this study is the first to qualitatively analyze
open-ended text responses to barriers for downloading a contact
tracing app. Compared to having participants select a response
from a list of predefined options, our approach decreases
potential researcher biases and strengthens the ability to inform
communication techniques for improving app uptake. To further
minimize bias, we deliberately recruited a sample with
representation from all Australian states and territories and
quotas for age and gender. We believe this strategy improved
the generalizability of our findings to the broader Australian
population. However, we did not assess cultural and linguistic
diversity. Therefore, the generalizability of our findings is
limited to Australians, and our results may not reflect the
perceptions of individuals whose primary language is not
English.

Although the level of effectiveness of contact tracing is still
unclear [3,6], apps have been used in various countries to help
with both contact tracing [4] and medical management of
COVID-19 cases [13]. Their utility comes from being used as
an adjunct contact tracing strategy alongside public health staff,
particularly when community transmissions are high. For apps
to be accepted by the public and used correctly, we need to
better communicate concerns about privacy, data storage, and
technical capabilities. The lessons learned during the COVID-19
pandemic will be invaluable for inevitable future infectious
outbreaks.
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Table detailing the COVIDSafe survey items and scores.
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Abstract

Background: COVID-19 is a scientifically and medically novel disease that is not fully understood because it has yet to be
consistently and deeply studied. Among the gaps in research on the COVID-19 outbreak, there is a lack of sufficient infoveillance
data.

Objective: The aim of this study was to increase understanding of public awareness of COVID-19 pandemic trends and uncover
meaningful themes of concern posted by Twitter users in the English language during the pandemic.

Methods: Data mining was conducted on Twitter to collect a total of 107,990 tweets related to COVID-19 between December
13 and March 9, 2020. The analyses included frequency of keywords, sentiment analysis, and topic modeling to identify and
explore discussion topics over time. A natural language processing approach and the latent Dirichlet allocation algorithm were
used to identify the most common tweet topics as well as to categorize clusters and identify themes based on the keyword analysis.

Results: The results indicate three main aspects of public awareness and concern regarding the COVID-19 pandemic. First, the
trend of the spread and symptoms of COVID-19 can be divided into three stages. Second, the results of the sentiment analysis
showed that people have a negative outlook toward COVID-19. Third, based on topic modeling, the themes relating to COVID-19
and the outbreak were divided into three categories: the COVID-19 pandemic emergency, how to control COVID-19, and reports
on COVID-19.

Conclusions: Sentiment analysis and topic modeling can produce useful information about the trends in the discussion of the
COVID-19 pandemic on social media as well as alternative perspectives to investigate the COVID-19 crisis, which has created
considerable public awareness. This study shows that Twitter is a good communication channel for understanding both public
concern and public awareness about COVID-19. These findings can help health departments communicate information to alleviate
specific public concerns about the disease.

(JMIR Public Health Surveill 2020;6(4):e21978)   doi:10.2196/21978
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Introduction

In the course of history, there have been many infectious disease
outbreaks in the human population, causing both loss of life
and damage to economies [1]. At the end of 2019, the World
Health Organization (WHO) reported a cluster of cases of
pneumonia in Wuhan. The cause of this pneumonia was later
defined by the WHO as COVID-19. COVID-19 is a new
infectious disease that is spread by respiratory droplets and
contact and is generally infectious to human beings [2].
COVID-19 has had an unprecedented impact worldwide, with
more than 10,000,000 confirmed cases and more than 500,000
reported deaths in more than 200 countries [3]. On January 30,
2020, the WHO reported that COVID-19 was a public health
emergency of international concern [4].

Social media platforms can provide rich and useful information
to predict and explain the characteristics and status of disease
outbreaks [5]. Text mining can be used to extract health
information from social media platforms such as Twitter [6].
Twitter data enable researchers to obtain large samples of
user-generated content, thereby garnering insights to inform
early response strategies. Social media data text mining has
been used to track diseases and assess public awareness
concerning health issues, enabling disease forecasting [7]. Text
analysis of Twitter data is one of the most important areas of
focus in medical informatics research [8].

COVID-19 is a scientifically and medically novel disease that
is not fully understood, as it has yet to be consistently and deeply
studied [9]. This study can be challenging because in the initial
stage of an outbreak, most data are incomplete due to inadequate
diagnostic and testing capabilities. Most of the data reported
are epidemiological, such as data from medical units or scientific
laboratories. The use of social media information to analyze
syndromic surveillance, focusing on public health–related
concerns using web-based information and content, is essential
[10]. One important reason is that during an outbreak, social
media plays a critical role, as these platforms reflect real-time
public panic through comments. Twitter, one of these social
media platforms, has often served as a communication modality
during disease outbreaks [11]. Twitter provides rich information
to increase public awareness and inform people about outbreak
locations. This is very useful to provide insight regarding the
issues related to infectious disease outbreaks.

Regarding COVID-19, there is a lack of social media data–based
research studying the spread of the disease, the behavioral
awareness of the public, and emergent conversations on
COVID-19. Taking research published in 2020 as examples,
Shen et al [12] studied mentions of symptoms and diseases on
social media to predict COVID-19 case counts, and Huang et
al [13] analyzed social media posts to study the characteristics
of COVID-19 patients in China. However, both these studies
focused primarily on China. Moreover, Park et al [14] addressed
information transmission networks and news-sharing behaviors
on Twitter regarding COVID-19 in Korea only. Abd-Alrazaq
et al [15] conducted an infoveillance study on aspects of the
COVID-19 pandemic, aiming to study the main topics of
discussion related to the disease. Chen et al [16] presented basic

statistics that tracked only Twitter activity responding and
reacting to COVID-19–related events. Lwin et al [17] studied
Twitter users’ public emotional responses to COVID-19,
focusing on four basic emotions only. However, these previous
studies did not use Twitter data to address conclusive themes,
nor did they perform sentiment analysis during the timeline of
COVID-19 in its initial stage. These missing data are important
because themes and sentiment analysis can provide a wider
overview of public awareness [18]. The evolution of sentiment
analysis of Twitter data since the early stages of the COVID-19
pandemic has not yet been fully presented. Greater
understanding and public awareness of the pandemic are still
needed.

Building on previous research, this study posits that theme and
sentiment analysis of posts on Twitter in the early stages of the
COVID-19 pandemic can aid understanding of the emotions,
beliefs, and thoughts of the general public. This is important to
enable policy makers to increase situational awareness of
COVID-19 and make suitable interventions during impending
outbreaks. The objective is to answer two research questions:
(1) What is the level of public awareness in terms of sentiments
and emotions toward COVID-19? and (2) What are the emergent
topical themes and discourses regarding COVID-19?

Methods

Data Collection
This study was conducted in two stages: (1) data collection
using the Twitter streaming application programming interface
(API) to collect COVID-19–related posts in the English
language, and (2) data analysis to identify trends, keywords,
and themes. The objective of this study was to answer questions
relating to themes, public concerns, and sentiments regarding
the COVID-19 pandemic through social media analytics. The
data were collected from Twitter to build a database on the
pattern of the COVID-19 epidemic. Data from Twitter are
acceptable for research, being very rich and useful [19]. Twitter
is a medium in which millions of people can express their views
on any issue or topic. For example, during previous events such
as natural disasters or disease outbreaks, people used Twitter
to express their feelings [20,21]; this has been particularly true
during the global epidemic of COVID-19. This study collected
tweets using the Twitter streaming API, which is a Java
application that can connect to a Twitter stream and store the
raw data in a MySQL database. The Twitter streaming API
enables nearly real-time access to the global stream of public
tweets that match specified keywords. To access the API, it was
necessary to be signed up on Twitter and log into the developer
Twitter account. The next step was developing an application
or API to provide the keys and tokens for using it in the
programming environment.

The tweet database was created by specifying keywords and
metadata such as language, source, data range, and location.
This search used keywords and specific hashtags (#) such as
coronavirus, covid_19, 2019-nCov, and covid-19 in the English
language using the searchtweets tool [22]. The scope of the
keywords and specific hashtags determines which tweets are
delivered on the stream. This study employed a purposive
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sampling approach of tweets by active Twitter users between
December 13, 2019, and March 9, 2020 (approximately covering
the most recent days in the Twitter database). The main objective
was to answer the research questions between the end of 2019
and the beginning of 2020; during this period, the outbreak
started in China and then spread to Europe and America. This
particular period is important to examine public concerns
relating to the early COVID-19 outbreak.

The aim of our analysis of COVID-19 pandemic trends in
English-language tweets was not to determine the volume of
daily tweets. Our purpose was to measure the intensity of Twitter
activities relating to COVID-19 with the stipulated keywords
based on tweets that received retweets, representing conversation
and content sharing about COVID-19 on Twitter [23]. This
approach is effective because it will filter out low activity and
outliers that are not useful. A sample of the top 1000 tweets
with retweets as a proxy for Twitter activity was taken. Because
the data were sampled on a daily basis over a period of 3
months, the granularity was sufficient to measure the changes
in activity from day to day. This sampling process was repeated
to collect a total of 107,990 tweets during this time period.

Data Analysis
This study employed three data preparation steps: sampling,
data collection, and preprocessing of raw data. To start data
processing, the tweet texts were subjected to a series of functions
to remove URLs, emojis, special characters, retweets, hash
symbols, and hyperlinks pointing to websites; this process also
enabled us, as much as possible, to exclude mentions of related
diseases that would contaminate the results. Stop words in
English (eg, for, the, is) were also removed, as were words such
as corona or virus that may relate to other topics [24]. In
addition, the tweet texts were converted to lower case, and words
were changed to their root forms (eg, viruses to virus). The
tweets were then converted into a corpus (text mining structure);
we also created a document-term matrix and calculated the term
frequency–inverse document frequency (TF-IDF), which is a
numerical statistic used to reflect the importance of a word in
a corpus. To obtain the output of the scenario, the tweet data
were analyzed; to extract the tweet data, the Twitter API was
used.

The data analysis not only focused on the overall picture of
COVID-19 but was also scoped down based on keywords and
specific hashtags such as symptoms, outbreak, and pandemic.
The data analysis was conducted using Python software and
RStudio. As mentioned earlier, three types of analysis were
used to answer both research questions. First, the data analysis
focused on the frequencies of single words (unigram) in the
corpus of the text mining structure and visualized these
frequencies through word clouds to display the most common
topics. Content analysis can be used to analyze words or
messages to show that events occurred after an incident or to
study symptoms using word frequency counts, a widely used
method in content analysis, as the rules for determining themes.
The analysis also included time series using “retweet_count”
and “favorite_count” as proxies of the intensity of social media
activity on Twitter relating to COVID-19 to observe trends and
timelines.

Second, sentiment analysis, a natural language processing (NLP)
approach, was used to categorize the sentiments appearing in
Twitter messages [25]. This approach involved analyzing the
keywords appearing in the search topics and exploring the
sentiments expressed in each topic related to COVID-19,
including word frequency statistics and word clouds. For a more
detailed analysis of the tweets, the emotional quotients
associated with the tweets were analyzed. Sentiment analysis
using the National Research Council (NRC) sentiment lexicon
enabled us to examine the expression of 10 terms related to
basic emotions: anger, anticipation, disgust, fear, joy, negative,
positive, sadness, surprise, and trust [26,27]. The terms positive
and negative were removed because they are classifications and
do not indicate positive or negative emotions; also, emotions
(eg, fear or joy) are indicated by the NRC sentiment lexicon.
As a result, a total of eight emotions were evaluated in this
analysis. Among the eight emotions, trust and joy were
considered to be positive emotions, while anger, sadness, fear,
and disgust were considered to be negative emotions. Surprise
and anticipation could be either positive or negative depending
on the context.

Finally, topic modeling based on unsupervised machine learning
analysis was used to identify the most common topics in the
tweets as well as to categorize clusters and find themes based
on the keyword analysis. To perform topic modeling, the latent
Dirichlet allocation (LDA) algorithm was applied. LDA is an
unsupervised document classification method that is similar to
clustering on numeric data; it can be used to find natural groups
of items even when it is not certain what is being searched. The
LDA algorithm is a particularly popular method for fitting a
topic model. It treats each document as a mixture of topics and
each topic as a mixture of words. In this process, tweeted
messages can overlap each other in terms of content rather than
be separated into different groups. In this study, we used the
“tidy()” method, which is included in the broom package [28].
The “tidytext” package provides a method to extract the
per-topic-per-word probabilities, called beta, from the model.
To obtain the optimum number of topics, the main target was
to compute the topic coherence for different numbers of topics
and choose the model that gives the highest topic coherence.
Coherence gives the probabilistic coherence of each topic. The
coherence score is a score that indicates whether the words in
the same topic make sense when they are extracted by those
topics. The higher the score for a specific number k, the more
closely related the words. Word clouds were used to represent
topics that were classified based on the 10 most common
keywords in each group.

Results

Twitter Trends During the COVID-19 Pandemic
Figure 1 illustrates the retweet frequency of COVID_19–related
tweets, showing that the trend line increased from January 7-9
to the first peak (Points A and B). The highest intensity peaks
appeared from January 28-29 (Point E), with a second peak
from February 9-11 (Point F) and a third peak from February
27-28 (Point G). The fourth peak appeared on March 6 (Point
H). These results indicate public awareness, representing the
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intensity of conversation activities about COVID-19 on Twitter
in the first period from January to its peak at the end of the
month. This suggests the existence of an incubation period or
early stage (Stage 1) when firsthand data about the severity of
the emerging COVID-19 outbreak, including evidence of
human-to-human transmission, started to appear. Data
compilation of words related to symptoms of COVID-19
infection at the prodromal phase, including fever, dry cough,
and malaise, was nonspecific. During the period from January
21-24 (Points C and D), the first confirmed American case of
COVID-19 was declared in Seattle, and infection of health care
workers was occurring. The spread had become more severe
and general by the end of January, when the United States
declared a public health emergency (Point E). In that period of
time, the Tweet message intensity reached its first major peak.

Thereafter, the worldwide epidemic period began (Stage 2)
during which the disease spread globally, negatively impacting
health and economic activity. It is now known that during the
epidemic period, the outbreak spread from China to other

regions and countries, including Hong Kong, Taiwan, and
Macau, as well as to East Asian countries such as Japan and
South Korea. During this time, there was discussion on Twitter
about the fatality rate, which was as high as 3%, until the panic
or peak period at the end of January. The second major peak
(Point F) occurred from February 7-9, when WHO officials
announced that they had identified a new virus called
2019-nCoV (COVID-19), causing intense activity on Twitter.
On February 27, when the third major peak began, COVID-19
reached Europe, and Italy saw a spike in the number of
infections, which jumped to 650. It can be said that these two
events indicated a worldwide pandemic, as COVID-19 spread
from Asia to America and Europe after the first European
outbreak in Italy. Later, policies such as social distancing and
lockdowns were put in place. This was a stable stage (Stage 3)
from the perspective of public awareness. Twitter intensity
peaked again on March 6 (Point H), when the number of persons
affected by COVID-19 surpassed 100,000. COVID-19 continued
to spread even as the WHO urged countries to exert more effort
to stop the spread of the disease [29].

Figure 1. Frequency of retweets regarding the COVID-19 pandemic from December 13, 2009, to March 9, 2020. (A) A novel coronavirus was isolated;
(B) the first fatal case was reported; (C) the first case of COVID-19 in the United States was confirmed; (D) 835 cases were reported in China; (E) the
World Health Organization (WHO) declared a public health emergency of international concern; (F) the WHO announced the name “COVID-19”; (G)
infections spiked in Italy and the rest of Europe; (H) the number of COVID-19 cases surpassed 100,000.

Figure 2 shows the Twitter intensities for two related but distinct
keywords: outbreak and pandemic. The trend line for the
keyword outbreak peaked between January 9 and 11. As the
number of infections increased, Chinese officials stated that
they had identified a new virus in the coronavirus family. It was
initially named 2019-nCoV, which was later updated to
COVID-19. This was the beginning of the outbreak of
COVID-19, represented by high numbers of tweets including

the word outbreak. Before COVID-19 reached the pandemic
level, the trend line for the keyword pandemic peaked on
February 24 as the virus spread from Asia to other continents.
During that time, the WHO announced COVID-19 to be a
worldwide epidemic that affected different countries in different
ways. The word pandemic thus accurately described the
situation.
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Figure 2. Frequencies of the keywords outbreak and pandemic on Twitter.

Twitter Trend Lines of COVID-19 Symptoms
Figure 3 shows trend lines indicating the word frequency counts
for the key symptoms of COVID-19 on Twitter, which may
reflect users’ views and concerns about COVID-19 symptoms.
The two key symptoms of COVID-19 are cough and fever [30];
common symptoms also include headaches and sneezing. Other

symptoms (eg, body pain, runny nose, skin rash, frequent
urination) are not shown in Figure 3 because only the four key
symptoms were used to plot the graph. The word pneumonia
was removed because this condition describes inflammation of
the tissue in one or both lungs; we wished to look at other related
symptoms and rank their daily Twitter data mentions to indicate
public awareness and trends of COVID-19 symptoms.

Figure 3. Trend lines indicating the word frequencies of four key COVID-19 symptoms on Twitter.
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Figure 3 presents the timelines of tweets mentioning symptoms
of COVID-19. The analysis extracted messages mentioning at
least one of the symptoms in the list. Before January 24, fever
was mentioned most frequently, followed by coughing and
sneezing. Headache had the lowest word frequency count. After
January 24, coughing became a clear symptom and showed the
most mentions, followed by fever and sneezing; meanwhile,
headache was rarely mentioned, with no change in the trend as
time passed. This suggests that fever is an early-stage symptom,
leading to coughing, and headache may be a later symptom,
with the fewest mentions. March 6 is an interesting date, as it
shows the peak frequency of mentions of coughing and fever
during the pandemic period examined in our study.

Frequency of Keywords Related to COVID-19
This analysis used word clouds, which can provide a visual
representation of text appearing in tweets. Word clouds highlight
words according to frequency. In this study, the word clouds
of frequently appearing words provided deeper insights into
tweets related to COVID-19 posted by Twitter users. According
to Figure 4, the most frequently appearing words were related
to China, representing the first human cases of COVID-19
reported by officials in Wuhan City, China. Moreover, the word
new shows the spread of a new virus, and the word outbreak
also reflects the spread of a continuous epidemic. The secondary
words in the word cloud are Wuhan, death, health, people,
spread, and confirmed, depicting public perspectives regarding
COVID-19.

Figure 4. Word cloud showing the keywords appearing most frequently in tweets related to COVID-19.

When considering the frequency of certain keywords in a
specific search, we used the words outbreak and pandemic to
examine different perspectives regarding different types of
spread. Theoretically, an outbreak is a greater-than-anticipated
increase in the number of endemic cases. An outbreak can be
a single case in a new area. If an outbreak is not controlled, it
can develop into an epidemic. From this perspective, the words
with the highest frequency for outbreak were China and Wuhan
(Figure 5A), which were the first country and city to report the
outbreak. Other words relating to COVID-19 were pneumonia,
which describes inflammation of the lungs in patients infected

with COVID-19. Pneumonia was the pilot symptom mentioned
in the outbreak period, when a number of patients with
pneumonia were reported in Wuhan, China, leading the National
Health Commission to declare a new epidemic. Officials
attempted to find the cause and the first infected person, and
they attempted to control the outbreak area. Other frequently
appearing words include disease, new, death, and mystery,
showing the point of view during the outbreak, that is, the period
when COVID-19 had not reached worldwide levels; this analysis
was restricted to the beginning of the COVID-19 outbreak,
which was characterized by the mention of pneumonia in China.
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Figure 5. Word clouds of frequently mentioned keywords on Twitter related to the COVID-19 outbreak (A) and pandemic (B).

A keyword frequency search was performed using the word
pandemic, which is defined as a disease that affects a large
number of people within a community, population, or region
that spreads throughout multiple countries or continents. This
meaning reflects the frequency of perception of COVID-19 in
the context of a pandemic. The words most frequently mentioned
with the word pandemic are global, world, outbreak, and
YouTube (Figure 5B), which are During this time, the numbers
of cases increased in locations worldwide. As a social media
platform with billions of daily views, YouTube has tremendous
potential to both support and hinder public health efforts
regarding COVID-19 information. Social media was mentioned
as the media of pandemic news trends. Moreover, other related
words were expert, prepare, and now, showing an awakening
toward the pandemic and the preparation and experts needed to
stop it. The WHO declared COVID-19 a pandemic due to its
worldwide spread, which was exacerbated by domestic travel.
This is a normal occurrence after passengers arrive home from
pandemic countries, leading to infection of family members or
friends and spread of the disease to new, hard-to-control areas.

Sentiment Analysis on COVID-19
Sentiment-level analysis further enriched the findings through
the clear identification of negative and positive topics on
COVID-19. The sentiment analysis found that 22.12% of the
tweets (n= 23,887) contained positive sentiments, while 77.88%
(n=84,103) contained negative sentiments. This signifies that
Twitter users had a negative outlook toward COVID-19.
According to Figure 6, between January 6 and 9, when the
discovery of COVID-19 was officially announced, negative
sentiment increased more than positive sentiment. During the
period up to March 6, during which a high death rate and
pandemic-level outbreak occurred, negative sentiment increased
again when the number of persons affected by COVID-19
surpassed 100,000. COVID-19 continued to spread even as the
WHO urged countries to increase their efforts to contain the
spread, as mentioned earlier [29]. The public’s positive emotions
increased as more information became available about
prevention and protection of COVID-19, which is favorable for
public health communication and promotion. The analysis
showed expression of positive feelings through keywords such
as trust, protect, and safe, and it demonstrated that the public
still trusted experts and departments to help them get through
the situation.
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Figure 6. Sentiment analysis of negative (red line) and positive (blue line) tweets related to COVID-19.

The analysis of the emotional quotient of the tweets using the
NRC lexicon (Figure 7) found that over half of the tweets posted
worldwide were defined by three emotions, namely fear, trust,
and anticipation. Figure 8 shows that the tweets expressing the
emotion of fear comprised approximately one fifth (21.19%,
n=22,883) of the total tweets analyzed. Following the fear
emotion was the trust emotion, which indicated that people were
looking forward to recovery or to solutions from experts.
Similarly, the emotion of anticipation was associated with almost
15.16% (n=16,371) of the tweets, which strengthens the positive

sentiments of the people. Negative emotions, such as sadness,
anger, and disgust, were seen in a portion of the tweets, with
shares of 13.20% (n=14,254), 10.73% (n=11,588), and 8.86%
(n=9,568), respectively. Only a small portion (6.18%, n=6,673)
were categorized as joy, which is a positive emotion. These
results show that people had a negative outlook toward
COVID-19. As shown in Figure 9, the positive sentiment
keywords in the tweets were patient, protect, tough, safe, and
cure, while the keywords expressing negative sentiments were
outbreak, virus, death, infected, and fear.

Figure 7. Sentiment analysis based on terms in the National Research Council sentiment lexicon.
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Figure 8. Sentiment wheel showing the emotional quotients of the studied tweets.

Figure 9. Word clouds of frequent positive (A) and negative (B) keywords related to the COVID-19 epidemic.

For the next phase of the sentiment analysis, a word cloud was
created using the most frequently used emotion words, which
were categorized by color. The sentiments were part of the
sentiment library in R (the textdata package), in which each
emotion was separated with no overlap. The word cloud was
developed based on the whole corpus of tweets. The results in
Figure 10 show that the word death was tweeted most frequently
in this context. As illustrated in Figure 10, words such as death,
mystery (mysterious), epidemic, and guess were the most
frequently used words related with the emotion of surprise.

Words such as pneumonia, flu, infection, panic, and quarantine
were tweeted frequently and were related with the emotion of
fear. Words such as disease, deadly, and sick were tweeted
frequently with the emotion of disgust. Words such as pandemic,
illness, and hospital were frequently tweeted with the emotion
of sadness. For the positive sentiments, people tweeted words
such as hope, safe, and diamond to express the emotion of joy,
while words such as confirmed, doctor, and expert were
regularly used with the emotion of trust.
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Figure 10. Word cloud showing the most frequently mentioned words and their related emotions (categorized by color).

These results indicate that when most people thought about the
COVID-19 pandemic during this period, they experienced
negative emotions. Most of the users were surprised by the
emergence of a mysterious disease with no prior information
about how to treat it and the possibility of death. In addition,
when the users talked about symptoms such as pneumonia, flu,
or infection, they usually felt great fear.

Topic Modeling

COVID-19–Related Topics and Themes
In this section, the emergent topics and themes identified using
topic modeling are summarized (Table 1). The objective of the

topic modeling was to answer the research question: What are
the emergent topical themes and discourses regarding
COVID-19? We identified 6 topics based on the highest topic
coherence. Figure 11 depicts a word cloud for the 6 topics,
where the size of each word is proportional to the density
p(word|topic). As shown in Figure 12, the top 10 most common
words in each topic by beta value were considered in the study.
This study used these words to provide each topic with a degree
of semantic interpretation in the related contexts through
relevant topic descriptions. The higher the beta value, the greater
the possibility of a relatable word appearing in the category. By
this approach, six topics were classified based on their
per-topic-per-word probabilities (beta) as follows.
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Table 1. The emergent topics and themes in tweets about COVID-19.

ThemeTen most common wordsTopic

Theme 1: The emergency of the COVID-19 pan-
demic

China, death, first, new, outbreak, pneumonia,
reports, spread, toll, Wuhan

Topic 1: Reports on new cases of deadly pneu-
monia and deaths from the COVID-19 outbreak
in China

Theme 2: How to control the COVID-19 pandem-
ic

Cases, going, just, like, nCov, positive, says,
tested, tests, US

Topic 2: The epidemic situation and confirmed
cases of COVID-19

Theme 3: Reports on the COVID-19 pandemicOutbreak, people, will, news, Wuhan, Chinese,
get, knows, disease, can

Topic 3: Public knowledge about COVID-19
from news reports

Theme 2: How to control the COVID-19 pandem-
ic

US, Trump, Chinese, cruise, japan, passenger,
spread, spreads, ship, CDC

Topic 4: The spread of COVID-19 from overseas
to the US and how to control the disease

Theme 1: The emergency of the COVID-19 pan-
demic

Case, health, now, first, confirmed, China, fear,
global, emergency

Topic 5: Health concerns and fear as COVID-
19 is declared an emergency worldwide

Theme 3: Reports on the COVID-19 pandemicAmp, Wuhan, good, UK, YouTube, second, days,
apple, news, article

Topic 6: News and information reports on social
media about the epidemic

Figure 11. Word cloud showing the frequency of words associated with six identified topics: (1) reports on deadly pneumonia new cases and deaths
of coronavirus outbreak from China; (2) the epidemic situation and confirmed cases of COVID-19; (3) knowledge about COVID-19 obtained from
news reports; (4) the spread of COVID-19 from overseas to the US and how to control the disease; (5) health concerns and fear as COVID-19 is declared
an emergency worldwide; (6) news and information reports on social media about the epidemic.

JMIR Public Health Surveill 2020 | vol. 6 | iss. 4 | e21978 | p.363http://publichealth.jmir.org/2020/4/e21978/
(page number not for citation purposes)

Boon-Itt & SkunkanJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 12. The per-topic-per-word probabilities produced by latent Dirichlet allocation by extracting the beta matrix.

Topic 1 involves discussion related to the report of new cases
of deadly pneumonia in China and the outbreak of COVID-19.
Examples of keywords include China, death, first, new,
outbreak, pneumonia, reports, spread, toll, and Wuhan. The
word with the highest beta value is China. Topic 2 focuses on
the epidemic situation and confirmed positive cases of
COVID-19. Examples of keywords include cases, going, just,
like, nCov, positive, says, tested, tests, and US. The words in
Topic 3 collectively relate to what people learned from news
reports about COVID-19 and the outbreak, with terms such as
outbreak, news, know, and disease. The top words in Topic 4
describe the spread of COVID-19 and how to control the disease,
while those in Topic 5 capture health concerns and fear
regarding COVID-19 as an emergency. Some of the top 10
words in these topics are wear, emergency, and health, which
are generally believed to be terms related to health concerns.
Topic 6 is collectively associated with news and information
reports on social media regarding COVID-19. The top terms in
Topic 6 are news, articles, and YouTube.

The qualitative content analysis approach enabled the
categorization of these topics into different distinct themes. As
shown in Table 1, the sample tweets in each topic were
categorized and identified according to six topics, which were
then assigned to three different themes. The theme identified
based on the keywords in Topic 1 and Topic 5 is “the emergency
of the COVID-19 pandemic,” which provides information on
the reporting of new cases and deaths during the COVID-19
outbreak and health concerns regarding the worldwide
emergency. Sample tweets include “Top WHO official warned
the world may be ‘dangerously unprepared’ for next pandemic
as coronavirus outbreak spreads” and “The US health

department declared the coronavirus a health emergency, 8 cases
confirmed in the US, 259 dead over 11K infected in China.”

Topics 2 and 4 reflect the theme of “how to control the
COVID-19 pandemic,” relating to the epidemic situation and
confirmed cases of COVID-19 and its spread. Sample tweets
include “Fox News’ Maria Bartiromo predicted ‘hundreds of
thousands of US coronavirus cases: ‘I don’t want to panic
anybody’” and “As the coronavirus grows and infects and kills
more people, [US president] Trump slashed the budget for the
CDC [US Centers for Disease Control and Prevention] that
controls disease.” Topics 3 and 6 reflect the final theme of
“reports on the COVID-19 pandemic,” which is about the
channels receiving news and information about COVID-19;
example tweets include “#Coronavirus has been dominating
the news, but how much do we need to worry about it” and
“China spent the crucial first days of the Wuhan coronavirus
outbreak arresting people who posted.”

COVID-19 Outbreak–Related Themes
To explore the keywords for themes reflecting topics related to
the COVID-19 outbreak, we used word clouds and topic
modeling to generate themes and determine the co-occurrence
of topic keywords related specifically to the outbreak of
COVID-19. The results are shown in Figure 13. The main three
issues of public concern regarding the COVID-19 outbreak were
the COVID-19 illness, the status of the outbreak in Wuhan,
China, and the situation in the news. The high-frequency
keywords regarding these issues can be divided into three topics:
the new strain of pneumonia identified in Wuhan, China; the
mysterious illness caused by the novel virus; and the warning
from China that the death toll of COVID-19 could increase.
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Figure 13. Word cloud and topic modeling of keywords related to the COVID-19 outbreak, organized into three topics: (1) The new strain of pneumonia
identified in Wuhan, China; (2) the mysterious illness caused by the novel virus; (3) the warning from China that the death toll of COVID-19 could
increase.

As shown in Table 2, Topic 1 captures discussions regarding
the new strain of pneumonia identified in Wuhan. Examples of
keywords include news, Wuhan, pneumonia, and disease. Topic
2 involves mentions of the new mysterious illness caused by a
virus. Examples of keywords include new, cause, and mystery.
Topic 3 includes mentions of the death toll in China. Examples

of keywords in this topic include China, death, and emergency.
The theme of Topic 1 and Topic 2 concerns the new mysterious
illness and new strain of pneumonia caused by a virus identified
in Wuhan. Based on Topic 3, another theme was identified,
namely the warning by China that the death toll could jump.

Table 2. The emergent topics and themes related to the outbreak of COVID-19.

Related wordsTheme and topics

Theme 1: Mysterious new illness

Wuhan, pneumonia, identifies, strainTopic 1: New strain of pneumonia identified in Wuhan

Novel, mystery, caused, illnessTopic 2: Mysterious new illness caused by virus

Theme 2: China warns that death toll may jump

China, spreads, jumps, warns, tollTopic 3: China warns that the death toll could jump
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Discussion

Principal Findings
This Twitter data analysis can be used to explain the public
awareness and perception of the COVID-19 pandemic. Based
on public awareness, the data were divided into three main
stages in relation to the timeline of the epidemic. The early or
incubation stage (Stage 1) was the phase in which the severity
and the spread of COVID-19 began to increase. The public
started to become aware of the severity and rapid spread of the
disease and then became afraid, especially when the WHO
announced the emergence of a novel and mysterious virus
related to pneumonia. This result is in accordance with a
previous study [31], which explained the different stages of the
public’s attention to COVID-19. It is necessary to avoid
undermining the possibility of a serious outbreak during the
incubation stage [32]. Stage 2 was the worldwide epidemic
stage. In Stage 3, the public began to become more aware, as
scientific and medical understanding of the disease increased
and governments announced the need for social distancing and
lockdowns. This was a stable stage from the perspective of
public perception, where public awareness tended to be positive.

The mentions of COVID-19 symptoms demonstrated that fever
was recognized as the major symptom of COVID-19, which is
in accordance with research results stating that fever is seen in
94.3% of cases and is the most common symptom present at
the onset of illness (87.1%), followed by coughing (36.5%) and
fatigue (15.7%) [33,34]. These common symptoms, including
fever and cough, remain consistent across several studies [35].
Fever is understood to be a precursory indicator of COVID-19.
After that, the virus progresses to the respiratory system, causing
pneumonia and a severe cough [27]. Coughing is a significant
symptom in the late stage of fever. However, other symptoms
are mentioned, such as a stuffed nose and headache.

The results of the sentiment analysis of tweets related to
COVID-19 showed that the most important keyword was
outbreak, which was related to the starting point of the disease
in Wuhan, China. The keywords related to public awareness
were different according to the stage of the spread; this includes
public emotion, which was mostly more negative than positive,
where fear was the most negative word [36,37]. In previous
disease pandemics, negative sentiments were generally prevalent
in social media [38]. A study by Raamkumar [39] showed that
fear was the most negative sentiment expressed about
COVID-19. As the epidemic progressed, however, public
sentiment tended to be more positive because additional news
was being reported at this stage. The result is in accordance
with previous research showing that on social media, people’s
interests are related to the latest news and major events regarding
infectious diseases [40]. Studies have also indicated that people
pay attention to and search for disease-related words as the
spread of infectious disease changes [41].

The COVID-19 crisis has stimulated great public concern
worldwide. Users on Twitter discussed six main topics across
three main themes of (1) the emergency of the COVID-19
pandemic, (2) how to control the COVID-19 pandemic, and (3)
reports on the COVID-19 pandemic. Previous studies have also

shown that prevention and control procedures, including
quarantine, as well as reports on confirmed cases and medical
treatments were major themes during previous disease outbreaks
[42-45].

Practical Implications
Policy makers should recognize that Twitter data can be used
to explore levels of public awareness and emotions about the
COVID-19 pandemic. It is important to note that the levels of
public awareness are dynamic, which can be observed from the
two or three awareness peaks in a period of just a few months
in this study. The results also suggest that people express
negative emotions and share both information and
misinformation via social media platforms during the different
stages of the disease. People usually feel great fear during
pandemics. The government should synchronize the flow of
information and combat “fake news” about the pandemic to
diminish this fear. It is also suggested that the government
should mitigate the impact of this emotion by implementing
countermeasures and building national surveillance systems to
examine web-based content, including social media, to better
understand the emotions of the public. Misinformation on the
internet can create mass panic and result in negative actions.
There is a need for a more proactive public health presence on
social media. In addition, governments should clearly convey
and communicate information regarding COVID-19 to their
populations. Key decisions and actions must be informed by
accurate and timely data on the delivery and uses of health
services throughout all phases of the COVID-19 pandemic.

As COVID-19 continues to spread, more efforts from
governments and public health agencies are needed to answer
ongoing questions. Twitter users focus on discussing and
reacting to health concerns, public health interventions, and
controlling the pandemic. This type of information helps
governments to understand which public health messages are
resonating. For example, how can governments respond in the
short term as well as the long term to keep people safe?
Governments at all levels need to improve their responses.
Governments and public health entities need to ensure that
health care systems are prepared to handle increasing numbers
of cases. Community-based health care is an essential part of
primary care to respond to the COVID-19 pandemic. The
recognition of public concern and awareness can help
governments understand what the public is thinking about the
disease at a particular time. When the results are connected, a
valuable health care resource can be established to develop a
future plan.

Limitations
This study contains several limitations. First, it is worth
mentioning that this study used keywords related to COVID-19
to investigate trends and frequencies of keywords. The list of
selected keywords may have been incomplete. The keywords
used in this study can be extended to cover the search of tweets
by combining keywords related to COVID-19 and its symptoms.
Further research could aim to identify the most relevant set of
keywords with a high level of detail based on the number of
tweets that include symptoms and other keywords. Second, this
research was performed in the early phase of the pandemic,
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which ultimately spread worldwide. This limited the scope of
public awareness of the total picture of the pandemic as well as
the pandemic cycle. Thus, a study focusing on public concern
after the mentioned period may provide useful results for
comparison. Third, although LDA was advantageous in
extracting hidden themes, the scientific quality of the themes
should be further validated. Furthermore, researchers can play
a greater role in extracting themes. Moreover, it is necessary to

reduce bias, which may occur when identifying topic themes
using topic modeling. Finally, it may be difficult to identify
perfect sources of information on social media because the
amount of information regarding COVID-19 is overwhelming.
This research collected data from Twitter only; further research
should use other resources such as mass media or other data
sources in addition to social media information.
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Abstract

Background: Since the outbreak of COVID-19 in December 2019 in Wuhan, Hubei Province, China, frequent interregional
contacts and the high rate of infection spread have catalyzed the formation of an epidemic network.

Objective: The aim of this study was to identify influential nodes and highlight the hidden structural properties of the COVID-19
epidemic network, which we believe is central to prevention and control of the epidemic.

Methods: We first constructed a network of the COVID-19 epidemic among 31 provinces in mainland China; after some basic
characteristics were revealed by the degree distribution, the k-core decomposition method was employed to provide static and
dynamic evidence to determine the influential nodes and hierarchical structure. We then exhibited the influence power of the
above nodes and the evolution of this power.

Results: Only a small fraction of the provinces studied showed relatively strong outward or inward epidemic transmission
effects. The three provinces of Hubei, Beijing, and Guangzhou showed the highest out-degrees, and the three highest in-degrees
were observed for the provinces of Beijing, Henan, and Liaoning. In terms of the hierarchical structure of the COVID-19 epidemic
network over the whole period, more than half of the 31 provinces were located in the innermost core. Considering the correlation
of the characteristics and coreness of each province, we identified some significant negative and positive factors. Specific to the
dynamic transmission process of the COVID-19 epidemic, three provinces of Anhui, Beijing, and Guangdong always showed
the highest coreness from the third to the sixth week; meanwhile, Hubei Province maintained the highest coreness until the fifth
week and then suddenly dropped to the lowest in the sixth week. We also found that the out-strengths of the innermost nodes
were greater than their in-strengths before January 27, 2020, at which point a reversal occurred.

Conclusions: Increasing our understanding of how epidemic networks form and function may help reduce the damaging effects
of COVID-19 in China as well as in other countries and territories worldwide.

(JMIR Public Health Surveill 2020;6(4):e24291)   doi:10.2196/24291

KEYWORDS

COVID-19; epidemic network; prevention and control; k-core decomposition

Introduction

In December 2019, several cases of pneumonia of unknown
etiology were detected in Wuhan City, Hubei Province, China.

Chinese authorities identified the causative agent as a novel
coronavirus of probable bat origin [1], and the World Health
Organization (WHO) officially named the disease COVID-19
on February 11, 2020 [2]. Compared with the outbreak of severe
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acute respiratory syndrome (SARS) in China in 2003,
COVID-19 has spread faster and infected more people [3];
furthermore, it is more difficult to prevent and control.
Considering that the number of cases started increasing
exponentially, the Chinese government imposed a lockdown in
Wuhan on January 23, 2020, aiming to cut off the route of virus
transmission through a traffic blockade [4]. After that,
COVID-19 was clearly brought under control. Since March
2020, this ongoing epidemic has now spread to more than 200
countries and territories, and it is undoubtedly casting a shadow
over the global economy. To mitigate the impact of epidemics
and ensure the continuity of global social development, an
exploration of the influential nodes and structural properties of
the COVID-19 epidemic network is urgently needed.

There have been extensive studies on epidemiological
transmission mechanisms from diverse perspectives, such as
epidemiology, medical statistics, spatial information science,
sociology, and dynamic models [5-10]. Due to the wide spread,
epidemic data are often presented in the form of a network. The
application advantages of complex network theory are gradually
being highlighted [11,12]. In the framework of complex network
theory, k-core decomposition is usually considered for
identifying influential spreaders [13,14] and finding specific
structural information [15-18].

K-core decomposition is a well-established method for analyzing
the structures of large-scale graphs [19,20]. The original idea
of k-core decomposition can be traced back to the concepts of
coloring number [21] and degeneracy [22], and the commonly
accepted concept was first proposed by Seidman [19]. Further
studies mainly involved two aspects. One focuses on solving
the theoretical problem of the k-core pruning process in different
networks, and the other involves finding the densest part of the
network by k-core decomposition across a broad range of
scientific subjects, including biology, ecology, computer science,
social networks, information spreading, and community
detection.

In particular, k-core decomposition provides a method for
identifying hierarchies in a network. It considers the coreness
of nodes by dividing networks into layers or shells. Compared
with other methods, k-core decomposition possesses a
significant advantage of computational simplicity [23]. It has
found a number of applications as a means to understand the
importance of nodes within large-scale network structures [20].

While the existing literature is replete with explorations of
epidemic networks and applications of k-core decomposition,
few studies involve the effective combination of the two. In the
context of the COVID-19 epidemic in mainland China, this
paper applies k-core decomposition to the structural analysis
of the network of the epidemic with the purpose of arriving at
some novel conclusions to aid the prevention and control of the
disease. Our contribution is threefold. First, the COVID-19
epidemic data of all provinces in mainland China are timely
and unique. Second, we obtained the related static and dynamic
conclusions of influential nodes and the hierarchical structure
by applying k-core decomposition to the COVID-19 epidemic
network; furthermore, we detected the common characteristics
of provinces represented by these important nodes. Finally, the

influence power of k-shell nodes and the evolution of this power,
measured by out-strength and in-strength, can promote our
understanding of the roles of the provinces in epidemic
transmission.

In this paper, we briefly introduce the construction and further
analytical methods of the COVID-19 epidemic network after
describing the data used. We then summarize some basic
structural properties of the epidemic network by means of degree
distribution. Then, k-core decomposition is applied to the
constructed whole period and daily networks to statically and
dynamically investigate the network structure. Finally, the
influence power (outgoing and incoming) of the k-shell and its
evolution are exhibited.

Methods

Data
In view of the construction of COVID-19 epidemic network
among the provinces in mainland China, the cross-provincial
traveling data (1690 observations) of confirmed patients were
considered. In our study, the traveling extent mainly focused
on 31 provinces (all except Taiwan, Hong Kong, and Macao)
in China, and the traveling options were restricted to air and
train travel. The aforementioned data were obtained from a
website [24], that includes records from confirmed official
WeChat and Weibo accounts as well as official websites. In
addition, some unverifiable data were eliminated. In total, 1615
observations (328 observations by plane and 1287 observations
by train) were retained, and the period of the observations ranged
from December 27, 2019, to February 25, 2020, covering 61
days. It should be noted that a connection between province A
and province B can be established in the COVID-19 epidemic
network if the traveling data show that a latent confirmed patient
traveled from province A to province B and was diagnosed in
province B.

Some variables at the provincial level, such as gross domestic
product (GDP) per capita, population, volume of passenger
transport, starting date of first-level response to the major public
health emergency, response time, and distance from Hubei
Province were also used in the follow-up study on the common
characteristics of provinces represented by important nodes.
Specifically, the GDP, population, volume of passenger
transport, and starting date of first-level response to the major
public health emergency were obtained from the National
Bureau of Statistics and Provincial Health Committees.
Response time was calculated by the average number of days
between the arrival date and the confirmed date, and for the
spatial distances from Hubei Province, we referred to Yu [25].

Methodology
Considering that the causative agent of COVID-19 is carried
by humans—in other words, it is mainly spread by
human-to-human transmission—the cross-provincial traveling
records of confirmed patients can directly depict the epidemic
network to a large extent. Specific to the COVID-19 epidemic
network G = (V,E), province A and province B can be viewed
as node VA and node VB, respectively; there are corresponding
directional edges EAB or EBA between nodes VA and VB if a
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confirmed patient traveled from province A to province B or
from province B to province A. On this basis, the directionality
information of edges was well considered in the following
analyses of degree distribution and influence power, but was
not considered in the k-core decomposition.

As mentioned before, three methods were applied to the further
structural analysis of the COVID-19 epidemic network: degree
distribution, k-core decomposition, and influence power. Under
the method framework of degree distribution, the degree of a
node is defined as its number of connected edges, and it can be
divided into an out-degree and in-degree according to the
direction of the edges. In addition, the cumulative degree
distribution represents the probability distribution of nodes with
degree not less than k. In the Degree Distribution section, we
will show the cumulative distributions of both the out-degrees
and in-degrees to reveal some basic characteristics of the
epidemic network. The degree distribution provides useful
information about the network; however, it is limited by the
revelation of the complete structure. Therefore, other network
methods should be applied, such as k-core decomposition.

The advantage of k-core decomposition is that it can be used
to detect the core and surrounding shell of a complex network.
The fundamental application of this method is to decompose
the network into multiple partitions, which is a straightforward
procedure. Let G=(V,E) be a graph with n = |V| nodes and e =
|E| edges. The so-called k-core is a maximal connected subgraph
of G in which the degree of all nodes is at least k. A node Vi has
coreness ks(Vi)=k if it belongs to the k-core instead of the
(k+1)-core. We note that the value of k is automatically learned
from the observed network data and is also independent of our
prior anticipation. More specifically, the k-core decomposition
method can realize the k-shell classification of all nodes of G
by removing them iteratively, as follows. First, we removed all
nodes with degree k=1 and assigned the coreness value ks=1 to
the removed nodes. Second, a pruning process was repeated
until only nodes with degree k>1 remained. Next, we performed
a similar pruning process for the nodes with degree k=2 and
assigned the corresponding coreness value ks=2. The above
procedures were repeated until all nodes of G were removed
and assigned to one of the k-shells. Figure 1 illustrates the
simple k-core decomposition of a connected graph.

Figure 1. Illustration of the k-core decomposition of a small network. The sets of nodes belonging to the 1-core, 2-core, and 3-core are enclosed by
different types of lines. The different k-shells can also be distinguished by the colors of the nodes.

To identify the important nodes of the COVID-19 epidemic
network and reveal its hierarchical structure through k-core
decomposition, a geospatial network topology map of the whole
time period showing the coreness of each node (province) and
their connections was plotted. From the dynamic angle, we also
focused on the daily or weekly evolution of kmax as well as the
number of nodes and edges. In addition, a group of scatter charts
was drawn to describe the relationship between the coreness
and characteristics of the provinces to demonstrate the common
characteristics of important provinces in COVID-19 epidemic
transmission. Most importantly, we could clearly present the
hierarchical structure of the epidemic network by week. Finally,

we introduced the method of influence power to measure the
transmission effects (outgoing and incoming) among provinces.

Results

Degree Distribution
The method of degree distribution can offer a glimpse of the
properties of a network. In the study of a network, the degree
k of a node, which is regarded as the number of its direct
neighbors, can be measured by the number of connections with
other nodes. Hence, the degree distribution P(k) relates to the
probability that a randomly chosen node has k connections.
Considering the directivity, the out-degree and in-degree are
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the respective numbers of outgoing and incoming connections.
Correspondingly, the probability that a randomly chosen node
has out-degree kout and in-degree kin are represented by P(kout)
and P(kin).

In terms of the COVID-19 epidemic network, where links are
directed among 31 provinces, the cumulative out-degree and
in-degree distributions are shown in Figure 2. We note that the
cumulative frequency of the out-degrees (in-degrees) is the
proportion of nodes in which the out-degree (in-degree) is not
less than k. We can clearly see that they all follow the power

law P(k)~k-γ, and the values of the exponent γ are 1.98 and 2.42

for the cumulative distributions of the out-degrees and
in-degrees, respectively. The above power-law distributions
demonstrate that most provinces have low out-degrees, and only
a small fraction of the provinces maintain relatively strong
outward epidemic transmission effects on other provinces.
Similarly, the overwhelming majority of provinces have low
in-degrees, and the proportion of provinces with stronger inward
epidemic transmission effects is small. This finding is consistent
with the fact that a few provinces, such as Hubei, Beijing, and
Henan, were seriously affected by the COVID-19 epidemic,
while others were less affected.

Figure 2. Cumulative frequency graphs of the out-degrees and in-degrees. (a) The cumulative distribution of the out-degrees follows an approximate
power law with exponent γ=1.98. (b) The cumulative distribution of the in-degrees follows an approximate power law with exponent γ=2.42. Both axes
are in logarithmic scale.

To identify the transmission role of each province in the
COVID-19 epidemic, a histogram describing the specific
out-degrees and in-degrees of the 31 studied provinces is shown
in Figure 3. In terms of the out-degree, the corresponding values
of seven provinces (Xinjiang, Shanxi, Qinghai, Gansu, Guizhou,
Ningxia, and Tibet) are less than 5; furthermore, the values for
the provinces of Ningxia and Tibet are 0. The reason that few
patients came from these provinces may be their location in the
western part of mainland China, which has a relatively recessive
economy and a less transient population. The provinces of
Hubei, Beijing, and Guangzhou show the three highest
out-degrees of 28, 19, and 18, respectively. Wuhan, the capital
city of Hubei Province, was the first place to witness confirmed
patients and is the epicenter of the epidemic outbreak. As two
of the most developed provinces in mainland China, Beijing
and Guangzhou had significant impacts on other provinces due
to their larger transient populations. In the case of in-degree,
three provinces (Xinjiang, Qinghai, and Tibet) have in-degrees
<5, and the three provinces with the highest values are Beijing,
Henan, and Liaoning (all 17). Similarly, provinces with higher
population mobility are more significantly affected than isolated
provinces. The higher in-degrees of Henan and Liaoning may

be caused by the return of confirmed migrant laborers during
the Spring Festival [26]. We also attempted to characterize the
intuitive time attributes of the COVID-19 epidemic network,
and we presented the evolution of the sum of the out-degrees
(in-degrees) of the daily networks in Figure 4. The traveling
route of a confirmed patient usually involves two different
provinces as departure and destination, which means that one
patient outbound relates to one inbound patient. Thus, the
out-degrees of all nodes in a network are equal to its in-degrees.
The sum of the out-degrees (in-degrees) shows an inverted
U-shape, and the maximum was achieved on January 22, 2020.
It can be seen that the complexity of COVID-19 epidemic
network is time-varying, and it stood out on January 22, 2020.

After grasping some basic characteristics of the epidemic
network, it is reasonable to assume that small groups of nodes
organize in a hierarchical manner into increasingly large groups.
However, the method of degree distribution lacks cognition of
which node belongs to which layer, and the differences between
layers are not sufficiently clear. K-core decomposition, which
disentangles the hierarchical structure of networks by
progressively focusing on their central cores, is of great use in
obtaining the above detailed structural information.
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Figure 3. Histogram describing the specific out-degrees and in-degrees of the 31 Chinese provinces in the COVID-19 epidemic network.

Figure 4. Evolution of the sum of the out-degrees (in-degrees) in the COVID-19 epidemic network for each day.

K-Core Decomposition
The generally accepted concept of k-core decomposition focuses
more on the connections between nodes, while directionality
can sometimes be ignored [16,18]. Specific to our COVID-19
network analysis, directionality was not taken into account in
the application of k-core decomposition. Statically, the network
relationship and the coreness of each node over the whole period

(from December 27, 2019, to February 25, 2020) are displayed
in Figure 5. Here, it should be pointed out that a visualization
software called Gephi [27] was used to exhibit the topological
image in geospatial space to provide clear insight into the exact
location of each node. It can be seen that there are 20 nodes
with the highest coreness 13, accounting for 64.52% of 31
provinces, while the lowest coreness of 1 appears for the remote
province of Tibet. More specifically, all provinces adjacent to
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the outbreak area (Hubei Province) have the highest coreness
values. In addition, Figure 6 plots the core size with respect to
the coreness over the whole period. It can be seen that increasing
coreness usually results in shrinking of the network. Combining
Figure 5 with Figure 6, we can see that 25 nodes have corenesses

>8, and the nodes in the four innermost layers account for
80.65% of the entire epidemic network. These results further
indicate that the COVID-19 epidemic affected the overwhelming
majority of provinces in mainland China.

Figure 5. Topological image in geospatial space depicting the network relationship and the coreness of each node over the whole period. The color of
the node represents its coreness, which corresponds to the k-shell it belongs to.
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Figure 6. Plot of the core size versus the coreness of the network nodes over the whole study period. The core size represented in the vertical axis
indicates the number of nodes with corenesses greater than or equal to the corresponding coreness on the horizontal axis.

To investigate which characteristics of the provinces are the
key factors determining the coreness of each node, six variables
(GDP per capita, population, volume of passenger transport,
starting date of first-level response to major public health
emergency, response time, and distance from Hubei Province)
at the provincial level were introduced to draw a correlation
diagram, as shown in Figure 7. Here, a logarithmic
transformation was applied to the indicators of GDP per capita,
population, volume of passenger transport, and distance from
Hubei Province. It can be deduced from Figure 7 that the starting
date of the first-level response to the major public health
emergency and the distance from Hubei Province are significant
negative correlation factors, while the other factors tend to be
positively correlated. For example, we can reasonably assume
that the starting date of the first-level response to the major
public health emergency is related to the severity of the
COVID-19 epidemic. The earlier the first-level response, the
stronger the infection spread in that province. Generally, people
carrying SARS-CoV-2 are more likely to be found in provinces
with larger volumes of passenger transport, which also
determines the importance of these provinces to the spread of
the epidemic. These findings echo the analysis of the degree
distribution to some extent.

In fact, the COVID-19 epidemic network is more likely to be
dynamic than fixed over a period of time, and it is necessary to
investigate its time-varying maximum coreness kmax. Based on
this, we first constructed daily epidemic networks, and Figure
8 presents the evolution of kmax. The figure shows that there is

an obvious trend of initial rising and then falling for kmax, and
the maximum peak appears on January 21, 2020. We can
conclude that the epidemic network from the end of January to
the beginning of February is relatively complex. Considering
the simple structure of the daily epidemic networks, the
experiential patterns of summarized epidemic transmission are
limited. Furthermore, the whole period can be divided into
intervals, with a fixed window of 7 days.

Similar to Figure 8, Figure 9 shows the weekly evolutions of
the maximum coreness kmax, node number, and edge number.
In terms of their common trends, there is a significant increase
before the fourth week, at which point a steep decline appears;
thus, the fourth week (January 17 to January 23, 2020) becomes
its peak point. Considering the differences among the three, the
number of nodes and edges goes up slightly after the eighth
week. The above findings again confirm that the fourth week
is the critical period of the COVID-19 epidemic outbreak, and
the network structure formed in the surrounding weeks is
relatively complex. The above statistical results depict the
dynamic development of the COVID-19 epidemic. The outbreak
and spread of COVID-19 led to a surge in the number of
confirmed cases. The overwhelming majority of provinces
started their first-level responses to the major public health
emergency from January 23 to January 25, 2020, and many
measures, such as isolating at home and wearing masks, were
taken to contain the outbreak. The following swift drop in the
number of confirmed cases demonstrates the effectiveness of
these measures.
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Figure 7. Correlation diagrams of the corenesses and characteristics of the provinces. The horizontal and vertical axes denote the characteristic variables
and corenesses, respectively. The numbers in the lower right corner of each subgraph are the corresponding correlation coefficient. **5% significance,
***1% significance.

Figure 8. Daily evolution of the maximum coreness (kmax) in the COVID-19 epidemic network.
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Figure 9. Evolutions of the maximum coreness (kmax), number of nodes, and number of edges in the weekly COVID-19 epidemic networks.

To visualize the epidemic transmission process dynamically,
Figure 10 shows the node composition and hierarchical structure
of the COVID-19 epidemic network by week. In general, the
epidemic network structure corresponding to the third to sixth
weeks tends to be more complex, and the fourth week stands
out. Chinese spring rush may give a reasonable explanation.
Taking the period from the third to sixth week as an example,
there is no doubt that Tibet has kept the lowest coreness all the

way, while provinces of Anhui, Beijing and Guangdong show
the highest coreness. There is a novel discovery about the
changes of coreness in the epidemic outbreak area Hubei
Province, which kept the highest level from the third to fifth
week, and suddenly dropped to the lowest in the sixth week.
To some extent, the two-week-lagging effective control of
COVID-19 epidemic transmission by lockdown measures
imposed by Wuhan government on January 23, 2020 is verified.

Figure 10. Dynamic networks of the COVID-19 epidemic showing the node composition and hierarchical structure. The color and label of each node
denote the coreness and geographical province, respectively. The subgraphs from top to bottom and from left to right correspond to the nine weeks in
order in the period from December 27, 2019 to February 25, 2020. AH: Anhui; BJ: Beijing; CQ: Chongqing; FJ: Fujian; GD: Guangdong; GS: Gansu;
GX: Guangxi; GZ: Guizhou; HA: Henan; HB: Hubei; HE: Hebei; HI: Hainan; HL: Heilongjiang; HN: Hunan: JL: Jilin; JS: Jiangsu; JX: Jiangxi; LN:
Liaoning; NM: Mongolia; NX: Ningxia; QH: Qinghai; SC: Szechwan; SD: Shandong; SH: Shanghai: SN: Shaanxi; SX: Shanxi; TJ: Tianjin; XJ: Xinjiang;
XZ: Tibet; YN: Yunnan; ZJ: Zhejiang.

Influence Power
Epidemics generally occur in some regions first and then spread
out rapidly when the situation in these regions becomes more
serious and cannot be controlled. Specific to the network
structure of an epidemic, the so-called outbreak or serious areas

have high centrality and occupy a certain shell. Naturally, after
applying k-core decomposition to the COVID-19 epidemic
network in a fixed period, the extent to which each k-shell will
influence the other shells becomes a more attractive question.
Here, the method of influence power can provide a good answer.
Under the framework of influence power, there are two
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indicators, out-strength and in-strength, that can respectively
evaluate the power of each node to influence others and be
influenced by others. Correspondingly, the calculation depends
on the number of outgoing and incoming links. In terms of the
COVID-19 epidemic network, if a large number of outgoing
routes appear in one province, this province usually has a great
transmission influence on other provinces. Similarly, if one
province has a large number of incoming routes, it will also be
greatly influenced by other provinces. Hence, the following
formula can be used to further quantify the influence power ηk

of the k-shell:

where ηk is the calculated ratio of the influence power and Lk-shell

relates to the number of outgoing (incoming) links in each
k-shell of concern.

The results of influence power (out-strength and in-strength) of
each shell and the innermost nodes based on the COVID-19
epidemic network in the whole period are shown in Table 1 and
Table 2, respectively. The maximum coreness of the COVID-19
epidemic network is 13, and almost all the outgoing links
(1164/1220, 95.41%) are from the provinces with the highest
coreness. Among these provinces, more than half of the outgoing
links (689/1220, 56.48%) come from Hubei Province, which is
the origin of the COVID-19 epidemic. The provinces of

Guangdong and Beijing rank second and third, accounting for
4.51% (55/1220) and 3.77% (46/1220), respectively. Hainan
Province, which is located in the same shell as Guangdong and
Beijing, has the lowest proportion of outgoing links (7/1220,
0.57%). We can conclude that it is important to identify the key
“outgoing” provinces for the prevention and control of the
COVID-19 epidemic.

Furthermore, Table 2 can help us understand the “incoming”
role of each shell and the innermost nodes in the transmission
process of the COVID-19 epidemic. Consistent with the findings
in Figure 5, the epidemic network in the whole period can be
pruned recursively into 8 shells. In addition, there are nodes
with incoming links in each shell. The highest proportion of
incoming links, up to 86.80% (1059/1220), appears in the
provinces with the highest corenesses. Among these provinces,
the top three are Henan (152/1220, 12.46%), Szechwan
(82/1220, 6.72%), and Guangxi (80/1220, 6.56%), while
Zhejiang (16/1220, 1.31%) has the lowest proportion. Focusing
on the breakout area of Hubei Province, there are only 28
incoming links (28/1220, 2.30%), in contrast to its largest
number of outgoing links; this indicates that this province is
less influenced by other provinces. On the whole, the in-strength
performance of the provinces is different from the out-strength,
and the “incoming” roles of these provinces tend to be more
equal.

Table 1. Comparison of the out-strengths of each shell (coreness) and the innermost nodes (provinces) based on the COVID-19 epidemic network in
the study period (N=1246 links), n (%).

Incoming linksCharacteristic

Coreness

3 (0.25)4

5 (0.41)6

6 (0.49)7

3 (0.25)10

39 (3.20)12

1164 (95.41)13

Provincea

7 (0.57)Hainan

33 (2.70)Henan

38 (3.11)Shaanxi

42 (3.44)Hunan

46 (3.77)Beijing

55 (4.51)Guangdong

689 (56.48)Hubei

aBecause some nodes with 2 shells (Ningxia and Tibet) do not have outgoing links, only 6 shells of the COVID-19 epidemic network in the whole
period are included in the table.
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Table 2. Comparison of the in-strengths of each shell (coreness) and the innermost nodes (provinces) based on the COVID-19 epidemic network in
the study period (N=1220 links), n (%).

Incoming linksCharacteristic

Coreness

1 (0.08)1

5 (0.41)4

5 (0.41)5

2 (0.16)6

27 (2.21)7

22 (1.80)10

99 (8.11)12

1059 (86.80)13

Province

16 (1.31)Zhejiang

28 (2.30)Hubei

58 (4.75)Liaoning

63 (5.16)Jiangsu

71 (5.82)Hunan

80 (6.56)Guangxi

82 (6.72)Szechwan

152 (12.46)Henan

In some cases, the dynamic influence of a shell consisting of
the most important nodes in the whole network is more worthy
of attention. The above influence can also be measured by the
method of influence power, which depends on the time-varying
set of the innermost nodes and all the related directional links.
On the basis of the daily COVID-19 epidemic networks, Figure

11 presents the evolution of from the perspectives of
out-strength and in-strength, which elucidates the dynamic
“outgoing” and “incoming” roles of those important provinces.
It is notable that a relatively large gap between out-strength and

in-strength exists on January 21, 2020, which echoes the most
complex daily network indicated in Figure 8. We also observed
that the out-strengths of the innermost nodes are larger than the
in-strengths before January 27, 2020, which indicates that those
provinces tend to have more influence on others rather than
being influenced by others. After that, due to the stricter control
measures imposed by those provinces, their out-strengths and
the above contrast greatly weaken. To a certain extent, the above
findings confirm the effectiveness of the control measures
implemented by the Chinese government during the COVID-19
epidemic.
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Figure 11. Daily evolution of the innermost shell from the perspectives of out-strength and in-strength in the COVID-19 epidemic network. The vertical
dotted lines correspond to January 21, 2020, and January 27, 2020, respectively.

Discussion

Principal Findings
In economics, epidemiology, and many other fields, the
increasing number of participants and volume of data further
complicate the formation of networks. It is critical to extract
effective information from these large and complex networks.
Hence, it is necessary to identify and focus on the central nodes
that drive the whole network instead of paying the same amount
of attention to all the nodes. As mentioned above, degree
distribution is the simplest way to measure the centrality of each
node in a network; it only involves the local structure around
the node. Specifically, in a binary network, the degree
distribution depends on the number of edges of the considered
node. In a directed network, the connecting edges of a node
may have two directions, outgoing and incoming, which
correspond to the out-degree and in-degree under the framework
of degree distribution. Furthermore, the concept of degree has
generally been extended to the sum of weights when analyzing
a weighted directed network [28], and the strength (out-strength
and in-strength) of nodes has been proposed. Additionally, to
acquire more detailed information about a network structure,
k-core decomposition can be employed to disentangle the
hierarchical structure of the network by progressively focusing
on its central core. In summary, the indicators of degree,
coreness, and strength we adopted above can provide different
perspectives to understand the nodes and structures of a network.

Taking the COVID-19 epidemic network over the whole period
as an example, we calculated the degrees (out-degree and
in-degree), strengths (out-strength and in-strength), and
corenesses of all the nodes (31 provinces) in Table 3, and we
plotted the geospatial network topology map, as shown in Figure
12. It should be emphasized that considering the diversity of
the degrees and strengths of each node, the top 10 nodes were
defined as having the highest degrees and highest strengths after
ranking in descending order. In Figure 12, the color of the nodes
indicates the intensities of the three indicators: degree, strength,
and coreness. The red nodes correspond to high degree, high
strength, and the highest coreness; the green nodes are
representative of high degree and the highest coreness; the blue
nodes denote high strength and the highest coreness; and the
yellow nodes relate to other cases. Concerning the neighboring
provinces of the outbreak area of Hubei, three provinces (Hunan,
Henan, and Chongqing) show high degrees and strengths as
well as the highest coreness. In the same case of the highest
coreness, the degree of Anhui Province is high, the strength of
Shaanxi Province is high, and neither the degree nor the strength
of Jiangxi Province is high. After expanding the considered
objects nationwide, due to their high values of degree, strength,
and coreness, the provinces of Beijing, Guangdong, and Jiangsu
can be regarded as the central nodes of the COVID-19 epidemic
network. When analyzing the common characteristics of these
three provinces, their high-mobility populations may provide
the most reasonable explanation.
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Table 3. Central properties of 31 provinces during the COVID-19 epidemic. The provinces are arranged in descending order according to the indicators
of coreness and degree.

CorenessStrengthIn-strengthOut-strengthDegreeIn-degreeOut-degreeProvince

1371728689391128Hubei

131015546361719Beijing

1318515233341717Henan

13105505526818Guangdong

13896326251312Jiangsu

131137142241113Hunan

1382582424177Liaoning

1346172922715Shanghai

13855728211011Chongqing

13104822220128Szechwan

1382562620119Anhui

1361431820119Yunnan

1361491219127Shandong

1358471118117Heilongjiang

1387493818711Shaanxi

1334201417710Jiangxi

13564971697Hainan

1336162016610Zhejiang

139080101578Guangxi

133117141578Mongolia

125643131495Hebei

12332671385Jilin

122818101257Fujian

12211291275Tianjin

10252231073Shanxi

7211831082Gansu

71293752Guizhou

6725624Xinjiang

5550550Ningxia

4853523Qinghai

1110110Tibet
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Figure 12. Topological image in geospatial space depicting the network relationship and the centrality of each node over the whole period. The colors
of the nodes relate to the intensity of the degree, strength, and coreness.

Some central properties of the 31 provinces during the
COVID-19 epidemic are revealed in Table 3. Generally
speaking, the maximum coreness of the COVID-19 epidemic
network is 13, and provinces with high degrees and strengths
tend to have the highest coreness. Furthermore, it can be seen
that high strengths and low degrees exist in the provinces of
Szechwan, Shaanxi, and Guangxi simultaneously, indicating
that these provinces have strong interactions with few provinces.
In contrast, the provinces of Liaoning, Anhui, and Shanghai
have high degrees and relatively low strengths, which suggests
that these provinces have weak interactions with numerous
provinces. These findings are more likely to be related to the
heterogeneous characteristics of those provinces, such as traffic,
population, education, and weather.

Considering the direction of epidemic transmission, we drew a
k-means clustering graph based on the indicators of out-degree,

in-degree, out-strength, in-strength, and coreness, as shown in
Figure 13. The left panel presents the optimal number of clusters
by the Elbow method, and the right panel visualizes the
corresponding clusters. We can clearly see that the optimal
clustering number of the 31 provinces is 4, and these four
clusters obviously exist. Uniquely, Hubei Province formed a
single cluster, which can be explained by its role as the initiator
of the epidemic. The provinces of Beijing, Henan, Hunan,
Jiangsu, Liaoning, and Szechwan are in the same group, and
they show relatively high values of the above indicators. In
contrast, provinces with lower values, such as Gansu, Guizhou,
Ningxia, Qinghai, Tibet, and Xinjiang, belong to another cluster.
The remaining provinces are also grouped together. This
clustering is similar to that shown in Figure 12 and Table 3, and
its uniqueness lies in considering directional factors when
investigating the central properties of each province.
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Figure 13. The optimal number of clusters and the clustering plot. The horizontal and vertical axes of the right panel represent the first and second
principal components, respectively.

The findings in this section comprehensively demonstrate the
important nodes in the COVID-19 epidemic network and reveal
the transmission path among provinces in mainland China. On
this basis, we can further identify some economic and social
factors determining the development of this epidemic; finally,
effective control can be achieved by imposing some public
interventions. With more countries or territories involved in the
COVID-19 epidemic, the structure of the world network has
become more complex, and it is more urgent to explore the
corresponding central properties.

In addition, we attempted to consider directionality in the
empirical analysis of the COVID-19 epidemic network, and the
results again confirmed the existing findings (see Multimedia
Appendix 1).

Limitations
It is worth mentioning that our study is limited to the
transmission of the COVID-19 epidemic in 31 provinces in
mainland China, and the k-core decomposition is applicable to
unweighted and undirected networks. In the future, more
network analysis methods can be considered to explore the
epidemic transmission dynamics involving more regions in
China or the rest of the world.

Conclusions
The COVID-19 epidemic is spreading worldwide, and increasing
numbers of countries and territories are becoming involved in
the network of the outbreak. Identifying the most important
nodes and the hierarchical structure of this network has become
a priority. Focusing on mainland China, a COVID-19 epidemic
network was constructed from the cross-provincial traveling
records of confirmed patients; then, three methods, namely
degree distribution, k-core decomposition, and influence power,
were employed in further structural analysis of the network.

With regard to the empirical results of degree distribution, the
power-law distribution suggests that most provinces have either
low out-degrees or in-degrees, and only a small fraction of
provinces tend to have relatively strong outward or inward

transmission effects. In descending order, the three provinces
of Hubei, Beijing, and Guangzhou showed the highest
out-degrees, and the three highest in-degrees were observed for
the provinces of Beijing, Henan, and Liaoning.

The application of k-core decomposition also resulted in some
novel findings. First, we verified the hierarchical structure of
the COVID-19 epidemic network over the whole period, and
more than half of the 31 provinces were found to be in the
innermost core. Second, we considered the correlation of the
characteristics and coreness of each province, and we identified
some significant negative and positive factors. In addition, the
variation of the maximum coreness with time was investigated
from two perspectives: daily and weekly. An obvious trend of
initial rising and subsequent falling appeared both on January
21, 2020, and in the fourth week. To be more specific,
considering the dynamic transmission process of the COVID-19
epidemic, the three provinces of Anhui, Beijing, and Guangdong
always showed the highest coreness from the third to the sixth
week, and Hubei Province maintained the highest coreness until
the fifth week but suddenly dropped to the lowest coreness in
the sixth week.

Subsequently, the influence power (out-strength and in-strength)
was introduced to measure the influence intensity of each
k-shell. It was observed that most outgoing and incoming links
were from the provinces with the highest corenesses. Moreover,
we investigated the dynamic “outgoing” and “incoming” roles
of those important provinces, and we found that the out-strength
of the innermost nodes was larger than their in-strength before
January 27, 2020, after which a reversal occurred.

Our study is committed to making policy recommendations to
relevant departments. First, when a public emergency such as
an epidemic breaks out, it is necessary to promptly adopt
antiepidemic measures (home isolation, wearing masks, etc),
and mandatory traffic control should be implemented in a timely
fashion to improve the emergency response. Second, measures
such as the blockade of Wuhan should not only be implemented
in the epicenter of the epidemic, but also in neighboring
provinces and territories with high population mobility. The
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level of the blockade can be determined according to the severity
of the local epidemic situation. Finally, in view of the dynamic
process of the COVID-19 epidemic, local health organizations

should identify the epidemic stage and adjust the controlling
measures in a timely fashion.
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Abstract

Background: The novel coronavirus SARS-CoV-2, which causes the COVID-19 disease, has resulted in a global pandemic.
Since its emergence in December 2019, the virus has infected millions of people, caused the deaths of hundreds of thousands,
and resulted in incalculable social and economic damage. Understanding the infectivity and transmission dynamics of the virus
is essential to determine how best to reduce mortality while ensuring minimal social restrictions on the lives of the general
population. Anecdotal evidence is available, but detailed studies have not yet revealed whether infection with the virus results in
immunity.

Objective: The objective of this study was to use mathematical modeling to investigate the reinfection frequency of COVID-19.

Methods: We have used the SIR (Susceptible, Infected, Recovered) framework and random processing based on empirical
SARS-CoV-2 infection and fatality data from different regions to calculate the number of reinfections that would be expected to
occur if no immunity to the disease occurred.

Results: Our model predicts that cases of reinfection should have been observed by now if primary SARS-CoV-2 infection did
not protect individuals from subsequent exposure in the short term; however, no such cases have been documented.

Conclusions: This work concludes that infection with SARS-CoV-2 provides short-term immunity to reinfection and therefore
offers useful insight for serological testing strategies, lockdown easing, and vaccine development.

(JMIR Public Health Surveill 2020;6(4):e21168)   doi:10.2196/21168

KEYWORDS

infectious disease; SARS-CoV-2; COVID-19; SIR; modeling; reinfection

Introduction

The novel coronavirus SARS-CoV-2 is thought to have
originated in China in late 2019, and has since spread globally,
resulting in the COVID-19 pandemic. In the 8 months since the
first confirmed case, the virus has resulted in 24 million
confirmed infections and over 820,000 deaths, and has caused
substantial social and economic damage.

SIR (Susceptible, Infected, Recovered) modeling uses a set of
differential equations to determine how the number of infected
and recovered individuals changes over time given a specified
rate of infection and recovery. It was first used in 1927 by

Kermack et al [1] and has since been used to model epidemics
from AIDS [2] to SARS (severe acute respiratory syndrome)
[3]. Variations of SIR modeling have been used during the
COVID-19 pandemic to look at the varying burden on health
care systems based on public health intervention [4], the absence
of a stable disease-free equilibrium [5], and infection rate [6],
as well as the eventual size of the overall pandemic [7]. An
extension of the model has also been used to simulate the
changing death rate as a function of the number of individuals
infected, and it was found that an equilibrium point was reached
where there were no further reinfections [8].
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In this study, we used an extension to the SIR framework that
distinguished between infected and reinfected individuals to
model empirical data taken from a compiled COVID-19 data
set [9], in order to investigate the reinfection frequency of the
disease. We aimed to determine if cases classified as
“reinfections” will occur, although to date there is no definitive
cases of reinfection reported in the scientific literature.

Methods

Data Sources
We used national infection and mortality data from a variety of
sources to investigate the reinfection dynamics of SARS-CoV-2.
Unless specified, national data on infections and deaths from
SARS-CoV-2 were acquired from the Our World in Data
database compiled by the Oxford Martin School at the
University of Oxford [9]; the hospitalization cases in
Switzerland were obtained from the Federal Office of Public
Health in Switzerland [10]; the data for the city of New York
were obtained from the New York City Health website [11];
the population of New York City was obtained from the 2019
New York census [12]; and the recovery data for Germany was
sourced from Trading Economics [13], which obtains its data
from the World Health Organization (WHO). For each
geographical region, the data were taken from the date of the
first recorded infection up until May 17, 2020, when the data
were accessed.

Choice of Geographical Regions
The simulations were initially completed for the United
Kingdom, where, at the time the data were accessed, there was
a high number of confirmed cases. Australia was selected as an
example of a region with low numbers of recorded cases, in
order to investigate the limit of expected reinfections; Germany
was selected as it was one of the few countries with recorded
recovery data; Italy was studied since the number of infections
and deaths had peaked by May 17, 2020; Singapore was unique
as a city-state so population density for the nation was very
high; Switzerland was selected since hospitalization data were
available at the time the data were accessed; and the United

States as a whole was compared with New York City, which
was the worst affected part of the United States at the time.

Assumptions
A number of assumptions have been made. Where possible,
they have been made so that the number of reinfections is
underestimated. These assumptions are as follows:

1. There is a large lag time for recovery to take place (28 days)
[14,15].

2. The incubation period was modeled as 6 days [16].
3. The model does not consider social distancing or shielding

and so assigns an equal probability of an infection to all
individuals.

4. Not all infections have been recorded due to lack of testing,
misdiagnosis, or asymptomatic infection [17].

5. Infections and recoveries are not necessarily recorded on
the date that they first occurred.

6. There is no emigration out of, or immigration into, a
population of interest.

7. The model assumes a homogeneous population density,
with no societal structure (eg, equal number of residents
per household).

The Model
We based our model on the compartmental SIR framework, but
differentiated between initial and subsequent infections, resulting
in a 6-state model (susceptible, infected, recovered, infected [2
or more times], recovered [2 or more times], and deceased)
(Figure 1 and Table 1). The number of infections and deaths
each day was taken from national statistics (as described above).
Where available, recovery data were used; otherwise, recoveries
were modeled with a 28-day lag time (with the number of
recoveries representing those individuals who did not die during
the 28-day recovery time). “Recovered” individuals were
selected stochastically from the populations of the states 28
days prior [14,15], “infected” individuals from the populations
of the states 6 days prior (due to the incubation period [16]),
and “deceased” individuals from the populations of the states
1 day prior.
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Figure 1. A simple representation of the model. St represents the number of persons susceptible to infection who have had no prior infections on day
t; It is the number of people currently infected for the first time on day t; Rt is the number of people who have recovered once on day t; I’t is the number
of people who have been infected 2 or more times and are infected on day t; R’t is the number of people who have recovered 2 or more times and are
not infected on day t of the model, and Dt is the number of deceased persons on day t of the model. Further symbols are defined in Table 1.

Table 1. Definition of parameters in the model.

DefinitionParameter

Random numberxi

The number of days into the simulation; t=1 for the day of the first infectiont

The average number of days for recovery (trecovery=28)trecovery

The average number of days before an infection is seen (tincubation=6)tincubation = tinc.

The number of days over which the simulation is runtmax

The number of susceptible individuals on day tSt

The number of infected (once) individuals on day tIt

The number of recovered (once) individuals on day tRt

The number of infected (2 or more times) individuals on day tI’t

The number of recovered (2 or more times) individuals on day tR’t

The number of deceased individuals from SARS-CoV-2 on day tDt

The infection rate on day tΒt

The recovery rate on day tγ

The death rate on day tmt

The total population in the model; N = St + It + Rt + I’t + R’t + Dt ∀ tN

The number of infected individuals on day t; Nt
infected = It + I’tNt

infected

The number of uninfected individuals on day t; Nt
uninfected = St + Rt + R’tNt

uninfected

The number of new infections on day t; nt
infected = βtSt–tincubation(It–tincubation + I’t–tincubation) + βtRt–tincubation(It–tincubation +

I’t–tincubation) + βtR’t–tincubation(It–tincubation + I’t–tincubation)

nt
infected

The number of recovering individuals on day t; nt
recovered = γtIt–trecovery + γtI’t–trecoverynt

recovered

The number of deaths on day t; nt
deaths = mtIt–1 + mtI’t–1nt

deaths

The number of first-time infections on day t (ie, the number of St → It transitions on day t)it
first time
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When using the model, the rates of infection, recovery, and
fatality for each state were assumed to be independent of how
many infections a host had previously had. The number of
susceptible persons at the beginning of the simulation, N, was
taken to be the population of the region of interest [9,12]. After
all infections, recoveries, and deaths for a day, the number of
days into the simulation was increased by one, t → t + 1 up to
tmax. The simulation was repeated 10,000 times to produce
expectation values and standard deviations for the number of
individuals classified as reinfections.

By pooling the number of cases in the infected (2 or more times),
recovered (2 or more times), and deceased (after 2 or more
infections) states at the end of the simulation, we calculated an
estimate of the number of reinfections that would be expected
to occur. This number represents the total population that had
passed through the infected (2 or more times) state by the end
of the simulation.

Unless otherwise stated, the average recovery time used in the
simulations was set as 28 days, as this is greater than the median
recovery time suggested in the report of the WHO-China Joint
Mission on Coronavirus Disease 2019 [14].

Results

Simulations of UK Infection Data Suggest a Small
Number of Reinfections Should Have Occurred
We initially ran the simulation for data in the United Kingdom
over the course of 106 days (from the first recorded case on
February 1 until May 17, 2020, when the data were accessed).
Figure 2 shows how the population of each state in the model
changed over the course of a typical simulation. The number
of susceptible individuals initially remained steady, until day
55, when there was a sharp decline due to the increase in primary
infections (Figure 2A). The number of individuals infected just
once started to increase steadily after day 40 and continued to
do so throughout the simulation until day 92. After the 28-day
lag time, the individuals infected once started to recover,
resulting in an increase in the recovered (once) state through to
the end of the simulation (Figure 2B). As the number of
recovered individuals started to increase, so did the number of
people infected for a second time. The number of people
recovered for the second time started to increase after the 28-day
recovery lag time (Figure 2C). The number of deaths started to
rise from day 55 onwards, and fatalities continued to increase
through to the end of the simulation (Figure 2D). In the United
Kingdom, the number of expected reinfections was calculated
to be 43 (SD 7), which makes up 0.018% of the total infections
(Table 2). The first reinfection for the United Kingdom was on
day 82 (SD 5), corresponding to April 22, 2020.
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Figure 2. Plots of the populations of each state in the model over the course of a typical simulation, using infection data from the United Kingdom.
(A) An example plot of the susceptible population in the model over the course of 106 days (from the first recorded case on February 1 until May 17,
2020, when the data were accessed). (B) An example plot of the populations that are infected for the first time or recovered from a single infection. (C)
An example plot of the populations of the simulation that have been reinfected and have recovered from an infection twice. (D) An example plot of the
number of deceased individuals through the course of the simulation.

Table 2. The number of predicted reinfections and their standard deviation in different locations worldwide as predicted from the model. Unless
otherwise stated, these figures represent simulations using the total number of infections for each region and are modeled without the data on the number
of recoveries.

Reinfections as a % of the total infectionsInfections, NReinfections, mean (SD)Region

0.001470360.1 (0.3)Australia

0.011174,35520 (5)Germany

0.05174,35579 (9)Germany (with recovery data)

0.028224,76063 (8)Italy

0.11189,027209 (15)New York City

0.00448,4627 (3)New York City (hospitalizations)

0.01427,3564 (2)Singapore

0.01330,5874 (2)Switzerland

0.018240,16143 (7)United Kingdom

0.0271,467,884402 (20)United States
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Simulations of Infection Data in Other Regions Show
a Similar Trend
The simulations were repeated with data from Australia, Italy,
New York City, Singapore, Switzerland, and the United States.
The mean number of expected reinfections in each region or
country for the 10,000 simulations that were run are shown in
Table 2. In all cases, with the exception of Australia, our model
predicts that reinfection cases should occur.

Comparison of Infection and Hospitalization Data in
New York City
Next, we repeated our simulation for New York City, with the
total number of infections replaced by the number of

hospitalizations. When we ran the simulation with an input of
the total number of infections, the number of secondary
infections continued to increase throughout the simulation, when
the numbers appear to start to peak (Figure 3A). This was
followed by an increase in the number of secondary recoveries
after the 28-day recovery lag time. In comparison, the
hospitalization data for New York showed no secondary
recoveries as the reinfections occurred later into the simulation
(Figure 3B). The total number of predicted reinfections from
the New York hospitalized data was 12 (SD 4) (Table 2).

Figure 3. Comparison of total infections versus hospitalization data in New York City. Plots of the infected (2 or more times) and recovered (2 or more
times) states for (A) New York using all infection data and (B) New York using only the hospitalization data.

Inclusion of Recovery Data Suggests That Predicted
Reinfections Are Underestimated
Recovery data was sparse or unavailable for most regions, likely
due to lack of follow-up testing. Recovery data were available
from Germany, and we therefore compared the results of our

simulation for Germany with and without the recovery data as
an input. The models used a 28-day lag before the recoveries
started, meaning very few secondary recoveries took place
(Figure 4A and B). There were 73 more reinfections with the
reinfection data than with the modeled data (Table 2).

Figure 4. Plots of infected (2 or more times) and recovered (2 or more times) states with (A) modeled recovery data and (B) actual recovery data. Use
of actual recovery data from Germany suggests that the number of recovered individuals, and hence reinfections, are underestimated in our model.
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The 28-day lag time used for the modeled recovery data ensured
that we underestimated the recovery rate, and therefore the rate
of reinfection as well. To investigate a more life-like recovery
rate, the United Kingdom simulations were repeated again using
the modeled recovery data, while shortening the lag time for
recovery. As expected, we found that the rate of reinfection
increased as the lag time was decreased from 28 days through
to 7 days, as there was a larger population that recovered from
a primary infection. With a 7-day lag time, the number of people
in the infected (2 or more times) state peaked at day 101 of the
simulation (Multimedia Appendix 1). The total number of people
reinfected throughout the simulation increased as the lag time
decreased, with 43 (SD 7), 83 (SD 9), 139 (SD 12), and 209
(SD 14) reinfections for 28-day, 21-day, 14-day, and 7-day
recovery lag times, respectively.

Discussion

In this work, we have presented a modeling strategy used to
determine whether SARS-CoV-2 reinfections can occur. We
modeled actual infection and fatality data from different regions
around the world and found that all regions investigated, with
the exception of Australia, should have recorded cases of
reinfections if primary infection with SARS-CoV-2 did not
provide some level of immunity. The actual number of cases
of reinfection that have been reported in any of these regions
or countries to date is zero, suggesting that worldwide, primary
SARS-CoV-2 infection provides short-term immunity.

In Australia, the number of confirmed SARS-CoV-2 infections
at the time the data were accessed was relatively low [9],
possibly due to early social distancing measures, the closing of
international borders, and mass testing and tracing measures.
The number of modeled reinfections (0.1 [SD 0.3]; Table 2)
reflects this, and so even without immunity from infection no
reinfections would be expected to occur. Similarly, in
Switzerland and Singapore, very low numbers of reinfections
were predicted by the model (6.2 [SD 2.5] and 6 [SD 2],
respectively; Table 2). It is possible that these very low numbers
of reinfection cases could have been missed due to misdiagnosis
or lack of follow-up testing. We therefore applied our model to
data from Germany [9], Italy [9], New York City [11,12], and
the United States as a whole [9], which have recorded far higher
numbers of SARS-CoV-2 infections (174,355; 224,760;
189,027; and 1,467,884, respectively, when the data were
accessed). The number of reinfection cases predicted for these
countries was 30 (SD 6), 89 (SD 9), 335 (SD 18), and 635 (SD
25) for Germany, Italy, New York, and the United States,
respectively (Table 2). We conclude that it is therefore very
unlikely that all of these predicted cases, if true, were missed
due to misdiagnosis or lack of testing.

We also found that rehospitalization cases should have been
seen amongst hospitalized cases in New York City—it is
unlikely that these cases would be missed as people are
processed and tested on admission into hospital. To date,
however, no reinfections have verifiably been recorded
anywhere in the world. A report from South Korea suggested
that 116 patients recovered from COVID-19 had tested positive
by RT-PCR (reverse transcription–polymerase chain reaction)

for the virus again [18]; however, this has since been explained
as the “false-positive” detection of remnants of viral RNA
(ribonucleic acid) rather than reactivation or reinfection. The
lack of documented reinfections suggests that short-term
immunity to the virus is produced by an initial infection,
although our model cannot predict whether this immunity will
last over longer timescales.

Our results are supported by a number of animal challenge
studies, which also show that immunity to SARS-CoV-2 can
be conferred. A study in rhesus macaques showed that, following
initial viral clearance, the monkeys showed a reduction in their
median viral load in comparison with primary infection when
rechallenged with SARS-CoV-2 [19]. Similarly, Ryan et al [20]
demonstrated that rechallenged ferrets were fully protected from
acute lung pathology. An adenovirus-vector vaccine tested on
rhesus macaques elicited a humoral and cellular response that,
on challenge with the virus, proved to significantly reduce the
viral load in bronchoalveolar lavage fluid and respiratory tract
tissue [21]. However, a longitudinal study by Seow et al [22]
showed that the immunity conferred against SARS-CoV-2 may
only be short term. Our model proposes that reinfection cases
should have already started to appear by April 2020, suggesting
a possible lower limit for immunity duration.

A report from the WHO-China Joint Mission on Coronavirus
Disease 2019 estimated the recovery time for SARS-CoV-2
infection to be 2 weeks for mild cases and 3-6 weeks for severe
or critical cases [14]; based on this we used a long (28 days)
recovery lag time in the modeled data. Comparison with
real-world recovery data from Germany suggested that the actual
recovery time may be significantly shorter, giving rise to an
underestimation of the reinfection rate in our modeled data.
This was supported by an increase in the number of predicted
reinfections in the UK simulations when we used a shorter
recovery lag time of 7, 14, or 21 days. In addition, there were
no allowances in our model for transmission being localized to
regions smaller than a nation or city; the daily infection data
were likely to be only a fraction of the total number of infections
due to asymptomatic or mild infections not being recorded, and
infections were recorded on the date of testing, not the actual
date of infection. We also note that significant differences in
testing, reporting, and shielding of the vulnerable exist between
the different regions in this study and that a large number of
COVID-19 cases were missed in every region of interest (eg,
in Geneva, unreported cases were estimated to be 11.6 infections
per reported infection from April 6 to May 9 [17]). In every
region, we expect that the impact on our simulation would be
to underestimate the number of reinfections. Taken together,
this suggests that the actual reinfection rate would be
significantly higher than that predicted by our model if there
was no immunity conferred by prior infection.

Our model has a number of limitations, including the lack of
modeling of any social structure, the fact that individuals who
have been infected may change their shielding behaviors,
differing recovery times from person to person, and missing
information regarding immigration into and out of regions of
interest. In spite of this, the results documented here provide
strong evidence, based on real data, to suggest that that there is
at least short-term immunity conferred by an initial infection
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of SARS-CoV-2. This has implications for serological testing
strategies, lockdown easing timescales, and vaccine

development. Our modeling strategy can also be extended to
understand the reinfection dynamics of future pandemics.
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Abstract

Background: Creating an ontology for COVID-19 surveillance should help ensure transparency and consistency. Ontologies
formalize conceptualizations at either the domain or application level. Application ontologies cross domains and are specified
through testable use cases. Our use case was an extension of the role of the Oxford Royal College of General Practitioners (RCGP)
Research and Surveillance Centre (RSC) to monitor the current pandemic and become an in-pandemic research platform.

Objective: This study aimed to develop an application ontology for COVID-19 that can be deployed across the various use-case
domains of the RCGP RSC research and surveillance activities.

Methods: We described our domain-specific use case. The actor was the RCGP RSC sentinel network, the system was the
course of the COVID-19 pandemic, and the outcomes were the spread and effect of mitigation measures. We used our established
3-step method to develop the ontology, separating ontological concept development from code mapping and data extract validation.
We developed a coding system–independent COVID-19 case identification algorithm. As there were no gold-standard pandemic
surveillance ontologies, we conducted a rapid Delphi consensus exercise through the International Medical Informatics Association
Primary Health Care Informatics working group and extended networks.

Results: Our use-case domains included primary care, public health, virology, clinical research, and clinical informatics. Our
ontology supported (1) case identification, microbiological sampling, and health outcomes at an individual practice and at the
national level; (2) feedback through a dashboard; (3) a national observatory; (4) regular updates for Public Health England; and
(5) transformation of a sentinel network into a trial platform. We have identified a total of 19,115 people with a definite COVID-19
status, 5226 probable cases, and 74,293 people with possible COVID-19, within the RCGP RSC network (N=5,370,225).

Conclusions: The underpinning structure of our ontological approach has coped with multiple clinical coding challenges. At a
time when there is uncertainty about international comparisons, clarity about the basis on which case definitions and outcomes
are made from routine data is essential.
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Introduction

The COVID-19 pandemic has many features of a complex
system [1,2]. Complexities include repeated name changes of
both the causative organism and associated disease [3-6],
evolving understanding of core clinical features at presentation
[7,8], and differing rates of testing and approaches to outcome
reporting between countries [9,10]. This complexity presents a
significant challenge for consistent clinical coding within
computerized medical records (CMR) systems [11].

Creating an ontology for COVID-19 surveillance should help
to facilitate reproducibility and interoperability between various
key stakeholders, from clinicians and epidemiologists to data
scientists and software developers. Ontologies are formalizations
of conceptualizations and exist in reference or application
formats [12]. Reference ontologies are at a domain level and
describe a group of related concepts. Application ontologies are
more specific and are used when modeling across multiple
domains [13]. Application ontologies should be evaluated
against a testable use case, which represents the scope and
requirements of the specific application [14,15]. The emergence
of a new disease means that corresponding original ontologies
need to be developed.

We report the development of a COVID-19 application ontology
using the Oxford Royal College of General Practitioners (RCGP)
Research and Surveillance Centre (RSC) network’s adaptations
to COVID-19 as its use case. The RCGP RSC is an established
primary care sentinel network, which extracts pseudonymized
data from a nationally representative sample of over 500 general
practices twice weekly (N=5,370,225) [16]. RCGP RSC has
collaborated with Public Health England (PHE) for over 50
years, conducting influenza and respiratory disease surveillance
and vaccine effectiveness studies [17,18]. The RCGP RSC has
extended these routine surveillance activities to include
monitoring the spread of COVID-19, assessing the effectiveness
of containment measures, and becoming a platform for an
in-pandemic COVID-19 trial [19,20].

Building on our previous experience of developing ontologies
[12,21,22], we created an application ontology for extended
COVID-19 surveillance.

Methods

Overview
Our application ontology was developed in 3 stages—stage 1:
creating and testing our use case; stage 2: developing the
COVID-19 surveillance ontology; and stage 3: external
validation using a rapid Delphi consensus exercise. We classified
this as an application ontology because the system crosses a
range of domains to deliver specific goals. The data source was
routine primary care data from the RCGP RSC sentinel network,
combined with virology and serology sampling data from PHE.

Additionally, a practice dashboard and a practice liaison team
helped ensure data quality [23]. Episode type, whether a case
is a first or incident case or a follow-up is important for
surveillance; while we can infer this from records it is better if
it is collected as primary information [24].

Stage 1: Creating and Testing the Use Case
We created a testable narrative use case for COVID-19
surveillance, using previously described methods [25,26]. The
primary actor was the RCGP RSC, the system it interacts with
was the national response to the COVID-19 pandemic, and its
outcomes entailed monitoring spread and effect of mitigation
measures.

The use case has been progressively implemented in-pandemic.
We report our implementation across the domains identified.
As our ontology developed and formalized, post hoc checking
was done to ensure extracts were ontology compliant.

Stage 2: Developing the COVID-19 Surveillance
Ontology
We developed an application ontology to support extended
surveillance using routine CMR data. The terminology and
clinical understanding and response to COVID-19 were rapidly
changing during the development period. The ontology has
built-in flexibility to accommodate these and further changes.

We used our 3-step ontological process to identify codes to
meet our requirements [12,21,22]:

• Step 1: the ontology layer; defines relevant COVID-19
surveillance concepts and may include exposure,
investigations, diagnoses, or other “processes of care.” Part
of our ontological process is to iterate whether cases
identified are definite, probable, or possible, based on the
specificity of the codes used (an approach developed in
diabetes research [27]);

• Step 2: the coding layer; applies concepts of the ontology
layer to the specific coding system used in the CMR.
Individual codes are classified as having direct, partial, or
no clear mapping to the criteria considered [28]. In this
case, we extended this to exclude suspected cases where
there was a subsequent negative test. Post hoc data
validation was done largely via our practice liaison team.
One member of the team was entirely dedicated to ensuring
data quality providing anticipatory training and coding aids,
and a responsive service;

• Step 3: the logical data extract model; systematically tests
the codes identified to ensure that data outputs are consistent
with study requirements.

We wanted our resource to be findable, accessible, interoperable,
and reusable (FAIR) [29], so we used standard tools in its
development, namely the Protégé ontology development
environment [30] and Web Ontology Language (OWL) [31].

The scope of the ontology included:
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• Demographic details, including age, gender, ethnicity,
deprivation, rurality, and linking key identifiers;

• Recording of monitored conditions and key clinical features
(ie, symptoms and signs);

• Relevant comorbidities and risk factors;
• Tests and test results (ie, COVID-19–specific and test

results that might imply susceptibility or resilience);
• Key outcome measures including hospitalization, oxygen

therapy, intensive care admission, and mortality.

Stage 3: External Evaluation of the Ontology
We carried out a rapid Delphi consensus exercise by inviting a
panel (n=9) of international primary care clinicians and
informaticians through the International Medical Informatics
Association Primary Health Care Informatics working group
and extended networks [32,33]. The consensus exercise
consisted of 3 rounds:

1. We shared our initial ontology and requested panel members
to inform us about additional concepts that were not present
in the ontology but present in their clinical workflows. In
order to facilitate rapid consensus, we used email
correspondence for this stage.

2. We shared the revised ontology with panel members, who
were asked to indicate their level of agreement, on a 5-point
Likert scale, to statements related to the coverage of
concepts and applicability of the ontology to their primary
care system. This was delivered through on an online survey

(see panel members and questions in Multimedia Appendix
1). Consensus was defined as ≥80% agreement. Statements
not meeting 80% agreement were modified according to
the feedback provided by the expert panel and redistributed
to panelists for round 3.

3. We conducted an online discussion to review and approve
the final ontology.

Ethical Considerations
COVID-19 surveillance is carried out by RCGP RSC in
collaboration with PHE, and approved under Regulation 3 of
The Health Service (Control of Patient Information) Regulations
2002 by PHE’s Caldicott Guardian [34]. No specific permissions
were needed for our ontology development as no additional
processing of data was required.

Results

Stage 1: Creating and Testing the Use Case
We developed a summary narrative use case (Table 1). The
success scenarios listed are goals we want to achieve.

The success scenarios and extensions reflect the cross-domain
activities within the use case. We list the outcomes across 5
domains: primary care, public health, virology, clinical research,
and clinical informatics (Table 2). We implemented our ontology
through practical activities across these domains.
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Table 1. Summary narrative use case.

DescriptionVariable

Actor • Oxford Royal College of General Practitioners Research and Surveillance Centre

Scope • Delivery of COVID-19 surveillance and research

Level • Health care system wide

Stakeholders and interests

Patients and public • Safe and timely guidance through the pandemic

General practices • Professional interest; payment; providing high-quality, evidence-based care

Public Health England • Need data to predict transmission
• Monitor the effectiveness of interventions

Royal College of General Practitioners • Care for/protect members
• Contribute to pandemic response

Primary care clinical trials unit • Data governance policies control which data can be viewed
• Recruit to trial to mitigate COVID-19

Precondition • Legal basis, permissions for data extracts, data extraction, and analytics capability within the network

Minimal guarantee • Delivery of data and analytics at prepandemic scale

Success guarantee • Larger network with high-quality data
• Outputs to meet changed requirements during the pandemic
• Authoritative source of primary care data, evidenced by academic publication

Main success scenario • High-quality primary care data, feedback to practices via customized dashboards
• Representative sampling of virology and serology by collecting the specified number of samples

(900 virology, 1000 serology per week)
• Twice weekly data feeds to Public Health England to meet their data requirements
• National observatories and weekly return that represent the impact of COVID-19
• Ensure that we fully recruit to the PRINCIPLEa and other trials through the Oxford–RCGP RSC

system
• High-quality publication of lessons from surveillance

Extensions • Trebling the number of virology practices (we have gone from 100 to 300 virology sampling prac-
tices, from 10 to 200 serology sampling practices)

• Adjusting to the effect of lockdowns on:
• Extending the network to over 1000 practices to support large-scale clinical trials, embedded

in clinical practice; eg, recruitment into the PRINCIPLE trial
• Sampling all eligible patients due to the reduced number seen on surgery premises

• Postconvalescent serology; we will collect convalescent serology at 28 days from a wide range of
practices

• Managing unforeseen problems:
• Refusal of some post offices to allow sample postage
• Postage delays
• Swab supply problems

• Piloting new methods of swab delivery to patients
• Add resilience to the surveillance system

• Human resilience - extending data team and support
• System resilience - direct feeds from major CMRb suppliers

• Other studies: large numbers of study requests that need managing

aPRINCIPLE: Platform Randomised Trial of Interventions Against COVID-19 in Older People.
bCMR: computerized medical record.
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Table 2. Application use-case outcomes by domain.

OutcomesDescriptionDomain

Primary care •• Data quality feedback to practicesCOVID-19 Observatory - temporal and geo-
graphic surveillance • Feedback from practices

• COVID-19 dashboard - practice-level data
quality

Public health •• Trends of community transmission after social distancing endsCOVID-19 - supplementary report
• •Public health policy - containment measures Estimates of COVID-19–related community morbidity and mortality

Virology •• Virologically confirmed incidenceSwabbing - investigation
• Virology • Representative collection of serology for sero-epidemiology
• Serology • Ordering stock control and swab and virology container supply

Clinical research •• Health outcomes: chest infections, hospitalization, intensive care
unit, mechanical ventilation, oxygen therapy, and death

Recruitment to clinical trials

Clinical informatics •• Data quality, usability, FAQsb—continuous improvement of our in-
terface

IGa—legal basis, data sharing agreements,
contracts

•• Adaptability with changing clinical knowledgeHardware and its resilience
• •Semantic interoperability across domains Ontology with annotations to clinical terms/codes

aIG: information governance.
bFAQ: frequently asked question.

Primary Care Domain: Data Quality and Feedback to
General Practices (COVID-19 Dashboard)
Our COVID-19 dashboard presented weekly data on respiratory
conditions to practices within the RCGP RSC sentinel network.
Data were presented on COVID-19 incidence for the individual
practice, and at the regional and national levels for reference,

along with rates of other respiratory infections (Figure 1).
Postimplementation feedback had to keep pace with multiple
data changes and different timetables of code releases between
CMR system providers. It included constant updating of coding
prompt cards [35]. It also required liaison with computer
template developers to change design to incorporate episode
type.

Figure 1. COVID-19 dashboard for each RCGP RSC network practice [36]. The column starting P35398 is that practice data; “South” is their region;
RSC is the rate across the whole network. Dates are presented in the DD/MM/YYYY format throughout. RCGP RSC: Oxford Royal College of General
Practitioners (RCGP) Research and Surveillance Centre; URTI: upper respiratory infection; LRTI: lower respiratory infection.
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Public Health Domain: Data Visualization With
COVID-19 Observatory
Our ontology ensured consistency between our classic weekly
return, which now includes COVID-19 surveillance. In addition,
we developed customized outputs for epidemiologists at PHE
and an observatory to present data on the incidence of

COVID-19 across the network (Figure 2). This is based on
coding described in the ontological layer and presents incidence
rate per 10,000 cases of COVID-19. Up to the week
commencing September 21, 2020, we have identified a total of
19,115 people with definite COVID-19, 5226 probable cases,
and 74,293 people with possible COVID-19 within the RCGP
RSC network (N=5,370,225).

Figure 2. Oxford RCGP RSC interactive COVID-19 observatory. Users can select the cumulative or week-by-week view of the data, and visualize
data by age-band, region, risk group, and COVID-19 status (definite, probable, possible, and excluded) [37]. RCGP RSC: Oxford Royal College of
General Practitioners Research and Surveillance Centre.

The biggest area of challenge was attribution of codes to
certainty of diagnosis. We have had to evolve this with coding
system changes (see Multimedia Appendix 1 for our final
SNOMED CT [SNOMED Clinical Terms] concept list).

Virology Domain: Weekly Virologic Surveillance Reports
Similarly, our ontology drove the consistent extension of our
virology reporting. Sound data structures have also been

important because the number of participating virology sampling
practices trebled from 100 to 300 to provide more data. The
weekly virology report provides a visualization of the absolute
number and rate per 10,000 by week of the swabs taken,
combined with the matched week from the previous year’s
figures for background context (Figure 3). There is a similar
observatory for serology (included in Multimedia Appendix 1).

JMIR Public Health Surveill 2020 | vol. 6 | iss. 4 | e21434 | p.401http://publichealth.jmir.org/2020/4/e21434/
(page number not for citation purposes)

de Lusignan et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 3. Oxford RCGP RSC interactive virology swabbing report. Users can look at the cumulative or weekly report or compare with the previous
year, and look by infected organism or region. “Unknown” is used where no testing is done; currently, samples are only tested for COVID-19. RCGP
RSC: Oxford Royal College of General Practitioners Research and Surveillance Centre; ISO: International Organization for Standardization.

Clinical Research Domain: Participation in
Observational and Interventional Studies
The COVID-19 surveillance application ontology supported
consistent reporting of findings in observational and
interventional clinical research. We have a series of ongoing
observational studies, the first of which has reported results
[38]. The network is also supporting the PRINCIPLE (Platform
Randomised Trial of Interventions Against COVID-19 in Older
People) trial, a UK platform randomized controlled trial of
interventions for COVID-19 in primary care. The study is
assessing the effectiveness of trial treatments in reducing the
need for hospital admission and death in patients with suspected
COVID-19 infection aged ≥50 years with serious comorbidity,
and aged ≥65 years with or without comorbidity [20]. To date,
830 practices have signed up, with 415 patients randomized;
468 (56.4%) of these are RCGP RSC practices, and they have
recruited 342 (82.4%) of the included patients so far.

Clinical Informatics Domain: Creating the COVID-19
Ontology
The annotated application ontology was published on the
BioPortal Ontology Repository [39] and will continue to be
developed as our understanding of COVID-19 advances and
new interventions (eg, vaccination) are introduced. The detail

of the ontological development is set out in stage 2 of our 3-step
process.

Stage 2: Developing the COVID-19 Surveillance
Ontology

Step 1: Ontological Layer
We reviewed emerging case definitions of COVID-19 to identify
key concepts used for case ascertainment and their relationships.
Concepts included in the ontology were consistent with the
WHO data dictionary for COVID-19 case–based reporting [40].

We have limited our presentation of results to the case definition
of COVID-19. This has involved grouping concepts into: (1)
definite, which include definitive codes for a
laboratory-confirmed case of COVID-19; (2) probable, which
included a clinical diagnosis of COVID-19 and use of
out-of-date codes created during the previous SARS (severe
acute respiratory syndrome) outbreak; (3) possible, which
contains a range of coding alternatives related to suspected
COVID-19 investigation but no result and exposure codes; and
(4) excluded, where a test requested is reported as negative (this
is demonstrated in Figure 4). At the individual level, the tests
work hierarchically, with the most specific one driving the
categorization.
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Figure 4. Foundational ontological concepts used for COVID-19 surveillance.

Step 2: Coding Layer
We completed a dynamic process of mapping clinical
terminology codes to concepts that emerged from our
ontological layer (Table 3).

The National Health Service (NHS) uses the UK SNOMED CT
system of coding, which is normally only updated twice yearly.
In early February 2020, there were no clinical codes specific to
COVID-19. Initially, CMR suppliers created 5 new system-wide
local codes to support essential COVID-19–related recording
within a week of being requested [11,19]. Subsequently, 2

emergency releases of novel COVID-19–related UK SNOMED
CT codes were developed through a rapid consultation process
conducted by the NHS Digital Information Representation
Service [41], as greater clinical insight into COVID-19 and
stability around nomenclature emerged. These UK SNOMED
CT concepts were developed independently of international
SNOMED CT terminology development; however, this
open-source ontology can be mapped to international terms with
ease. We iteratively annotated the ontological concepts with
these stepwise-released COVID-19 SNOMED CT clinical
concepts.
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Table 3. Migration across SNOMED CT (SNOMED Clinical Terms) concepts released from February to May 2020.

Final SNOMED CT descriptionTemporary codescClinical concepts that should

be coded in CMRa,b

COVID-19 definite •• COVID-19 confirmed by laboratory testConfirmed 2019 nCoV (Wuhan) infection OR
• •Confirmed 2019 nCoV (novel coronavirus) infection SARS-CoV-2 (severe acute respiratory syndrome

coronavirus 2) detected

COVID-19 probable •• COVID-19No specific codes
• COVID-19 confirmed by clinical diagnostic criteria

COVID-19 possible

Exposure to infectious
agent

•• Exposure to SARS-CoV-2 (severe acute respiratory
syndrome coronavirus 2) infection

Exposure to 2019 nCoV (Wuhan) infection OR
• Exposure to 2019 nCoV (novel coronavirus) infection

Suspected infection •• Suspected COVID-19Suspected 2019 nCoV (Wuhan) infection OR
• Suspected 2019 nCoV (novel coronavirus) infection

Test for infectious
agent offered or taken

•• Swab for SARS-CoV-2 (severe acute respiratory
syndrome coronavirus 2) taken by health care profes-
sional

No specific codes

• Self-taken swab for SARS-CoV-2 (severe acute respi-
ratory syndrome coronavirus 2) offered

• Self-taken swab for SARS-CoV-2 (severe acute respi-
ratory syndrome coronavirus 2) completed

—d• Tested for 2019 nCoV (Wuhan) infection OR
• Tested for 2019 nCoV (novel coronavirus) infection

COVID-19 excluded •• COVID-19 excludedExcluded 2019 nCoV (Wuhan) infection OR
• •Excluded 2019 nCoV (novel coronavirus) infection COVID-19 excluded by laboratory test

• SARS-CoV-2 (severe acute respiratory syndrome
coronavirus 2) not detected

aCMR: computerized medical record.
bFrom ontological layer.
cUsed until replacement with SARS-CoV-2/COVID-19 concepts.
dNot applicable.

Step 3: Logical Data Extract Layer
We incorporated the annotated ontology into the routine
surveillance platform of the RCGP RSC data. The ontology
identified various states of COVID-19 diagnosis in the incoming
data feeds used for surveillance. We conducted a week-by-week

analysis of incoming data modifying our outputs to take account
of supplier-specific changes in reporting. We are planning for
cloud-based extracts and customized extracts from individual
CMR vendors; to do this we are creating an Oxford RCGP
Clinical Informatics Digital Hub (ORCHID) (Figure 5) [42].
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Figure 5. Use of the COVID-19 surveillance ontology across the RCGP RSC processes to achieve semantic consistency in data extraction, visualizations,
and surveillance reports. EMR: electronic medical record; GP: general practitioner; ORCHID: Oxford RCGP Clinical Informatics Digital Hub; RCGP
RSC: Oxford Royal College of General Practitioners Research and Surveillance Centre; SQL: Structured Query Language.

External Evaluation of the Ontology
While we obtained a good consensus in our Delphi exercise,
there was important learning and priorities flagged for
development. Consensus was obtained for 7 out of 8 (87.5%)
of the statements related to coverage of concepts under the upper
level headings of the COVID-19 ontology. All panel members

except one agreed with statements relating to the applicability
of the ontology for case finding activities in their local primary
care setting (Table 4). Input from panel members guided
expansion of the concepts related to statements not reaching
consensus, and this was reviewed by panel members in round
3 of the Delphi exercise.

Table 4. Number of responses and % agreement (strongly agree/agree) to statements relating to the applicability of the ontology for case finding
activities in panel members’ local primary care setting.

% AgreementStrongly agree, nAgree, nNeither agree or
disagree, n

Disagree, nStrongly dis-
agree, n

Statement

Please indicate your level of agreement with the coverage of concepts given under each upper level heading of the COVID-19 surveillance
ontology.

88.953010Symptoms and signs

66.742300Past medical history/at-risk condi-
tions

10072000Exposure

10045000Investigations

10081000COVID-19 case status

88.953010Interventions

88.971100Process of care

10045000Outcomes

88.935100The COVID-19 ontology in its current
format is suitable for COVID-19 case
ascertainment in my local primary care
setting.

Softer important discussion points emerged; for example, our
symptom collection is relatively poorly developed and that there
remains uncertainty about risk and protective factors. There was
strong feeling among one expert that vaccination and exposures
should be part of the ontology; these were subsequently added.

Discussion

Principal Findings
We rapidly developed an application ontology in-pandemic to
support extended surveillance and research activities across the
5 clinical and informatics domains described in our use case.
This application ontology has provided a framework, which we
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have used to help ensure the reliability and consistency of our
outputs at a time of change. This iterative ontological approach
is flexible and robust enough to match the pace and direction
of the evolving clinical landscape of COVID-19.

The focus of our work has been on case identification and
associated test results, as these are the foundations on which
epidemiological and interventional studies are based. We felt
it appropriate to flag the certainty with which a diagnosis is
made. We have already used this ontology in observational and
interventional studies [20,38].

The separation of the coding layer from the ontological
(conceptual) layer allows surveillance to be resilient while new
case definitions and clinical codes are added to general practice
CMR systems. This approach ensures transparency in case
definitions used for reporting and facilitates clear
communication by allowing clinicians, database developers
(involved in extracting data from practices’ data sources), and
practice liaison officers (who advise practices about data
recording best practices) to maintain consistency within an
organization.

This application ontology could easily and rapidly be adapted
for COVID-19 surveillance and clinical research in various
other countries and health care networks. As the COVID-19
pandemic continues, there is enormous global pressure on health
care systems to understand trends in incidence rates and conduct
high-quality research; this ontology is open-source and can be
mapped onto local clinical coding systems to permit consistency
in analyses.

Comparison With Previous Literature
To our knowledge, this is the first time that a systematic
ontological approach has been developed in-pandemic for
extended disease surveillance, using structured routine clinical
data. This application ontology aligns with previous clinical
informatics literature on application ontology engineering and
validation through the testable use-case approach [43,44].

There are other pandemic surveillance systems that look at
open-source, unstructured data, such as media reports and
clusters of symptom-related internet searches, extracting
information of epidemiological relevance [45]. Examples of
such systems include BioCaster [46], the Global Public Health
Intelligence Network [47], ProMed [48], and HealthMap [49].
The latter three systems are working under the WHO
collaborative, the Epidemic Intelligence from Open Sources
initiative, which played a role in the identification of the
COVID-19 outbreak from early media reports from China in
December 2019 [50]. Some of the event-based pandemic
surveillance systems have published ontological foundations in
the public health and surveillance domains [46,51,52]. While
useful for providing supplementary information to
epidemiologists on the emergence of an outbreak in real time,
these knowledge representations do not specifically address the
types of information described in clinical data, such as

presenting complaint, comorbidities, virology, or health
outcomes.

There are very limited studies of data platforms’ performance
within integrated clinical surveillance systems [45]. The lack
of accurate and available data to underpin epidemic forecasting
in emerging outbreaks has been highlighted [53].

We found no literature using an ontological approach for
COVID-19 surveillance. There are domain ontologies related
to the coronavirus published on BioPortal. The first focuses on
the wider Coronaviridae family and their biochemical and
microbiological properties [54], while the second was developed
to provide semantic assistance for clinical research form
completion [55]. None were designed to integrate the various
clinical data streams necessary to carry out COVID-19
surveillance.

Strengths and Limitations
The 3-step iterative ontological process that we have
implemented has proven to be suitably flexible to cope with the
changes in COVID-19 terminology and CMR system codes. A
further strength was the implementation and deployment of this
ontology, considering the FAIR guiding principles [29]. The
ontology is discoverable and accessible on the BioPortal
ontology repository. This application ontology, built using best
practices around defining and testing a use case, is inherently
interoperable and reusable [29]. In the absence of a
gold-standard infectious disease surveillance ontology, we
believe our attempts at achieving a degree of consensus and
external validity from a range of international experts in the
field of clinical informatics and primary care as a major strength
of the current study. While the Delphi panel size was relatively
small and a limitation, we purposefully selected panel members
from a range of countries with varied clinical coding systems.

We focused on case finding and results; we now need to turn
our attention to presenting symptoms, particularly looking to
focus on those that may be of prognostic value and emerging
treatments including vaccination. Our ontology as currently run
will classify false positive lab results incorrectly, and we
recognize this is a limitation that should be noted by users.
Additional limitations were its development in a single sentinel
system and that it was not developed ready to integrate into a
common data model [56].

Conclusions
We have created a COVID-19 application ontology, with
strengths that include its speed of development, being openly
shared via BioPortal, and its adaptability. The limitations are
its development in a single sentinel network and its current
limited focus. The ontology should make conclusions based on
primary care sentinel data more transparent and facilitate pooled
analyses in COVID-19 surveillance and research. We welcome
any requests for information on applying our COVID-19
surveillance application ontology to other health care settings,
both domestically and internationally.
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Abstract

The COVID-19 pandemic has revealed limitations in real-time surveillance needed for responsive health care action in low- and
middle-income countries (LMICs). The Pakistan Registry for Intensive CarE (PRICE) was adapted to enable International Severe
Acute Respiratory and emerging Infections Consortium (ISARIC)–compliant real-time reporting of severe acute respiratory
infection (SARI). The cloud-based common data model and standardized nomenclature of the registry platform ensure
interoperability of data and reporting between regional and global stakeholders. Inbuilt analytics enable stakeholders to visualize
individual and aggregate epidemiological, clinical, and operational data in real time. The PRICE system operates in 5 of 7
administrative regions of Pakistan. The same platform supports acute and critical care registries in eleven countries in South Asia
and sub-Saharan Africa. ISARIC-compliant SARI reporting was successfully implemented by leveraging the existing PRICE
infrastructure in all 49 member intensive care units (ICUs), enabling clinicians, operational leads, and established stakeholders
with responsibilities for coordinating the pandemic response to access real-time information on suspected and confirmed COVID-19
cases (N=592 as of May 2020) via secure registry portals. ICU occupancy rates, use of ICU resources, mechanical ventilation,
renal replacement therapy, and ICU outcomes were reported through registry dashboards. This information has facilitated
coordination of critical care resources, health care worker training, and discussions on treatment strategies. The PRICE network
is now being recruited to international multicenter clinical trials regarding COVID-19 management, leveraging the registry
platform. Systematic and standardized reporting of SARI is feasible in LMICs. Existing registry platforms can be adapted for
pandemic research, surveillance, and resource planning.

(JMIR Public Health Surveill 2020;6(4):e21939)   doi:10.2196/21939
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Introduction

The COVID-19 pandemic has revealed limitations in capacity
for real-time surveillance needed for responsive health care
action in low- and middle-income countries (LMICs), where
infrastructure and institutional partnerships to facilitate accurate
and timely reporting of clinical and operational data are often
absent [1,2]. This absence of data impedes the ability of
researchers, clinicians, and health policy leaders to identify
context-specific risk factors associated with severe disease or
death and make informed decisions regarding public health
policy, critical care admission, and management of patients with
severe acute respiratory infection (SARI) [3,4].

Critical care services are a key component of pandemic
preparedness in health systems [5]. In LMICs, critical care
services are already limited outside the pandemic context, and
technical and human resources are often already overburdened
with existing endemic illness [6]. Limitations in resources,
diagnostics, and training are potential barriers to the
operationalization of internationally comparable surveillance
and translational research in many LMICs. The paucity of LMIC
representation in international datasets and in research risks
disenfranchising large parts of the world [7].

The effectiveness of a response to a pandemic threat depends
critically on the speed and focus of that response. At the core
of the World Health Organization (WHO) plan is the Clinical
Characterization Protocol (CCP) developed by the International
Severe Acute Respiratory and emerging Infections Consortium
(ISARIC) [8]. ISARIC aims to facilitate real-time research on
diseases caused by novel pathogens of public health concern to
save lives and inform public health policy early in and during
outbreaks [8]. The open-access protocols use standardized and
refined case report forms, information documents, and consent
documents, and they offer a tiered (0-3) biological sampling
schedule. The WHO Ethics Review Committee approved a
global master protocol for the ISARIC CCP and endorsed its
use in outbreaks of public health interest [9].

Pakistan Registry of Intensive CarE (PRICE) was established
in 2018 with the support of Wellcome. PRICE supports a
national network of 49 sites in Pakistan recording over 2000
monthly critical care admissions [10]. PRICE provides real-time
reporting on the epidemiology, severity of illness, treatment,
microbiology, and outcomes of intensive care unit (ICU) patients
alongside information regarding the workforce, unit activity,
unit acuity, and resource utilization in the ICU. Work already
undertaken by PRICE has identified wide regional disparity in
the availability of critical care resources [11]. Similarly,
characterization of the current pandemic in relation to available
resources is an essential tool in the management of an outbreak
[6]. The PRICE platform, codesigned with clinicians, leverages
the NICS-MORU platform, a cloud-based system that allows

real-time monitoring of case mix, performance metrics, and
benchmarking for acute and critical care; it is currently deployed
in over 11 LMICs and 180 acute and critical care units in South
Asia and sub-Saharan Africa [3]. PRICE and NICS-MORU are
founding members of the Wellcome-MORU Collaboration for
Research, Improvement and Training in Critical Care Asia
(CRIT Care Asia), established in August 2019, which will
support adaptation and implementation of the PRICE reporting
model in nine countries in South and Southeast Asia:
Bangladesh, India, Laos, Nepal, Malaysia, Pakistan, Sri Lanka,
Thailand, and Vietnam.

This viewpoint describes the adaptation and operationalization
of the PRICE platform to conform with all tiers of the ISARIC
CCP for SARI in participating ICUs. It also outlines the
development of a rapidly deployable standalone SARI
application for use in ICUs and acute care facilities in Pakistan
and beyond.

Approach

The ISARIC tier 0-3 CCP was incorporated into the PRICE
platform in March 2020. COVID-19 diagnosis was mapped to
existing Acute Physiology and Chronic Health Evaluation
(APACHE) IV diagnostic codes [12]. Variables were added
using a standardized nomenclature, Systematized Nomenclature
of Medicine Clinical Terms (SNOMED CT), that was already
operationalized in the platform, enhancing interoperability at
the organizational level and facilitating sharing with ISARIC
[13].

Leveraging the existing PRICE data collection methods and the
ISARIC CCP protocol, training was provided to existing data
collectors and clinical leads in the additional data set and in
dashboard navigation. The process of data entry, storage, and
visualization is illustrated in Figure 1. Training was facilitated
by the Wellcome-funded NICS-MORU registry development
and support team based in Sri Lanka. The NICS-MORU team
facilitates registry implementation and adoption across sites in
South Asia and sub-Saharan Africa. The team provided remote
training via web-based videoconferencing and instant messaging
apps, overcoming challenges such as restricted travel. These
processes, along with other implementation and data monitoring
tools, have been explained in detail in previous publications
[3].

In addition, 24-hour support via messaging provided operational,
data entry, and technical assistance. Inbuilt platform features
(completeness, validation, consistency) and raw data capture
ensure the quality of the data for surveillance and subsequent
research [14]. Platform-enabled reports and dashboards visualize
real-time operational, clinical, and outcome data of suspected
and confirmed COVID-19 cases in the ICUs. Metrics including
case mix, service utilization, and unit performance are made
accessible to the relevant stakeholders.
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Figure 1. Scheme outlining the process of data entry, storage, and visualization in the Pakistan Registry for Intensive CarE (PRICE) platform.

A web-based report and dashboard were integrated within the
existing PRICE platform to visualize real-time operational,
clinical, and outcome data of suspected and confirmed
COVID-19 cases in the ICUs. Metrics included use of
respiratory support, renal replacement therapy and outcomes,
and the availability of ICU beds and ventilators. Dashboards
were made accessible to the relevant stakeholders through their
existing logins via tablet or desktop. Printable weekly reports
provide more detailed analyses of the case mix, severity of
illness, microbiology, and outcomes.

The ISARIC CCP–compliant SARI reporting tool was then
developed as a standalone mobile and desktop application for
use in health care facilities that are not currently part of an
existing registry network. Mirroring the PRICE platform, the
application requires minimal data connectivity (3G) and has

offline functionality. This standalone application provides a
mechanism for capturing SARI case reports in a systematic and
internationally comparable manner, providing rapid onboarding
of health care organizations with minimal information
technology infrastructure while enabling institutions to retain
ownership of data and use for local service evaluation.

Relevant Changes

ISARIC-compliant SARI reporting was successfully developed
and implemented in 49 ICUs within the PRICE network over
a four-week period. Data completeness for ISARIC tiers 0 and
1 was above 97%, overcoming perennial LMIC data quality
challenges and ensuring that the data are suitable for high-quality
research [14]. As of May 24, 2020, clinicians and health service
organizers had accessed real-time information on 592 suspected
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and confirmed COVID-19 cases via secure portals within their
ICUs. Real-time aggregate data on ICU occupancy, acuity,
resource utilization, and remaining capacity is being used by
ICU operational leads to better inform organizations of
interdepartmental resources and coordination of regional public
health strategies in partnership with members of the
government’s pandemic task force. Information regarding
treatment utilization (eg, ventilation, noninvasive ventilation,
renal replacement therapy, vasopressors) is being used by the
Faculty of Critical Care Medicine of the College of Physicians
and Surgeons Pakistan to guide regional training priorities for
health care workers who are being upskilled in the management
and care of critically ill patients with acute respiratory illness.
The same information has guided biweekly interprofessional
web-based meetings with PRICE and CRIT Care Asia members
discussing context-specific treatment strategies, and it has
informed priorities for the management of patients with
COVID-19 in LMICs [5]. PRICE-collaborating ICUs are now
being recruited to registry-embedded international multicenter
research clinical trials—site recruitment to the Randomized,
Embedded, Multifactorial Adaptive Platform Trial for
Community-Acquired Pneumonia (REMAP-CAP) COVID-19
trial is underway in three countries in the CRIT Care Asia
network—with registry-enabled clinical and epidemiological
data informing the selection of context-specific interventions
and site enrollment. The ISARIC CCP–compliant data set and
inbuilt registry audit and feedback mechanisms have since been
made available to 180 ICUs within the CRIT Care Asia network.
The standalone SARI reporting application is open access for
future collaborators through ISARIC [8]. SARI reporting for
CRIT Care Asia is also publicly available [15].

A key challenge facing CRIT Care Asia and similar international
consortiums operationalizing pandemic surveillance reporting
are the administrative and technical barriers to data curation
and sharing. CRIT Care Asia’s federated approach to data
storage, which enables sites to retain ownership of data while
contributing metadata to national and international networks
with minimal site-level data transformation, has helped
overcome these barriers.

Conclusion

The COVID-19 pandemic represents a major challenge to health
care services worldwide, particularly for ICUs. In LMICs, the
surge of SARI patients is placing unprecedented stress on
existing services, infrastructure, and health care workers. For
health care systems worldwide, the challenge of operationalizing
disease-specific data capture during a pandemic may best be
met by harnessing existing digital health solutions, such as
registries, which in a nonpandemic context enable multicenter
monitoring and reporting of critical care case mix, workload,
and availability of ICU resources. To realize the potential of
registries, however, investment is needed in robust health care
technology that is capable of rapid transformation, scalability,
and interoperability [2]. Those responsible for commissioning
and developing registries should be mindful of the potential
uses of such systems as part of a wider public health strategy
and of the need to build systems with the capabilities described
above. Realizing this capability in LMICs would be a significant
step forward in achieving an effective and coordinated global
pandemic response.
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Abstract

Background: The impact of the COVID-19 pandemic has varied widely across nations and even in different regions of the
same nation. Some of this variability may be due to the interplay of pre-existing demographic, socioeconomic, and health-related
factors in a given population.

Objective: The aim of this study was to examine the statistical associations between the statewise prevalence, mortality rate,
and case fatality rate of COVID-19 in 24 regions in India (23 states and Delhi), as well as key demographic, socioeconomic, and
health-related indices.

Methods: Data on disease prevalence, crude mortality, and case fatality were obtained from statistics provided by the Government
of India for 24 regions, as of June 30, 2020. The relationship between these parameters and the demographic, socioeconomic,
and health-related indices of the regions under study was examined using both bivariate and multivariate analyses.

Results: COVID-19 prevalence was negatively associated with male-to-female sex ratio (defined as the number of females per
1000 male population) and positively associated with the presence of an international airport in a particular state. The crude
mortality rate for COVID-19 was negatively associated with sex ratio and the statewise burden of diarrheal disease, and positively
associated with the statewise burden of ischemic heart disease. Multivariate analyses demonstrated that the COVID-19 crude
mortality rate was significantly and negatively associated with sex ratio.

Conclusions: These results suggest that the transmission and impact of COVID-19 in a given population may be influenced by
a number of variables, with demographic factors showing the most consistent association.

(JMIR Public Health Surveill 2020;6(4):e23083)   doi:10.2196/23083
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burden of disease; COVID-19; diarrheal disease; ischemic heart disease; population size; sex ratio

Introduction

The COVID-19 pandemic, caused by the novel coronavirus
SARS-CoV-2, has emerged as perhaps the most significant
health crisis of our time [1]. An unexpected observation in the
context of this pandemic has been the wide variations in
prevalence, mortality rate, and case fatality rate across affected
countries, which cannot be wholly explained on the basis of
differences in the virulence of SARS-CoV-2 strains [2-5]. While
some of this variation may reflect differences in health care and
testing capacity across nations, it remains important to examine

the role of other factors in causing this variability, particularly
socioeconomic determinants of health [6,7]. There is already
evidence that social factors, such as perceived sociability,
socioeconomic disadvantage, health literacy, trust in regulatory
authorities, and the speed and stringency of measures instituted
to control the spread of COVID-19, can crucially influence these
variables [1,2,7]. These social factors interact with individual
psychological responses to influence behavior either positively
or negatively—for example, an adaptive (“functional”) level of
fear of COVID-19 was associated with better adherence to
public health safety measures in an international sample of
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adults, while self-reported depression had the opposite effect
[8]. Preliminary research has found that demographic and
socioeconomic factors can influence variability in the spread
and impact of COVID-19 not only between countries but within
a given country; in an ecological analysis of data from the
United States, poverty, number of elderly people, and population
density were positively correlated with COVID-19 incidence
and mortality rates [9].

At the time of writing this paper, India ranked third among all
nations in terms of the total number of confirmed cases of
COVID-19, following the United States and Brazil, with over
3,000,000 cases reported as of August 25, 2020 [10]. Following
the initial identification of 563 positive cases, the Indian
government instituted a nation-wide lockdown for a period of
21 days, which began at midnight on March 24, 2020, and was
gradually relaxed over the next 2 months [11]. Data from the
initial phase of the lockdown suggested that this measure
significantly reduced the transmission of COVID-19; however,
this number rapidly increased in subsequent months. This rapid
increase was not uniform: across the 32 states and territories of
India, certain states have reported over 1000 cases, while others
have reported far lower numbers despite their geographical
proximity to these states [12,13].

Besides the demographic and socioeconomic variables discussed
above, an important factor that may influence such variations
in the Indian context is the availability and quality of health
care. Health care facilities in India are unevenly distributed,
with a significant urban-rural divide, and this inequality has
been further exacerbated by the COVID-19 pandemic [14,15].

Keeping the above in mind, an exploratory study was conducted
to examine the relationship between demographic,
socioeconomic, and health-related indices and measures of the
spread and impact of COVID-19 across different states in India.
These indices were drawn both from published research to date
and from factors hypothesized to influence the spread and
outcome of COVID-19.

Methods

COVID-19–Related Data
The current study was an exploratory cross-sectional study based
on data officially released by the Government of India.
Information related to COVID-19 was obtained from the website
of the Ministry of Health and Family Welfare, which provides
information on the total number of cases, active cases, recovered
cases, and deaths for each state and territory of India and is
updated every 24 hours [16]. Data for this study were recorded
from the above source on June 30, 2020. Out of the 32 states
and territories, only the 24 regions that reported at least 500
cases and one or more deaths were selected, to permit a
meaningful computation of COVID-19–related indices.

After obtaining information on the population of each region
from the Government of India’s official census data [17], and
verifying it against updated projections for 2020 from the
Unique Identification Authority of India [18], the following
indices related to COVID-19 were calculated for each state:

• The estimated prevalence rate: the total number of cases
(active, recovered, and deceased) per 1 million population

• The crude mortality rate: the total number of reported deaths
due to COVID-19 per 1 million population

• The case fatality rate: the ratio of deaths to all cases with
outcomes (death or recovery), expressed as a percentage.

Demographic Information
Details on population per state were recorded using the census
data cited above, as well as the updated population projections
for the year 2020 provided by the Unique Identification
Authority of India, while information on population density
was obtained from the National Institution for Transforming
India (NITI-Aayog), the Government of India’s official source
of data on demographic and socioeconomic variables [17-19].
As age and male sex have both been associated with mortality
due to COVID-19, mean life expectancy for each state and
male-to-female sex ratio per state, defined as the number of
females per 1000 male population, were obtained from the same
source [9,20].

Socioeconomic Variables
Information on literacy rates and female literacy rates per state
was obtained from official census data, while information on
poverty, defined as the percentage of people living below the
poverty line in each state, was obtained from the data published
by the Ministry of Social Justice and Empowerment [21].
Information on indices related to law and order—statewise rates
of homicide, accident, and rape—were obtained from the official
statistics published in 2018 by the National Crime Records
Bureau [22]. This information was included due to the proposed
role of law enforcement, and adherence to it, in containing the
spread of COVID-19 [2]. As international air travel has also
been linked to the spread of COVID-19, information on which
states had a functional international airport was obtained from
the website of the Airports Authority of India [23,24].

Health-Related Variables
Information on a number of general indices of health for each
state—the maternal, infant, and under-five mortality rates and
the percentage of children under 24 months who were fully
immunized—was obtained from official NITI-Aayog data,
which was updated for the 2015-2016 fiscal year. In addition,
information on the percentage of disability-adjusted life years
(DALYs) for 6 common health conditions—diarrheal disease,
lower respiratory infection, tuberculosis, diabetes mellitus,
chronic obstructive pulmonary disease, and ischemic heart
disease—was obtained from the official report on state-level
disease burden commissioned by the Department of Health
Research, Ministry of Health and Family Welfare, and published
in 2017 [25]. These variables were studied due to the emerging
evidence on the role of medical comorbidities in determining
the outcome of COVID-19, as well as the hypothesized role of
past infectious diseases in influencing the host immune response
to SARS-CoV-2 [3,26]. In view of the proposed relationship
between depression and decreased adherence to public health
measures, estimated statewise prevalence rates of depression
were obtained from the 2017 Global Burden of Disease Study
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[27]. A complete list of the data sources used in this study is provided in Table 1.

Table 1. Official data sources used for the analyses in this study.

Data sourceStudy variable

Census of India [17]; Unique Identification Authority of India projections [18]Total population per state

National Institution for Transforming India (NITI Aayog) [19]Population density per state; mortality indices per state

Census of India [17]Literacy rates per state

Ministry of Social Justice and Empowerment [21]Percentage living below the poverty line per state

National Crime Records Bureau Report, 2018 [22]Crime-related statistics per state

Airports Authority of India [24]Presence of international airports in a given state

India: Health of the Nation’s States – the India State-Level Disease Burden Initiative [25]Disease burden per state

Global Burden of Disease Study, Indian data [27]Estimated prevalence of depression per state

Ministry of Health and Family Welfare [16]COVID-19 statistics

Ethical Issues
This study was based on an analysis of data available in the
public domain and did not involve any human subjects. As per
the Institute Ethics Committee guidelines of the author’s
institution, such analyses do not require formal approval by the
committee.

Data Analysis
Data were analyzed using SPSS, version 20.0 (IBM Corp). Prior
to bivariate analysis, all study parameters were tested for
normality. As the COVID-19 indices—prevalence, mortality
rate, and case fatality rate—were not normally distributed (P<.01
for all indices, Shapiro-Wilk test), the Spearman rank correlation
coefficient (ρ) was used to test the hypothesis of a monotonic
relationship between these indices and the aforementioned
demographic, socioeconomic, and health-related indices. For
the purpose of this study, a significance level of P<.05 was
considered significant. This value carries with it a certain risk
of maximizing the significance of marginal or potentially
false-positive findings; however, given the exploratory nature
of this study, it was adopted in order to avoid rejecting
potentially significant associations on the basis of a more or
less arbitrary cut-off value [28,29].

To confirm the strength of these associations, a multivariate
linear regression was carried out for each of the individual
COVID-19 indices. Only those variables that were associated
with these indices at a significance of P<.05 or below in
univariate or multivariate analyses were included in the
multivariate analyses for each index.

Data Availability Statement
All data used in this study were obtained from public-domain
data sources (Table 1). A complete data set is available in
Multimedia Appendix 1.

Results

Sample Description
Data were obtained for 23 Indian states and one territory (Delhi)
for the period up to June 30, 2020. As of this date, 566,840
confirmed cases of COVID-19, and 17,337 deaths due to the
disease, had been officially reported. The mean and standard
deviation values of prevalence, crude mortality rate, and case
fatality rate for the entire sample were 504.13 (SD 896.64) cases
per 1 million population, 12.68 (SD 30.03) deaths per 1 million
population, and 2.77 (SD 2.21) deaths per 100 cases.
respectively. There was a wide range of variation across the
COVID-19 indices, with prevalence ranging from 61.25
(Jharkand) to 4440.03 (Delhi) per 1 million population, mortality
ranging from 0.24 (Tripura) to 140.19 (Delhi) per 1 million
population, and case fatality rate ranging from 0.09% (Tripura)
to 7.9% (Maharashtra) (see Multimedia Appendix 2 for the
complete details.)

Correlations between the demographic, socioeconomic, and
health-related indices listed above and the COVID-19 indices
are provided in Table 2. The raw data underlying all these
analyses are available in Multimedia Appendix 1.
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Table 2. Relationship (Spearman rank correlation coefficient [ρ]) between demographic, socioeconomic, health-related, and COVID-19 indices in 24
Indian regions for the period ending June 30, 2020. Values significant at P<.05 are indicated in italics.

COVID-19 case fatality ratioCOVID-19 crude mortality rateCOVID-19 estimated prevalenceVariable

P valueρP valueρP valueρ

Demographic indices

.009*0.526*.290.225.26–0.240Total population

.680.092.82–0.051.57–0.129Population density

.10–0.369.02*–0.517*.008*–0.571*Sex ratio

Indices of human development

.320.230.02*0.489*.03*0.469*Life expectancy

.27–0.251.06–0.418.04*–0.466*Percentage living below the poverty line

.89–0.030.480.155.03*0.453*Literacy rate

Indices of law and order

.08–0.364.14–0.313.43–0.171Homicide rate

.49–0.149.81–0.052.84–0.044Rape rate

.50–0.149.15–0.309.10–0.350Accidental death rate

Health indicators

.18–0.330.04*–0.499*.150.353Maternal mortality rate

.68–0.090.19–0.276.02*–0.474*Infant mortality rate

.21–0.304.04*–0.476*.08–0.406Under-five mortality rate

Disability-adjusted life years

.22–0.259.01*–0.500*.004*–0.563*Diarrheal disease

.570.121.910.024.29–0.224Tuberculosis

.160.295.220.262.290.225Chronic obstructive pulmonary disease

.53–0.135.23–0.256.12–0.338Lower respiratory tract infection

.490.173.330.244.160.348Diabetes mellitus

.080.367.007*0.535*.02*0.476*Ischemic heart disease

.570.125.890.030.60–0.116Iron deficiency anemia

.980.006.430.176.090.373Depression, estimated prevalence

.930.020.670.090.220.261Suicide rate

*P values <.05

Relationship Between Demographic Variables and
COVID-19 Indices
COVID-19 prevalence for each region was significantly and
negatively correlated with sex ratio (P=.008) and was positively
associated with life expectancy (P=.03) (Table 2). Crude
mortality rate was positively correlated with life expectancy
and negatively correlated with sex ratio (both P<.05). In
contrast, the case fatality rate was significantly correlated with
the total population of each region (P<.009).

Relationship Between Socioeconomic Variables And
COVID-19 Indices
The prevalence of COVID-19 showed a positive association
with the life expectancy and literacy rate, and a negative

trend-level association with the percentage of people living
below the poverty line (all Ps<.05) (Table 2). No significant
correlations were observed between COVID-19 mortality and
case fatality rates and any socioeconomic parameter, though a
negative association of marginal significance was observed
between the percentage of individuals living below the poverty
line and the crude mortality rate (P=.06). As the presence or
absence of an international airport was a dichotomous variable
and the COVID-19 indices were not normally distributed, the
Mann-Whitney U test was used to compare these indices. States
with an international airport had a significantly higher estimated
COVID-19 prevalence (U=118.0, P=.007) but did not differ
significantly in terms of mortality or case fatality. None of the
putative indices of law and order were significantly associated
with any COVID-19 parameters.
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Relationship Between Health-Related Variables and
COVID-19 Indices
COVID-19 prevalence was significantly and negatively
correlated with the burden of diarrheal disease per state (P=.004)
and the infant mortality rate at P<.05, and was positively
associated with the burden of ischemic heart disease (P=.02)
(Table 2). In contrast, the mortality rate showed a significant
positive correlation with the burden of ischemic heart disease
(P=.007), and was negatively associated with the maternal
mortality rate, under-five mortality rate, and burden of diarrheal
disease (all Ps<.05). None of the health-related variables were
significantly associated with the case fatality rate. The two
indices of mental health—statewise suicide rate and estimated
prevalence of depression—were not significantly related to any
COVID-19 indices, though a marginal positive association with
estimated prevalence was found for depression (P=.09).

Multivariate Analyses
All variables that were significantly associated with COVID-19
indices at a significance level of P<.05 or lower were selected
for multivariate linear regression analyses. For COVID-19
estimated prevalence, these variables were sex ratio, life
expectancy, percentage of the population living below the
poverty line, literacy rate, infant mortality rate, and DALYs due
to diarrheal disease and ischemic heart disease. The final model
explained only 8% of the variance in prevalence (adjusted

R2=0.080), and analysis of variance yielded an F value of 1.248
(df=13), with a significance of P=.35, suggesting that the null
hypothesis should be retained. None of the individual variables
were significantly associated with COVID-19 prevalence in this
model.

For the COVID-19 crude mortality rate, the variables entered
in the model were sex ratio, life expectancy, maternal mortality
rate, under-five mortality rate, and DALYs due to diarrheal
disease and ischemic heart disease. The final model explained

20.4% of the variance in crude mortality rate (adjusted R2=
0.204) and analysis of variance yielded an F value of 1.682
(P=.22), again suggesting that the null hypothesis should be
retained. However, among individual variables, sex ratio
remained significantly and negatively associated with this
variable (t=–2.361, P=.04).

As only a single study variable—the population size—was
associated with the case fatality ratio, multivariate analyses
were not carried out in this case.

Discussion

Principal Findings
The results of this preliminary analysis found that certain
demographic, socioeconomic, and health-related variables were
significantly related to the variability in COVID-19 prevalence,
mortality rate, and case fatality rate across 24 regions in India.
In particular, COVID-19 prevalence was associated with sex
ratio and the burden of diarrheal disease as measured by the
percentage of DALYs associated with this disorder, as well as
with the presence of an international airport in a given state;
COVID-19 mortality was associated with the burden of ischemic

heart disease; and COVID-19 case fatality rate was associated
with the total population of each region. The results of the
multivariate analyses indicated a negative, significant association
between sex ratio and COVID-19 prevalence and mortality.

The association between sex ratio and measures of the impact
of COVID-19 is in line with existing research findings. Several
clinical case series, both from India and other countries, have
reported a preponderance of male patients in hospitalized
samples, as well as a link between male sex and mortality due
to COVID-19 [30-33]. This phenomenon may be partly
explained by sex differences in the immune and inflammatory
response to SARS-CoV-2 infection [18]. However, in the Indian
context, this relationship could also be influenced by
traditionally defined gender roles. These are associated with
comparatively greater freedom of movement for men, which
places them at a higher risk of exposure to infection [34,35].
The association between the presence of an international airport
and the statewise prevalence of COVID-19 is also in line with
earlier evidence highlighting the role of international air travel
in the transmission of SARS-CoV-2 across nations [23].

Similarly, the link between state-wide differences in the burden
of ischemic heart disease and mortality due to COVID-19 is
supported by clinical research, which has found an association
between the presence of ischemic heart disease and the severity
of COVID-19 [36,37]. Moreover, ischemic heart disease is
commonly associated with other medical conditions, such as
systemic hypertension and chronic renal disease, which
themselves worsen the outcome of COVID-19, and COVID-19
has been documented to trigger myocardial injury in patients
with pre-existing coronary artery disease [38,39]. No such
significant association was found in this study for other medical
comorbidities, such as diabetes mellitus or chronic obstructive
pulmonary disease. However, such comorbidities have been
associated with worse COVID-19 outcomes in clinical samples
[37,38]; the failure of this study to confirm this association
reflects the limitations inherent in an ecological approach.

Though this could not be confirmed by multivariate analysis,
population was positively correlated with the case fatality rate
across the different regions of India. This association does not
appear to be mediated solely by overcrowding, as no significant
association was found between population density and case
fatality. A possible explanation for this finding is the unequal
distribution and accessibility of health care facilities in India,
particularly in areas that have a high total population but a
relatively low population density, with limited availability of
facilities for testing and treatment in nonurbanized regions
[40,41]. Such inequalities may lead to delays in obtaining
appropriate treatment [42].

The negative association found between the burden of diarrheal
disease and the prevalence of COVID-19 across regions is an
unexpected finding, as no such association was found for
respiratory diseases such as lower respiratory infection
(ρ=–0.227, P=.26) or pulmonary tuberculosis (ρ=0.024, P=.91).
While it has been postulated that prior exposure to respiratory
coronaviruses may moderate the impact of SARS-CoV-2
infection, no such association has been suggested or
demonstrated thus far for gastrointestinal infections [3].
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However, in vitro research has shown that intestinal replication
may contribute to the progression of SARS-CoV-2 infection;
therefore, it is possible that prior intestinal viral infections,
which are a common cause of diarrheal disease, could influence
this process [43]. Alternately, this association may be related
to behavioral factors, such as reduced population mobility in
those with pre-existing gastrointestinal disorders minimizing
exposure to SARS-CoV-2, or improved adherence to hand
hygiene in those who have experienced prior episodes of
diarrheal disease. Finally, this may be a false-positive finding
arising from the exploratory nature of the analyses conducted.
Though the biological mechanism advanced above has some
support in theory, it can neither be confirmed nor disproved
using the ecological methods of analysis adopted in this study
[44,45].

A number of other associations were observed at a trend level.
While the direction of these associations was unexpected in
some cases—such as a positive association between COVID-19
prevalence and literacy, and a negative association between
COVID-19 and levels of poverty and maternal and under-five
mortality rates—these findings must be interpreted with caution,
owing to their low statistical significance and the large number
of potential confounding factors, as well as the possibility of
type I error.

Limitations
The results of this study must be viewed in light of certain
limitations. First, demographic, socioeconomic, and
health-related data were obtained from official government
statistics and populations, which preceded the onset of the
COVID-19 outbreak by a period of 3 to 6 years. Therefore,
some of this information may not accurately reflect the
contemporary situation in the different states of India. Second,
this study did not take into account other factors that could
influence the spread of COVID-19, such as cultural norms and
practices, local variations in climate and temperature, and the
efficiency of implementation of quarantine and related measures

[1,2]. Third, the data analysis did not take into account the
confounding effects of other variables on the bivariate analyses.
Fourth, due to logistic and manpower constraints on testing and
case finding, the officially reported statistics on COVID-19 may
underestimate the true scope of this problem in India [6,13].
Finally, owing to the cross-sectional nature of this study, it was
not possible to assess the relationship between the study
variables and trends in the spread of COVID-19, such as the
rate of increase in the number of cases.

Conclusions
In conclusion, the results of this study, though limited by the
nature of the exploratory analyses and the study design itself,
suggest that some of the factors that have been found to
influence the outcome of COVID-19 at a clinical level, such as
male sex and comorbid ischemic heart disease, also have an
impact at the population level. Other unexpected findings, such
as the link between population and case fatality and between
diarrheal disease burden and COVID-19 prevalence, may
represent potential behavioral, socioeconomic, or biological
mechanisms that require further elucidation. Though these
results may be considered preliminary, they may aid future
researchers in studying some of the specific associations found
in this study in more depth, and in understanding the advantages
and limitations of the approach adopted in this paper. Moreover,
despite their limitations, they illustrate the value of ecological
analyses in understanding the COVID-19 pandemic, particularly
in situations where direct clinical or epidemiological research
is not feasible due to safety measures. Ecological analyses can
be carried out relatively rapidly and safely in this setting, and
the tentative associations observed using this method can be
subject to more rigorous analyses in field settings to confirm
or refute their validity. Further longitudinal research with more
sophisticated statistical modeling and up-to-date data may clarify
the role of these and other demographic, socioeconomic, and
health-related variables in moderating the impact of COVID-19
within nations, and may inform future strategies to curtail the
impact of this pandemic.
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Abstract

Background: As the number of COVID-19 cases in the US continues to increase and hospitals experience shortage of personal
protective equipment (PPE), health care workers have been disproportionately affected. However, since COVID-19 testing is
now easily available, there is a need to evaluate whether routine testing should be performed for asymptomatic health care
workers.

Objective: This study aimed to provide a quantitative analysis of the predicted impact that regular testing of health care workers
for COVID-19 may have on the prevention of the disease among emergency department patients and staff.

Methods: Using publicly available data on COVID-19 cases and emergency department visits, as well as internal hospital
staffing information, we developed a mathematical model to predict the impact of periodic COVID-19 testing of asymptomatic
staff members of the emergency department in COVID-19–affected regions. We calculated various transmission constants based
on the Diamond Princess cruise ship data, used a logistic model to calculate new infections, and developed a Markov model based
on the average incubation period for COVID-19.

Results: Our model predicts that after 180 days, with a transmission constant of 1.219e-4 new infections/person2, weekly
COVID-19 testing of health care workers would reduce new health care worker and patient infections by approximately 3%-5.9%,

and biweekly testing would reduce infections in both by 1%-2.1%. At a transmission constant of 3.660e-4 new infections/person2,
weekly testing would reduce infections by 11%-23% and biweekly testing would reduce infections by 5.5%-13%. At a lower

transmission constant of 4.067e-5 new infections/person2, weekly and biweekly COVID-19 testing for health care workers would
result in an approximately 1% and 0.5%-0.8% reduction in infections, respectively.

Conclusions: Periodic COVID-19 testing for emergency department staff in regions that are heavily affected by COVID-19 or
are facing resource constraints may significantly reduce COVID-19 transmission among health care workers and previously
uninfected patients.

(JMIR Public Health Surveill 2020;6(4):e20260)   doi:10.2196/20260

KEYWORDS

infectious; diseases; COVID-19; modeling; policy; emergency medicine; healthcare; health policy; screening tests; surveillance
screening

Introduction

Although COVID-19 originated as a small cluster of cases
restricted to Wuhan, China, in November and December 2019,
SARS-CoV-2, the causative virus, has rapidly spread across the
globe since then. On March 11, 2020, the World Health
Organization officially declared COVID-19 as a pandemic [1].

In the United States, the number of confirmed COVID-19 cases
spiked from only 1 case on January 20, 2020, to 6,244,970
confirmed cases and 188,538 deaths as of September 5, 2020
[2]. The state of Washington, where the first American case of
COVID-19 was detected, had 77,208 confirmed COVID-19
cases as of April 14, 2020 [3]. Given the rapid spread of
COVID-19 and an associated mortality rate of 3.4% [4],
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countries like Italy and China have been forced to ration their
limited health care resources, and there are concerns that the
US may need to do so, as well [5]. Person-to-person
transmission by asymptomatic and presymptomatic individuals
during the up-to-14 day incubation period [6] may play a
significant role in this pandemic [7-10].

Although data on the extent of hospital-acquired COVID-19
cases are unavailable, nosocomial infections have been shown
to play a key role in propagating viral transmission in previous
coronavirus outbreaks, such as the SARS outbreak in 2003
[11,12]. Because of the risk of exposure to
SARS-CoV-2–infected patients and shortage of personal
protective equipment (PPE) in the US as well as other countries
[13-15], health care workers (HCW) have been
disproportionately affected by the COVID-19 pandemic [16-18].

The aim of this study was to provide a quantitative analysis and
model for predicting the impact of periodic COVID-19 testing
for all emergency room staff as a possible alternate strategy to
mitigate disease transmission in the health care setting,
especially since PPE supplies are limited.

Methods

Data Sourcing
In order to model a hospital emergency department (ED) and a
moderately affected patient population, we chose to base our
model on Harborview Medical Center (HMC) and University
of Washington Medical Center (UWMC) in King County, WA,
because we had access to their ED staffing information. Because
HMC and UWMC are two of many hospitals within the region,
for the sake of simplicity, we assumed that the entire patient
population from both these hospitals essentially lived in King
County, WA.

In order to estimate the number of daily ED visits, we used the
publicly available University of Washington Medicine Annual
Financial Report for the Board of Regents meeting, which
reported that 57,516 ED visits to HMC and 28,276 ED visits to
UWMC were made during fiscal year 2018 [19]. Next, to

estimate average daily ED visits, we divided this total number
by 365 days, because medical emergencies happen daily
regardless of holidays. Although it is possible that the rate of
ED visits has changed because of COVID-19 symptoms,
socio-behavioral changes, and public policies related to the
COVID-19 pandemic, this information is currently not available
to us.

The HMC ED currently employs 307 full-time HCW; these
include 59 emergency medicine (EM) faculty physicians, 48
EM resident physicians, and 200 full-time equivalent registered
nurses (RNs) and medical assistants (MAs). The UWMC ED
currently employs 176 full-time HCW, including an estimated
44 EM faculty physicians, 28 EM resident physicians, and 104
full-time equivalent RNs and MAs.

Initial Conditions
Our model is intended to be generalizable to any hospital in the
United States; hence, we did not apply hospital-specific policies
to our model and instead maintained the same constraints that
many other US hospitals have.

Owing to the incubation period of the virus, in addition to the
current resource limitations in the US, COVID-19 testing is
often not performed until symptoms become evident.
Furthermore, laboratory test results for COVID-19 may not be
available until patients have left the ED. To estimate the
asymptomatic infected population, we examined the number of
newly confirmed COVID-19 cases on each date, and we
retroactively calculated the daily number of individuals that
would have been in the presymptomatic incubation phase. The
average incubation period for COVID-19 is approximately 5-6
days [20-22]. For our proposed model, we considered a shorter
incubation period of 5 days, implying that symptoms begin on
day 5 (Figure 1). Thus, for any time t, the number of
asymptomatic infected individuals can be estimated by
calculating the sum of new infections that were confirmed on
t+1 to t+4, as follows:
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Figure 1. Timeline of infection for confirmed COVID-19 cases. After infection, an individual can transmit the infection to others but does not become
symptomatic until day 5.

In other words, if an individual is symptomatic and tests positive
for COVID-19 on any of the days between t+1 and t+4, then
this individual can be assumed to be infected but asymptomatic
on day t. Using data for King County, WA, collected up to April
5, 2020, we calculated that there were 685 asymptomatic
individuals with COVID-19 in King County on April 1, 2020.

In order to determine the total number of infected individuals
in King County on any given date, we added the number of
publicly reported confirmed cases (as of April 1, 2020) to the
number of asymptomatic infected cases that we calculated, from
which we then subtracted the number of COVID-19–related
deaths. To determine the total uninfected population, we
subtracted the number of infected individuals and the number
of COVID-19–related deaths from King County’s estimated
2019 population of 2,252,782 [23]. Subsequently, to determine
the proportions of the living population that were infected and
uninfected, we divided the total infected population and the
total uninfected population, respectively, by the total living
population.

Since the majority of patients and HCW reside locally, we
assumed that their infection statuses would initially also be
representative of that of the general population. Thus, to
determine our initial values of the number of infected and
uninfected patients and HCW/day, we multiplied our calculated
proportions with the total number of ED patients/day and the
total number of HCW in the ED. For HMC, the initial values
thus calculated were 0.21 infected patients/day, 157.36
uninfected patients/day, 0.41 infected HCW, and 306.57
uninfected HCW. For UWMC, the initial values are 0.12
infected patients/day, 77.34 uninfected patients/day, 0.28
infected HCW, and 175.72 uninfected HCW.

Infected HCW were further subdivided into groups based on
how long they had been infected. Because asymptomatic

individuals with COVID-19 would continue to remain in the
workforce, we also included infected HCW in the health care
workforce for days 1-4 of their infection (during this period,
they could likely infect other HCW and patients); these infected
HCW were removed from the workforce on day 5, when they
likely displayed symptoms. For our initial conditions, we
uniformly divided the infected HCW into 4 groups: HCW on
day 1 of infection (D1), day 2 of infection (D2), day 3 of
infection (D3), and day 4 of infection (D4).

Transmission Rate
To investigate the number of preventable infections of HCW
from asymptomatic infected patients, we used a logistic model
of transmission. The mathematical logistic model used described
a dynamic population growth rate that is limited by a certain
constraint such as population. In epidemiology, logistic models
have been used successfully to model and predict past outbreaks
[24,25].

In the equation below, k is the transmission constant, M is the

total population size, is the rate of change of infected
population, and I represents the total infected population,
including the asymptomatic infected population.

However, since our data is publicly sourced and case reports
are available only on a daily basis, we use the discretized form
of the logistical model, as follows:

I’(t) = k · I(t) · (M−I(t)) (3)

I’(t) is the rate of change of the infected population; hence, it
can be observed that it is the difference between the infected
population at time t+1 and time t.

I’(t) = I(t+1) − I(t) (4)
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To calculate the transmission constant, we rearranged the
previous equations to the following:

k = (I(t+1) − I(t)) / (I(t) · [M−I(t)]) (5)

To determine the total infection spread, we need data for some
known infected populations, both symptomatic and
asymptomatic. For this purpose, we used data extracted from
the Diamond Princess cruise ship [6], since the closed quarters
of the ship approximate the clinical setting. Due to the isolated
nature of the ship, health officials were able to test all
individuals onboard the cruise ship for COVID-19, even if no
symptoms were evident. Using the data at hand and the above
equation, we can readily determine the transmission constant
by dividing the number of new cases at time t+1 (with time
measured in days) by the product of infected population at time
t and the uninfected population at time t, which we calculated

to be an average of k = 1.219e-4 new infections/person2.

We know the transmission rate for HCW would likely vary;
however, we cannot ascertain whether it would be higher or
lower, considering the fact that HCW would likely be in more
intimate and close contact with patients than typical interactions
between individuals on a cruise ship, and considering factors
such as PPE usage by the HCW. Furthermore, the transmission
rate varies by department and institution as well. Since we do
not have an accurate transmission rate for the resource-limited
clinical environment, we decided to model several different
scenarios using 3 times the transmission constant (3.660e-4 new

infections/person2) and one-third the transmission constant

(4.067e-5 new infections/person2) calculated from the Diamond
Princess cruise ship data.

To calculate the number of patient-to-HCW infections,
HCW-to-patient infections, and HCW-to-HCW infections

occurring in the ED, we adapted the logistic model to the
following equation:

Im’(t) = k · In(t) · Um(t) (6)

where I m’(t) refers to the new infections of a population m, k
is the transmission constant, I_n(t) refers to asymptomatically
infected individuals of the group n transmitting the virus, and
refers to uninfected individuals of the group m that is being
newly infected. For instance, if I_m’(t) represents new
HCW-to-patient infections, then I_n(t) would represent
asymptomatically infected HCW, and U_m(t) would represent
uninfected patients presenting to the ED. These calculations
would be repeated in our model for every day.

Assuming adequate inpatient beds are available, a number of
patients leave the ED each day—this could either mean they
were admitted to the hospital or that they were leaving the
institution. On the other hand, a new batch of patients with
characteristics representative of the general population would
visit the ED each day. Therefore, the initial numbers of
uninfected patients and infected patients that we used for our
calculations remained constant. In reality, the number of infected
patients presenting to the ED may be disproportionately higher
than that in the general population, since completely healthy
individuals without any acute illness or injury would not visit
the ED.

In addition, since the two hospitals were unlikely to have
significant changes in their employment in the time period for
which we were modeling, we designed a Markov chain to track
their infection timelines (Figure 2). New HCW infections
constituted the D1 group for the following day, and HCW in
D1 would be moved to D2 the following day, HCW in D2 would
be moved to D3 the day after, and so on.
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Figure 2. Markov chain for HCW. HCW who are uninfected on any given day can either remain uninfected or become newly infected (blue), at which
point they would proceed to Day 1 of infection the next day. Individuals who are infected will proceed to the next day of infection (eg, D1, D2) with
each passing day. Infected HCW are asymptomatic on days 1-4 (purple). On day 5 of infection, infected individuals begin showing symptoms (orange),
at which point they are removed from this workforce. With COVID-19 testing conducted earlier, asymptomatic infected HCW who test positive may
also be removed from the health care workforce earlier, on the day when COVID-19 test results are obtained (green). HCW: health care.

Periodic Testing
To simulate periodic COVID-19 testing of all HCW, we
assumed COVID-19 test sensitivity of 100%, for the sake of
simplicity. In reality, however, test sensitivity is likely to be
lower and may vary based on how testing or sample collection
is performed; our model can accordingly be adapted for other
levels of sensitivity. Currently, there is insufficient data on
COVID-19 testing to retrieve information on test sensitivity.
On any given day that all HCW are tested, we would manually
eliminate (sensitivity)*(number of infected HCW on each day)
from each category. With an assumption of 100% sensitivity,
this would mean that all infected HCW would be removed from
the work force on the day the test was performed (Figure 2). In
the case of weekly testing, we started this manual elimination
process on day 6, and then repeated this process every 7 days.
In the case of biweekly testing, we started the manual
elimination process on day 13, and then repeated this process
every 14 days.

Results

Our model predicts that over the course of 180 days, 28,364
and 13,945 patients visited the ED in HMC and UWMC,

respectively. Tables 1 and 2 show how the predicted numbers
of COVID-19 infections in new patients and HCW vary with
different transmission rates and frequencies of COVID-19
testing for HCW at both HMC and UWMC. At the baseline,

with a transmission constant of 1.219e-4 new infections/person2,
without routine COVID-19 testing of HCW, 1.914 HCW
infections and 0.985 new patient infections would occur in
HMC, and 0.505 HCW infections and 0.223 new patient
infections would occur in UWMC. If COVID-19 testing of
HCW was performed every 7 days (weekly), 1.802 HCW
infections and 0.927 new patient infections would occur in
HMC, which would be a 5.9% reduction in both HCW and new
patient infections. Similarly, weekly COVID-19 testing for
HCW in UWMC would result in 0.489 HCW infections and
0.215 new infections, which would yield a 3.1% reduction. If
COVID-19 testing of HCW occurred every 14 days (biweekly),
1.873 HCW infections and 0.964 new patient infections would
occur in HMC, which would yield a 2.1% reduction in both
HCW and new patient infections. Biweekly COVID-19 testing
in UWMC would result in 0.499 HCW infections and 0.220
new patient infections, which would yield a reduction of 1.1%.
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Table 1. New patient infections with and without periodic COVID-19 testing for HCW at HMC and UWMC. Predicted numbers of new patient
infections with various transmission rates and COVID-19 testing frequencies for HCW after 180 days within the emergency departments of HMC and
UWMC. Percentages in parentheses represent the reduction in the number of infections at the given transmission rate with weekly (every 7 days) or
biweekly (every 14 days) testing compared to the number of infections with no routine COVID-19 testing for HCW. HCW: health care workers; HMC:
Harborview Medical Center; UWMC: University of Washington Medical Center.

COVID-19 testing frequencyCOVID-19 transmission rate

UWMCHMC

Biweekly testingWeekly testingNo testingBiweekly testingWeekly testingNo testing

0.220 (1.14%)0.215 (3.17%)0.2230.964 (2.14%)0.927 (5.92%)0.9851.219e-4 new infections/person2

0.773 (5.56%)0.726 (11.32%)0.8193.906 (12.70%)3.409 (23.81%)4.4753.660e-4 new infections/person2

0.0696 (0.48%)0.0693 (1.0%)0.06990.292 (0.85%)0.289 (1.77%)0.2954.067e-5 new infections/person2

Table 2. HCW infections with and without periodic COVID-19 testing for HCW at HMC and UWMC. Predicted numbers of new HCW infections
with various transmission rates and COVID-19 testing frequencies for HCW after 180 days within the emergency departments of HMC and UWMC.
Percentages in parentheses represent the reduction in the number of infections at the given transmission rate with weekly (every 7 days) or biweekly
(every 14 days) testing compared to the number of infections with no routine testing for HCW. HCW: health care workers; HMC: Harborview Medical
Center; UWMC: University of Washington Medical Center.

COVID-19 testing frequencyCOVID-19 transmission rate

UWMCHMC

Biweekly testingWeekly testingNo testingBiweekly testingWeekly testingNo testing

0.499 (1.13%)0.489 (3.15%)0.5051.873 (2.11%)1.802 (5.86%)1.9141.219e-4 new infections/person2

1.748 (5.50%)1.643 (11.21%)1.8507.524 (12.47%)6.582 (23.42%)8.5963.660e-4 new infections/person2

0.158 (0.47%)0.157 (0.99%)0.1590.569 (0.84%)0.563 (1.77%)0.5734.067e-5 new infections/person2

With a transmission constant of 3.660e-4 new infections/person2,
without routine COVID-19 testing of HCW, 8.596 HCW
infections and 4.475 new patient infections would occur in
HMC. The corresponding numbers for UWMC would be 1.850
HCW infections and 0.819 new patient infection. If COVID-19
testing of HCW was conducted weekly in HMC, 6.582 HCW
infections and 3.409 new patient infections would occur, which
is a 23% reduction in both HCW and new patient infections. In
UWMC, weekly COVID-19 testing of HCW would result in
1.643 HCW infections and 0.726 new patient infection, which
is a reduction of 11.2%. Biweekly COVID-19 testing of HCW
(every 14 days) in HMC would result in 7.524 HCW infections
and 3.906 new patient infections, which is a 12.47% reduction
in HCW infections and a 12.7% reduction in new patient
infections. Biweekly testing in UWMC would result in 1.748
HCW infections and 0.773 new patient infection, which is a
5.5% reduction.

For a lower transmission constant of 4.067e-5 new

infections/person2, 0.573 HCW infections and 0.295 new patient
infections would occur in HMC without routine COVID-19
testing of HCW. Similarly, 0.159 HCW infections and 0.0699
new patient infections would occur in UWMC. In the case of
weekly COVID-19 testing of HCW in HMC, 0.563 HCW
infections and 0.289 new patient infections would occur in
HMC, which is a 1.7% reduction in both HCW and new patient
infections. In UWMC, 0.157 HCW infections and 0.0693 new
patient infections would occur, which is an approximately 1%
reduction. In the case of biweekly COVID-19 testing of HCW
in HMC, 0.569 HCW infections and 0.292 new patient infections

would occur, which is an approximately 0.85% reduction in
HCW infections and new patient infections. In UWMC, this
would result in 0.158 HCW infection and 0.0696 new patient
infection, which is an approximately 0.47% reduction in
potential infections.

Discussion

Our model shows that, within a hospital ED, periodic COVID-19
testing of HCW would reduce the rate of SARS-CoV-2 infection
among ED personnel as well as new patients in the ED. As
expected, the impact of periodic HCW testing varied with the
transmission rate of SARS-CoV-2, with greater benefits
observed when the transmission rates were higher.

Our model used the COVID-19 prevalence data for King
County, WA, an area which is not as heavily affected by
COVID-19 as many other places in the US, considering disease
prevalence among patients visiting the ED. A higher COVID-19
prevalence in the patient population may result in higher
patient-to-HCW disease transmission rates, in which case,
periodic HCW testing would be more beneficial.

A limitation of our model is that we do not know the actual
transmission rate in various hospital EDs; furthermore,
transmission rates may vary widely between hospitals based on
PPE supply, type of interactions with patients, and severity of
illness (which also affects the types of procedures and therapies
involved), and other factors. Additionally, the transmission rate
may be different for different types of HCW; for instance, those
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who perform aerosolizing procedures such as intubation may
be subject to a higher rate of transmission.

By changing the initial parameters, this model can be adapted
for different ED visit rates, ED staffing numbers, levels of
infection prevalence, transmission constants, and levels of
testing sensitivity. Lower levels of testing sensitivity will lead
to decreased utility in periodic HCW testing. In addition, our
analysis was performed with the population characteristics of
a county that is moderately affected by COVID-19. Currently,
many regions of the US have a much higher COVID-19
prevalence, wherein periodic HCW testing would result in a
greater potential benefit to prevent HCW infections.

Moreover, due to the current state of COVID-19 testing, US
statistics on confirmed COVID-19 cases may not be the most
reliable. Per CDC guidelines that were updated on March 24,
2020, at the time of writing this manuscript, laboratory testing
for COVID-19 is only indicated for individuals who are not
HCW nor first responders and have symptoms that are consistent
with COVID-19 [26]. However, many individuals with
COVID-19 may be asymptomatic or only have mild symptoms
[27]. In addition, shortages of COVID-19 tests may affect the
US statistics on COVID-19 cases, making them less reliable
[28]. Therefore, the numbers for COVID-19 incidence and

prevalence used in our model, which are based on official
reports, may be erroneously low.

Of note, our model only includes ED staff in our numbers, but
HCW from other specialties and departments also see patients
in the ED. For instance, in many hospitals, non-EM physicians
will see inpatient admissions in the ED, specialists may be
consulted to see patients in the ED, and surgeons and
anesthesiologists may be involved in cases of trauma
resuscitations. Additionally, at some teaching hospitals, resident
physicians in specialties outside of EM will also have EM
rotations.

Given the uncertainty and unavailability of data regarding
COVID-19, some of the numbers and factual assumptions in
this model may be incorrect, which could affect the model’s
predictions. To simplify calculations, this model assumes that
COVID-19 infections are spread homogeneously throughout
the state and that HCW freely interact with patients and all other
HCW. Moreover, the model does not consider individual
variation in COVID-19 incubation times. Ultimately, this model
is intended to be a tool and an approximation, and it can be
adapted to different health care settings or regions by varying
the initial conditions.
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Abstract

Background: Recent studies have shown that diabetes is a major risk factor that contributes to the severity of COVID-19 and
resulting mortality. Poor glycemic control is also associated with poor patient outcomes (eg, hospitalization and death).

Objective: This study aimed to describe the clinical characteristics and outcomes of patients with diabetes who were admitted
to our hospital for COVID-19 treatment.

Methods: This cross-sectional, observational study comprised patients with diabetes admitted with COVID-19 to Mediclinic
Parkview Hospital in Dubai, United Arab Emirates, from March 30 to June 7, 2020. We studied the differences among
characteristics, length of hospital stay, diabetes status, comorbidities, treatments, and outcomes among these patients.

Results: Of the cohort patients, 25.1% (103/410) had coexistent diabetes or prediabetes. These patients represented 17 different
ethnicities, with 59.2% (61/103) from Asian countries and 35% (36/103) from Arab countries. Mean patient age was 54 (SD
12.5) years, and 66.9% (69/103) of patients were male. Moreover, 85.4% (88/103) of patients were known to have diabetes prior
to admission, and 14.6% (15/103) were newly diagnosed with either diabetes or prediabetes at admission. Most cohort patients
had type 2 diabetes or prediabetes, and only 2.9% (3/103) of all patients had type 1 diabetes. Furthermore, 44.6% (46/103) of
patients demonstrated evidence suggesting good glycemic control during the 4-12 weeks prior to admission, as defined arbitrarily
by admission hemoglobin A1c level <7.5%, and 73.8% (76/103) of patients had other comorbidities, including hypertension,
ischemic heart disease, and dyslipidemia. Laboratory data (mean and SD values) at admission for patients who needed ward-based
care versus those who needed intensive care were as follows: fibrinogen, 462.8 (SD 125.1) mg/dL vs 660.0 (SD 187.6) mg/dL;
D-dimer, 0.7 (SD 0.5) µg/mL vs 2.3 (SD 3.5) µg/mL; ferritin, 358.0 (SD 442.0) mg/dL vs 1762.4 (SD 2586.4) mg/dL; and
C-reactive protein, 33.9 (SD 38.6) mg/L vs 137.0 (SD 111.7) mg/L. Laboratory data were all significantly higher for patients in
the intensive care unit subcohort (P<.05). The average length of hospital stay was 14.55 days for all patients, with 28.2% (29/103)
of patients requiring intensive care. In all, 4.9% (5/103) died during hospitalization—all of whom were in the intensive care unit.

Conclusions: Majority of patients with diabetes or prediabetes and COVID-19 had other notable comorbidities. Only 4 patients
tested negative for COVID-19 RT-PCR but showed pathognomonic changes of COVID-19 radiologically. Laboratory analyses
revealed distinct abnormal patterns of biomarkers that were associated with a poor prognosis: fibrinogen, D-dimer, ferritin, and
C-reactive protein levels were all significantly higher at admission in patients who subsequently needed intensive care than in
those who needed ward-based care. More studies with larger sample sizes are needed to compare data of COVID-19 patients
admitted with and without diabetes within the UAE region.
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Introduction

The burden of COVID-19, caused by the novel SARS-CoV-2,
has being increasing worldwide. The World Health Organization
declared COVID-19 a pandemic on March 11, 2020 [1]. As of
October 6, 2020, a total of 99,733 COVID-19 cases have been
reported in the United Arab Emirates with 429
COVID-19–related deaths [2].

Recent studies have suggested that diabetes is a major risk factor
contributing to the severity of COVID-19 and resulting mortality
[3]. For instance, a meta-analysis of 7 trials in China reported
that 9.7% (153/1576) patients with COVID-19 had diabetes [4].
Diabetes is also considered a major risk factor for the
development of severe pneumonia and clinical course resulting
from COVID-19, and it is reported in approximately 20%-30%
of such patients [5]. In addition, poor glycemic control, whether
related to diabetes or stress hyperglycemia, is known to be
associated with poor patient outcomes, including hospitalization
and death [6]. A large population-based study in England
reported 23,804 COVID-19–related deaths, of which one-third
of the patients had diabetes (type 2 diabetes, n=7466, 31.4%;
type 1 diabetes, n=365, 1.5%) [7].

Thus, the aim of this single-center cross-sectional study was to
assess the clinical characteristics and outcomes of patients with
diabetes admitted to a hospital in Dubai with moderate-to-severe
COVID-19.

Methods

Study Design
This is a cross-sectional, observational study of patients with
diabetes who were diagnosed with COVID-19 based on
laboratory and/or radiological findings and admitted to
Mediclinic Parkview Hospital, Dubai, United Arab Emirates,
between March 30 and June 7, 2020.

Definitions
A diagnosis of COVID-19 was confirmed by a positive
COVID-19 reverse transcription–polymerase chain reaction
(RT-PCR) test and/or consistent imaging findings from chest
radiography or chest high-resolution computed tomography
(HRCT), that is, radiological features of COVID-19 that are
pathognomonic (eg, ground-glass opacity).

For the purposes of the study, the following definitions were
considered:

• Diabetes was confirmed by either prior diagnosis or
hemoglobin A1c (HbA1c) ≥6.5% at admission.

• Prediabetes was confirmed by either prior diagnosis and/or
HbA1c=5.7%–6.4% at admission.

• Uncontrolled diabetes was defined as HbA1c≥7.5% at
admission.

• Patients were discharged from the hospital when they were
clinically well and tested negative on two consecutive
nasopharyngeal swab tests (laboratory tests) for COVID-19
RT-PCR.

• Admission laboratory tests were defined as tests performed
within 24 hours of hospital admission.

Data Collection
Data were collected from electronic medical records retrieved
using the software Bayanaty (InterSystems IRIS). Information
about patients’ basic demographics, nationalities, laboratory
data, imaging findings (ie, chest radiograph and chest HRCT),
and capillary blood glucose test performed at admission was
extracted. Ethical approvals were received from the institutional
research board of Mediclinic Parkview Hospital and Dubai
Scientific Research Ethics Committee, Dubai Health Authority,
Dubai, United Arab Emirates.

Statistical Analysis
Statistical analyses were performed using SPSS software,
version 25.0 (IBM Corp, released 2019). Frequencies with
proportions were reported for categorical variables and mean
values with standard deviation (SD) were reported for
continuous variables. Mann Whitney test was used and a P value
<.05 was considered statistically significant.

Results

A total of 103 patients admitted to the hospital with a confirmed
COVID-19 diagnosis had diabetes or prediabetes. During the
same timeframe, overall, 410 patients with COVID-19 were
admitted. Thus, 25.1% (103/410) of all patients admitted with
COVID-19 had coexistent diabetes or prediabetes. Moreover,
66.9% (69/103) of the COVID-19 diabetes cohort were male
patients. Patients within this study cohort represented 17
different ethnicities, of which 59.2% (61/103) were from Asian
countries and 34.9% (36/103) were from Arab countries. The
mean patient age was 54 (SD 12.5) years. In all, 73.8% (76/103)
of the cohort patients had other comorbidities, including
hypertension, ischemic heart disease, dyslipidemia, and chronic
kidney disease (Table 1). Moreover, at admission, 9.7% (10/103)
of the patients were receiving angiotensin converting enzyme
inhibitor-I (ACE-I) treatment and 31.1% (32/103) patients were
receiving angiotensin II receptor blocker (ARB) treatment, both
of which were continued as per the individual patient’s clinical
circumstances during admission, with no obvious adverse effects
reported.
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Table 1. Basic demographics and pre-comorbidities of study patients (n=103).

ValueStudy variable

Gender, n (%)

69 (66.9)Male

34 (33.0)Female

54 (12.5)Age in years, mean (SD)

Nationality, n (%)

36 (34.9)Arab

61 (59.2)Asian

5 (4.9)Western

1 (0.9)African

Comorbiditiesa (yes: n=76), n (%)

66 (64.0)Hypertension

54 (52.4)Dyslipidemia

11 (10.6)Ischemic heart disease

7 (6.8)Breast cancer

4 (3.9)Chronic kidney disease

3 (2.9)Stroke

1 (0.9)COPDb

1 (0.9)Renal transplant

Medications, n (%)

10 (9.7)ACE-Ic

32 (31.1)ARBd

aMore than one comorbidity was reported for some patients.
bCOPD: chronic obstructive pulmonary disease.
cACE-I: angiotensin converting enzyme inhibitor.
dARB: angiotensin II receptor blocker.

Out of the 103 cohort patients, 3 (2.9%) patients had type 1
diabetes and 90 (87.4%) patients had type 2 diabetes, 6 of whom
were newly diagnosed with type 2 diabetes at admission.
Moreover, 10 of 103 (9.7%) patients had prediabetes, 9 of whom

were newly diagnosed at admission. Of those patients with a
prior diagnosis of diabetes, 8 (7.8%) patients were on a basal
insulin regimen and 6 (5.8%) patients were on basal-bolus
insulin regimen (Table 2).
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Table 2. Diabetes status among cohort patients before they acquired COVID-19 (n=103).

Value, n (%)Item

Type of diabetes or dysglycemic status

3 (2.9)Type 1

90 (87.4)Type 2

10 (9.7)Prediabetes

Diabetes and dysglycemic status

88 (85.4)Known

15 (14.6)Unknown

Control of diabetes

46 (44.6)Controlled (HbA1c
a<7.5%)

52 (50.4)Not controlled (HbA1c≥7.5%)

Diabetes medications taken prior to admissionb

17 (16.5)Sulphonylurea

64 (62.1)Metformin

1 (0.9)Acarbose

4 (3.9)DDP-4c inhibitor

5 (4.9)SGLT-2d inhibitor

1 (0.9)GLP-1e receptor agonist

8 (7.8)Basal insulin

6 (5.8)Basal-bolus insulin

73.4 (33.7)Insulin dose (units) in 24 h, mean (SD)

aHbA1c: hemoglobin A1c.
bThe same patient could have received more than one medication.
cDDP-4: dipeptidyl peptidase-4 inhibitor.
dSGLT-2: sodium-glucose co-transporter-2.
eGLP-1: glucagon-like peptide 1.

On admission, several laboratory investigations were performed
(Table 3). Average random blood glucose was reported to be
10.2 mmol/L. Of the 103 patients; 56 (54.3%) had lymphopenia;
65 (63.1%) had received a confirmed diagnosis of pneumonia
based on radiological findings; 38 (36.8%) had a normal chest

radiograph, 14 of whom had confirmed pneumonia on chest
HRCT; and 4 tested negative for COVID-19 based on laboratory
RT-PCR but had radiologically confirmed COVID-19
pathognomonic changes.
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Table 3. Laboratory data of study patients at hospital admission (n=103).

Normal rangeValue at admission, mean (SD)Laboratory test

<5.67.7 (1.6)HbA1c
a (%)

3.9-7.710.2 (4.2)Random blood glucose (mmol/L)

13.0-17.512.8 (1.7)Hb (g/dL)

4.0-11.06.5 (3.1)White blood cell count (103/µL)

1.0-4.81.2 (0.7)Lymphocyte count (103/µL)

N/Ab56 (54.3)Lymphopenia, n (%)

150-450240.4 (85.3)Platelets (103/µL)

63.6-110.592.7 (48.9)Creatinine (µmol/L)

>6082.8 (22.2)GFRc (mL/min/1.732)

21.8-274.7757.3 (1548.8)Ferritin (ng/mL)

30-200402.2 (1087.6)Creatine kinase (U/L)

125-243309.3 (228.9)LDHd (U/L)

200-400529.3 (175.2)Fibrinogen (mg/dL)

0.0-0.50.6 (1.2)Procalcitonin (ng/mL)

0.0-5.064.1 (82.7)CRPe (mg/L)

0.0-0.51.1 (2.1)D-dimer (µg/mL)

aHbA1c: hemoglobin A1c.
bN/A: not applicable.
cGFR: glomerular filtration rate.
dLDH: lactate dehydrogenase.
eCRP: C-reactive protein. 

Table 4 outlines emergent treatments used to manage patients
with diabetes who were diagnosed with COVID-19 and their
related outcomes. Of the 103 cohort patients, 50 (48.5%) patients
received glucocorticoids at admission; 63 (61.2%) patients
needed insulin at admission, requiring an average of 29.6 units

per 24 h; and 5 (4.9%) patients had documented hypoglycemia
(defined as blood glucose level <4 mmol/L) as detected by
capillary blood glucose testing during admission (2 patients
were on hydroxychloroquine, 4 on insulin, and 1 had end-stage
renal disease).
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Table 4. Emergent treatment and outcomes for cohort patients (n=103).

ValueItem

Treatments, n (%)

50 (48.5) Glucocorticoids

82 (79.6)Hydroxychloroquine

54 (52.4)Antiviral medication: Kaletra (combination lopinavir/rapinavir)

63 (61.2)Insulin administered on admission, n (%)

10 (9.7)Intravenous insulin

53 (51.5)Subcutaneous insulin

29.6 (25.6)Units of insulin per 24 h, mean (SD)

Outcomes

5 (4.9)Hypoglycemia, n (%)

4 (3.8)Insulin

2 (1.9)Hydroxychloroquine

1 (0.9)End-stage renal disease

29 (28.2)Required ICUa, n (%)

12 (11.7)Need ventilation, n (%)

2 (1.9)Need ECMOb, n (%)

5 (4.9)Total deaths (all in ICU), n (%)

aICU: intensive care unit.
bECMO: extracorporeal membrane oxygenation.

Of all the patients (29/103, 28.2%) who were admitted to the
intensive care unit (ICU), 21 were from Asian countries and 8,
from Arab countries. Furthermore, 22 patients were male. In
all, 5 (4.9%) patients (2 males, 3 females) died—all were in the
ICU. Four of these patients were of Asian origin, 3 were known
to have type 2 diabetes, and 2 had received a new diagnosis of
prediabetes on admission. Moreover, 2 of those 5 patients were
obese, 1 had end-stage renal disease with known breast cancer,

all 5 had pneumonia, and 4 developed acute respiratory distress
syndrome with septic shock. Their average length of stay in the
hospital was 18 days.

Kaplan-Meier survival curve (Figure 1) showed that 4 of the 5
deaths that occurred in our study cohort were of patients who
received both hydroxychloroquine and glucocorticoid treatment
(as might be anticipated based on the severity of disease). The
median time of death was 21 (range 3-39) days.
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Figure 1. Survival curve generated using Kaplan-Meier method.

Subset Analysis
We performed a subanalysis of the patients’ laboratory data on
admission and the maximum levels reported during the course
of their hospital stay. Fibrinogen, D-dimer, and C-reactive
protein (CRP) levels increased significantly during the hospital
stay (Table 5).

Among the 103 patients who were admitted with diabetes or
prediabetes and were diagnosed with COVID-19, 29 (28.1%)
patients needed ICU care; these patients had significantly higher
levels of fibrinogen, D-dimer, ferritin, and CRP at admission
than did the patients managed by ward-based care (74/103,
71.8%; Table 6).

Table 5. Key biomarkers at admission and maximal levels during hospital stay (n=103).

ValuesBiomarkers

P valueMaximum level during hospital stay, mean (SD)At admission, mean (SD)

<.001550.1 (178.3)529.3 (175.2)Fibrinogen (mg/dL)

.121.5 (3.2)0.6 (1.2)Procalcitonin (ng/mL)

<.00192.2 (92.5)64.1 (82.7)CRPa (mg/L)

.012.0 (3.9)1.1 (2.1)D-dimer (µg/mL)

.06521.0 (1898.9)757.3 (1548.8)Ferritin (ng/mL)

aCRP: C-reactive protein
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Table 6. Key admission biomarkers used as markers of COVID-19 severity (n=103).

ValuesBiomarkers

P valueICUa (n=29), mean (SD)Ward-based care (n=74), mean (SD)

<.001660.0 (187.6)462.8 (125.1)Fibrinogen (mg/dL)

.310.6 (1.0)0.8 (1.7)Procalcitonin (ng/mL)

<.001137.0 (111.7)33.9 (38.6)CRPb (mg/L)

.0192.3 (3.5)0.7 (0.5)D-dimer (µg/mL)

.011762.4 (2586.4)358.0 (442.0)Ferritin (ng/mL)

aICU: intensive care unit
bCRP: C-reactive protein

Discussion

In this single-center study conducted in Dubai, 25.1% (103/410)
of patients with COVID-19 already had diabetes or prediabetes
at admission. Of the study cohort, 14.6% (15/103) received a
new diagnosis of diabetes or prediabetes at admission.
According to the International Diabetes Federation, the
prevalence of diabetes in the United Arab Emirates is 15.4%
[8], and our data suggests an overrepresentation of diabetes and
prediabetes as risk factors for more severe COVID-19 illness
requiring admission.

Most patients with diabetes or prediabetes admitted to hospital
for COVID-19 (69/103, 66.9%) were male. This finding is in
line with emerging studies that show men with COVID-19 are
at a higher risk for developing severe outcomes, including death,
than women [3,4,9].

Dubai is a highly multinational society comprising people of
more than 200 nationalities. The patients in our study cohort
represented 17 different nationalities, of which 59.2% (61/103)
were from Asian countries and 34.9% (36/103) were from Arab
countries. This finding is also consistent with other studies that
suggest that people of Black, Asian, and Minority Ethnic
(BAME) populations have increased risk and are predisposed
to worse clinical courses and outcomes with COVID-19 than
are their Caucasian counterparts [10]. In addition, many
individuals of BAME origin are also more likely to have
diabetes or prediabetes [11].

Moreover, consistent with recent studies, most patients in our
cohort with diabetes or prediabetes and COVID-19 (76/103,
73.8%) also had other notable comorbidities. This finding is
consistent with the fact that diabetes and cardiovascular disease
are key components of the metabolic syndrome [12]. The
metabolic syndrome is also associated with proinflammatory
and prothrombotic states, which may have important
implications for COVID-19 cases, wherein such complications
are especially common and troublesome [13].

In this study, laboratory test results showed that fibrinogen,
D-dimer, ferritin, and C-reactive protein (CRP) levels at
admission were higher in patients subsequently requiring
intensive care treatment. This finding is reflective of the
inflammatory cytokine response observed in COVID-19. In
addition, measuring admission glucose levels and in-hospital

monitoring are important. Acute hyperglycemia shows
upregulation of ACE2 gene, which facilitates entry of
SARS-CoV-2 virus inside the cells. Prolonged hyperglycemia
causes downregulation of ACE2 expression, making the cells
vulnerable to the inflammatory effects of the SARS-CoV-2
virus [14]. Thus, performing these laboratory tests at hospital
admission may be useful for risk stratification, that is, to
determine the potential severity of the disease and guide the
level of care that may be required for the patient.

The limitations of our study include the small sample size and
retrospective nature of our analysis. Therefore, more studies
with larger sample sizes are needed. Another limitation of our
study is that there was no control group of patients without
diabetes for comparison of results (other than knowing the
absolute numbers of total patients admitted with COVID-19
during the same timeframe). In addition, because of the
increasing number of new patients presenting with COVID-19
symptoms to our healthcare facility over a short timeframe, data
on accurate characterization of overweight or obese status were
not available for the majority of our patients; these conditions
are thus not reported as comorbidities despite excess bodyweight
being related to more severe COVID-19 illness and increased
mortality [3,4]. Laboratory investigations such as fibrinogen,
D-dimer, ferritin, and CRP levels can help in the initial
assessment of severity of disease and subsequent need for
ward-based or intensive care.

Conclusion
In this single-center study in Dubai, approximately 25% of
patients admitted with COVID-19 also had diabetes or
prediabetes. Most of these patients were male and of Asian
origin, and 14.6% were newly diagnosed with diabetes or
prediabetes upon admission. A majority of these patients
(76/100, 73.8%) also had other notable comorbidities. Our
comprehensive laboratory analyses revealed distinct abnormal
patterns of biomarkers that are associated with a poor prognosis:
fibrinogen, D-dimer, ferritin, and CRP levels were all
significantly higher at admission in patients who subsequently
needed intensive care than in those patients who required
ward-based care. In all, 28.2% required ICU admission, of which
5 patients eventually died. More studies with larger sample sizes
are needed to compare data of patients with COVID-19 admitted
with and without diabetes in the UAE region.
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Abstract

Background: The COVID-19 pandemic has reached 40 million confirmed cases worldwide. Given its rapid progression, it is
important to examine its origins to better understand how people’s knowledge, attitudes, and reactions have evolved over time.
One method is to use data mining of social media conversations related to information exposure and self-reported user experiences.

Objective: This study aims to characterize the knowledge, attitudes, and behaviors of social media users located at the initial
epicenter of the outbreak by analyzing data from the Sina Weibo platform in Chinese.

Methods: We used web scraping to collect public Weibo posts from December 31, 2019, to January 20, 2020, from users located
in Wuhan City that contained COVID-19–related keywords. We then manually annotated all posts using an inductive content
coding approach to identify specific information sources and key themes including news and knowledge about the outbreak,
public sentiment, and public reaction to control and response measures.

Results: We identified 10,159 COVID-19 posts from 8703 unique Weibo users. Among our three parent classification areas,
67.22% (n=6829) included news and knowledge posts, 69.72% (n=7083) included public sentiment, and 47.87% (n=4863)
included public reaction and self-reported behavior. Many of these themes were expressed concurrently in the same Weibo post.
Subtopics for news and knowledge posts followed four distinct timelines and evidenced an escalation of the outbreak’s seriousness
as more information became available. Public sentiment primarily focused on expressions of anxiety, though some expressions
of anger and even positive sentiment were also detected. Public reaction included both protective and elevated health risk behavior.

Conclusions: Between the announcement of pneumonia and respiratory illness of unknown origin in late December 2019 and
the discovery of human-to-human transmission on January 20, 2020, we observed a high volume of public anxiety and confusion
about COVID-19, including different reactions to the news by users, negative sentiment after being exposed to information, and
public reaction that translated to self-reported behavior. These findings provide early insight into changing knowledge, attitudes,
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and behaviors about COVID-19, and have the potential to inform future outbreak communication, response, and policy making
in China and beyond.

(JMIR Public Health Surveill 2020;6(4):e24125)   doi:10.2196/24125

KEYWORDS

COVID-19; infodemiology; infoveillance; infodemic; Weibo; social media; content analysis; China; data mining; knowledge;
attitude; behavior

Introduction

First documented in December 2019, the novel coronavirus is
thought to have originated from the city of Wuhan in Hubei
Province, China and has quickly emerged as the greatest global
public health threat in the last century while also representing
a significant test for global preparedness to prevent, diagnose,
treat, and contain a highly transmittable disease. At the end of
October 2020, this novel coronavirus (COVID-19) pandemic
has now impacted 189 countries and geographic territories, with
over 40 million confirmed cases and rising, accompanied by
over 1 million global deaths [1]. This includes over 91,772
confirmed cases from China [2], with 68,139 cases that
originated in Wuhan and 50,340 cases that originated in the
initial epicenter of the outbreak in Wuhan City [3,4].

With the COVID-19 outbreak originating and spreading from
China, notable given the country’s large population, high density
of Hubei Province, and the outbreak coinciding with the Lunar
New Year period, China implemented a significant public health
response including mandated quarantines, community and social
isolation, and the construction of two new hospitals [5]. Despite
these aggressive measures, at the onset of the outbreak, little
was known about the structure, etiology, transmission dynamics,
and appropriate public health measures needed to curtail the
spread of COVID-19. Much of the fundamental understanding
of COVID-19, including the fact that it was a novel coronavirus,
emerged throughout the month of January, as the outbreak
rapidly spread throughout mainland China.

With the COVID-19 outbreak now a global pandemic, there is
a critical need to better understand the origins of the disease
and what lessons can be learned from public reaction due to
information exposure, or lack thereof, and people’s subsequent
responses to public health measures implemented. One such
approach is the use of data in an electronic medium to
supplement traditional epidemiological surveillance measures,
also knowns as “infoveillance” [6]. Data derived from social
media platforms represents one of these infoveillance data layers
and can be collected and analyzed for the purposes of gauging
the public’s knowledge, attitudes, and behavior in close to real
time. This includes past research leveraging social media to
better assess public reaction to outbreaks such as H1N1, Zika
virus, and Ebola [7-12].

In the context of the early stages of COVID-19, infoveillance
approaches examining popular Chinese social media sites are
needed, as most global social media platforms (eg, Twitter,
Facebook, Instagram, and Reddit) are blocked in China. As a
result, Chinese social media activity primarily occurs on two
platforms: WeChat and Sina Weibo. WeChat is a popular

messaging service in China where users can privately
communicate with one another, whereas Sina Weibo (commonly
referred to as just “Weibo” by its estimated 480 million active
users) more closely resembles a microblogging platform with
public posts. In 2018, 57% of Weibo users were reported as
male and 43% as female [13]. In terms of age, the largest group
of users (40%) are aged 23-30 years, followed by users aged
18-22 years (35%), 31-40 years (14%), and 16-17 years (6%);
only 5% of users are older than 41 years [13]. These
demographics generally skew similar to other popular
microblogging platforms such as Twitter whose features and
purpose are directly comparable. Specifically, Weibo users can
post and interact publicly with information as it arises,
representing an accessible and important infoveillance data
source to characterize user experiences and conversations during
different stages of COVID-19.

Leveraging this data source, other studies have used Weibo
posts to characterize conversations and analyze public sentiment,
including evaluating whether aspects of the COVID-19 outbreak
can be better modeled or characterized [14-21]. One study
assessed user-generated discussions on Weibo and found there
was public demand for appropriate health resources and
equipment during early outbreak stages [22]. Previous studies
by our group have identified prevailing COVID-19 themes
discussed among Wuhan Weibo users, including uncertainty
about the origins of the outbreak, changing concerns about
disease transmission characteristics, and varying reactions to
the government’s outbreak response. Other studies have
developed models to better gauge public opinion about
COVID-19 among Chinese Weibo users and assess whether
adequate warning and attention was given to the outbreak by
authorities [17]. Finally, a recent study used infoveillance
approaches to track how internet searches and Weibo discussions
peaked prior to increased daily case incidence data, and another
study used Weibo to identify characteristics of suspected
COVID-19 cases and their help-seeking behavior [18,23].

Our study seeks to add to this growing body of literature by
leveraging Weibo to better understand Chinese user sentiment
and behavior associated with the COVID-19 pandemic.
Specifically, the objective of this study is to conduct an in-depth
qualitative analysis of Chinese language Weibo posts originating
from users located in Wuhan during the early periods of the
outbreak to characterize types of news and user knowledge that
may have coincided with changes in public sentiment and
reaction to the outbreak. This study has an interdisciplinary
approach, using methods in computer science, public health,
and qualitative analysis.
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Methods

Data Collection

To fully explore early COVID-19 outbreak topics and
information shared and disseminated by the government, media,
and Chinese users in Wuhan, this study first collected social
media posts on Sina Weibo and then conducted in-depth
qualitative content analysis of all posts collected. Qualitative
analysis was used for the purposes of identifying and
characterizing user knowledge, attitudes, and impact on behavior
from the initial announcement of the pneumonia of unknown
origin until the implementation of quarantine in Wuhan City.
The overall aim of this study is to identify and characterize key
thematic discussions and public reaction located at ground zero
of this global pandemic.

Beginning December 31, 2019, we employed an automated web
scraper built in the programming language Python to collect
public posts on the Weibo platform in the Chinese language
(traditional and simplified Chinese). This programming script
was set to collect time and geographically filtered data using
preset settings available on the advanced search function of the
platform. Filters included COVID-19–related keywords, a
geographic limitation to collect posts from users located in
Wuhan City, and a time period spanning December 31, 2019,
to January 20, 2020. Chinese language COVID-19–related
keywords were used as filters for this study and included 新型
冠状病毒 (novel coronavirus), 武汉肺炎 (Wuhan pneumonia),
不明原因肺炎 (unknown caused pneumonia), and other words
associated with the outbreak during its early stages: 华南海鲜
市场 (Wuhan Seafood Wholesale Market), and severe acute
respiratory syndrome (SARS). Data collected included textual
content of post, user and account information, and date and time
of post. Messages collected for the purposes of this study were
in the public domain and web scraping was done solely for
research purposes. Our study does not disclose any personally
identifiable information, as we have removed identifiers from
our data set and aggregated results. Hence, no ethics approval
was required for this study, as we relied on publicly available
data, did not include any identifiable information, did not include
any private messages between users, and there was no
interaction between Weibo users and researchers.

Qualitative Content Analysis
Weibo permits users to post up to 2000 characters with or
without images, videos, and other multimedia, and users may
also repost messages. These characteristics (particularly the
high character count compared to other microblogging
platforms) permits a users’ post to address multiple topics and
have a rich qualitative discussion of issues. To fully capture
and accurately classify topics discussed on Weibo related to
COVID-19, we manually annotated all posts collected by
conducting content analysis of the text in the posts.

The focus of our content analysis was to detect themes
associated with knowledge, attitudes, and beliefs of Chinese
social media users located in Wuhan in response to exposure
to government information sources; news and media outlets;
and, specifically, reaction to events that occurred as the outbreak

evolved in the local, national, and global context. Specific
themes of interest included conversations and user reactions
related to public anxiety, confusion, concerns, and behavior
adaptation based on COVID-19–related developments.

Content analysis was conducted using an inductive coding
approach primarily because there are few existing qualitative
analyses of COVID-19 data in the Chinese language [17,24].
Hence, this open coding approach allowed us to create our own
coding classifications based directly on Weibo posts observed.
This was accomplished by organizing the data set into binned
samples stratified over the entire study period, conducting a
first round of content coding based on a generalized sample of
the binned data set, creating an initial codebook of parent and
subclassifications, rereading the samples and applying codes
and classifications, and repeating these steps until all data was
coded.

First, two coders (first and second authors) independently used
a binary coding approach (ie, relevant vs nonrelevant) to filter
posts related to COVID-19 and exclude posts not related to the
outbreak. We then used thematic content analysis coding
methods, with two coders randomly selecting 200 posts that
were then independently coded for parent topic classifications
to represent baseline thematic areas or interest and for the
purposes of collapsing overlapping or infrequent categories.
We then combined the independently coded data sets and created
a codebook based on these initial classifications. Coders then
independently manually annotated all posts collected in this
study and categorized new messages into identified parent topics
and existing and new subtopics. Through this process, we
selected parent and subtopic classifications, and collapsed
infrequent categories by combining related topics, removing
duplicate topics, and evaluating thematic concurrence.

We first identified posts for general relevance that we binarily
coded as either related or not related to COVID-19 topics. After
excluding nonrelevant posts and considering the underlining
structure of the Weibo posts, we categorized posts into three
broad information source classifications: (1) posts that contained
only information from government or news and media sources,
(2) posts that contained only user-generated comments, and (3)
posts that contained both government/news, and user-generated
comments.

We then summarized the content of posts for three parent
classification areas initially identified in our random sample of
time stratified posts: (1) news and knowledge about the
outbreak, (2) public sentiment of users to the outbreak (using
an initial set of Chinese language polarity lexicons that were
iterated upon, including positive, negative, and neutral [25],
and chosen on their basis of relevance to our open inductive
coding approach and focus on health topics; see Textbox 1),
and (3) public reaction to control and response measures.
Subclassification of topics within these parent classifications
were based on the Health Belief Model, where constructs of
perceived susceptibility and severity, and cues for action were
explored for user-generated posts [26,27]. Before analyzing the
text of each post and to account for a single post covering
multiple topics, we separated messages into different topic
groupings based on the aforementioned parent classifications.
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This included separating out content based on the information
source.

We also assessed other characteristics of Weibo posts, including
temporal variations among topics that occurred over time, and
assessed reactions to posts by other users. By analyzing the
relative number and content of users’ reaction to posts, we could
observe variation in the public’s attitude from the beginning of
the COVID-19 outbreak, as well as measure how these reactions

changed over time specific to news and events that emerged as
the outbreak progressed. For both public sentiment and public
reaction classifications, temporal stationarity was assessed using
the augmented Dickey-Fuller test. For nonstationary categories,
regression models were then built to determine statistical
significance of linear and exponential relationships, with linear

fit (linear R2) and exponential fit (Cox and Snell R2) compared
for relationships under the threshold α=.05.

Textbox 1. List of positive, neutral, and negative lexicons.

Positive lexicon

• Perfect (完美)

• Practical (实用)

• Powerful (强大)

• Good (好)

• Clear (清晰)

• Reliable (可靠的)

• Believable (值得信任的)

• Authoritative (权威性的)

• Confident (自信的/有信心的)

• Fast (快的)

• Safe (安全的)

Neutral lexicon

• Known (知道/听说)

• Suggested (提出的)

• Investigative (调查的)

• Announced (公布)

• Confirmed (确认的)

• Existing (存在)

• Quiet (安静的)

• Unconcerned (不在乎)

Negative lexicon

• Bad (差)

• Poor (烂)

• Awful (坏)

• Disappoint (失望)

• Slow (慢)

• Not work (不行)

• Scared (可怕的)

• Fake (假的)

• Angry (生气的)

• Unclear (模糊的)

• Nervous (紧张的)
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Results

Data
We collected 10,814 Weibo posts located in Wuhan over the
21-day study period. After coding all of these posts
independently, the first and second coders achieved a relatively
high intercoder reliability score for results (κ=0.892).
Disagreements in coding classification were reviewed by first
and second author, and discussed to reach consensus on correct
classification. The oldest post collected was dated December
31, 2019, at 12:31 AM (China standard time), and the last post
collected was dated January 20, 2020, at 11:00 PM. After
manually annotating posts, we filtered out 655 posts (6.06% of

the total data set) not related to the COVID-19 outbreak and
retrieved 10,159 posts (93.94%) that we identified as directly
related to COVID-19 discussions that comprised of 8703 unique
Weibo users.

The largest volume of daily posts (n=2804) was on the last day
of our study period (January 20, 2020), and the lowest volume
(n=101) was on January 7, 2020, with the average posts per day
at 484 (SD 684.12, median 280). Among the 10,159 relevant
posts, 4155 (40.90%) were government information and news
and media source only posts, 3330 (32.78%) were
user-generated comment posts, and 2674 (26.32%) contained
both government and media information, and user-generated
content concurrently (see Figure 1).

Figure 1. The number of Weibo posts related to the COVID-19 outbreak by information source category and with a timeline of events (December 31,
2019, to January 20, 2020). CDC: Center for Disease Control and Prevention; NCIP: novel coronavirus-infected pneumonia; NHC: National Health
Commission; PCR: polymerase chain reaction; WHC: Wuhan Health Commission; WHO: World Health Organization.

Results from our content analysis were broken up into findings
describing our three parent classification areas: news and
knowledge, public sentiment, and public reaction. News and
knowledge were generally defined as posts containing
COVID-19 outbreak information that originated from different
information sources. In contrast, public sentiment was defined
as the general attitude and sentiment of users in reaction to news
and official government information sources about COVID-19.
Finally, public reactions reflected actions or behaviors taken
and self-reported by users in response to exposure to COVID-19
information. We noted that the three parent classifications areas
often occurred concurrently in a single post, leading to a single
Weibo post being classified for multiple parent classifications
and subtopics.

News and Knowledge
We retrieved and coded 64 unique news and knowledge posts,
and the related subtopics comprised of a total of 6829 posts
(67.22% of all 10,159 posts in this study; see Textbox 2 for post
examples and Textbox 3 for representative subtopics identified).
We then categorized all of these news and knowledge topics
into four main thematic areas: (1) news and knowledge related
to the causative agent of the disease (including the source of a
novel coronavirus, the process to identify the causative agent,
transmission pathway, and the naming of a novel virus), (2)
epidemiological characteristics of the outbreak (including the
number of confirmed cases, patients under intensive care,
mortality, suspected cases, cases detected in and out of Wuhan,
and cases reported in other countries), (3) official or personal
recommended protective measures (including recommendations
from the government and personal decisions on seeking
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protection from exposure to the virus), and (4) information on
the government’s actions taken to address the COVID-19
outbreak.

Out of the 6829 posts containing news and information, we
identified 18 subtopics from 2997 (43.89%) posts for categories
under the first thematic area (causative agent and disease) based
on our inductive coding scheme. These posts occurred over 16
days of the total 21-day study period. In the second category

(epidemiological characteristics of the outbreak), we identified
24 topics from 3726 (54.56%) posts identified over a 20-day
period. In the third thematic area (effective protective measures),
we identified 3 topics from 375 (5.49%) posts, which occurred
over only 5 days in our data collection period. Finally, the last
thematic area (information on the government’s actions toward
the COVID-19 outbreak) covered 19 topics from 4155 (37.08%)
posts and occurred over a total of 14 days.

Textbox 2. Example language from posts for each study thematic area (with English translation).

News related to the causative agent

• “截至7日21时，专家组认为，本次不明原因的病毒性肺炎病例的病原体初步判定为新型冠状病毒。四种冠状病毒在人群中较为常见，
致病性较低，一般仅引起类似普通感冒的轻微呼吸道症状。另外两种冠状病毒——严重急性呼吸综合征冠状病毒和中东呼吸综合征
冠状病毒，也就是我们简称的SARS冠状病毒和MERS冠状病毒，可引起严重的呼吸系统疾病。引起此次疫情的新型冠状病毒不同于
已发现的人类冠状病毒，对该病毒的深入了解需要进一步科学研究。”

• English translation: “As of 21:00 on the 7th, the expert group believes that the pathogen of this unexplained viral pneumonia case is initially
determined to be a new coronavirus. There are four coronaviruses are more common in the population and are less pathogenic, generally causing
only mild respiratory symptoms similar to the common cold. The other two coronaviruses—Severe Acute Respiratory Syndrome Coronavirus
and Middle East Respiratory Syndrome Coronavirus, which we refer to as SARS coronavirus and MERS coronavirus, can cause severe respiratory
diseases. The new coronavirus that caused the outbreak is different from the human coronavirus that has been discovered, and further understanding
of the virus requires further scientific research.”

The number of confirmed cases, patients under intensive care, mortality, suspected cases, and cases detected in and out of Wuhan

• “国家、省市专家组对收入医院观察、治疗的患者临床表现、流行病学史、实验室检测结果等进行综合研判，初步诊断有新型冠状病
毒感染的肺炎病例41例，其中已出院2例、重症7例、死亡1例，其余患者病情稳定。所有密切接触者739人，其中医务人员419人，均
已接受医学观察，没有发现相关病例。”

• English translation: “The national, provincial and municipal expert groups conducted comprehensive research and judgment on the clinical
manifestations, epidemiological history, laboratory test results, etc. of patients admitted to the hospital for observation and treatment, and initially
diagnosed 41 cases of pneumonia with new coronavirus infection, including 2 discharged, 7 severe cases and 1 death. The remaining patients
were in stable condition. All 739 close contacts, including 419 medical personnel, have received medical observations and no related cases have
been found.”

Personal recommended protective measures

•
“希望大家重视，  重在预防，戴口罩戴口罩戴口罩  ·早晚各量一次体温 · 出门戴口罩，勤洗手 · 咳嗽或打喷嚏时捂住口鼻 · 将肉
蛋彻底做熟 · 避免与呼吸道患者密切接触 · 避免近距离接触野生动物或活牲畜 · 不要随地吐痰 ·尽量避免人流量密集场所”

•
English translation: “I hope everyone pays attention to it, Focus on prevention, wear a mask, wear a mask and wear a mask · Take your
temperature in the morning and evening, wear a mask when going out, wash your hands frequently, cover your nose and mouth when coughing
or sneezing, cook the meat thoroughly, avoid the respiratory tract Close contact with patients · Avoid close contact with wild animals or live
animals · Don't spit anywhere · Try to avoid crowded places”

Government’s actions taken to address the COVID-19 outbreak

• “9日，湖北省卫健委称，武汉机场、铁路、公路等多地开始对人群进行体温检测。武汉12306热线表示，旅客进站会有热敏仪器对体
温进行检测。”

• English translation: “On the 9th, the Hubei Provincial Health Municipal Commission said that Wuhan Airport, railways, highways and other
places began to carry out temperature tests on the crowd. Wuhan 12306 hotline said that passengers will have thermal instruments to detect body
temperature when entering the station.”
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Textbox 3. Representative topics and subtopics for the news and knowledge category.

Causative agent and disease (December 31, 2019, to January 20, 2020)

• Knowledge about “pneumonia of unclear cause,” “SARS” (severe acute respiratory syndrome), “MERS” (Middle East respiratory syndrome),
and coronavirus

• Discussion about human-to-human transmission

• Ruled out seasonal influenza, avian influenza, SARS, MERS, and other common respiratory pathogens from potential causative agents

• Symptoms showed in confirmed cases

• Causative agent of the disease could originate from wildlife

• Causative agent preliminary identification of a novel coronavirus and named as 2019-nCoV

• Family cluster spread

Epidemiological characteristics of outbreak (December 31, 2020, to January 20, 2020)

• Suspected and confirmed cases in and outside of Wuhan

• Discussion about if there is any health worker infection cases reported

• Pneumonia of unknown etiology detected in Wuhan City

• Health status of patients

• Number of people under public health supervision because of contact with confirmed cases

• Death cases reported in Wuhan

• Patients reported having contact with Wuhan Seafood Wholesale Market

• Total number of confirmed cases, total number under intensive care, number of people under public health quarantine, and total number of deaths
announced by Wuhan Health Commission

Official or personal recommended effective protective measures (January 4-11, 2020)

• Recommend people to wear masks, avoid crowds, and wash hands

• Traditional Chinese medicine to prevent infection

• Recommend people do not travel to Wuhan

Government’s reaction to COVID-19 outbreak (December 31, 2019, to January 20, 2020)

• Wuhan Central Hospital announced that SARS confirmed cases in the hospital was not true

• Official announcement of updated information related to “pneumonia of unclear cause”

• Mask shortage happened in some areas

• Investigation in Wuhan Seafood Wholesale Market

• World Health Organization advises against the application of any travel or trade restrictions on China

• China and other country governments’ reaction and response toward COVID-19

After identifying all subtopics, we then filtered based on the
first date posted and identified four distinct timelines, one for
each thematic area. In the first thematic area related to the
causative agent and disease source, we observed an evolving
timeline where the public gained understanding of what disease
they were facing. “Pneumonia of unknown cause” was the first
term people used to describe the outbreak, but this changed as
the National Health Commission gradually ruled out seasonal
influenza, avian influenza, and other common respiratory
pathogens including Middle East respiratory syndrome (MERS)
and SARS [28]. Finally, on January 9, 2020, the causative agent
was identified as a novel coronavirus, though it was not until
January 14, 2020, that the World Health Organization (WHO)
announced the official name as 2019-nCoV (novel coronavirus)

[29]. This timeline represents a period of initial uncertainty
about the disease and its novelty.

Realization that COVID-19 could sustain human-to-human
transmission was another critical event that emerged in Weibo
posts. In the second timeline related to epidemiological
characteristics, in the first week of our study, people who had
close contact with the Wuhan Seafood Wholesale Market
reported receiving a diagnosis of pneumonia of unknown origin,
and the number of confirmed cases reported started increasing,
as did the number of reported deaths. As early as day 5,
suspected cases began being reported in countries outside of
China (in Singapore and South Korea). On January 13, 2020,
the first case outside of China was officially reported in Thailand
[30]. Domestic spread was also reported, as Beijing and
Guangdong started reporting confirmed cases toward the end
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of this timeline. Hence, this period represents early recognition
of the emergence of a potential pandemic.

In the third timeline related to prevention (also coinciding with
greater awareness of the causative agent and regional spread in
timelines one and two), on January 5, 2020, the first news
information that recommended implementing personal protective
measures was detected. Recommendations included posts about
wearing masks, avoiding crowds, and washing hands with soap
and water or using alcohol-based hand gels. A few posts also
appeared in the unofficial media claiming that Chinese
traditional medicines could provide effective protection against
COVID-19 infection. This period coincides with emerging
information about COVID-19 and its spread, and can generally
be viewed as the initiation of basic public health measures in
an effort to contain what was now a known novel viral disease.

Starting from January 11, 2020, the government started to
recommend avoiding travel to Wuhan. In this final timeline,
posts showed a series of progressively restrictive policies issued
from the government. During this time, the Chinese government
also sent experts to Wuhan to help the local authorities
investigate the outbreak and to prepare work related to outbreak
control. This contrasted with government posts at the beginning
of the outbreak that focused on information such as reports of
the causative agents, announced closure of the Wuhan Seafood
Wholesale Market (which at the time was considered the origin
of the virus), and encouraging people to stop spreading
unconfirmed information about the outbreak. Hence, this last
timeline represents growing recognition of the seriousness of
the outbreak and need for government intervention and more
stringent control measures.

Finally, among all posts reviewed, we also observed some
information that can be categorized as misinformation,
particularly in the context of what is known about the disease
now. For example, in user discussions about the causative agent,
there were posts that believed that the SARS coronavirus was
the causative agent. Another misinformation category was
detected in user personal recommendations regarding effective
disease preventative measures. For example, we detected posts
suggesting that using BanLanGen (a traditional medicine) could
prevent COVID-19 infection, even though there was no
scientific basis at the time for this claim and no new evidence
has emerged regarding its use to prevent or treat COVID-19
(also discussed in the Public Reaction section). Higher volumes
of COVID-19 misinformation were not detected, likely due to
these Weibo conversations occurring during the early stages of
the pandemic, when there was insufficient basic information

about the disease to generate misinformation or
conspiracy-related topics. Content moderation and censorship
may have also influenced the possible detection of
misinformation on Weibo [31].

Public Sentiment
Of the total 10,159 posts, we identified 7083 (69.72%) Weibo
posts that included user public sentiment (which includes user
comments and reactions to news and official reports). For this
content, we focused on identification of specific user sentiment
and detected 5 general classifications. Most of the user sentiment
falls under the general category of anxiety about COVID-19,
including expressions of uncertainty; being scared, worried,
and nervous; and cautious sentiment. More strongly detected
negative sentiment included expressions of anger. In contrast,
there was also some general positive sentiment including those
who expressed calm and optimistic attitudes in response to the
outbreak.

In the general category of anxiety, uncertainty was the dominant
sentiment detected. Expressions of uncertainty included
questioning whether an infectious disease outbreak was
underway, assessing the cause of pneumonia, speculation about
the route of transmission, opinions about effectiveness of
protective measures, and questioning the source of the outbreak.
Of the 7083 posts identified as public sentiment, there were
2519 (35.56%) posts exhibiting uncertain sentiment throughout
this 21-day period. The largest volume of these posts (n=1358)
occurred in the beginning of the study period from January 3
to 13, 2020, when information about COVID-19 was still scarce
and developing (see Figure 2).

Of the 7083 posts identified as public sentiment, the scared,
worried, and nervous categories of the general anxiety sentiment
included 2337 (32.99%) posts that included user conversations
expressing concern and worry about the disease, other people
not wearing masks in public areas, nervousness about one’s
own health conditions, and worrying about family members.
This sentiment was persistent from the first day until the last
day of our study period but also varied in frequency, with the
highest percentage of this sentiment detected on the last day of
our study period, and the lowest frequency on January 13, 2020,
when no posts for this sentiment were detected. This may be
explained by the facts available at the time, including that on
or around January 13, the public knew SARS had been ruled
out as a potential causative agent; news about eight patients
being discharged from a Wuhan hospital was released; and at
the time, there was no evidence of human-to-human
transmission.
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Figure 2. Percentage and classification of public sentiment posts and timeline of events. CDC: Center for Disease Control and Prevention; MERS:
Middle East respiratory syndrome; SARS: severe acute respiratory syndrome; WHO: World Health Organization; 2019-nCoV: novel coronavirus.

Of the 7083 posts identified as public sentiment, caution was
another anxiety-related sentiment that was detected with a total
of 4073 (57.50%) posts and that steadily increased during the
21-day study period examined. In this category, users were
cautious and reported that they would need to be prepared if
human-to-human transmission of COVID-19 was confirmed.
Additionally, after Chinese scientists identified the pathogen
as a novel coronavirus, the percentage of posts with cautious
attitude began to grow. Generally, as more knowledge about
the COVID-19 outbreak and its disease etiology became
available, more users expressed cautious sentiment.

In the stronger negative sentiment category of the 7083 posts
identified as public sentiment, those expressing anger were
detected in only 177 (2.5%) posts, spanning from days 8-21 of
the study period. Among these posts, 16 complained about the
slow reaction from the Chinese government in response to the
outbreak, and 161 posts expressed anger about other people not
wearing masks in public areas. Hence, overall criticism of the
Chinese government’s COVID-19 response appeared to be
minimal, while the vast majority of anger-related posts
concerned other members of the public who were perceived as
creating higher risk of transmission.

In contrast to the general anxiety and anger-related sentiment
of users from the 7083 posts identified as public sentiment, we

also detected 177 (2.50%) posts reflecting positive sentiment
about the outbreak. These users expressed calm and optimism
about outbreak conditions, including users who were generally
not worried about the seriousness of the outbreak, believed the
government and current medical technology was sufficient to
control the outbreak, and reported being satisfied with the level
of transparency of the Chinese government and its outbreak
response. Overall, positive sentiment posts were much lower
in volume compared to another user sentiment detected.

Among these sentiment categories, statistically significant
stationarity over time was observed for percentage of posts in
the “calm and optimistic” category (P<.0001) and the “angry”
category (P<.0001; see Table 1). Percentage of posts in the
“cautious” category exhibited significant linear and exponential
relationships, with exponential fit appearing to be slightly better

than linear fit (R2: 0.55 vs 0.50). Percentage of posts in the
“uncertain” category exhibited a significant exponential trend

(R2=0.32) but not a linear trend. Though nonstationary,
percentage of posts in the “scared, worried, and nervous”
category exhibited neither linear nor exponential significant
trends. These results indicate that people in Wuhan became
dramatically more cautious and consistently less uncertain
during this 21-day period.
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Table 1. Results of eight sets of regression models, corresponding to each of the observed attitudes and reactions from Weibo posts, with each set
containing a linear model and an exponential model.

ExponentialaLinearPosts, nIndependent variableDependent variable

R2P valuebR2P valueβ

0.32.004 b–0.22600.12.12–0.014521DateUncertain (%)

0.59.130.02860.12.110.010421DateScared (%)

0.54<.0010.05960.50<.0010.281921DateCautious (%)

0.18.040.03720.16.070.016821DateMask (%)

<0.01.95–0.0034<0.01.98–0.000121DateCancel (%)

<0.01.42–0.11350.08.20–0.000321DateSelf-treatment (%)

<0.01>.99–0.0006<0.01.99–1.299921DateNormal (%)

0.12.09–0.16470.03.44–0.000621DateEvacuate (%)

aThe exponential coefficient and P values were provided for the b coefficient in the Y=a+bx equation, and exponential R2 values were computed as

Cox and Snell R2.
bItalics represent statistically significant P values.

Public Reaction
In the last category of post characteristics, of the total 10,159
posts, we detected 4863 (47.87%) posts that self-reported user
reaction to COVID-19–related information, which also led to
identification of five different types of resultant behaviors
reported by users (see Figure 3). Reactions included
self-reporting protective behavioral factors including wearing

masks; washing hands more frequently; and cancelling all
unnecessary travel, gatherings, and events. In contrast, some
self-reported behavior we detected could be categorized as
elevating health risk, including self-treatment with unproven
therapy and nutritional products, maintaining preoutbreak
lifestyle and habits, and self-evacuation from Wuhan. We noted
that some of these reaction themes also occurred concurrently.

Figure 3. Percentage of posts classified as public reaction and their categories.

For example, a total of 3689 posts (75.86% of all public reaction
posts) included users reporting their choice to start wearing
masks. This behavior also coincided with public announcements,
with an increase of approximately 50% in the number of
mask-related posts observed 2 days after such recommendations
were made. However, on January 6, 2020, the percentage of
mask-related posts dropped to 3.13%. Based on our timeline of
events, we observed that on January 5, 2020, the Chinese health

commission ruled out SARS and MERS as the causative agent,
which could have led to a sense of false security and lower mask
use among the public. On January 7, when the causative agent
was identified as a novel coronavirus, the percentage of mask
posts then rose to 69.70% and continued to fluctuate based on
other news events.

The second largest volume of public reaction posts (n=987,
20.30% of all reaction posts) was related to canceling

JMIR Public Health Surveill 2020 | vol. 6 | iss. 4 | e24125 | p.454http://publichealth.jmir.org/2020/4/e24125/
(page number not for citation purposes)

Xu et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


unnecessary travel and events, followed by evacuating Wuhan
(n=148, 3.04%), maintaining a normal lifestyle (n=20, 0.41%),
and beginning self-treatment (n=19, 0.39%; see Textbox 4 for
examples). These posts evidenced that users not only were
exposed to and changed their knowledge, attitudes, and
perceptions about the outbreak but also acted upon changing
information through different types of behaviors and actions.
Some of these reactions could have directly impacted outbreak
control measures (eg, traveling when not recommended prior

to an official quarantine, attending public gatherings, and
engaging in self-care).

No public reaction category exhibited statistically significant
stationarity (see Table 1). Percentage of posts in the “wearing
mask, washing hands” category exhibited a significant

exponential trend over time (R2=0.19) but not a linear trend.
Other categories did not exhibit significant linear or exponential
trends. Over this 21-day period, the Wuhan population appears
to have gravitated toward wearing masks and washing hands
but not toward other preventative behaviors.

Textbox 4. Example language from posts for each type of behaviors.

Self-reporting protective factors

• Wearing masks and washing hands

• “除了不传谣不信谣, 自己平常多注意少去人多密集的地方, 有症状及时就医 老百姓做的还能有啥, 难道真要等到武汉封城才开始
注意吗? 在网上乱猜想还不如多喝热水, 多带口罩, 多睡觉!”

• English translation: “As a normal citizen, there is nothing we can do, except not spreading rumors, not going to crowed, and going to hospital
when symptoms shows. Shouldn’t have to wait until the lock down of Wuhan, people will start paying attention? It works better to drink
more hot water, wear mask and sleep more rather than making assumption online.”

• Cancelling all unnecessary travel, gatherings, and events

• “因为武汉新型冠状病毒肺炎，不得不取消回武汉的行程. 很久很久没见父母亲人了. 突然好难过，退机票的时候没忍住哭了”

• English translation: “Because of Wuhan's new coronavirus pneumonia, I had to cancel my trip back to Wuhan. I haven't seen my parents
and relatives for a long time. Suddenly feeling so sad and couldn't help crying when refunding the ticket.”

Behavior that could elevate health risk

• Self-treatment with unproven therapy and nutritional products

• “赶紧掏出板蓝根，管他有没有用”

• English translation: “Find out Banlangen (a traditional Chinese herbal medicine. It has been used for the prevention and treatment of
virus-related respiratory diseases such as influenza virus infection [32]. whether it is useful or not.”

• Maintaining preoutbreak lifestyle/habits

• “病毒也不能阻止我，戴上口罩去跨年”

• English translation: “The virus can't stop me, put on a mask to go to the New Year celebration.”

• Self-evacuation from Wuhan

• “火灾+地震+不明原因肺炎, 还是逃离武汉吧”

• English translation: “Fire + earthquake + unknown caused pneumonia, should escape from Wuhan.”

Discussion

Principal Findings
Our study conducts an in-depth qualitative analysis of 10,159
COVID-19 Weibo posts from 8703 unique Sina users located
at the initial epicenter of the outbreak, Wuhan City. In these
posts, we observed that 67.22% (n=6829) of posts included
news and knowledge posts, 69.72% (n=7083) included public
sentiment topics, and 47.87% (n=4863) included public reaction
and self-reported behavior. Though major thematic issues about
the causative agent, epidemiological characteristics of the
outbreak, and personal protective measures along with how the
Chinese government responded to this novel virus were detected,
these topics were not static and changed over time as new

information about COVID-19 emerged and was communicated
to the public. Initial uncertainty and changing knowledge,
attitudes, and beliefs about COVID-19 also coincided with
changes in users’ sentiment and self-reported behaviors that
may have acted to mitigate or potentially worsen the spread of
the disease.

This study is limited to 21 days of social media posts that
occurred at the early stages of the COVID-19 outbreak in
Wuhan, China to better understand key topics related to
individuals’ awareness, concerns, and reactions to the crisis.
Overall, the volume of posts varied throughout the study period,
with the largest volume of posts originating from government
or news and media only sources. We also observed a high
volume of uncertainty sentiment about COVID-19 from Weibo
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users in Wuhan, though these expressions of uncertainty varied
and gradually cleared with time. We observed different timelines
of events that related to specific news and knowledge categories
beginning with uncertainty about COVID-19; growing concern
of a potential global pandemic; and finally, initial government
and public actions to contain the spread of the disease, indicative
of an early outbreak public reaction and response.

Specifically, one of the most consequential announcements
marked the beginning of the pandemic timeline and occurred
on December 31, 2019, when the Wuhan Health Municipal
Commission announced the emergence of a pneumonia and
respiratory illness of unknown origin, followed by a similar
announcement by the WHO 6 days later [33,34]. Following this
announcement, several key early outbreak events occurred,
including the reporting of the Huanan Seafood Market as the
suspected origin of the outbreak, confirmation that the virus
was a novel coronavirus, establishment by the Chinese
government of public health and sanitation guidelines, and the
announcement of human-to-human transmissibility of
COVID-19 [35]. All these events appeared to influence the news
and information disseminated on Weibo and impacted the
public’s sentiment and reaction to COVID-19. Our study period
ended on another important early outbreak event: the
implementation of the quarantine of Wuhan City on January
23, 2020, where we observed a rapid increase in social media
conversations but that were not analyzed for this study.

These findings also indicate that the relationship between
exposure to news and information also fits well with the
agenda-setting theory, which describes how the media stimulates
awareness, shapes and filters reality, and sets priorities of the
public for salient issues including for public health concerns
[36]. In this case, the exposure to changing news and
information on Weibo and the ability of these social media users
to directly communicate their opinions and behaviors evidenced
the complex interaction between the government, media sources,
and the public during an early outbreak period. This interaction
is supported by past studies that have also found an association
with an increase in the volume of social media posts about an
outbreak and major news events in past health emergencies
[14,37]. Our findings provide further clues about how the public
responds to disease outbreak communication and specific events
as they unfold, which can increase anxiety and even misplaced
optimism about the personal and population health risk of a
novel disease. Future work should focus on further adapting the
agenda-setting theory to health promotion efforts targeted for
outbreak response and that is contextualized for local
communities and social media platforms [36].

Importantly, this study provides early insight into COVID-19,
the most consequential disease outbreak in the last century,
which occurred at a time when global public engagement on
social media platforms such as Weibo are at an all-time high.
Analyzing social media data can provide valuable insights into
a communities’ knowledge, concerns, and fears, which can
influence individual and population-level behavior—important
factors that can have a direct impact on the success or failure
of public health interventions aimed at containing the spread of
a disease. These findings can also aid in developing
communication tools and health promotion activities to help
the public better understand transmission risks, correct confusion
or misinformation, and educate on social and behavioral risks
that may exacerbate spread.

Though our study was limited to Wuhan City and the early
stages of the outbreak, these infoveillance insights are salient
even now. This includes using this information to better prepare
for re-emergence or new waves of COVID-19 in different
communities; ensuring appropriate health messaging on new
COVID-19 developments such as vaccine and therapeutic
deployment; and communicating to the public about ongoing
social distancing, quarantining, masking, and reopening
recommendations. Hence, the importance of the “infoveillance”
field for outbreak detection and monitoring has arguably never
been more important, with this study representing one piece of
this growing field that can generate closer to real-time public
health intelligence from digital data sources. It is our hope that
these results can help inform governments and public health
stakeholders on strategies to improve outbreak communication
for COVID-19 and into the future, in an era where digital
platforms are now a dominant source of information and
interaction.

Limitations
This study has certain limitations. Our data collection was
limited to a single Chinese social media platform and to a
specific geographic area. Hence, the findings are in no way
generalizable to all COVID-19 social media conversations
occurring among Chinese users. Our data collection focused on
the early stages of the COVID-19 outbreak. However, during
periods of this time frame, the causative agent had not been
confirmed, and there was no official name for the disease. Due
to this early inconsistency in disease terminology, Weibo users
may have used other keywords to describe COVID-19–related
conversations or topics that were not collected by this study.
Finally, due to possible censorship of social media posts, some
Weibo posts may have been deleted before data collection, and
these conversations or public sentiment may not have been
captured.
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Abstract

Background: As the COVID-19 pandemic continues to spread across the globe, the search for an effective medication to treat
the symptoms of COVID-19 continues as well. It would be desirable to identify a medication that is already in use for another
condition and whose side effect profile and safety data are already known and approved.

Objective: The objective of this study was to evaluate the effect of different medications on typical COVID-19 symptoms by
using data from an online surveillance survey.

Methods: Between early April and late-July 2020, a total of 3654 individuals in Lower Saxony, Germany, participated in an
online symptom-tracking survey conducted through the app covid-nein-danke.de. The questionnaire comprised items on typical
COVID-19 symptoms, age range, gender, employment in patient-facing healthcare, housing status, postal code, previous illnesses,
permanent medication, vaccination status, results of reverse transcription polymerase chain reaction (RT-PCR) and antibody tests
for COVID-19 diagnosis, and consequent COVID-19 treatment if applicable. Odds ratio estimates with corresponding 95% CIs
were computed for each medication and symptom by using logistic regression models.

Results: Data analysis suggested a statistically significant inverse relationship between typical COVID-19 symptoms self-reported
by the participants and self-reported statin therapy and, to a lesser extent, antihypertensive therapy. When COVID-19 diagnosis
was based on restrictive symptom criteria (ie, presence of 4 out of 7 symptoms) or a positive RT-PCR test, a statistically significant
association was found solely for statins (odds ratio 0.28, 95% CI 0.1-0.78).

Conclusions: Individuals taking statin medication are more likely to have asymptomatic COVID-19, in which case they may
be at an increased risk of transmitting the disease unknowingly. We suggest that the results of this study be incorporated into
symptoms-based surveillance and decision-making protocols in regard to COVID-19 management. Whether statin therapy has a
beneficial effect in combating COVID-19 cannot be deduced based on our findings and should be investigated by further study.

Tr i a l  R e g i s t r a t i o n :  G e r m a n  C l i n i c a l  Tr i a l s  R e g i s t e r  D R K S 0 0 0 2 2 1 8 5 ;
https://www.drks.de/drks_web/navigate.do?navigationId=trial.HTML&TRIAL_ID=DRKS00022185; World Health Organization
International Clinical Trials Registry Platform U1111-1252-6946
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Introduction

More than 11 months have passed since SARS-CoV-2 infection
was first detected in Wuhan, China, but the worldwide incidence
of COVID-19 is still increasing [1]. Despite widespread research
efforts, no curative therapies for COVID-19 have been
established, and a safe vaccine is unlikely to become available
before 2021. In Germany, the first known case of infection with
SARS-CoV-2 was reported in the end of January 2020, and a
peak of new infections was noted during March and April [2,3].

Early epidemiological studies of the disease demonstrated that
age and preexisting medical conditions, in particular
cardiopulmonary diseases, are associated with a high mortality
rate in patients hospitalized due to COVID-19 [4]. However, it
remains unclear why some individuals within high-risk groups
have severe disease, whereas others do not. Moreover, the role
of medication, as well as vaccination status, in preventing
patients with COVID-19 from becoming severely ill remains
debated [5,6]. With regard to the use of statins (also known as
hydroxymethylglutaryl-coenzyme A reductase inhibitors) in
particular, 3 recent studies found these medications have a direct
effect on COVID-19 severity and outcomes [7-9].

In addition, there was insufficient surveillance of the disease
when the infection spread to Germany. COVID-19 surveillance
testing based on reverse transcription polymerase chain reaction
(RT-PCR) results was initiated by Robert Koch Institution (RKI)
in Germany. However, due to limited testing resources, only a
small cohort of people were included during the first wave of
COVID-19. Furthermore, no surveillance system based on
typical COVID-19 symptoms had been established in Germany
at that time.

Many management decisions and recommendations regarding
COVID-19 are based on the presence of typical symptoms.
These include screening for patients with suspected COVID-19,
an indication algorithm for PCR testing, and recommendations
for self-isolation. In addition, symptom tracking at the regional
level has been used to identify increases in infection rate [10,11].
At the beginning of this study, the following symptoms were
commonly observed in patients with laboratory-confirmed
COVID-19: fever, dyspnea, dry cough, sore throat, myalgia,
headache, ageusia, and anosmia [4,12].

Therefore, to address the abovementioned research challenges
and test a symptom-based regional surveillance system, we
decided to combine an online symptom-tracking app with the
elicitation of medical data that might have an impact on
COVID-19 cases. The survey was rolled out at the end of March
2020 as a pilot project in Lower Saxony, Germany. At the same
time, a symptom-tracking app was distributed in the UK [10].
Later, symptom trackers were established successfully in more
regions [13].

Thus, the aim of this study was to evaluate the effects of
different medications on typical COVID-19 symptoms by using
data from our surveillance survey.

Methods

Study Recruitment
For the pilot study, we recruited participants from the
administrative district of Gifhorn in the German federal state
of Lower Saxony, by advertising via regional newspaper articles,
a YouTube video, social media, and regional broadcasts.

Data Collection
Data were collected using an online questionnaire implemented
by the browser-based app “covid-nein-danke.de” [14], which
was developed between March 10 and 27, 2020, by 2 authors
(SL and DU). For this evaluation, we considered data entered
by participants from April 2 to July 20, 2020.

The questionnaires were completed using a computer or an
internet-enabled mobile phone or tablet device. Owing to data
protection requirements, the app was developed as a
browser-based app that did not require users to download a
program. Technically, the study was based on a single-page app
written in JavaScript and a highly scalable cloud. To address
the estimated high data volumes and make the questionnaire
adaptable for changes, a NoSQL (non–structured query
language) database was used.

The survey was described and initiated under the URL
covid-nein-danke.de [14]. The overall time taken to complete
the survey was approximately 3-5 minutes. After finishing the
survey, a 7-digit code was randomly generated and provided to
the user for follow-up surveys. The app worked without user
“tracking”—neither their email address nor IP address was
stored. Users were not identified in any way; thus, data
collection was completely anonymous.

Questionnaire Items
The questionnaire contained items on age range, gender (male,
female, and nonbinary for those reporting their gender as
diverse), employment in patient-facing health care, housing
status, postal code, previous illnesses, permanent medication,
vaccination status, and symptoms. It also included the results
of any COVID-19 PCR or antibody tests and any COVID-19
treatment received. More specifically, the following new
COVID-19 symptoms were assessed: dry cough, increased body
temperature or fever (>37.5°C), shortness of breath, muscle or
joint pain, sore throat, headache, and loss of smell or taste. The
participants confirmed “yes” or “no” for each question.

For the question “Do you take regular medication?” if the
participant responded “yes,” a list of medications was displayed
for the participant to select by using a “yes-no” slider.
Medications listed included cholesterol-lowering medication
(eg, simvastatin), nonsteroid anti-inflammatory drugs (NSAIDs,
such as ibuprofen and diclofenac), thyroid medication (eg,
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levothyroxine), omeprazole/pantoprazole, metamizole,
antihypertensives, furosemide or hydrochlorothiazide (HCT),
cortisone, disease-modifying antirheumatic drugs (DMARDs,
eg, methotrexate, biologics, hydroxychloroquine, and
antihistamines). If “antihypertensives” were chosen, participants
were asked to choose from the following selection: ramipril,
beta-blockers metoprolol, bisoprolol, and amlodipine.
Participants could also provide further information on
medications not explicitly requested in a free-text field.

Statistical Analysis
The raw data were transformed from a JavaScript Object
Notation format to a rational data format for further evaluation.
Data were analyzed using SAS/STAT software (SAS Institute
Inc.). To investigate associations between typical COVID-19
symptoms and medical characteristics, we ran logistic regression
models (logit model). Odds ratio (OR) estimates with
corresponding 95% CIs were computed for each medication
and symptom. Based on the assumption that the presence of 4
out of 7 typical symptoms indicates COVID-19, the association
of COVID-19 with concomitant medication intake was similarly
determined.

Ethics and Informed Consent
The online study was approved by the ethics committee of the
Otto-von-Guericke-University Magdeburg (Ref. 65-20). This
study is registered with the German Clinical Trial Register (No.
DRKS00022185) and World Health Organization (WHO)

International Clinical Trials Registry Platform
U1111-1252-6946.

An overview of the aims of this survey is provided on the
homepage of the app’s website [14]. Furthermore, a link directs
participants to the details of the survey and data evaluation.
Before the questionnaire could be opened, participants were
required to agree to the data privacy policy according to
European General Data Protection Regulation. Another page
informed the participants about data storage, processing, and
evaluation. They were also informed about their rights and that
participation was not associated with any direct benefit or
compensation. Furthermore, the participants were required to
confirm that they were over 18 years old before proceeding to
the questionnaire.

Results

Epidemiological Data
From April 2 to July 20, a total of 3990 people participated in
the online survey. From these, data from 3654 participants were
further evaluated. Data from the remaining 336 participants
were excluded owing to incomplete symptom data entry. The
peak age ranges were 50-59 years for female participants and
60-69 years for male participants. Overall, there were more
female participants (2250/3654, 61.6%) than male participants
(1394/3654, 38.1%; Table 1).

Table 1. Gender-specific age-range distribution for participants of the online survey conducted between April and July 2020.

Gender, n (%)Age range, years

Not statedNonbinaryFemaleMale

N/Aa1 (33.3)235 (10.4)97 (7.0)18-29

1 (14.3)N/A359 (16.0)154 (11.0)30-39

N/AN/A471 (20.9)234 (16.8)40-49

3 (42.9)1 (33.3)619 (27.5)339 (24.3)50-59

2 (28.6)1 (33.3)422 (18.8)342 (24.5)60-69

1 (14.3)0 (0.0)117 (5.2)186 (13.3)70-79

0 (0.0)0 (0.0)25 (1.1)42 (3.0)80-89

N/AN/A2 (0.1)0 (0.0)>90

aN/A: not applicable.

Of the 3654 respondents, 99 were tested by RT-PCR at the same
time as they participated in the survey. Of these, 16.16% (16/99)
participants tested positive for SARS-CoV-2, corresponding to
only 0.44% (16/3654) of all survey participants.

Medications
We found significantly lower odds of self-reported symptoms
for COVID-19 among participants taking statin,

antihypertensive, and diuretic medications. In contrast,
significantly higher odds of self-reported COVID-19 symptoms
was associated with participants taking DMARDs, metamizole,
and cortisone. Results of the logistic regression analysis for
specific medications are presented in Table 2. The findings
show a significant association between certain medications and
either higher or lower self-reported odds of COVID-19
symptoms.
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Table 2. Strength of association between medication and odds of typical COVID-19 symptoms that were self-reported (N=3645).

COVID-19 symptom, odds ratio estimate (CIa)Number of partici-
pants taking medica-
tion, n (%)

Medication

Dry coughJoint-mus-
cle pain

Shortness of
breath

Sore throatLoss of
smell or
taste

FeverHeadache

0.61

(0.43-0.88)

0.87

(0.56-1.34)

1.15

(0.71-1.87)

0.54

(0.35-0.85)

0.67

(0.29-1.53)

0.43

(0.13-1.45)

0.42

(0.28-0.64) b

358 (10)Statins

1.57

(1.10-2.23)

2.1

(1.41-3.13)

2.36

(1.48-3.75)

1.58

(1.08-2.31)

0.91

(0.36-2.34)

0.4

(0.09-1.67)

1.93

(1.38-2.7)

212 (6)NSAIDsc

0.93

(0.72-1.20)

1.02

(0.75-1.39)

0.84

(0.56-1.26)

0.78

(0.59-1.04)

0.62

(0.33-1.19)

0.63

(0.30-1.32)

1.13

(0.89-1.43)

585 (16)Thyroid

medication

0.81

(0.59-1.12)

1.07

(0.74-1.56)

0.93

(0.58-1.47)

1.15

(0.83-1.61)

0.71

(0.33-1.52)

1.62

(0.77-3.42)

0.95

(0.70-1.3)

399 (11)Omeprazole/

pantoprazole

1.74

(1.10-2.74)

2.44

(1.47-4.05)

2.62

(1.45-4.73)

1.44

(0.87-2.40)

2.91

(1.17-7.22)

1.47

(0.47-4.56)

2.31

(1.50-3.55)

127 (3)Metamizole

1.22

(0.90-1.65)

0.96

(0.65-1.42)

1.44

(0.92-2.26)

0.65

(0.45-0.93)

1.18

(0.59-2.36)

0.48

(0.18-1.26)

0.76

(0.55-1.04)

1094 (30)Antihypertensives
(all)

1.02

(0.67-1.57)

0.71

(0.40-1.27)

0.59

(0.29-1.21)

0.39

(0.20-0.75)

0.92

(0.35-2.41)

0.58

(0.13-2.64)

0.71

(0.44-1.15)

192 (5)Furosemide

or hydrochloroth-
iazide

1.26

(0.82-1.92)

1.8

(1.12-2.90)

1.83

(1.05-3.18)

1.26

(0.81-1.97)

0.96

(0.33-2.79)

1.47

(0.54-3.98)

1.24

(0.83-1.86)

169 (5)Cortisone

1.01

(0.49-2.05)

0.54

(0.20-1.45)

1.6

(0.69-3.76)

1.66

(0.85-3.23)

0.82

(0.11-6.33)

0.66

(0.08-5.30)

0.5

(0.23-1.09)

56 (2)DMARDsd

0.97

(0.67-1.41)

0.91

(0.57-1.45)

1.22

(0.72-2.05)

1.12

(0.77-1.65)

0.98

(0.42-2.32)

0.73

(0.26-2.07)

1.31

(0.94-1.82)

239 (7)Antihistamines

0.95

(0.59-1.52)

0.92

(0.52-1.63)

0.57

(0.25-1.28)

0.85

(0.51-1.43)

0.24

(0.03-1.79)

1.32

(0.46-3.79)

1.75

(1.18-2.59)

142 (4)Biologics

1.44

(0.59-3.54)

0.49

(0.11-2.15)

0.97

(0.26-3.54)

1.66

(0.66-4.16)
—e1.72

(0.22-13.8)

1.8

(0.76-4.25)

28 (1)Hydroxy-

chloroquine

1.14

(0.48-2.67)

0.9

(0.26-3.05)

1.21

(0.35-4.14)

0.52

(0.12-2.21)

——0.87

(0.33-2.34)

39 (1)Subgroup ARBsf

0.93

(0.66-1.31)

1.12

(0.72-1.74)

0.85

(0.50-1.44)

1.16

(0.76-1.75)

0.38

(0.15-0.93)

0.93

(0.31-2.83)

0.94

(0.65-1.37)

412 (11)Subgroup ACEIsg

(eg, ramipril)

1.14

(0.81-1.59)

1.05

(0.68-1.64)

0.82

(0.49-1.39)

1.24

(0.82-1.87)

2.1

(1.01-4.35)

1.9

(0.66-5.46)

0.95

(0.65-1.37)

437 (12)Subgroup beta-
blockers

1.06

(0.70-1.59)

0.66

(0.36-1.19)

0.74

(0.38-1.46)

1.23

(0.75-2.00)

1.49

(0.65-3.39)

1.14

(0.31-4.16)

1.35

(0.88-2.06)

209 (6)Subgroup calcium-
channel blockers
(eg, amlodipine)

aLower and upper limits of 95% Wald confidence interval.
bItalic text indicates statistically significant values.
cNSAIDs: nonsteroidal anti-inflammatory drugs.
dDMARDs: disease-modifying antirheumatic drugs.
eNot applicable (ie, numbers were too low to be calculated).
fARBs: angiotensin receptor blocker.
gACEIs: angiotensin converting enzyme inhibitors.
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Statins
Of the 3654 participants, 358 (9.8%) indicated that they were
taking regular statin medications. The regular intake of statin
medication was significantly associated with lower odds of
those participants reporting symptoms such as sore throat, dry
cough, and headache. The odds of loss of smell or taste, as well
as fever, were also decreased among these participants; however,

it did not reach statistical significance. No association was found
between statin medication and the odds of shortness of breath
and joint or muscle pain. Statistically significant associations
were found for both male and female participants with respect
to headache, and only for female participants with respect to
sore throat despite a lowered statistical power through gender
stratification (Table 3).

Table 3. Gender-stratified strength of association between statin administration and typical COVID-19 symptoms (n=358). Nonbinary participants
(n=3) and those not reporting their gender (n=7) were not included in the analysis due to low numbers.

COVID-19 symptom, odds ratio estimate (95% CIa) Gender (n)

Dry coughJoint or muscle
pain

Shortness of
breath

Sore throatLoss of smell or
taste

FeverHeadache

0.84

(0.5-1.42)

0.77

(0.38-1.53)

1.28

(0.63-2.57)

0.27

(0.12-0.61)

0.85

(0.26-2.76)

0.63

(0.15-2.61)
0.3 b

(0.15-0.59)

Female (2250)

0.65

(0.41-1.02)

0.97

(0.59-1.6)

1.23

(0.67-2.25)

0.73

(0.44-1.2)

0.68

(0.24-1.95)

0.21

(0.03-1.58)

0.58

(0.35-0.95)

Male (1394)

aLower and upper limits of 95% Wald confidence interval.
bItalic text indicates statistically significant values.

Antihypertensives
Of the 3654 participants, 1094 (29.9%) indicated that they were
taking regular antihypertensive medication. These participants
had significantly lower odds of reporting sore throat. The odds
of reporting symptoms such as fever and headache were also
decreased in this group, but these associations did not reach
statistical significance. Participants taking angiotensin
converting enzyme inhibitors (ACEIs) were found to have
significantly lower odds of reporting loss of smell or taste.

Furosemide or HCT
In all, 192 of 3654 (5.3%) participants were taking diuretics (ie,
either furosemide or HCT). Diuretic intake was significantly
associated with lower odds of these participants reporting sore
throat.

NSAID and Metamizole
NSAID medication was taken by 212 (5.8%) participants and
metamizole, by 127 (3.5%) of all 3654 participants. Participants

using NSAIDs had significantly higher odds of reporting typical
COVID-19 symptoms such as headache, sore throat, shortness
of breath, joint or muscle pain, and dry cough. In contrast,
metamizole use was associated with lower odds of reported
headache, loss of smell or taste, shortness of breath, joint or
muscle pain, and dry cough. The numbers and corresponding
percentages of symptoms observed for each medication used
for COVID-19 symptom treatment are shown in Table S1 in
Multimedia Appendix 1.

By making a presumptive diagnosis of COVID-19, either by a
positive RT-PCR test or based on the presence of 4 out of 7
positive symptoms, we were able to detect 142 cases of
infections among the 3654 participants. Furthermore, statistical
analyses revealed a marked inverse association between
COVID-19 cases and statin use with an OR of 0.28 (95% CI
0.1-0.78). All other medications did not show a statistically
significant association (Table 4).
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Table 4. Strength of association between statins and presumed COVID-19 diagnosis based on a positive reverse transcription polymerase chain reaction
test (n=16) or presence of symptoms (minimum 4 out of 7 typical symptoms, n=126).

Odds ratio estimates (95% CIa)Medication

0.28 b (0.10-0.78)Statins

1.75 (0.93-3.27)NSAIDsc (eg, diclofenac. ibuprofen)

1.01 (0.64-1.62)Thyroid medication

1.10 (0.61-2.00)Omeprazole/

pantoprazole

1.75 (0.77-3.97)Metamizole

0.63 (0.32-1.24)Antihypertensives (all)

0.24 (0.06-1.03)Furosemide or hydrochlorothiazide

1.83 (0.91-3.66)Cortisone

0.90 (0.25-3.23)DMARDsd

1.10 (0.58-2.08)Antihistamines

0.30 (0.07-1.24)Biologics

1.33 (0.28-6.24)Hydrochloroquine

1.19 (0.15-9.25)Subgroup ARBse sartane

1.17 (0.55-2.47)Subgroup ACEIsf (eg, ramipril)

0.90 (0.25-3.23)Subgroup beta-blockers

1.10 (0.58-2.08)Subgroup calcium-channel blockers (eg, amlodipine)

aLower and upper 95% Wald confidence intervals.
bItalic text indicates statistically significant values.
cNSAIDs: nonsteroidal anti-inflammatory drugs.
dDMARDs: disease-modifying antirheumatic drugs.
eARBs: angiotensin receptor blocker.
fACEIs: angiotensin converting enzyme inhibitors.

Discussion

Principal Findings
The main finding of our study is a statistically significant inverse
relationship between self-reported symptoms typical for
COVID-19 and statin therapy and, to a lesser extent,
antihypertensive therapy. As the world continues to search for
a medication to cure or attenuate COVID-19, it would be
desirable, and fortuitous, to identify such a medication that is
already in use for another condition and whose side effect profile
and safety data are already known and approved. In the search
for such medication, we combined a COVID-19 symptom
surveillance survey with a prospective observational study in
which participants’ medication intake was assessed.

COVID-19 was assumed based on a positive RT-PCR test,
hospital admission, professional treatment, or presence of a
minimum of 4 out of 7 typical symptoms. Fortunately, the
incidence of confirmed COVID-19 cases was low in the study
area (Lower Saxony, Germany). During the study period, RKI
recorded 208 cases based on positive RT-PCR tests and 4 deaths
due to COVID-19 in this region [2]. Nevertheless, the statistical
evaluation of the data demonstrated significant results regarding
typical COVID-19 symptoms and medication intake.

Our prospective surveillance survey asked participants to
indicate any presence of symptoms, dry cough, sore throat,
fever, joint or muscle pain, shortness of breath, loss of smell or
taste, and headache, only if they were new occurrences. On the
initiation of the survey at the beginning of March,
gastrointestinal symptoms were considered an uncommon
symptom for COVID-19 [4]. Therefore, we did not include
gastrointestinal symptoms such as abdominal cramping or
diarrhea in our analysis. These symptoms, however, have been
incorporated into the questionnaire of the ongoing survey. Of
all the participant characteristics collected, we statistically
evaluated the role of gender in detail because age and gender
play an important role in the mortality and severity of
COVID-19 [15]. Further stratification based on other
characteristics would have led to small subcohorts hampering
meaningful statistical analyses.

A Cochrane review [12] found 6 symptoms in at least one study
with a sensitivity of more than 50%; these included cough, sore
throat, fever, myalgia or arthralgia, fatigue, and headache. Of
these symptoms, fever, joint or muscle pain, fatigue, and
headache were considered red flags as their specificity was
greater than 90%, resulting in a positive likelihood ratio of at
least 5 for COVID-19 [12]. It was hypothesized that a
combination of symptoms could lead to an increase in sensitivity
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and specificity. However, they found no study that had assessed
combinations of different symptoms. As we were unable to use
an evidence base to weigh the sensitivity and specificity of
individual symptoms, we selected 4 out of the 7 symptoms to
define symptomatic COVID-19.

We found that taking medication such as NSAIDs as well as
metamizole was significantly associated with higher odds for
most COVID-19 symptoms evaluated. This is an unsurprising
finding given that NSAIDs and metamizole are typical
medications for treating such symptoms. Moreover, cortisone
was associated with a significantly higher self-reported odds of
dry cough. It can be postulated that patients with chronic
obstructive pulmonary disease take cortisone more frequently
and present with this symptom more often. Intake of biologics
was found to be significantly associated with higher odds of
headache. Headache is a known side effect of these medications,
which may explain these statistical results. Nevertheless, these
findings are important as positive indicators to the reliability of
the data reported by the participants.

Of the medications associated with lower odds of self-reported
typical COVID-19 symptoms, statins showed the most distinct
results. Most common symptoms reported by participants using
statins were dry cough, sore throat, and headache. In addition,
statins were associated with lower odds of fever, joint or muscle
pain, and loss of smell or taste. However, the latter associations
did not reach statistical significance.

When we defined a COVID-19 diagnosis based on the presence
of 4 of 7 symptoms or a positive RT-PCR test, the result was
more obvious with an OR of 0.28 (95% CI 0.1-0.78). However,
we did not find such significant associations between COVID-19
symptoms and other evaluated medications.

Based on our findings, we suggest 2 most likely explanations
for the observed association between statin use and the lower
odds of symptoms suggestive of COVID-19. First, statin therapy
may either prevent SARS-CoV-2 infection or lower the
symptom burden of COVID-19. This hypothesis is in line with
3 recent clinical studies. In a retrospective study of 154 nursing
home residents with COVID-19, statin therapy was significantly
associated with the absence of symptoms [8]. The researchers
defined COVID-19 by either a positive PCR test or the presence
of typical COVID-19 symptoms. Two other studies support the
direct influence of statin use on COVID-19; they found a
significantly lower disease severity among hospitalized patients
with COVID-19 [9] and lower mortality among those who
received concomitant statin medication [7]. At first sight, it
seems implausible that taking statin medication could prevent
a SARS-CoV-2 infection. However, a direct protective effect
of statins against SARS-CoV-2 infection was recently proposed
by Reiner et al [16], using a molecular docking study. From our
results so far, it would be premature to assess whether statins
have a preventative effect. We hope that our prospective study
will shed further light on this potential use of statins when more
participants undergo PCR testing.

The second possible explanation for our finding is that the
encountered symptoms are independent of COVID-19. The
evaluated symptoms are recognized as typical for COVID-19,
but they also overlap with other illnesses such as allergies,

non–COVID-19 flu-like viral infections, or migraine. Statins
might act on those symptoms independently of COVID-19. In
this context, it was shown that statins in combination with
vitamin D can reduce migraine [17]. Furthermore, the results
of previous studies point to the fact that statins are an option
for treating the symptoms of influenza [18,19] and pneumonia
[20-22]. In summary, it is already accepted that statins have
pleiotropic, anti-inflammatory, and immunomodulatory effects
[23], which would explain our findings. It is also possible that
a combination of both explanations, that is, an anti-inflammatory
effect on both COVID-19 and non–COVID-19 illness, could
explain the finding of significant associations between statins
and lower self-reported odds of typical COVID-19 symptoms.

Our study findings also suggest that antihypertensives were
associated with a significantly lower self-reported odds of dry
cough. A similar trend in decreased self-reporting of fever and
headache was also observed. Statistical analyses of the
subgroups ARBs, ACEIs, beta-blockers, and calcium-channel
antagonists led to insignificant results except for an association
between ACEIs and loss of smell or taste (OR 0.38, 95% CI
0.15-0.93). This finding might be of interest, as loss of smell
and taste have recently been proposed as cardinal symptoms
for COVID-19 [13]. As the subgroups were very small, the latter
results must be interpreted with caution. The intake of
antidiuretics, furosemide and HCT, was associated with lower
odds of sore throat but no reduction in the other symptoms. We
have no explanation for this association, neither from our data
nor from the literature.

Regardless of whether statins and antihypertensives act on
symptoms linked to COVID-19, or whether they act on
symptoms independent of COVID-19, we must keep in mind
that those symptoms might be masked by this medication.
Surveillance recommendations and medical assessments based
on typical symptoms may not be reliable in patients taking
statins and antihypertensives. Furthermore, individuals receiving
statin therapy may be more likely to have asymptomatic
infection and therefore at a greater risk of transmitting the
infection unknowingly.

Our results should not be interpreted as a recommendation to
take statins or hypertensive drugs for prevention of COVID-19
or to reduce disease severity. We are mindful of the fact that
large studies have shown no positive effect of statins in intensive
care patients and in sepsis-associated acute respiratory distress
syndrome [24,25]. Furthermore, a large study has been
discontinued because of the lack of benefit and evidence of
significant early renal and liver failure while taking rosuvastatin
medication [26]. Nevertheless, our data support the hypothesis
that statins and antihypertensives may play a role in COVID-19
treatment and emphasize the potential value of ongoing clinical
studies (eg, NCT04348695, NCT04343001, and NCT04351581).

Study Limitations
Because of the nature of the survey, there are a few limitations
to the study. First, the results are based on a self-selected group
who are not necessarily representative of the general population.
Second, self-assessment of symptoms is purely subjective.
Nevertheless, we found plausible data from the NSAID,
metamizole, and cortisone medication groups, which indicated
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that the participants completed symptom reporting seriously.
Although very unlikely, we cannot rule out, that participants
repeated the survey more than once because of its anonymous
nature.

Conclusions
The exact association between statin medications and the
outcome of reduced symptoms in the study population is
uncertain. It is possible that statins have a therapeutic or
preventive effect on COVID-19; it is equally possible that
uninfected individuals receiving these drugs have a lower

prevalence of symptoms unrelated to COVID-19. Thus, future
studies are needed to evaluate the potential benefits of statins
in patients with COVID-19.

Furthermore, we propose that statin therapy masks or reduces
the symptoms in patients with SARS-CoV-2 infection. As such,
patients receiving statin therapy may be more likely to have
asymptomatic COVID-19, in which case they are at an increased
risk of transmitting it unknowingly. We suggest that our study
results are incorporated in the symptoms-based surveillance
and decision-making protocols for COVID-19 management.
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Abstract

Background: COVID-19 currently poses a global public health threat. Although Tokyo, Japan, is no exception to this, it was
initially affected by only a small-level epidemic. Nevertheless, medical collapse nearly happened since no predictive methods
were available to assess infection counts. A standard susceptible-infectious-removed (SIR) epidemiological model has been
widely used, but its applicability is limited often to the early phase of an epidemic in the case of a large collective population. A
full numerical simulation of the entire period from beginning until end would be helpful for understanding COVID-19 trends in
(separate) counts of inpatient and infectious cases and can also aid the preparation of hospital beds and development of quarantine
strategies.

Objective: This study aimed to develop an epidemiological model that considers the isolation period to simulate a comprehensive
trend of the initial epidemic in Tokyo that yields separate counts of inpatient and infectious cases. It was also intended to induce
important corollaries of governing equations (ie, effective reproductive number) and equations for the final count.

Methods: Time-series data related to SARS-CoV-2 from February 28 to May 23, 2020, from Tokyo and antibody testing
conducted by the Japanese government were adopted for this study. A novel epidemiological model based on a discrete delay
differential equation (apparent time-lag model [ATLM]) was introduced. The model can predict trends in inpatient and infectious
cases in the field. Various data such as daily new confirmed cases, cumulative infections, inpatients, and PCR (polymerase chain
reaction) test positivity ratios were used to verify the model. This approach also derived an alternative formulation equivalent to
the standard SIR model.

Results: In a typical parameter setting, the present ATLM provided 20% less infectious cases in the field compared to the
standard SIR model prediction owing to isolation. The basic reproductive number was inferred as 2.30 under the condition that
the time lag T from infection to detection and isolation is 14 days. Based on this, an adequate vaccine ratio to avoid an outbreak
was evaluated for 57% of the population. We assessed the date (May 23) that the government declared a rescission of the state
of emergency. Taking into consideration the number of infectious cases in the field, a date of 1 week later (May 30) would have
been most effective. Furthermore, simulation results with a shorter time lag of T=7 and a larger transmission rate of α=1.43α0
suggest that infections at large should reduce by half and inpatient numbers should be similar to those of the first wave of
COVID-19.

Conclusions: A novel mathematical model was proposed and examined using SARS-CoV-2 data for Tokyo. The simulation
agreed with data from the beginning of the pandemic. Shortening the period from infection to hospitalization is effective against
outbreaks without rigorous public health interventions and control.

(JMIR Public Health Surveill 2020;6(4):e23624)   doi:10.2196/23624
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Introduction

COVID-19 currently represents a global public health threat.
Tokyo, Japan, is no exception, but its epidemic was small despite
lacking rigorous public health intervention. The thorough
behavior changes of individuals, with social distancing and
avoidance of the 3 Cs [1], that is, (1) closed spaces with poor
ventilation, (2) crowded places with many people, and (3)
close-contact settings such as close-range conversations, appear
to explain Japan’s ability to slow the spread of SARS-CoV-2.
Medical collapse, however, nearly occurred due to a lack of
beds to accommodate the increasing number of patients [2].
Therefore, to cope with future epidemics, mathematical
prediction tools are thought to be indispensable to anticipate
the maximum number of patients requiring treatment.

From a clinical perspective, SARS-CoV-2 has an incubation
period of 7 days, according to the World Health Organization
(WHO) [3]. Other studies have reported an incubation period
of 5-6 days [4-6]. Moreover, SARS-CoV-2 can be transmitted
even before the onset of symptoms in infected individuals. We
recognize the presence of infection acquired during the time it
takes to carry out testing. Infections are not detected
immediately after the infection but at a delayed timing because
testing requires time. Hence, the date of true infection is some
time before the date of detection. Therefore, real-time conditions
cannot be known from future measurements. To take proper
preventive action, a mathematical model is necessary to infer
present conditions. The standard susceptible-infectious-removed
(SIR) epidemic model [7] and most of its modified versions
[8-10] have three compartments—the number of people who
are susceptible, infectious, or have been removed either through
recovery or death. Its derivative, the SEIR model [8], has another
compartment, exposed (E) individuals, added to take a latency
period into account. However, SARS-CoV-2 is different from
most conventional infectious diseases in the point that unique
symptoms are not well established yet and that patients with
subclinical symptoms may be infectious [9]. Since an infectious
patient cannot be identified clearly, contact between individuals
in daily life needs to be limited, which creates substantial impact
on social activities and the economy. Hence, it is important to
locate and isolate infectious patients via testing, as isolation
significantly affects the transmission. SIR/SEIR models have
been standard tools used for this purpose [7,8].

SIR/SEIR models including a compartment for quarantined (Q)
individuals are called SIQR [10] or SEIQR, respectively [11-13].
Some examples of derivatives include the inclusion of isolated
patients in the SIR model [11], a delayed SEIQR epidemic
model with a vaccination effect [12], or with quarantine and
latent compartments [13]. The outbreak of SARS-CoV-2 has
been analyzed by many authors in terms of quarantine rate
[14-18]. Quarantine rate (ie, transition coefficient from
compartment “infected” to “quarantined”) was estimated by
available data under some simple assumptions [14] or using
statistical methods [15], an AI (artificial intelligence) model

[16], or a sophisticated 6-compartment model [17]. Cases in
Japan was analyzed by Odagaki [18]. In the actual situation,
however, the PCR (polymerase chain reaction) test followed
by a quarantine action was executed at a later time after the
infection. As a result, it has been surmised that the actual
infection situation is reflected on the daily confirmed PCR test
positive number by a delay of about 2 weeks in Japan [19].
Young et al [20] developed a delayed SEIQR model including
this delay effect, which was applied to the COVID-19 context
by Vyasarayani and Chatterjee [21]. All patients detected by
PCR testing should be quarantined but their model does not
always guarantee this due to its probabilistic approach.

The SIR model essentially suits analysis for a short-term
epidemic in local districts [22]. It has been widely used mainly
in developing countries in need of coping with various infectious
diseases where the collective population is small [22]. However,
this has changed in the context of COVID-19 as spread of
infection is prevailing in developed countries with a large
collective population.

The limitation of these SIR derivative models lie in the fact that
in the case that the collective population is large (eg, Tokyo,
Japan, or Wuhan, China), previous works solved only a part of
the equation rather than the whole governing equation, with the
assumption that susceptible individuals are replaced by the
collective population (N) [15,18]. As a result, they construct an
entire solution by connecting piecewise exponential function
exp(λt) with λ’s fitted by trend data corresponding to each
piecewise period of the whole time domain. For example,
Odagaki [18] fitted the trend of daily confirmed new cases in
Japan in the March 1 to April 29 period with four piecewise
exponential functions.

This paper attempts to propose a new epidemic model that
provides not a combination of piecewise solutions but a direct
simulation based on a discrete delay differential equation that
includes the isolation period (hospitalization). This model is
unique because of its inclusion of delay time T in the equation,
and its ability to simulate a complete trend of various infectious
variables from the beginning of the epidemic until the endpoint.
We propose two models (PART1 and PART2). The former
assumes that all infected cases lead to symptoms and eventually
isolation, and was examined through various time-series data
obtained from February 14 to May 23, 2020, in Tokyo [2]. The
latter includes not only symptomatic but also asymptomatic
cases (subclinical patients at large). Both models are capable
of counting inpatient and infectious cases separately.

The relation between the fundamental reproduction number R0

and the parameter of the present model is discussed.
Furthermore, based on this knowledge, an exit strategy (a
criterion for exiting the stay-at-home state of emergency) for
the first wave [23] and how to cope with the coming second
wave are discussed.

JMIR Public Health Surveill 2020 | vol. 6 | iss. 4 | e23624 | p.471http://publichealth.jmir.org/2020/4/e23624/
(page number not for citation purposes)

Utamura et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Methods

Data
For this study, we used a publicly available COVID-19 data set
provided by the public health authority of the Tokyo
Metropolitan Government in Japan [2]. The present
epidemiological model was verified through various time-series
data from February 28 to May 23, 2020, up to 2 days before the
Japanese government declared a rescission of the state of
emergency.

The average number of treatment days in hospital was estimated
from data on the cumulative sum of discharge and deaths [2].
Simulations by the present model were examined by cumulative
infections, daily new confirmed cases, detected and hospitalized,
the number of inpatients, and recoveries/deaths in hospitals [2].
Numerical results were also examined via positivity ratio in
PCR tests in Tokyo [2]. To establish the PART2 model, we
used data from the report on antibody prevalence tests conducted
by the Ministry of Health, Labor and Welfare from June 1 to 7,
2020, just after the end of the first wave in Tokyo [24]. These
data were collected by public health authority announcements,
were aggregate rather than individual case information, and
were used only for the purpose of comparison with simulation
results. Therefore, ethical approval was not considered to be
required for this study.

Prediction Models

An Epidemiological Model Considering Isolation With
Delay
Figure 1 displays the concept of the present epidemiological
model. For simplicity, it is assumed that once the susceptible
are infected at time t with a transmission rate of α (1/day), they
become infectious without delay. Whether an infected individual
becomes symptomatic or asymptomatic is assumed to be
intrinsically determined. The asymptomatic cases remain
infectious until removed (recovery/death) at time t+S while the
symptomatic cases continue being infectious until hospitalization
(isolation) at time t+T. Parameters S and T are not fitting
parameters but are to be determined by empirical knowledge
based on observed data. A part of infections (ε) is designated
as asymptomatic (subclinical patients) and the rest (1–ε) as
symptomatic. Taking cumulative infections x(t) as a primary
dependent variable, then the number of infectious cases at large
(Q) can be counted as a sum of asymptomatic portion ε(x(t) –
x(t–S)) and symptomatic one (1–ε)(x(t) – x(t–T)). The susceptible
portion in a collective population (M) can be expressed by 1 –
x(t)/M. We assume the rate of infections (daily new cases) is
proportional to the product of Q and the susceptible portion,
that is, dx(t)/dt = αQ(1–x(t)/M). Then, x(t) is governed by the
following delay differential equation:

Figure 1. Concept of the present epidemic model. Two paths from newly infected until removed (recovered/died) are shown, with symptomatic and
asymptomatic paths. The portion of the former is ε and the latter 1–ε. The former remains infectious in the time period [t, t+T] and the latter [t, t+S],
with T<S (typically). We call the case ε=0 model PART1 and 0<ε<1 model PART2. The case ε=1 is equivalent to the standard SIR model, in which no
distinction exists between symptomatic and asymptomatic cases.

where x(t) is abbreviated by x, and u(t–T) or u(t–S) is a step
function such that:

Given the number of initial infectors x(0) imported from outside
of the collective population, parameters S and T, and a single
set of fitting parameters α and M for an entire period of
epidemic, a numerical solution would be obtained.

Equation 1 is featured in an explicit inclusion of time lag
parameters, S and T, which is different from the SIR model and

its derivatives. We designate this formulation as the apparent
time-lag model (ATLM) hereafter.

The model for ε=0 treats clinical symptoms alone and does not
take asymptomatic infections (subclinical patients) into
consideration. Hence, all infections are to be eventually detected
and hospitalized, and equation 1 becomes equation 3, which we
refer to as the epidemic model PART1:

In the case ε=1, an alternative formulation equivalent to a
standard SIR model is obtained. In the case 0<ε<1, we call
equation 1 the epidemic model PART2 (see Multimedia
Appendix 1 for details). For the numerical integration of

JMIR Public Health Surveill 2020 | vol. 6 | iss. 4 | e23624 | p.472http://publichealth.jmir.org/2020/4/e23624/
(page number not for citation purposes)

Utamura et alJMIR PUBLIC HEALTH AND SURVEILLANCE

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


equations 1-3, the fourth-order Runge-Kutta-Gill method was
applied. With a time step of half a day, numerical accuracy was
found to be adequate.

In the present model, the whole epidemic trend was simulated
by a single delay differential equation in terms of cumulative
infections x as the dependent variable.

Once x is obtained, other important variables would be evaluated
in a straightforward way. For example, daily new cases dx/dt

can be calculated by the right-hand side of equation 3, the
number of hospitalized x(t–T) designated by Y, removed
(recovered/died) x(t–S) by Z, infectious cases at large x–Y by
Q, the number of inpatients Y–Z by P and PCR test positivity
ratio Q/M by Pr.

In the subsequent section, we will focus our attention on model
PART1. Table 1 summarizes the variables and their
corresponding expressions.

Table 1. Expressions for infection variables in terms of cumulative infections x.

ExpressionVariableItem

—axCumulative onset

x(t–T)YHospitalized

x(t–S)ZRecovered/died

Y–ZPInpatients

x–YQInfectious cases in the field

Q/M × 100 (%)PrPositivity ratio for PCRb testing

aNot applicable.
bPCR: polymerase chain reaction.

The value of time interval T was inferred as the sum of the
incubation time, detection, and testing and reporting times. As
mentioned already, the WHO announced that the incubation
time of SARS-CoV-2 to be 7 days [3]; in other studies in the
literature, it was reported as 5-6 days [4-6]. In actuality,
however, the PCR test followed by a quarantine action was
executed at a later time after the infection. As a result, the actual
infection situation has been said to reflect in the daily confirmed
PCR test positive number after a delay of about 2 weeks in
Japan, in which the time from specimen collection to reporting
back to the patient is delayed. Assuming an incubation period
of 5 days [25], an infectious period of presymptomatic cases of
2 days [3], and a reporting delay of PCR test results of 3 days
[26], infectious patients might not be quarantined until about
14 days. Hence, in the analysis of the first wave of the
SARS-CoV-2 epidemic in Tokyo, we assumed T to be 14 days.

Dimensionless Parameter and the Final Size of the
Epidemic
Equation 3 can be simplified to respective time spans for 0<t<T
as follows:

This equation has an analytic solution, a so-called logistic
function:

At the beginning, equation 5 shows an exponential epidemic

growth x = x(0)eαt = x(0)2(t/τ), where τ is clinical doubling time
and related to α as shown below:

For example, with α being 0.164, the equivalent value of τ
would be 4.22 days; x/x(0) would become 10 in 2 weeks.

When t>T,

Normalization of equation 7 provides the following:

where p=x/M and σ=t/T. It should be noted that a single
dimensionless parameter (αT) appears in equation 8 and governs
epidemic behavior.

Here, we have derived a final size equation from equation 7:

Solving for final size x(∞) is obtained as Mp(∞). Mathematical
proof of equation 9 is available in Multimedia Appendix 2.

It is interesting to note that once αT is known in the early phase
of the epidemic, the final size is also known without a numerical
analysis. In other words, if we happen to know the final size
x(∞) as well as αT in advance, we can estimate the virtual
collective population M.

Effective Reproductive Number
The effective reproductive number Rt refers to the number of
infections per infectious cases in a collective population until
removal. Various calculation methods have been reported
[27-29] for R0 but less for Rt. Its expression is dependent on the
epidemiological model. Hattaf [27] derived R0 for delayed SEIR
model and showed delay reduces R0. Wallinga and Lipsitch [28]
showed a framework for deriving R0. In the present model,
possible infectors at time t exist within a time span [t–T, t] whose
number is Q because the infectors produced before t–T are all
hospitalized. Consequently, for this paper, Rt was calculated as
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the ratio of daily new cases to the average number of infectants
per day during time span [t–T, t] as:

Combining equation 10 with equation 7 yields:

This is consistent with the literature [17]; the effective
(time-dependent) reproductive number Rt is the product of R0

and susceptible S(t) if αT is the same as R0.

Since no preventive measure was taken at an initial stage of the
first wave of the COVID-19 pandemic from February 14 until
May 23 in Tokyo, the value of Rt at the initial phase coincides
with that of the basic reproductive number R0. Hence, noting
1>x(0)/M, we have:

Now that dimensionless parameter αT has been identified as
the basic reproductive number R0 in the present model, Rt in
equation 11 is the effective reproductive number. Furthermore,
the physical meaning of R0 was clarified, which is the product

of the ratio of time lag T and epidemic doubling time multiplied
by ln2. In contrast, Makino [30] and Inaba [22] reported that
the standard SIR epidemic model provides βN/γ for the basic
reproductive number:

Recalling βN=α and 1/γ as the time constant, equation 13 has
a meaning similar to equation 12.

Results

A Dimensionless Parameter to Characterize Early
Stage Epidemic Trends
Figure 2 presents an early stage epidemic trend for the solution
x(t) of equation 7. The dimensionless parameter (αT) is
equivalent to R0 in equation 12. To confirm whether it is correct
or not, a numerical calculation was conducted with (αT) as a
parameter. It is clear in the case (αT)>1, cumulative cases x
show exponential growth of the epidemic; when (αT)<1, they
seem to be saturated. The marginal line is expressed as a broken
line in Figure 2, when (αT)=1. With these features, (αT) is
identified to be R0.

Figure 2. Behavior of solution x with a change in the value of the parameter (αT). A clear change in the behavior of the solution x(t) depending on the
value of αT, a so-called bifurcation nature, is apparent. In fact, αT=1 is found to be a threshold with αT>1 causing an outbreak and αT<1 an endemic.
This is consistent with the interpretation that αT is equal to R0 in equation 12.

Comparison of PART1 Prediction With Observed
Trend Data
Cumulative confirmed cases between February 28 and April 28
in the first wave of COVID-19 in Tokyo were adopted for the
fitting of parameters, transmission rate α, and virtual collective
population M. Values of other parameters, time lags from
infection until isolation T and from infection until removed S,
were preset as 14 and 36 based on empirical knowledge. The
former has been commonly acknowledged for SARS-CoV-2 in
Japan. The latter was derived as a sum of T and average length
of stay (LOS) in hospital until discharge or death. The average

LOS days of inpatients was estimated to be 22 days based on
the data for a total sum of discharge and deaths. Model PART1
was used. According to parameter survey calculations, α and
M were selected, respectively, as 0.164 and 6200. In the
following sections, the number 0.164 will be designated as α0
and used throughout the text in later sections.

Figure 3 presents a comparison of epidemic simulation against
observed data in terms of the cumulative hospitalization number
(Y), the number of inpatients (P), and removed cases
(recovered/died) (Z) in hospitals. Whereas observed data are
available for February 28 onward, calculations started with
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initial infection x(0)=3 on February 14, which was 14 days prior.
The vertical line indicates the date April 28. Calculations
succeeded in simulating observed data in general. However, Y
starts overestimating data at 77 days (May 2) and afterward. It

is probable that α became smaller due to stay-at-home orders
announced by metropolitan authorities 5 days earlier on April
27, by which point people’s behavior changes lowered the value
of transmission rate α.

Figure 3. Comparison of simulation results with data in the entire period of the first wave of COVID-19 in Tokyo. Axis represents the number of
cumulative hospitalized cases (Y), the number of inpatients (P), and the number of recovered/deaths (Z). Solid lines represent simulations by model
PART1. Dotted points show data observed in Tokyo, Japan.

Figure 4 presents a comparison of predictions with observed
data on daily new confirmed cases from February 28 to May
23, that is, the whole span of the first wave in Tokyo. Although
the data show remarkable scattering, prediction succeeded in
simulating their average trend at large especially toward the end
of the epidemic. It should be noted that during the first wave of

the epidemic in Tokyo, the Metropolitan Tokyo Government
asked those with a positive PCR test to stay in hospital until
they were confirmed negative again twice. Therefore, PCR
positives are equated with those who were hospitalized. Figure
5 exhibits observed trends of the positivity ratio in PCR testing
compared with calculation Pr (equation 13).
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Figure 4. Simulation of daily new confirmed cases compared with observed data. Model PART1 with the same parameter values as in Figure 3 was
used. Note that dY/dt=dx(t–T)/dt since nearly 2 weeks are needed in Japan to confirm infection by polymerase chain reaction testing.

Figure 5. Simulation of positivity ratio compared with observed PCR (polymerase chain reaction) tests. Model PART1 with the same parameter values
as in Figure 3 was used for the simulation.
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Data in the early stage might include large statistical error
because of the fewer inspections conducted. Except for this
period, however, data trends are well simulated in spite of the
model simplicity. That is reasonable because the model counted
infections with the onset of clinical symptoms, which suits the
attribute of tested data. It is important to note that the agreement
of numerical results with observed data implies correctness of
counting infectious cases at large (Q) because of the definition
of the PCR positive ratio, Pr≡Q/M*100 (%), in the present
model. Accuracy is recognized toward the endpoint of the
epidemic.

Trends in the Effective Reproductive Number
Figure 6 provides trends of infectious cases at large, daily new
confirmed cases, and Rt. Different from the method of past

literature, Rt in the present model is expressed by a continuous
convex function. Infectious cases at large were predicted to
have a peak of 2363 on day 57 (April 12), whereas the effective
reproductive number Rt decreases to reach unity on day 54 (April
9). The vertical line indicates April 9 when it crosses the point
where Rt=1. Both dates are close and reasonable. Susceptible
persons remain uninfected by about 1000 susceptible individuals
who are not infected. The value of αT (=R0) is estimated as 2.30
using equation 11 with the transmission rate α as α0. The value
of α0, however, is influenced by the Japanese government’s
declaration of emergency issued on April 7, which might
underestimate the value at the initial stage of the epidemic.
Therefore, the actual R0 might be higher.

Figure 6. Trends of the reproductive number, Rt, infectious cases at large, and daily new confirmed cases. Model PART1 with the same parameter
values as in Figure 3 was used. The value of Rt is on the left axis and the other variables, infectious cases at large (Q) and daily new confirmed cases
(dY/dt), are on the right axis. The vertical line represents the date when Rt=1, which almost coincides with the date maximum Q is reached. This verifies
the expression of Rt.

The vaccine ratio needed to avoid an outbreak in Tokyo was
estimated using equation 11. To calculate the condition Rt<1 at
t=0 when the epidemic fades out, the following equation can
be used:

Rearrangement provides the vaccine ratio as:

This estimate is reasonable since it is close to the value of 0.63
that Wu et al [31] obtained for the COVID-19 epidemic in
Wuhan, China, as of January 23, 2020.
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Comparison of ATLM With SIR
Figure 7 presents a comparison of ATLM with standard SIR

epidemiological models in terms of under the same parameter
values. Their corresponding variables in ATLM are,
respectively, P+Q, Z, and M–Z. Marked differences are apparent
between the two. In fact, SIR predicted that most of the

population would be infected, although ATLM left behind 1000
as uninfected. This is because the attack rate p(∞) of ATLM is
0.86, which is smaller than that of SIR (almost 1) since αT<αS.
Furthermore, ATLM provides lower values by 20% for
infections, which results from modeling hospitalizations before
removal.

Figure 7. Comparison of simulations by the present apparent time-lag model (ATLM) with that of the standard susceptible-infectious-removed (SIR)
equivalent. The results obtainable by SIR are based on equation 1 with ε=1 shown as a broken line and those by ATLM model PART1 as a solid line.
Variables for infectious, removed and susceptible in SIR model correspond to those P+Q, Z and M-x, respectively in ATLM model PART1.

Results by PART2
According to the report of antibody prevalence tests conducted
by the Ministry of Health, Labor and Welfare from June 1-7,
2020, just after the end of the first wave in Tokyo, the antibody
ratio was found to be 0.10%. Since the metropolitan population
is 14 million people, the number of individuals having antibodies
is estimated to be 14,000. As the number of removed cases in
the first wave was 5236 as of May 3 in Tokyo, this leaves 9000
in the field. Taking ε as 9000/14,200=0.634 as the first estimate,
simulation of the first wave was conducted using PART2 to
reproduce 5200 for (1–ε)x(∞) with ε varied. The best fit value
of ε was 0.627.

Figure 8 presents the trends of various variables with
asymptomatic cases considered. Compared with Q of PART1
in Figure 3, the peak value of the apparent spreader (ie, the
symptomatic or covert patient) inferred from PART2 is 90% in
size with an inpatient ratio of 92%, both of which seem to be
reasonable. Apparent to asymptomatic patients, the ratio is 0.45,
which is less than the relative existence ratio (1–ε)/ε=0.6. This
may be due to a difference in the values of T and S. As S/T is
2.6, a silent spreader continues to reproduce infections after an
apparent spreader is isolated. Further information on incubation
as well as the recovery period of silent spreaders are needed for
improved accuracy.
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Figure 8. Model calculation with subclinical patients considered. Model PART2 (equation 1) was used. Model parameter M was determined to be
14,200 with the aid of the antibody prevalence test results. Parameter ε was optimized so as to give cumulative symptomatic infections, (1-ε)x is the
same as that computed by PART1. The remaining parameter values of x(0), T, S, and α were the same as PART1. Broken lines represent infectious
cases as covert and subclinical separately.

Assessment of Preventive Measures Against Spread
Toward the end of the first wave in Tokyo, strong public health
interventions were conducted to prevent contact with others by
80% (stay-at-home orders issued for 80% of residents). The
actual reduction in the number of contacts was estimated to be

50%-60%. The official stay-at-home announcement was
declared on day 72 (April 27) after the onset of the epidemic.
The simulation was tailored to assess its effects on daily new
confirmed cases with and without stay-at-home actions. Results
are presented in Figure 9.
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Figure 9. A posteriori assessment of the impact of restrained contact to reduce transmission rate, α. Stepwise change in the value of transmission rate
α from α0 to 0.2α0 (action A) or to 0.43α0 (action B) was applied at day 86 when the effect of the action should appear on daily new confirmed cases.
Solid lines represent daily new confirmed cases (left axis) while the red broken line (infectious cases at large) to the right. It was found that “real” action
A was too late in suppressing spread. If “imaginary” action C had been implemented 1 month earlier, it would have had a greater impact.

In Figure 9, actions A, B, and C are assumed public preventive
measures against the spread of SARS-CoV-2. The government
requested a reduction of contact between persons by 80%. In
the simulation, this was modeled by a sudden decrease in the
transmission rate. In a general form of φα0, φ ranges as follows:
0<φ<1. For instance, 0.2α0 implies an 80% reduction of contact
compared with no action (φ=1).

In Figure 9, simulation of daily new confirmed cases with three
transmission rates of α0 (no action), 0.43α0 (action B), and
0.2α0 (action A) were given together with PCR test data (orange
color), with an α0 value of 0.164. Unexpectedly, the measured
data appear to follow the case with no action dY/dt, which
implies that the action failed. According to the postanalysis by
ATLM, the action should have been conducted earlier.
Imaginary action with 0.43α0 (action C) was taken at day 40.

Its effect appears on daily new cases data 2 weeks later (day
54) when computational action was made. A significant effect
on a reduction in infections and a reduced impact on social and
economic activities might have been obtained.

Assessment of Criterion for Rescission of Emergency
Statement
The Japanese government issued a criterion for the rescission
of the stay-at-home order for the purpose of early economic
recovery, stipulating that daily infections decrease to no more
than 0.5 person/day per 100,000 population. Applied to Tokyo,
the criterion would yield 10 infections per day. To confirm its
validity, a posterior assessment was conducted. Figure 10
presents trends of infectious variables toward the end of the first
wave in Tokyo.
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Figure 10. Trends of infectious variables as SARS-CoV-2 transmission declines. dx/dt represents a simulation of the actual trend of daily new cases.
dY/dt was drawn with the curve dx/dt shifted to the right by 2 weeks. The daily data show daily new confirmed cases based on a positive polymerase
chain reaction test. Both agreed well. The vertical blue line exhibits the date of rescission of the state of emergency declared by the Government of
Japan. Then, the rescission criterion, that is, no more than 10 infections per day in terms of dY/dt, is satisfied. Infectious cases at large (Q), however,
was estimated to have been 10 then according to the simulation. It should have been less than unity to aim for the extinction of SARS-CoV-2. To realize
this, the rescission must be delayed by an additional week.

The criterion of 10 infections/day can be represented as dY/dt
(broken line in Figure 10) at day 93 after the onset of the first
wave (February 14). Noting that measured values appear with
a 14-day delay, the actual number is predicted to be 0.3,
according to dx/dt. This number is below unity and is low
enough to meet the rescission criterion. Infectious cases at large
(infectious people who are not hospitalized), however, are still
around 10 according to the simulation by ATLM (red broken

line). Hence, the rescission should have been delayed by an
additional 7 days (100 days afterward).

Parametric Effect of the Public Intervention Against
the Coming Wave
Figures 11 and 12 show parametric effects. Calculations with
parameter set of t=14 and α0 are set for the first wave and
standard case. A smaller α is seen to reduce the second wave
markedly.
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Figure 11. Effect of transmission rate α on cumulative infections. With a reduced transmission rate α, the final size x(∞) was observed to be smaller
and took longer to be attained.

Figure 12. Effect of time lag T from infection until hospitalization on cumulative infections x (left axis) and daily new confirmed cases dY/dt (right
axis). The reduction of T has a significant effect on both x and dY/dt.
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A similar effect is expected by reduction of time lag T for both
cumulative and daily new confirmed cases. Recovery of social
and economic activities must accompany infections in a tolerable
range. Consequently, a reduction in T under an increase in α is
expected to be the basic policy for the coming wave followed
by the first wave.

Figure 13 presents trends of cumulative cases with three (αT)
values at 14α0. 10α0 and 7α0 have two curves each. Among

them, the parameter set of t=14 and α0 is the standard case used
to simulate the first wave. It is noteworthy that the asymptotic
values x(∞) of the two curves under the common αT are the
same although initial increasing rates are different. It can be
seen that the lower the (αT), the smaller the magnitude of the
epidemic. From this observation, three sets of parameter
combinations (αT, x(∞)/M)—(1.148, 0.251), (1.640, 0.665),
and (2.296, 0.862)—were obtained.

Figure 13. Effect of αT on x(∞). Model PART1 was applied with parameter values same as those in Figure 3 except for transmission rate α and time
lag T. Given their product αT, the final size x(∞) could be uniquely determined.

Figure 14 presents the accuracy of equation 9. Excellent
agreement with numerical results is obtained. In the region (αT)
<3 strong correlation are observed between p(∞) and (αT), but
the attack rate tends to become saturated to unity if (αT) exceeds
3.

Another point of checking is to prepare the necessary number
of hospital beds. Figure 15 exhibits the number of inpatients
and infectious cases at large under αt=10α0 (ie, attack rate of
0.665). Two cases are compared with the case of the first wave

in terms of beds and infectious individuals at large. The peak
number of infectious cases is seen to be reduced to half the size
of the first wave for both cases. In the case of T=7 with 1.43α0,
the epidemic will cease 1 month earlier although the maximum
number of beds is much the same as that in the first wave.
Unless T=7 is feasible, the next choice would be t=10 with α0,
which would require a reduced number of beds with a delayed
transmission endpoint. From an economic point of view, T=7
is preferable because α is bigger. Earlier identification of
infectious cases at large is essential.
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Figure 14. Relationship between attack rate p(∞) and αT. The accuracy of equation 9 is verified by this numerical simulation.

Figure 15. Effect of T on the number of inpatient and infectious cases at large under the condition of (αT)=10α0. Model PART1 was applied with
parameter values same as in Figure 3 except transmission rate α and time lag T. Solid lines represent the number of inpatients (P) and broken lines the
number of infectious at large (Q). The reduction of T and an increase in α may provide a solution that reduces inpatient count and enhances economic
activity.
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Discussion

Principal Findings
The present epidemiological model ATLM is very simple in
terms of mathematics and comprises a small number of fitting
parameters, that is, the governing equation is described by only
one dependent variable x (cumulative infections). Once it is
solved numerically, other infection-related variables can be
obtained in a straightforward manner as a function of x, as
illustrated in Table 1. On the other hand, conventional
approaches are complex. For example, the mathematics of SIR
and its derivatives consists of multiple equations with variables
depending on the number of compartments of community in
the model—SEIR [8] or SIQR [10] uses four compartments,
SEIQR [11-13] five, and delayed SEIQR [20] six. In essence,
they have not been solved directly in the entire time span but
have been approximated by a combination of piecewise
exponential functions, each of which is a solution applicable to
a short-term interval with a fitting parameter. For example,
Odagaki [18] divided the entire time span of the first epidemic
in Japan (March 1 to April 30) into four intervals and applied
an SIQR model with four parameter values fitted to each
interval, that is, in total 16 (4×4), whereas ATLM employs only
four parameters. The accuracy of ATLM was examined by
various data obtained from the first SARS-CoV-2 trends [2].
They are cumulative infections x, daily new confirmed cases
dY/dt, the number of inpatients P, discharge and deaths Z, and
trend of PCR positivity ratio Pr. All of these are filed in the
database [2] and were simulated well by ATLM PART1. It
should be noted that this was done so by a single set of four
parameters for a transmission rate α of 0.164, a virtual collective
population M of 6200, a time lag T of 14 from infection until
isolation or hospitalization, and a time interval S of 36. ATLM
succeeded in simulating the whole data trend of the first wave
of the COVID-19 epidemic in Tokyo.

Among them it is noteworthy that the simulation matched the
trend of the positivity ratio of PCR testing. This implies that
the number of infectious cases at large was counted properly
by ATLM. This fact may essentially be a base to apply
simulation results to the assessment or proposal of strategies
for public control of the epidemic (ie, public health interventions
at the right magnitude and timing). We demonstrate two
examples below.

One is the assessment of the stay-at-home order to reduce
person-to-person contact by 80% declared by the metropolitan
authority on April 27 (72 days after the onset of the first wave
of the epidemic). Based on the prediction of infectious cases at
large by the present model, the declaration should have been
made 1 month earlier. If so, moderate reduction of contact by
43% would have been effective enough to reduce both inpatient
and impact on social and economic activities.

The second example is the timing of the rescission of the state
of emergency issued on April 7. It was actually done on May
25 based on PCR test results. However, according to the
behavior of the infectious cases at large, it should have been
postponed by 1 week when the calculated infectious cases at

large would reach below one at which point the epidemic would
cease.

As a corollary, we induced a single dimensionless parameter
(αT) from the governing equation that occupies the whole
epidemic trend from onset until endpoint. More specifically,
(αT) was identified as R0; it also determines attack rate p(∞)
and the final size of the epidemic x(∞). In practice, once we
know (αT) in the early phase by data fitting, we can estimate
the attack rate of the specified epidemic without numerical
simulation. The value of (αT) obtained was 2.30 for the first
wave of the epidemic in Tokyo; this value is close to the value
of 2.20 that Li et al [6] obtained from the data taken from
Wuhan, China, or the value 2.68 reported by Wu et al [31] for
SARS-CoV-2.

As for the time-dependent effective reproductive number Rt,
conventionally it was evaluated as a piecewise function [18].
However, ATLM expresses Rt as a function of x(t) applicable
to the entire period of epidemic. This is consistent with findings
from the literature [17] that an effective (time-dependent)
reproductive number Rt is the product of R0 and susceptible S(t).

Three parametric survey calculations for the preparation of a
coming wave clarified the combination of T=7 and α=1.43α0
as providing the best solution for restoring social activity, with
a smaller magnitude of cumulative infections. To make T smaller
in practice, faster identification and quarantine of infectious
cases at large are necessary. This requires a strong task force
to find infection clusters and to apply rapid testing to the greatest
degree possible.

Limitations and Future Work
The present model (ATLM) has limitations. First, it is assumed
that all new cases spread the infection from the time of infection
t until t+T isolation in hospital. In fact, a noninfectious period
(exposed period) exists at the nascent stage of incubation, which
may reduce the infectious period. This mechanism could be
formulated within the frame of ATLM by introducing another
time lag for the exposed period. It is our future task to complete
this with a reliable empirical database. To do so, more
information on incubation as well as recovery period of
asymptomatic patients are needed for accurate modeling.

After June 2020, PCR testing was enhanced in Japan in order
to suppress infectious subclinical patients as a measure of
intensive cluster intervention. As a result, the number of positive
PCR tests increased compared with the first wave of the
epidemic and a similar number of subclinical patients as
inpatients was found. Nevertheless, the maximum number of
hospital beds required were less than that of the first wave in
Tokyo. This may be owing to improved medical care as well
as the larger portion of young patients. Postanalysis of the
epidemic from June to October 2020 using general ATLM
PART2 (equation 1) with information mentioned above will be
our next task.

Secondly, the characteristics of the onset of clinical symptoms
are stochastic. Therefore, the modeling of a preonset period and
a statistical process are needed for accurate prediction. Thirdly,
we assumed in the model PART2 that subclinical patients
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continue to be infectious from infection to removal, which must
overestimate the number of infectious cases. With more
information on period S from infection until recovery for
subclinical patients, modeling should be improved.

Fourthly, input parameter M (virtual collective population)
introduced into ATLM as a fitting parameter enabled us to
simulate the entire span of the SARS-CoV-2 trend from the
beginning through to the endpoint of the epidemic in Tokyo
with a single value to designate transmission rate α. However,
this should be modeled in the future. In ATLM, both
transmission rate α and virtual collective population M were
simultaneously determined by data fitting to cumulative cases.
α can be alternatively understood as the reciprocal of clinical
doubling time, that is, the accelerating factor of the spread. On
the other hand, M is understood as the initial susceptible, a
decelerating factor for the spread if M is small. In fact, M was
extremely small (~5000) compared to the actual population of
Tokyo (14 million). This might be related to the mobility of
individuals in daily life. Populations outside the flow of
individuals are not susceptible. To define the invisible wall
between the susceptible and the nonsusceptible would be the
key to model M. This will be addressed in our future work.

In summary, this study is the first complete simulation of the
first wave of the epidemic in terms of the trends associated with
various SARS-CoV-2 infection parameters in Tokyo, Japan.
Existing data and outbreak patterns in other countries may be
better understood via the present model.

Conclusion
A novel epidemiological model (ATLM) was developed using
a single delayed differential equation with explicit inclusion of
the time lag associated with the isolation of infectious cases. It
provides a full simulation of the various infection variables in
the entire span from onset to endpoint with a small number of
calculation parameters. The model was verified by various
epidemic trend data (including the PCR positivity ratio)
published by the Tokyo Metropolitan Government. The validity
of counting infectious cases at large was checked indirectly by
the coincidence of data for the PCR positivity ratio. Based on
this, two practical issues about public health control of
SARS-CoV-2 surfaced. One of them is the mitigation of
infections by reducing social contact, declared on April 27,
2020. Based on the trend of infectious cases at large predicted
by ATLM PART1, this order should have been issued 1 month
earlier, which would have led to less infection as well as a
reduced slowdown of social activities. The other issue is the
timing of the declaration of the rescission of the state of
emergency, which was issued on April 7 and rescinded on May
25. However, according to the predicted behavior of the
infectious cases at large, this should have been done 1 week
later when infectious cases are at <1 and the epidemic would
fade out. Finally, as a control measure for a coming second
wave, the combination of T=7 and α=1.43α0 is recommended,
which would result in enhanced social activities and a smaller
magnitude of cumulative infections.
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Abstract

Background: The COVID-19 pandemic caused by SARS-CoV-2 has become a serious concern among the global medical
community and has resulted in an unprecedented psychological impact on health care workers, who were already working under
stressful conditions.

Objective: In this study, we aimed to evaluate and measure the effects of the COVID-19 pandemic on the anxiety levels and
sleep quality among health care workers in India, as well as to determine how the unavailability of personal protective equipment
affects their willingness to provide patient-related care.

Methods: We conducted an online cross-sectional study using piloted, structured questionnaires with self-reported responses
from 368 volunteer male and female health care workers in India. Study participants were identified through social networking
platforms such as Facebook and WhatsApp. The survey evaluated the participants’ degree of signs and symptoms of anxiety and
sleep quality based on the 7-item Generalized Anxiety Disorder (GAD-7) scale and single-item Sleep Quality Scale, respectively.
Information on the availability of personal protective equipment was collected based on responses to relevant survey questions.

Results: The majority of health care workers (126/368, 34.2%) were in the age group 45-60 years, and 52.2% (192/368) were
doctors. Severe anxiety (ie, GAD-7 score >10) was observed among 7.3% (27/368) health care workers, whereas moderate, mild,
and minimal anxiety was observed among 12.5% (46/368), 29.3% (108/368), and 50.8% (187/368) health care workers, respectively.
Moreover, 31.5% (116/368) of the health care workers had poor-to-fair sleep quality (ie, scores <6). Univariate analysis showed
female gender and inadequate availability of personal protective equipment was significantly associated with higher anxiety levels
(P=.01 for both). Sleep disturbance was significantly associated with age <30 years (P=.04) and inadequate personal protective
equipment (P<.001). Multivariable analysis showed that poorer quality of sleep was associated with higher anxiety levels (P<.001).

Conclusions: The COVID-19 pandemic has potentially caused significant levels of anxiety and sleep disturbances among health
care workers, particularly associated with the female gender, younger age group, and inadequate availability of personal protective
equipment. These factors put health care workers at constant risk of contracting the infection themselves or transmitting it to their
families. Early identification of at-risk health care workers and implementation of situation-tailored mitigation measures could
help alleviate the risk of long-term, serious psychological sequelae as well as reduce current anxiety levels among health care
workers.

(JMIR Public Health Surveill 2020;6(4):e24206)   doi:10.2196/24206
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Introduction

An outbreak of pneumonia of unknown origin occurred in Hubei
Province in China in December 2019, and owing to its ease of
transmission, it has raised several concerns across more than
200 countries, areas, and territories worldwide. The global
spread of COVID-19 has resulted in the World Health
Organization (WHO) declaring COVID-19 as a pandemic [1,2].
Unprecedented international and national government strategies,
including a strict lockdown in India, resulted in a slow albeit
steady spread of COVID-19 in India as well as other countries.
However, the phased relaxation of lockdown and resumption
of economic activities have now led to an explosive surge in
the number of COVID-19 cases in India, with a tally of
7,494,551 cases and 114,031 resulting deaths as of October 19,
2020 [2].

Previous studies provide evidence that COVID-19 has severe
impact on psychological stressors, fear and anxiety, and poor
sleep outcomes [3-6]. High anxiety levels during the pandemic
have been strongly associated with functional impairments,
alcohol or drug coping, negative religious coping, extreme
hopelessness, and passive suicidal ideation [7]. Similarly,
problematic sleep is associated with adverse consequences on
the patient’s psychological, social, and cognitive functioning,
which leads to deterioration of the overall quality of life [8].

Health care workers (HCWs, including doctors, nurses, dentists,
and paramedics) are regarded as the saviors of human life;
nevertheless, they remain wounded by the psychological
consequences of COVID-19. Frontline workers in particular,
who are directly involved in management of patients with
COVID-19, are at a greater risk than others [9-11]. Initial
estimates suggest that frontline HCWs account for 10%-20%
of all COVID-19 diagnoses [12].

In India, with a population of approximately 1.3 billion [13]
and a doctor-population ratio of 1:1800 [14], the already
inadequate public health care system has crumbled during the
COVID-19 pandemic, further pushing frontline HCWs to the
edge. Moreover, HCWs are vulnerable to physical and
psychological fatigue and poor sleep outcomes due to increased
workload, physical exhaustion with irregular work schedules,
frequent work shifts [15], and the occasional need to make
ethically challenging decisions, including rationing of care
[16-18].

They are also constantly challenged by isolation and live with
an omnipresent fear of contracting the infection themselves or
transmitting it to their families. This fear seems to be a major
factor causing a psychological impact among HCWs, apart from
separation from families, shortage of personal protective
equipment (PPE), lack of essential intensive care units, as well
as universally and rapidly changing guidelines on disease
transmission and treatment that further add to their stress.
Multiple cognitive behavioral theoretical models have suggested
that the following factors contribute to the severity of health

anxiety: memory and attention process, misinterpretation of
health-related stimuli, and maladaptive beliefs and behaviors
[19].

Research on HCWs has revealed that approximately 50% of
physicians have reported poor sleep quality during the pandemic,
which may be attributed to the contagious nature of COVID-19
[15,20] and the emergency nature of their work [15]. Subjective
sleep quality is defined by the satisfaction of one’s overall sleep
experience, including aspects of sleep initiation, sleep
maintenance, sleep quantity, and refreshment upon awakening
[18].

The Indian perspective on anxiety, sleep outcomes, and the
availability of PPE among HCWs fighting the COVID-19
pandemic is sparse. Previous studies have provided some
evidence, including a study in India that evaluated stress levels
only among orthopedic surgeons by using a self-validated scale
and another study that assessed anxiety and depression only
among doctors and nurses [21,22]. The Indian health
infrastructure is not robust enough to address and provide coping
strategies for its HCWs. Moreover, significant demand and
supply chain disruptions have prompted efforts to conserve the
limited PPE available through extended use or reuse, thereby
adding an additional source of risk and anxiety for HCWs [23].

Therefore, the true burden of psychological impact needs to be
measured, and it is paramount for all levels of health care
organizations to screen for HCWs who are at risk of being
affected by unprecedented events such as the COVID-19
pandemic. To our knowledge, this is the first study to assess
the burden of anxiety disorders and effect on sleep quality of
Indian HCWs during the COVID-19 pandemic. We also
evaluated the extent to which the unavailability of PPE affects
the readiness of HCWs to perform patient-related care.

Methods

Study Design
We performed a cross-sectional online study with HCWs. An
online survey was preferred to the traditional method of data
collection, as it increases the willingness of participants to
answer anxiety-driven or sensitive questions [24] and avoid
standard, socially desirable responses [25]. Additionally, it
allows for cost-effective and instantaneous data transmission
and flexibility in participation at any time of the day or night,
in turn, allowing for increased response rates.

Study Participants
The inclusion criteria for this study were (1) male and female
HCWs; (2) full-time practicing doctors, nurses, dentists, and
paramedic staff directly involved in providing any kind of
patient-related care, including but not limited to triage,
screening, diagnosis, and treatment; (3) aged over 18 years and
residents of India; (4) employed at either public or private
hospitals or clinics; and (5) well-versed in the English language.
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The exclusion criteria were HCWs who were not on active
medical duty at the time of the survey due to any leave of
absence.

Sample and Data Collection
Facebook and WhatsApp were used as the sampling frame. We
used a respondent-driven probability sampling method, which
draws on Facebook’s inherent peer network structures to
encourage users to recruit other HCWs who may or may not be
on Facebook [26]. The diversity of Facebook members lends
itself to a stratified sampling approach that may increase the
representativeness of the sample. Study participants were invited
through 3 online venues: (1) public or “wall” posts on Facebook
advertising our research survey on popular HCW groups (ie,
virtual communities linking people with some shared interest,
attribute, or cause), (2) peer referral on Facebook, and (3)
WhatsApp messages sent from May 2 to May 16, 2020.

Facebook advertisement for our online survey included a
headline describing the survey, a brief scholarly review of the
literature on the impact of COVID-19 on HCWs, and contact
details of the principal investigator. The advertisement also
contained an electronic link to the research questionnaire and
mentioned the time required to complete the survey (ie,
approximately 5 minutes). A hyperlink to the survey was also
shared.

The advertisement to participate in the survey was reposted
every 3 days across a period of 2 weeks. This strategy resulted
in the advertisement reappearing on the users’ “news feed.” It
also allowed the advertisement to be posted on our friends’
walls, as well as in the feeds of their friends, including those
who may not be friends with us on Facebook. We also sent
private messages via Facebook and WhatsApp, to remind HCWs
to participate in the survey. Furthermore, we created a Facebook
page to promote our research and sent out mass messages
addressing the HCWs among the members of this Facebook
page.

Ethical Approval
This study was performed in accordance with the ethical
standards laid down in the 1964 Declaration of Helsinki and its
later amendments. Ethical approvals were obtained from the
ethics committee of the Armed Forces Medical College, Pune
(IEC/2020/154).

We included a disclaimer in our Facebook advertisement that
participation in the survey was completely voluntary and survey
responses were anonymous; thus, confidentiality of all
participants was fully respected. Furthermore, electronic
informed consent was obtained from each participant before
the start of the survey. Participants had the right to withdraw
from the study at any stage without any justification. They were
not provided with any incentives. Moreover, participants had
the opportunity to contact the investigators of this study via
Facebook or WhatsApp for any questions or concerns.

Survey Questionnaire
The self-reported online survey was created using Google Forms
and included 4 sections as described below. We conducted a
pilot test of the questionnaire on the first 20 study participants,

and their data have not been used in this study. Please refer
Multimedia Appendix 1 for the questionnaire.

Generalized Anxiety Disorder
The 7-item Generalized Anxiety Disorder (GAD-7) scale is a
valid and efficient tool for screening anxiety and assessing its
severity in clinical practice. It consists of 7 multiple-choice
questions [27,28] that assess the frequency of anxiety symptoms
over the past 2 weeks on a 4-point Likert scale, with scores of
0, 1, 2, and 3 assigned to the response categories “not at all,”
“several days,” “more than half the days,” and “nearly every
day,” respectively. The total GAD-7 score for the 7 items ranges
from 0 to 21, with increasing scores indicating more severe
functional impairments as a result of anxiety. In this study, we
considered GAD-7 scores of 5, 10, and 15 as the cut-off points
for mild, moderate, and severe anxiety, respectively. With a
threshold score of 10, a previous study reported 89% sensitivity
and 82% specificity for GAD-7 [27].

Sleep Quality Scale
A validated simple, practical, and pragmatic single-item sleep
quality scale (SQS) was used to assess sleep quality [29]. It
helps measure sleep quality over a 7-day recall period whereby
the study participants mark an integer score from 0 to 10,
according to the following 5 categories: 0, terrible; 1-3, poor;
4-6, fair; 7-9, good; and 10, excellent. When using the SQS,
participants were instructed to consider the following core
components of sleep quality: how many hours of sleep they had,
how easily they fell asleep, how often they woke up during the
night (except to go to the bathroom), how often they woke up
earlier than they had to in the morning, and how refreshing their
sleep was.

Availability of PPE
Two of the survey questions were specifically designed to assess
the participant’s anxiety about the lack of access to PPE while
performing patient-related care. These questions were validated
using the face validation and content validation techniques of
Lawshe criterion (content validity ratio = 1) [30].

Demographic Information
Finally, participants’ demographic information, including age,
gender, marital status, educational level, and type of health care
profession was collected via some specific survey questions.

Statistical Analysis
The descriptive analysis for demographic data and preparedness
for COVID-19–related questions were expressed in percentages.
The relationship between 2 categorical variables, that is, anxiety
among doctors and nurses regarding age and availability of PPE
were estimated using chi-square test. Multivariable analysis
was used to correlate the factors influencing the prevalence of
anxiety of varying severity and sleep quality, with participants’
age group, gender, educational level, marital status, profession,
and place of work, and availability of PPE. P value, odds ratio
(OR), and 95% CI were determined to indicate statistical
significance. Hosmer–Lemeshow index was used to assess the
overall model fit. A 2-tailed P value of <.05 indicated statistical
significance. Data were analyzed using SPSS software (v.20;
IBM Corp).
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Results

Demographic Characteristics
Table 1 shows the demographic characteristics of the survey
participants (N=368). In all, 46% (168/368) were male and

54.3% (200/368) were female HCWs. Majority of the
participants (227/368, 61.7%) were working in a tertiary care
facility. A higher proportion of HCWs reported the lack of
availability of satisfactory PPE (140/368, 38%) than those who
reported availability of PPE (129/368, 35.1%).

Table 1. Demographic characteristics of the study population (N=368).

Participants, n (%)Characteristics

Gender

168 (45.7)Male

200 (54.3)Female

Age (years)

89 (24.2)<30

108 (29.3)30-44

126 (34.2)45-60

45 (12.2)>60

Marital status

82 (22.3)Unmarried

139 (37.8)Married

145 (39.4)Married with children

2 (0.5)Divorced

Education level

15 (4.1)High school

161 (43.8)Graduate

160 (43.4)Postgraduate

32 (8.6)Doctorate

Profession

192 (52.2)Doctor

140 (38)Nurse

24 (6.5)Dentist

12 (3.2)Paramedic

Comparative Analyses
Table 2 presents the comparative analysis of anxiety among
doctors and nurses with regard to age (years) and availability
of PPE. HCWs with moderate (GAD-7 score = 10) and severe

(GAD-7 score = 15) anxiety scores were considered as “high
risk” for anxiety for the purpose of this analysis. The results
were not statistically significant for any age group and the lack
of availability of adequate-quality PPE with respect to the
anxiety levels among both doctors and nurses.
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Table 2. Anxiety levels among doctors and nurses with regard to age and availability of personal protective equipment, determined based on Generalized
Anxiety Disorder, 7-item (GAD-7) score.

Anxiety among nursesAnxiety among doctorsVariable

P valueLow riskHigh riskP valueLow riskbHigh riska

.07.75Age (years), n (%)

39 (84.7)7 (15.2)25 (75.7)8 (24.2)<30

32 (74.4)11 (25.5)48 (82.7)10 (17.2)30-44

34 (94.4)2 (5.5)64 (84.2)12 (15.7)45-60

14 (93.3)1 (6.6)20 (80)5 (20)>60

.16.13Availability of adequate-quality PPEc

10 (90.9)1 (9.09)12 (92.3)1 (7.6)PPE not required

43 (93.6)3 (6.3)63 (85.1)11 (14.8)Yes

44 (79.6)11 (20.3)53 (73.6)19 (26.3)No

22 (78.5)6 (21.4)29 (87.8)4 (12.1)Not sure

aGAD-7 score >10.
bGAD-7 score <10.
cPPE: personal protective equipment.

Univariate Analysis
Table 3 describes factors affecting anxiety and sleep quality
among HCWs. Half of the HCWs (187/368, 50.8%) had minimal
anxiety as determined by the GAD-7 scores. Mild, moderate,
and severe anxiety levels were observed among 29.3%
(108/368), 12.5% (46/368), and 7.3% (27/368) of HCWs,
respectively. The sleep score was poor for 5.7% (21/368) and

fair for 25.8% (95/368) HCWs, reflecting significant sleep
disturbance. In contrast, good and excellent sleep scores were
observed for 56.3% (207/368) and 12.2% (45/368) HCWs.

Male HCWs had significantly minimal anxiety scores (219/368,
59.5%) than female HCWs. Moreover, there was a significant
association between the female gender as well as inadequate
availability of PPE and higher anxiety levels (P=.01 for both).
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Table 3. Factors affecting anxiety and quality of sleep among health care workers (N=368).

Quality of sleepAnxiety level (based on GAD-7a score)TotalVariables

P valueExcellent

(10)

Good

(7-9)

Fair

(4-6)

Poor

(0-3)

P valueSevere

(15-21)

Moderate

(10-14)

Mild

(5-9)

Minimal

(0-4)

<.001.19Age (years), n (%)

7 (7.9)43 (48.3)33 (37.1)6 (6.7)6 (6.7)13 (14.6)26
(29.2)

44 (49.4)89 (24.2)<30

9 (8.3)68 (63)22 (20.4)9 (8.3)12
(11.1)

15 (13.9)38
(35.2)

43 (39.8)108 (29.3)30-44

18 (14.3)70 (55.6)35 (27.8)3 (2.4)6 (4.8)15 (11.9)34
(27)

71 (56.3)126 (34.2)45-60

11 (24.4)26 (57.8)5 (11.1)3 (6.7)3 (6.7)3 (6.7)10
(22.2)

29 (64.4)45 (12.2)>60

.54.01Gender

25 (14.9)93 (55.4)41 (24.4)9 (5.4)11 (6.5)20 (11.9)37
(22)

100 (59.5)168 (45.7)Male

20 (10)114 (57)54 (27)12 (6)16 (8)26 (13)71
(35.5)

87 (43.5)200 (54.3)Female

.22.41Marital Status

8 (9.8)40 (48.8)30 (36.6)4 (4.9)7 (8.5)10 (12.2)25
(30.5)

40 (48.8)82 (22.2)Unmarried

14 (10.1)83 (59.7)31 (22.3)11 (7.9)8 (5.8)17 (12.2)34
(24.5)

80 (57.6)139 (37.7)Married

23 (15.9)82 (56.6)34 (23.4)6 (4.1)12 (8.3)19 (13.1)47
(32.4)

67 (46.2)145 (39.4)Married with
Children

02 (100)00002
(100)

02 (0.5)Divorced

.35.34Education level

1 (6.6)8 (53.3)5 (33.3)1 (6.6)02 (13.3)7
(46.6)

6 (40)15 (4.1)High school

21 (13)80 (49.6)51 (31.6)9 (5.5)10 (6.2)19 (11.8)51
(31.6)

81 (50.3)161 (43.7)Graduate

19 (11.8)98 (61.2)32 (20)11 (6.8)15 (9.3)23 (14.3)44
(27.5)

78 (48.7)160 (43.4)Postgraduate

4 (12.5)21 (65.6)7 (21.8)02 (6.2)2 (6.2)6
(18.7)

22 (68.75)32 (8.6)Doctorate

.44.14Profession

26 (13.5)109
(56.8)

43 (22.4)14 (7.3)14 (7.3)23 (12)46
(24)

109 (56.8)192 (52.2)Doctor

2 (8.3)11 (45.8)10 (41.7)1 (4.2)3 (12.5)6 (25)6 (25)9 (37.5)24 (6.5)Dentist

14 (10)81 (57.9)39 (27.9)6 (4.3)9 (6.4)16 (11.4)53
(37.9)

62 (44.3)140 (38)Nurse

3 (25)6 (50)3 (25)01 (8.3)1 (8.3)3 (25)7 (58.3)12 (3.3)Paramedics

.64.34Place of work

9 (15.3)34 (57.6)12 (20.3)4 (6.8)6 (10.2)9 (15.3)18
(30.5)

26 (44.1)59 (16)Primary

4 (5.9)40 (58.8)20 (29.4)4 (5.9)7 (10.3)4 (5.9)17
(25)

40 (58.8)68 (18.4)Secondary

29 (12.7)128
(55.9)

59 (25.8)13 (5.7)14 (6.1)30 (13.1)71
(31)

114 (49.8)229 (62.2)Tertiary
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Quality of sleepAnxiety level (based on GAD-7a score)TotalVariables

P valueExcellent

(10)

Good

(7-9)

Fair

(4-6)

Poor

(0-3)

P valueSevere

(15-21)

Moderate

(10-14)

Mild

(5-9)

Minimal

(0-4)

3 (25)5 (41.7)4 (33.3)003 (25)2
(16.7)

7 (58.3)12 (3.2)Not a health
care facility

<.001.01Availability of adequate-quality PPEb

17 (13)81 (61.8)28 (21.4)5 (3.8)6 (4.6)12 (9.2)30
(22.9)

83 (63.4)131 (35.5)Yes

10 (7.1)78 (55.7)39 (27.9)13 (9.3)16
(11.4)

24 (17.1)42
(30)

58 (41.4)140 (38)No

7 (10.6)35 (53)21 (31.8)3 (4.5)5 (7.6)7 (10.6)26
(39.4)

28 (42.4)66 (17.9)Not Sure

11 (35.5)13 (41.9)7 (22.6)003 (9.7)10
(32.3)

18 (58.1)31 (8.4)PPE not re-
quired

aGAD-7: Generalized Anxiety Disorder, 7-item (GAD-7) scale.
bPPE: personal protective equipment.

Multivariable Regression Analysis
Table 4 shows a negative association between gender, marital
status, education, and availability of PPE; however, these were
not statistically significant (P=.21, .83, .05, and .09
respectively). Similarly, there was no significant association
between age and place of work as a factor for higher anxiety

levels. A similar pattern of association was observed for sleep
disturbance and the abovementioned factors, with no statistically
significant association for poor sleep scores (Table 4).

Furthermore, the correlation of anxiety scores and quality of
sleep scores showed a significant inverse relation, reflecting
poorer quality of sleep as the GAD-7 score increased (P<.001;
Table 5).
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Table 4. Factors influencing anxiety and sleep quality among health care workers.

Sleep quality scoreb ≤3Anxiety symptoms (GAD-7a score >10)Variables

P valueAdjusted odds ratio

(95% CI)

SEβP valueAdjusted odds ratio

(95% CI)

SEβ

.20.36Age (years)

1refref1refrefc>45

2.214 (0.66-7.43)0.62.791.37 (0.69-2.71)0.35.31<45

.72.21Gender

10.50−.181refrefFemale

0.84 (0.31-2.25)refref0.68 (0.37-1.25)0.31−.39Male

.95.84Marital status

1refref1refrefOther

0.98 (0.54-1.76)0.30.020.96 (0.67-1.38)0.18−.04Married or married
with children

.56.06Education

1refref1refrefLower than graduate

0.77 (0.30-1.93)0.47−.260.57 (0.32-1.02)0.30−.56Graduate and above

.45.30Place of work

1refref1refrefNot primary HCWd

1.23 (0.72-2.11)0.28.211.19 (0.85-1.67)0.17.18Primary HCW

.78.09PPEe availability

10.63−.181frefrefNo

0.84 (0.24-2.86)refref0.53 (0.25-1.10)0.37−.63Yes

aGAD-7 score ≥10 indicates moderate-to-severe anxiety symptoms.
bSleep quality score ≤3 indicates terrible-to-poor sleep quality.
cref: reference value.
dHCW: health care worker.
ePersonal protective equipment.
f1 indicates the reference value.

Table 5. Correlation of Generalized Anxiety Disorder, 7-item (GAD-7) scores and quality of sleep scores among health care workers.

TotalSleep quality scalebGAD-7a score

Excellent (10)Good (7-9)Fair (4-6)Poor (1-3)

18736117259Minimal (0-4)

108560394Mild (6-9)

46225163Moderate (10-14)

2725155Severe (15-21)

368452079521Total

aGAD-7: Generalized Anxiety Disorder, 7-item scale.
bThe correlation is significant at P<.001.

Discussion

Principal Findings
This is the first online survey conducted on HCWs in India
during the COVID-19 pandemic that highlights the potential

burden of anxiety, sleep outcomes, and the impact of inadequate
availability of PPE. Stress and symptoms of anxiety among
HCWs is not a new phenomenon, as there is ample literature
on burnout among HCWs during routine professional work
[31,32]. This study’s findings are consistent with previous SARS
outbreaks wherein HCWs reported high levels of fear of
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contagion and transmitting infection to their family members,
in addition to emotional disturbance, uncertainty, and
stigmatization [33-37]. This paradigm of anxiety among HCWs
when analyzed from the perspective of a global emergency such
as the COVID-19 pandemic requires a unique approach each
time.

The results of our study reflect similar trends observed in
surveys conducted in China [17,38]. However, these previous
studies reported relatively fewer HCWs with severe anxiety
levels. This may be due to the temporal association of the timing
of the surveys since these were conducted in January and
February 2020, which was before the WHO’s declaration of
COVID-19 as a pandemic and a global health emergency. Pappa
et al [39] also reported noteworthy features of anxiety and poor
sleep outcomes among HCWs in their meta-analysis.

Compared to male participants, female participants found it
more challenging to manage their anxiety levels, particularly
regarding the inadequate availability of PPE during the
COVID-19 pandemic. These results are corroborated by a UK
study conducted on orthopedic members [40]. The underlying
association of female gender with a higher incidence of
generalized anxiety across different countries was evident in a
systematic review by Remes et al [41]. The higher anxiety scores
among female participants in our study could be attributed to
factors such as insecurity at the workplace and mental pressure
to fulfil domestic responsibilities. The differentiation of anxiety
scores among doctors and nurses based on gender was not
significant, which reiterates the association of the female gender
with higher anxiety in situations such as the COVID-19
pandemic. Cai et al [42] comprehensively evaluated the
psychological health of frontline HCWs working in Hunan
province and found that female HCWs were more likely to
develop effective social and personal coping strategies to
mitigate stress.

In addition to the innate factors responsible for higher anxiety
among females, another stressor for HCWs is the “well-being”
of their families [10]. This was reflected in our study as higher
anxiety scores observed among HCWs who were either married
or married with children than those among unmarried HCWs,
although the difference was not statistically significant. An
online survey conducted by University of Arkansas for Medical
Sciences to assess and ensure “well-being” of their physicians
found that the primary worry of all HCWs was the safety of
their families during the COVID-19 pandemic, which was
regarded as a major anxiety stress factor [43]. These findings
highlight the need for future studies with larger sample sizes to
further explore this association.

The lack of adequate PPE, which poses a threat to self as well
as the family of HCWs, was another significant factor associated
with higher levels of anxiety and poor sleep outcomes. A
significant number of HCWs, with the majority of them being
female, admitted to the unavailability of adequate PPE resulting
in a highly significant correlation with poor sleep scores and
moderate-to-severe anxiety levels on the GAD-7 scale. Similar
results about poor sleep outcomes among female participants
have been reported in other studies [6,44]. The negative
psychological impact of inadequate as well as poor-quality PPE

has been previously analyzed in the context of the health care
systems in the United States of America and Asia [42,43,45].
The pivotal role of the health care administrative machinery in
assuring timely provision of adequate and good-quality PPE is
an essential mitigation strategy that can lower anxiety levels
among HCWs. This has been implemented in Singapore and
applauded globally [46].

Within the context of the Indian health care system, HCWs’
education and work facility do not seem to be significant
stressors even during this pandemic. A possible explanation for
this observation could be their past experience of working in
an already stretched and an overwhelmed health care system,
which may have initiated a chain of events that might lead to
them coping better in such extreme scenarios. However, we
observed a trend of higher anxiety scores and poor sleep scores
for HCWs employed at the primary care level that can emanate
from a lack of security at workplace or unsafe working
conditions and, indirectly, unavailability of adequate PPE. In
addition to the enormous patient burden, an intense lockdown
imposed by the government could be a trigger for anxiety for
HCWs due to apprehension of closure of smaller private clinics
and the issue of sustainability as compared to a tertiary or
corporate health care setting.

HCWs who manifest signs and symptoms of anxiety have been
observed with signs of insomnia, which is reflected by their
poor or fair sleep scores. Similar findings were reported in a
web-based study conducted in China [3]. Pappa et al [39], in
their systematic review, emphasized the clustering of such
symptoms that has been evident during the COVID-19
pandemic. Our study also revealed a similar pattern of
statistically significant correlation between moderate-to-severe
anxiety on the GAD-7 scale and poor-to-fair sleep scores. The
conversion of one symptom to another remains a matter of
debate that has been observed in earlier major outbreaks like
SARS as well [47,48], although COVID-19 has surpassed the
SARS outbreak with regard to case load as well as global
mortality.

Future Recommendations
The adverse effects of this and many other studies highlight the
need for additional multipronged psychological support [10] to
be provided by hospitals and organizations employing HCWs.
The stress-adaptation model may be useful when considering
suitable interventions. This model describes the experience of
stress as a universal response to extraordinary events and
environments. Under this model, a range of normal reactions
such as anxiety, depression, and sleep disturbance should not
be considered pathological, but instead, reframed and realigned
as adaptation mechanisms. Past strategies employed during the
SARS outbreak include confidence building, distribution of
informational pamphlets describing signs and support resources
for anxiety and stress, as well as availability of “drop in”
sessions and confidential telephone support with psychiatric
staff [34]. Adequate care, emotional support, and motivation
should be given to HCWs by their family and community
members, as this has shown to have a positive impact on sleep
outcomes and may promote adaptive coping strategies [49,50].
Moreover, immediate supervisors should always be open for
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communication with an empathetic attitude towards HCWs
[51].

In addition, there should be better community awareness to
reduce social stigma regarding mental health [52]. Despite an
extremely fragile and overburdened health care system in India,
the government has initiated certain exemplary
confidence-building initiatives such as an insurance scheme
worth an approximate amount of US $ 66,670 for HCWs
fighting in the COVID-19 crisis [53].

Strengths and Limitations
A major strength of our study is that our survey was based on
previously validated and well-established objective tools such
as GAD-7 and SQS for the assessment of anxiety and sleep
outcomes, respectively [28]. The online modality of our
cross-sectional survey prevented the risk of COVID-19 infection
via droplet or contact transmission. Furthermore, the use of
respondent-driven sampling has greater external validity, as it
extends the sample to all potential members of the subgroups
by reaching out to participants through their social networks.
This sampling method also allows reaching out to some HCWs
who may otherwise be undiscoverable and challenging to reach
by phone or face-to-face interviews [54].

There was a proportionate representation of nurses as well as
doctors among the respondent HCWs in this study; this would
likely mitigate the bias of having a higher number of doctors
as in previous studies conducted in India [21]. Moreover, this
study highlights the prevalence of anxiety signs and symptoms

as well as poor sleep quality in a wide spectrum of HCWs during
this crucial period.

Nevertheless, this study has some limitations, including the
small size convenience sample collected over a 2-week period,
which limits the generalizability of the results to all HCWs
across India. We also acknowledge the selection and
self-reporting bias in this study, which depends on the cognitive
capabilities of the respondent, the disposition of the respondent
towards socially desirable responses, and situational and
task-related conditions [55].

Conclusions
This study highlights the psychological impact of the COVID-19
pandemic on frontline workers. The pandemic has led to features
of generalized anxiety and poor sleep quality that is significantly
associated with factors such as the female gender and availability
of PPE. These findings underscore the need to identify HCWs
at risk at an early stage and enable comprehensive, tiered, as
well as situation-tailored mitigation measures, enhancing the
HCWs’ psychological resilience and alleviating their
vulnerability in the present pandemic conditions. Limitations
of working hours, special training to manage patients with
COVID-19, availability of adequate-quality PPE, along with
timely and appropriate mental health support through
multidisciplinary teams are vital elements of such mitigation
measures. These efforts are essential because of the impact of
anxiety on not only HCWs’ personal well-being but also on
health care delivery overall, which may be affected by the
HCWs’potentially impaired decision-making ability, judgement,
and attention.
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Abstract

A country’s early response to a pandemic is critical for controlling the disease outbreak. During the COVID-19 pandemic, a
number of southeast Asian countries adopted centralized, coordinated, rapid, and comprehensive approaches that involved smart
technology (the “techno-driven” approach). In comparison, Canada’s approach appeared to be decentralized, uncoordinated, and
slow, and it focused on educating citizens and enhancing social and human capital (the “human-driven” approach). We propose
that in future pandemics, early and coordinated “techno-driven” approaches should receive more careful consideration to curtail
outbreaks; however, these approaches must be balanced with protecting individuals’ freedoms.

(JMIR Public Health Surveill 2020;6(4):e20343)   doi:10.2196/20343
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Introduction

On December 31, 2019, the World Health Organization (WHO)
was alerted to a pneumonia of unknown cause in Wuhan, China
[1]. In January 2020, a novel coronavirus called SARS-CoV-2
was identified, its RNA was sequenced, and a public health
emergency of international concern was declared. In February,
the WHO announced COVID-19 as the name of disease caused
by the new coronavirus, and one month later, it characterized
the outbreak of COVID-19 as a pandemic [1].

For years, the WHO has provided global leadership for
pandemic preparedness and response. This organization has
recognized that early and effective planning can attenuate social
and economic disruption, threats to essential services, and
difficulties with production levels, distribution, and shortages
of supplies [2]. Consequently, the WHO has created a
comprehensive framework that guides national actions with
planning and coordination, pandemic disease surveillance,
monitoring impact (ie, medical supplies), reducing spread of
disease, and communications [3]. Inherent to the framework is
the capacity to determine the pathogen’s effect as early as

possible so that the proportionate response can be executed
[4,5]. Determining disease severity and transmissibility through
early identified cases, known as “first few hundred” studies, is
key [5].

Evaluating early national responses to their first few hundred
COVID-19 cases may be useful to optimize future global
pandemic actions. Canada’s 1st case was reported on January
25, 2020 [6], and 45 days later, its 99th case was announced.
Canada’s response during this critical time largely employed a
“human-driven” approach, which relied on educating citizens
and enhancing social and human capital [7].

In this viewpoint, we are critical of Canada’s “human-driven”
approach by contrasting it with key recommendations of the
WHO’s pandemic document [3] and “techno-driven” approaches
that were effective in other countries. A “techno-driven
approach” relies on top-down initiatives that mandate
widespread use of smart technology [7], and it includes measures
such as contact tracing apps and data collection surveillance.
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Planning and Coordination

Ironically, one of Canada’s most important global contributions
to global health was in the midst of a long-overdue upgrade
during the initial stages of the COVID-19 pandemic. The Global
Public Health Intelligence Network (GPHIN) is an all-hazards
software surveillance system developed by the federal
government of Canada to provide situational awareness by
collecting and analyzing new articles, incident reports, and
media releases from multiple sources and languages [8]. The
GPHIN is credited with helping identify the severe acute
respiratory syndrome (SARS) and H1N1 influenza outbreaks,
and the WHO is one of its many subscribers; however, its
effectiveness may have been attenuated by an outdated algorithm
and limited data sources [9]. Instead, a private Canadian
software company called BlueDot was not only the first to warn
of the new illness [10] but also predicted the next 11 cities that
would be affected. Because inadequate funding and an aging
network have both been cited as challenges for the GPHIN,
collaborating with nongovernmental big data research centers
may be an alternative for the future.

On January 15, 2020, when only a few cases of COVID-19 had
been reported globally, the Public Health Agency of Canada

(PHAC) triggered the federal, provincial, and territorial Public
Health Response Plan for Biological Events and activated the
Health Portfolio Operations Centre [11]. The former was
intended to facilitate efficient, evidence-based, timely,
consistent, and coordinated approaches across jurisdictions,
while the latter acted as the point of contact for operational
communications and emergency management governance
support [12]. As COVID-19 spread globally, its identity began
to take shape: asymptomatic carrier transmission (February 21)
[13], basic reproduction numbers ranging from 1.4 to 3.11
(January 23) [14,15], a case fatality ratio of 3.5%, and a mean
incubation period of approximately 5 days (February 17) [16].

Despite the GPHIN setback, it is evident that early during its
first 100 cases, Canada’s public health system was assembled
and aware. A gradual federal stepwise response ensued (Table
1), and the Canadian Public Health Response Plan for Biological
Events was heightened to Level Three—“Escalated.”

However, despite the continuation of significant interprovincial
air, train, road, and marine transportation and travel, a
coordinated provincial/territorial response did not follow, and
public health actions were initiated on different dates or not at
all (Table 2).

Table 1. Early response to the COVID-19 pandemic by the federal government of Canada.

Canada
tests (per
million)

Canada
deaths
(new)

Canada
cases
(new)

Countries/ter-
ritories/areas

Global
deaths
(new)

Global cases
(new)

China deaths
(new)

China
cases
(new)

Federal government interven-
tions

Date
(2020)

0002012 (1)41PHACa activated Emergen-
cy Operations Centre

Jan 15

00080917 (11)571 (131)Screening for travelers re-
turning from China

Jan 22

346
(0.00000913)

07 (0)262 (0)382 (28)908 (97)40,171
(2973)

Screening for travelers re-
turning from affected areas
(10 airports, 6 provinces)

Feb 9

1663
(0.000044)

014 (2)5370 (14)4228 (905)2788 (44)78,824
(327)

Escalation to Level Three
Response Level (Public
Health Response Plan for
biologic events)

Feb 27

21,251
(0.00056)

1 (0)198

(56)

1362239
(434)

64,592 (10,896)3189 (13)80,824
(11)

Advised avoiding all
nonessential travel outside
of Canada

Mar
13

40,935
(0.0011)

4 (3)441
(100)

1603936
(629)

101,533 (12,876)3226 (13)80,881
(21)

Advised travelers entering
Canada to self-isolate for 14
days

Mar
16

60,845
(0.0016)

9 (1)727
(129)

1775706
(964)

137,816 (20 551)3245 (8)80,928
(34)

Banned foreign nationals
from all countries (except
the United States); closed
US-Canada border; redirect-
ed all international passen-
ger flight arrivals to 4 air-
ports; announced financial
help

Mar
18

138,700
(0.0037)

36 (3)3409
(617)

19817,995
(2382)

389,750 (48,394)3287 (6)81,285
(67)

Quarantine Act mandated all
returning travelers to isolate
themselves for 14 days

Mar
25

aPHAC: Public Health Agency of Canada
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Table 2. Early responses to the COVID-19 outbreak by provincial and territorial governments.

Province or territoryaAction

NU [30]NT [29]YT
[28]

NL [27]PE
[26]

NS
[25]

NB [24]QC
[22,23]

ON
[21]

MB [20]SK [19]AB
[18]

BC [17]

N/AbMar 10Feb
7

Feb 6Feb
28

Feb 6Feb 7Feb 8Feb 6Feb 7Feb 13Feb 6Feb 4Self-isola-
tion ad-
vised if re-
turning
from China

N/AMar 10N/AN/AN/AN/AN/AMar 10N/AN/AN/AMar 5Feb 19Self-isola-
tion ad-
vised if re-
turning
from a
cruise

Mar 4Mar 14Mar
13

Mar 6Mar
9

Mar 9Mar 1Mar 11Mar
10

Feb 27Mar 11Mar 6Feb 24Self-moni-
toring of
symptoms
advised if
traveled
anywhere

N/AMar 10Mar
13

N/AN/AMar
13

Mar 9Mar 3Mar 3Mar 5Mar 5Mar 2Mar 3Self-isola-
tion ad-
vised if re-
turning
from Iran
and China

N/AMar 14Mar
13

N/AN/AMar
13

Mar 11
(health
care

Mar 10Mar
13

Mar 12Mar 9Mar
12

N/ASelf-isola-
tion ad-
vised if re-

workers
only)

turning
from Italy

Mar 15
(an-

Mar 15Mar
16

Mar 14Mar
13

Mar
15

Mar 19Mar 12Mar
14

Mar 15Mar 14Mar
12

Mar 12Self-isola-
tion ad-
vised if re- nounced

Mar 18)turning
from out-
side of
Canada

N/AN/AN/AN/AN/AN/AN/AN/AN/AN/AMar 16Mar
10

Mar 3Screening
event par-
ticipants
(symp-
toms, inter-
national
travelers)

Mar 13Mar 17Mar
16

Mar 13Mar
13

Mar
13

Mar 12Mar 12Mar
15

Mar 12Mar 11Mar
13

Mar 7Social dis-
tancing rec-
ommended

N/AFeb 5Jan
14

Feb 6Feb
28

Feb 6Feb 10Jan 22Jan 24Jan 28Feb 13Feb 26Jan 21Testing an-
nounced
for travel-
ers to at-
risk areas
and for lo-
cal trans-
mission
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Province or territoryaAction

NU [30]NT [29]YT
[28]

NL [27]PE
[26]

NS
[25]

NB [24]QC
[22,23]

ON
[21]

MB [20]SK [19]AB
[18]

BC [17]

N/AMar 14Mar
16

Mar 6Mar
9

Mar 9Mar 1Mar 8Feb 28Feb 27Mar 11Mar 6Feb 25Testing ex-
panded to
any interna-
tional trav-
eler with
symptoms
and con-
tacts

N/AN/AN/AN/AN/AN/AN/AN/AMar 5Mar 12NAMar
12

N/AAll respira-
tory speci-
mens test-
ed for
COVID-19

N/AMar 23
(drive-
through)

Mar
26

Mar 21Mar
11

Mar
11

Mar 16Mar 9Mar
13

Mar 12Mar 13Mar
15

Mar 13First test-
ing cen-
ter(s)
opened

aAbbreviations: BC: British Columbia; AB: Alberta; SK: Saskatchewan; MB: Manitoba; ON: Ontario; QC: Quebec: NB: New Brunswick; NS: Nova
Scotia; PE: Prince Edward Island; NL: Newfoundland and Labrador; YT: Yukon Territory; NT: Northwest Territories; NU: Nunavut.
bN/A: not applicable.

Pandemic Disease Surveillance

The WHO recommends a comprehensive assessment of the
earliest cases, with documentation of geographical spread,
trends, and impact, to better inform public health response [3].
Canada prioritized the protection of individuals’ privacy,
collected volunteered data, and relied on coordination between
national and provincial or territorial departments [7]. On
February 10, PHAC provided interim surveillance guidelines
with COVID-19 case definitions to guide provincial/territorial
legislation, regulations, and policies [31]. This included
reporting cases nationally to PHAC within 24 hours of
notification, provincial/territorial case interviews to identify
close contacts, and monitoring health status. Identified close
contacts were categorized based on risk exposure, with high
risks requiring intermittent public health monitoring only.

During the first 100 cases, concluding on March 10, Canada
performed approximately 11,023 tests, with significant variation
between provinces and territories. The tests were initially
processed at Canada’s national laboratory in Winnipeg, an
inefficient process that led to delayed reporting. By February
25, only provincial laboratories in Ontario and British Columbia
were ready to perform independent testing; however, routine
COVID-19 testing for respiratory specimens was not
implemented until later. The Canadian Broadcasting Corporation
reported on testing variations and noted provincial/territorial
differences in rates of testing, groups that were “targeted,” and
frequent changes to policies [32]. Together, these actions led
to large exclusions of asymptomatic and even symptomatic
patients outside the “targeted” groups [32].

Buoyed by lessons learned from previous pandemics, South
Korea launched an expansive and organized surveillance
program that could objectively verify contact investigations.
Recognizing that interviews would result in omitted or erroneous

information, the importance of evaluating between-person risk
and the elimination of infection exposure in contaminated places
were prioritized. Interviews, medical facility records, credit card
transactions, closed-circuit television and medical facility
records were used to determine case locations, evaluate exposure
risk, and classify contacts [33]. Social media apps were
employed that informed users of potential contact with infected
persons. During the first 100 cases in South Korea, 13,302 tests
were conducted over a 30-day period [34]. Commercial test kits
were rapidly developed, and drive-through screening centers
were created early in the outbreak. This enabled increased
testing capacity and prevention of cross-infection of testees by
eliminating public waiting spaces [35].

South Korea’s techno-driven approach enabled a wider spectrum
of societal surveillance and the capturing of cases well beyond
the capacity of Canada’s human-driven approach, which focused
on interviewing and testing hospitalized patients, health care
workers, residents in long-term care facilities, or other
“clusters.” Interestingly, although the approaches were
somewhat polarizing regarding individual privacy versus public
safety priorities, as the COVID-19 pandemic progressed in
Canada, discussions around implementing techno-driven
measures began to intensify.

Reducing the Spread of COVID-19

Individual- and Household-Level Measures
Individual- and household-level measures minimize interactions
within and outside the home at the onset of symptoms [3].
During Canada’s first 100 cases, self-isolation was mainly
recommended for positive cases, close contacts, and people
returning from high-risk travel regions. Later, as the number of
COVID-19 cases increased, an Emergency Order under
Canada’s Quarantine Act legally mandated self-isolation after
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international travel, with violators facing significant financial
penalties and/or imprisonment.

In contrast, Singapore’s experience of rapidly containing the
SARS outbreak led to the quarantine of 425 close contacts at
home or designated government facilities after only 36 cases
from 3 clusters were identified [36]. “Close contacts” were
identified as individuals who had spent a prolonged period of
time within 2 meters of a confirmed case. “Other contacts,” or
individuals who had some interactions with confirmed cases,
were also followed. The health status and location of the contacts
were routinely monitored via videoconferencing or telephone
surveillance, clear directives were provided in the event that an
individual became unwell, and quarantine violators were tagged
with continuous tracking devices. These actions were deemed
necessary to document early community transmission and
facilitate containment efforts [36].

Societal-Level Measures
Societal-level measures include social distancing with a focus
on school suspensions, working pattern adjustments, reduction
of crowding on public transportation, and cancellation,
modification, or restriction of mass gatherings [3]. Only two
provinces recommended social distancing during Canada’s first
100 cases; all the aforementioned social level measures were
employed later.

In contrast, Hong Kong’s experience with SARS demonstrated
the importance of early community measures to reduce
population contacts [37]. Within days of the first reported case
in Hong Kong, theme parks were closed, cross-border bus
services were suspended, school reopening was postponed, and
civil servants adopted flexible working arrangements, including
work-from-home options [38]. These restrictions, together with
other nonpharmaceutical interventions, were associated with
reduced COVID-19 transmission [38].

International Travel Measures
International travel measures have been very contentious during
the pandemic, as the WHO recommended implementing exit
screens and providing advice to travelers [3] but did not
recommend border closures. The Canadian government did
create a basic contact information form with the Canadian
Border Security Agency; however, 31 of 2226 travelers from
Hubei Province were referred to PHAC, and of these, only 3
were medically examined [39]. Travelers from affected areas
were also screened (Table 1), although more than half of infected
people would be undetectable and missed because of unknown
exposure or lack of symptoms [40]. Self-isolation after travel
was also advised by most provinces and territories in an
incremental fashion; however, sizable discrepancies in initiation
dates can be noted (Table 2). On February 27, an open letter
from 23 Chinese-Canadian doctors urged for the implementation
of stronger measures that included a 14-day quarantine for
travelers returning from COVID-19 hotspots [41]. These
measures, including escalation to closed international borders
and restricted domestic travel, would be realized well after the
first 100 cases were reported.

In contrast, Taiwan’s national command center, a response to
the SARS outbreak, rapidly implemented border control

measures [42]. Passengers completed a health questionnaire
upon arrival, and by integrating big data from national health
and immigration registries, officials were able to quickly classify
infectious risk status based on flight origin and travel history
[42]. Travelers with minimal risks received a mobile pass that
facilitated faster immigration clearance, while others identified
as high risk were screened for 26 viruses, placed in home
quarantine, and monitored electronically for compliance [42].
Further actions, including flight and visitor visa restrictions,
would ensue; however, these actions were secondary in
importance to Taiwan’s early border response, which began on
the day China disclosed its first case.

Continuity and Provision of Health Care

Infection Control and Personal Protective Equipment
According to the WHO, enhancing infection control practices
and distributing personal protective equipment (PPE) are
important actions during an early pandemic response [3]. During
the first 100 cases, PHAC evaluated domestic supplies of PPE
and began to conserve and coordinate supplies due to mounting
market pressures [39]. Only later, after PHAC recognized that
their stockpile was not adequate, were Canadian companies
asked to adjust their production lines to begin manufacturing
PPE.

In contrast, Taiwan actively bolstered the provision of medical
supplies very early in the pandemic. Specifically for PPE,
authorities halted their exports, acquired assembly lines to boost
domestic production, mobilized military personnel to assist
manufacturers, and established a central distribution system.
Using a cloud computing system, Taiwan also developed a
rationing system based on national health insurance data [43]
to prevent hoarding of PPE. This was no small task. To ensure
that the new application would not overwhelm the cloud, in
which medical records were normally stored, 20 new servers
were set up by engineers in one day.

Mobilizing the Health Care System
Pandemic contingency plans that mobilize health systems,
facilities, and workers [3] may be more complicated in countries
such as Canada, where the federal government has limited
authority in the management, delivery, and organization of
services. The federal PHAC did trigger a provincial and
territorial public health response plan. However, during the first
100 cases, a patchwork of decentralized provincial and territorial
responses resulted rather than quick, decisive, and cohesive
actions that could have mitigated risk [44].

In contrast, Singapore’s Ministry of Health coordinated their
COVID-19 activities through centralized systems. At the onset
of their response, they activated a crisis system that enabled
daily text messaging to the country, provided two-way
communication channels with hospital executives,
epidemiologists, and operational workgroups, and facilitated
cross-hospital information sharing [45]. Their hospital systems
were prepared through routine mass infectious crisis simulations
that involved staff at every level [45].
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Communications

Finally, communications with the public regarding disruptions,
sources, and resources for medical needs as well as COVID-19
itself [3] were conducted largely by PHAC and provincial and
territorial authorities. Early in the pandemic, press conferences
often lacked clarity, problems of uniform messaging between
provinces and the federal government were noted, and releases
of aggregate case statistics were inconsistent in timing and
details [46]. When questioned whether the federal government
should take a more proactive role in messaging and publishing
data, Deputy Prime Minister Chrystia Freeland responded that
“Canada is not a highly centralized country” [46].

Singapore recognized social media’s contribution to information
flow during the SARS epidemic through its volume of use and
the ease of creating false narratives [47]. Since the first case
was reported in Singapore, the government has provided daily
updates on traditional platforms such as print media, broadcasts,
town hall meetings, and, more importantly, websites and social
media (eg, WhatsApp, Twitter, Facebook, Telegram) [47]. Due
to its high penetration, the WhatsApp social media platform
was upgraded with artificial intelligence translation, easy signup,
fast updates, and end-to-end data encryption to manage its
increased demand and the need to rapidly deploy information.

Beyond the First 100 Cases

As the pandemic progressed beyond the first 100 cases,
Canadian officials began to look towards more “techno-driven”
approaches to control the spread of COVID-19. For example,
one app named “COVID Alert” was developed to inform citizens
of possible exposures [48]; however, although the app protected
users’privacy, its adoption was not widespread. Testing became
more streamlined, with many jurisdictions providing
drive-through facilities. International and provincial borders

were closed, PPE production and supplies were bolstered, and
societal measures were amplified. Canada’s later actions
mimicked the very early interventions from southeast Asian
countries but continued to be largely uncoordinated between
provincial entities.

Implications

Canada’s early decentralized “human-driven” approach resulted
in inefficient testing, suboptimal disease containment, and an
inadequately mobilized health care system. These observations
have also been noted in other Western democracies that value
protection of individuals’ privacy, consensus building, and
information sharing [7]. A coordinated “techno-driven” approach
offers several pragmatic advantages; however, concerns about
freedom and individuals’ rights must be considered. For future
pandemics, the challenge may be to intentionally develop
“techno-driven” approaches to assist with coordinated national
responses while protecting individuals’privacies and freedoms.

Conclusions

Canada’s response to the COVID-19 outbreak during its first
100 cases could be characterized as decentralized,
uncoordinated, slow, and “human-driven.” In contrast, a number
of southeast Asian nations and jurisdictions that had wrestled
with significant and recent pandemics demonstrated early
responses that were centralized, coordinated, rapid,
comprehensive, and “techno-driven.” Although these regions
shared borders with China, received high volumes of travelers
from Wuhan, and became involved in the pandemic very early,
their mortality rates were miniscule compared to that in Canada.
To optimize future action, an early coordinated approach that
is “techno-driven” could be considered by Canadian public
health officials.
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Abstract

Background: Different states in the United States had different nonpharmaceutical public health interventions during the
COVID-19 pandemic. The effects of those interventions on hospital use have not been systematically evaluated. The investigation
could provide data-driven evidence to potentially improve the implementation of public health interventions in the future.

Objective: We aim to study two representative areas in the United States and one area in China (New York State, Ohio State,
and Hubei Province), and investigate the effects of their public health interventions by time periods according to key interventions.

Methods: This observational study evaluated the numbers of infected, hospitalized, and death cases in New York and Ohio
from March 16 through September 14, 2020, and Hubei from January 26 to March 31, 2020. We developed novel Bayesian
generalized compartmental models. The clinical stages of COVID-19 were stratified in the models, and the effects of public
health interventions were modeled through piecewise exponential functions. Time-dependent transmission rates and effective
reproduction numbers were estimated. The associations of interventions and the numbers of required hospital and intensive care
unit beds were studied.

Results: The interventions of social distancing, home confinement, and wearing masks significantly decreased (in a Bayesian
sense) the case incidence and reduced the demand for beds in all areas. Ohio’s transmission rates declined before the state’s “stay
at home” order, which provided evidence that early intervention is important. Wearing masks was significantly associated with
reducing the transmission rates after reopening, when comparing New York and Ohio. The centralized quarantine intervention
in Hubei played a significant role in further preventing and controlling the disease in that area. The estimated rates that cured
patients become susceptible in all areas were small (<0.0001), which indicates that they have little chance to get the infection
again.

Conclusions: The series of public health interventions in three areas were temporally associated with the burden of
COVID-19–attributed hospital use. Social distancing and the use of face masks should continue to prevent the next peak of the
pandemic.

(JMIR Public Health Surveill 2020;6(4):e25174)   doi:10.2196/25174
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Introduction

A novel coronavirus was identified as the cause of a cluster of
pneumonia cases in Wuhan, the capital city of Hubei Province,
China, at the end of 2019. It quickly spread throughout China,
followed by an increasing number of cases in other countries.
The virus was named SARS-CoV-2. The World Health
Organization (WHO) designated the disease caused by
SARS-CoV-2 as COVID-19. The disease’s main clinical
manifestations include fever, cough, shortness of breath, fatigue,
and dyspnea [1-4], with progression to multi-organ dysfunction
in severe cases. In March 2020, the WHO declared the
COVID-19 outbreak a global pandemic. As of October 20, 2020,
there are 40,756,188 cases (including 1,124,627 deaths)
attributed to COVID-19 that have been reported worldwide,
with sustained transmission in many countries, including the
United States.

Many statistical and mathematical models were proposed to
estimate the dynamics and the potential spread of COVID-19
[5-9]. The classical compartmental models such as the
susceptible-exposed-infectious-removed (SEIR) models were
the most widely used [10]. These models were applied to
estimate the transmission risks, predict the numbers of infected
subjects, and evaluate the public health interventions [9,11,12].
A key parameter in these models was the basic reproduction
number (R0), defined as the expected number of additional cases
that one case will generate. If R0 is above 1, continuous
human-to-human transmission with sustained transmission
chains will occur. The median R0 of COVID-19 was recently
estimated [12] at 2.79 (IQR 1.16), which is significantly higher
than that of the severe acute respiratory syndrome coronavirus.

Admissions to hospitals and intensive care units (ICUs)
increased exponentially during the first few weeks of the
outbreak in many countries, significantly straining resources
and, at times, transforming a public health emergency into an
operational crisis [13]. Rigorous government control policies
were instituted to slow the spread of the disease and reduce the
burden of COVID-19–attributed hospital use. Although
associations of public health interventions with COVID-19
epidemiology in Wuhan City were studied [14,15], the effects
of these interventions on hospital use at a state level remain to
be investigated. This knowledge gap is significant given the
growing public health concern regarding the adequacy of
resources to treat severe COVID-19, including hospital beds,
ICUs, and ventilators, in the United States. To project the timing
of the outbreak peak and the number of ICU beds required at
the peak, Moghadas et al [11] simulated a COVID-19 outbreak
parameterized with the US population demographics. Grasselli
et al [16] presented a linear model as well as an exponential
model to predict ICU admissions.

However, most of the current models used prespecified
parameters from the literature to simulate the COVID-19
outbreak [17]. They did not account for dynamic disease
evolution, which often resulted in underestimating or
overestimating hospital use. In this study, we propose a novel
generalized dynamic SEIR model. The clinical stages of
COVID-19 are stratified in the model, and the effects of public

health interventions are modeled through piecewise exponential
functions. Unlike the other existing methods, we estimated all
dynamic parameters from observed epidemic data through
Bayesian inferences.

In the United States, New York State was hit the hardest by
COVID-19 in the early stage of the pandemic, and Ohio State
had early public health interventions by its government and
medical community. In China, Hubei Province was where
COVID-19 was first detected, and the province was put under
strict lockdown. Using the proposed model, we aim to evaluate
and compare the effectiveness of public health interventions on
hospital use in patients with COVID-19 for the three
representative areas; in addition, we aim to study the
time-dependent associations between the interventions and
transmission rates and effective reproduction numbers.

Methods

Data Sources
The epidemiological data of COVID-19 in New York State and
Ohio State were obtained from the Centers for Disease Control
and Prevention of the United States, Johns Hopkins Coronavirus
Resource Center [18], and the COVID tracking project from
the Atlantic [19]. We collected the daily number of confirmed
cases, the number of cumulative deaths, and the number of
cumulative cured cases from March 12 to September 14, 2020.
In addition, we obtained the number of hospitalization cases
from March 21 to September 14, 2020, in New York and the
numbers of hospitalized, mild, severe, and critically ill patients
in Ohio from May 2 to September 14. In this study, the data
from March 12 to August 31 were used for model building, and
the data from September 1 to September 14 were used for
external validation.

The epidemiological data of COVID-19 in Hubei, China were
mainly obtained from the National Health Commission of China,
Chinese Center for Disease Control and Prevention, and Hubei
Provincial Health Commission [20]. We collected the daily
numbers of confirmed infected cases, cured cases, and deaths
from December 1, 2019, to March 31, 2020. We also extracted
the numbers of hospitalized, mild, severe, and critically ill
patients from January 26 to March 31, 2020.

Dynamic SEIR Model
In the classical SEIR model, the human-to-human transmission
of COVID-19 was modeled using a compartmental
representation of the disease where an individual occupied one
of the four states: susceptible (S), exposed (E), infectious (I),
and removed (R). The population was assumed to have a
homogeneous spatial distribution. Susceptible individuals could
acquire the virus through contact with individuals in the
infectious compartment and become exposed. The exposed
individuals were infected but not yet infectious. They
experienced an incubation duration and progress to the infectious
stage at a certain rate. The infectious individuals could progress
into the removed stage (usually recovered with immunity) at
another rate.

To characterize the hospital use for patients with COVID-19,
we generalized the classical SEIR model by introducing a few
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new compartments. We considered three clinical stages for
COVID-19 in our model [4,21]: mild, severe, and critical. Mild
included patients who had symptoms like fever and cough, and
may have mild pneumonia. Hospitalization was not required in
the United States, but such individuals were required to admit
to temporary hospitals in China. Severe was characterized by
dyspnea, respiratory frequency≥30/minute, blood oxygen
saturation≤93%, PaO2/FiO2 ratio<300, or lung infiltrates>50%
within 24-48 hours. Hospitalization and supplemental oxygen
were generally required for them. Critical cases exhibited
respiratory failure, septic shock, or multiple organ dysfunction

and failure. Treatment in an ICU, often with mechanical
ventilation, was typically required.

Figure 1 displays the flowchart of the proposed model. Here,
the infectious stage includes all individuals who are confirmed
COVID-19 cases, which is composed of three subcompartments:
Im represents the infectious individuals with mild symptoms, Is

represents the severe patients, and Ic represents the patients who
were critically ill. The removed stage includes two
subcompartments: the dead compartment (D) and the recovered
compartment (R).

Figure 1. Flowchart of the dynamic susceptible-exposed-infectious-removed model.

We assumed that an individual who is susceptible or at risk can
only be infected by exposed individuals (patients with
COVID-19 who had not been confirmed) or mild patients, since
severe or critically ill patients were hospitalized and had a small
(ignorable) probability to infect others. In Figure 1, βm is the
transmission rate that infectious individuals in the compartment
Im contact susceptibles and infect them, and βE is the
transmission rate at which exposed individuals in E contact
susceptibles and infect them. α* is the rate of progression from
the exposed to infectious class I*, where the subscript “*”
denotes one of the patient groups, mild (m), severe (s), and
critically ill (c). γ* is the rate that infectious individuals in class
I* recover from the disease. ps is the rate that infectious
individuals in Im progress to Is, and pc is the rate that infectious
individuals in Is progress to Ic. q represents the death rate for
patients who are critically ill. Since the WHO recently stated
that there was no evidence that patients who recover from
COVID-19 are entirely immune, we used δ to represent the rate
that infected individuals are cured and become susceptible again.
The mathematical details of the proposed model are given in
Multimedia Appendix 1.

Mathematically, our model is expressed as a system of ordinary
differential equations:

with the size of population N:

N = S(t) + E(t) + Im(t) + Is(t) + Ic(t) + R(t) + D(t) (8)

Public Health Interventions

Classification of Time Periods in New York
To better reflect the epidemic trends and corresponding
interventions of COVID-19, four periods were classified
according to data relevant for virus transmission in New York
State (Figure 2). The first period was from March 12 to 22,
2020, the free virus transmission period. The second period was
from March 22 to April 17. The governor of New York State,
Andrew Cuomo, issued the “New York State on PAUSE”
(Policies Assure Uniform Safety for Everyone) Executive Order
on March 20, which took effect on March 22. This 10-point
policy included a new directive that all nonessential businesses
statewide must close in-office personnel functions, temporary
banning of all nonessential gatherings of individuals of any size
for any reason, and mandated social distancing of at least 6 feet
from others for individuals in public. The third period was from
April 17 to May 15. The governor announced another order that
all people in New York would be required to wear a face
covering when out in public and in situations where social
distancing cannot be maintained. The fourth period started on
May 15. Some regions of New York State started to enter the
first phase of reopening. To reflect the effects of governmental
public health policy in the different periods, we modeled the
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transmission rates using piecewise exponential functions (see Multimedia Appendix 1).

Figure 2. Classification of time periods according to key events and interventions in New York State, Ohio State, and Hubei Province.

Classification of Time Periods in Ohio
We considered five time periods based on several key time
points that could affect the virus’s spread in Ohio. Ohio was
the state that took early actions against COVID-19. The first
period was from March 9 to 22, 2020. The governor of Ohio,
Mike DeWine, declared a state of emergency in Ohio on March
9 and announced several steps to fight against the spread of the

COVID-19 epidemic; before, there were no confirmed cases in
Ohio. The second period was from March 22 to May 1. A
statewide “stay at home” order was issued on March 22. The
order included advising people to stay at home, closing most
nonessential businesses, and requiring individuals in public to
practice social distancing. The third period was from May 1 to
July 8. Ohio entered the first phase of its reopening program.
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The fourth period was from July 8 to 23, 2020. Mr DeWine
announced that any county at level 3 or higher in the Public
Health Advisory System must wear masks in public places. The
fifth period started from July 23. Ohio mandated the use of
masks and face coverings across the state while in public.

Classification of Time Periods in Hubei Province
We considered four time periods according to the critical dates
that may have affected virus transmission in Hubei. The first
period was from January 17 to 23, 2020, the Spring Festival
period in China. There was a large-scale population flow, and
there was no strong intervention to prevent and control the
epidemic. The second period was from January 23 to February
2. The China’s central government imposed a lockdown in
Wuhan and other cities in Hubei to quarantine the center of the
COVID-19 outbreak on January 23. The actions included
suspending public transport, banning all vehicles in cities,
blocking the main roads between cities, requiring people to
wear masks in public places, and forbidding gathering activities.
The third period was from February 2 to 17. Hubei successively
opened several new temporary hospitals to treat patients with
mild symptoms and isolate the infection source. The fourth
period started on February 17. The government began the
individual symptom screening for all residents.

The Effects of Medical Resources
In the early period of the COVID-19 pandemic, medical
resources such as hospital beds, ICU beds, and ventilators fell
short. During this period, the availability of the medical
workforce was affected since many physicians and nurses were
becoming ill or quarantined [22]. With the continuous allocation
of more medical resources and the opening of new temporary
hospitals, patients with mild disease got a better treatment.
Therefore, we considered that the cure rate γm changed with
time and modeled it with a three-parameter logistic function to
reflect the continuous improvement of reactive medical
resources in the three areas.

Statistical Analysis
We performed a Bayesian analysis with Markov chain Monte
Carlo (MCMC) to fit the models to the COVID-19

epidemiological data in the three areas. To implement the
MCMC algorithm, we followed the method by Raftery and
Lewis [23]. After an initial number of 10,000 burn iterations,
every 10th MCMC sample was retained from the next 200,000
samples. Thus, 20,000 samples of targeted posterior distributions
were used to estimate the unknown parameters. The stability
of the posterior distributions was checked by examining the
graphics of the runs. The mathematical details of the dynamic
SEIR model are presented in Multimedia Appendix 1. We also
developed an online R shiny app to help readers assess the
models [24]. All analyses were done with R software (V3.6.3;
R Foundation for Statistical Computing).

Results

Parameters
The parameters in the dynamic models included the transmission
rates βm and βE; the progression rates αm, αs, ps, and pc; the
recovery rates γm, γs, and γc; the death rates qs and qc; and the
rate that recovered individuals become susceptible again, δ.
Posterior means and 95% credible intervals (CIs) for the model
parameters are presented in Table S1 in Multimedia Appendix
1. Those estimated parameters varied for the three areas.
Noticeably, we found that the rate δ was low and ignorable in
all areas, which indicates that the patients who were cured had
little chance to become susceptible again. The fitted curves for
the epidemic trends of COVID-19 for the three areas are
presented in Figure S1 in Multimedia Appendix 1. The proposed
models performed well in simultaneously fitting the
multidimensional epidemic data.

Transmission Rates and Effective Reproduction
Numbers

The estimated transmission rate functions and for the
three areas are displayed in Figure 3. The estimates of decay
parameters with their 95% CIs and the mean differences between
different periods are presented in Table S1 in Multimedia
Appendix 1.
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Figure 3. The estimated time-varying transmission rates and , in New York State, Ohio State, and Hubei Province. The solid lines denote the
posterior mean curves, and the grey areas denote the 95% credible intervals.

In New York, the PAUSE Executive Order appeared effective.
The transmission rates declined quickly after the order was
executed. With the effects of the first and second orders, the
rates continued decreasing after April 17, 2020. In Ohio, we
noticed that the rates declined before the “stay at home” order
because of the early interventions by the government. The
transmission rates in Ohio were lower than those in New York
before April.

However, the rates in Ohio started to increases after May 1,
2020, when Ohio entered the first phase of its reopening
program. Ohio had a second wave of COVID-19 but New York
did not in July. It might be because more strict reopening
policies were implemented in New York after May. Ohio’s
transmission rates decreased again after the order of mandatory
use of masks and face coverings was implemented.

In Hubei, the transmission rate of the virus was growing rapidly
in the first period because of the large floating population during
the Spring Festival of China. In the second period, due to the
city lockdown policy implemented, the transmission of the virus
had been adequately controlled. In the third period, the
transmission rates were further reduced because temporary
hospitals effectively treated patients with mild symptoms and
isolated the infection sources.

In all areas, the transmission rate of exposed individuals was
higher than that of mild patients. The transmission rates of mild
patients βm in New York and Ohio were higher than in Hubei,
which may be due to the policy of centralized treatment of mild
patients in temporary hospitals in Hubei. This policy seemed
to effectively reduce the contact between mild illness patients
and susceptible people, thus reducing the transmission rate of
mild patients. The public health interventions of social
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distancing and home confinement played a significant role in
preventing and controlling the disease in all areas. The decay
rates of transmission were significantly changed (in a Bayesian
sense) before and after implementing the interventions (Table
S1 in Multimedia Appendix 1).

The estimated effective reproduction numbers in the three
areas are displayed in Figure 4. The solid lines indicate the

posterior mean curves, and the grey areas denote the 95% CIs.
After the polices of social distancing, no gathering activities,

and closure of business activities, gradually fell below 1.0

for all areas. However, in Ohio, gradually increased after
entering the first phase of its reopening program, and exceeded
1.0 on June 3, 2020. It started to decrease after people were
mandatorily required to use masks in public.

Figure 4. The estimated effective reproduction number in the three areas. The solid lines denote the posterior mean curves, and the grey areas
denote the 95% credible intervals.

Estimated Parameters for COVID-19 Clinical
Progression and Disease Severity
Table 1 presents the estimated parameters and their 95% CIs
for COVID-19 clinical progression and disease severity. The
mean incubation periods were close in the three areas (New
York: 6.99 days; Ohio: 6.20 days; Hubei: 6.55 days). However,
the time from symptoms to hospital admission in New York
and Ohio was longer than that in Hubei (16.84 days and 16.72
days vs 10.20 days, respectively). The time from hospital
admission to critical care was shorter in New York and Ohio
than that in Hubei (5.43 days and 5.32 days vs 8.49 days,

respectively). The time from hospital admission to death was
shorter in New York and Ohio than that in Hubei (10.33 days
and 11.25 days vs 13.40 days, respectively). The proportion of
infected subjects progressing to the severe stage in New York,
Ohio, and Hubei were 23.56%, 12.63%, and 30.92%,
respectively. The proportions progressing to the critical stage
were 14.91%, 6.41%, and 13.49%, respectively. The proportions
progressing to the death stage were 8.00%, 5.17%, and 4.48%,
respectively. These differences may be because of the different
hospitalization and ICU admission criteria, and a mixed patient
population.
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Table 1. Posterior mean and 95% CIs for quantities of COVID-19 clinical progression and disease severity.

Hubei Province, posterior mean
(95% CI)

Ohio State, posterior mean
(95% CI)

New York State, posterior mean

(95% CIa)

Quantities

6.55 (6.28-7.00)6.20 (5.55-6.91)6.99 (6.84-7.17)Incubation period (days)

10.20 (9.57-10.81)16.72 (16.28-17.11)16.84 (16.68-16.91)Time from symptoms to hospital admission
(days)

8.49 (7.77-9.31)5.32 (5.03-5.59)5.43 (5.06-5.80)Time from hospital admission to critical care
(days)

13.40 (12.33-14.52)11.25 (10.52-12.00)10.33 (9.90-10.67)Time from hospital admission to death (days)

30.92 (29.01-32.88)12.63 (12.02-13.24)23.56 (23.05-24.29)Proportion of infected patients progressing to
severe stage (%)

13.49 (12.01-15.05)6.41 (5.76-7.18)14.91 (14.11-15.88)Proportion of infected patients progressing to
critical stage (%)

4.48 (4.10-4.87)5.17 (4.97-5.37)8.00 (7.88-8.12)Proportion of infected patients progressing to
death stage (%)

aCI: credible interval.

Prediction of Hospital Use
Since the COVID-19 pandemic in the United States was still
ongoing, we applied our model to predict hospital use since
September 1, 2020. Table S4 in Multimedia Appendix 1 presents
the predicted versus observed numbers of patients that were
newly hospitalized with COVID-19 in New York and Ohio.
The mean absolute percentage error (the common measure of
prediction accuracy for forecasting) was reasonably low, with
15.15% (SE 3.57%) in New York and 2.07% (SE 0.42%) in
Ohio.

Discussion

New York, Ohio, and Hubei were three representative areas hit
by COVID-19 in the United States and China. Evaluating the
effectiveness of their public health interventions on reducing
disease burden and estimating hospital use through the available
historical epidemiological data is vital since adequate hospital
capacity is critical to saving lives during this ongoing pandemic.
Our findings highlight that early intervention is crucial. Ohio
has lower transmission rates than New York in the early stage
of the pandemic because Ohio declared a state of emergency
on March 9, 2020. We also found that wearing masks is critical
in controlling disease transmission. Ohio had a second peak of
the outbreak but New York did not after entering the phase of
reopening. In comparing their policies, Ohio implemented the
order of the mandatory use of masks in July, while New York
implemented it in April.

We noticed that the centralized quarantine, in addition to social
distancing and wearing masks, could play an important and
indispensable role in preventing and controlling the disease. In

Hubei, the decay parameters in and significantly increased
after the centralized quarantine was implemented, which
indicated the disease transmission received further controls.
During Hubei’s lockdown, more than sixteen public venues
such as exhibition centers and gymnasiums were converted into
temporary hospitals to treat patients with mild symptoms and
isolate the source of infections amid strained medical resources.

Before these hospitals, many confirmed cases were quarantined
at home and stayed in their communities, which could easily
lead to clustered infections in families and communities. In New
York, there was no centralized quarantine intervention and the
mild patients were required to quarantine at home. A recent
survey of nearly 1300 patients with COVID-19 admitted to
hospitals in New York in May 2020 showed that 83% of new
patients were at home. The temporary hospitals that treat mild
patients during the COVID-19 epidemic could be beneficial in
effectively reducing the contact of mild illness patients and
susceptible people, and further reducing the transmission rate.

Consistent with the results from the recent studies in Wuhan
City, China [14,15,25,26], our results showed that public health
interventions dramatically decreased the case incidence and
reduced the demand for hospital and ICU beds in these areas.
In Figures S3 and S4 in Multimedia Appendix 1, we demonstrate
a few simulation scenarios when interventions were not
implemented. We found that COVID-19 would overwhelm the
hospital bed capacity limits if the interventions were delayed
or not implemented. One caveat in this conclusion is that our
analyses looked at bed capacity and use at a state level. Health
care use, however, is local: unless bed use is coordinated across
the multiple hospital systems within a given state, patients may
overwhelmingly “flock” to a handful of specialized hospitals
and overwhelm them. In such situations, even if there is
adequate capacity across the state, individual hospital systems
may be overwhelmed. This calls attention to the importance of
public health coordination of resources and strategies.

At present, the immunogenicity, efficacy, safety, production
capacity, and availability of COVID-19 vaccines are not yet
clear. It is crucial to maintain the transmission at a low level
until a safe and effective COVID-19 vaccine is developed and
widely used to establish a population immune barrier. The recent
meta-analysis by Chu et al [27] confirmed evidence of moderate
certainty that current policies of at least 1 m physical distancing
were probably associated with a large reduction in infection and
that distances of 2 m might be more effective. The public health
interventions, including social distancing and wearing a face
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covering, should be continued to avoid the next peak of the
outbreak.

The advantage of our proposed statistical methods is that all
dynamic parameters can be estimated from observed data using
MCMC algorithms under the Bayesian modeling framework.
It is unlike many other methods that simulated disease spread

with prespecified parameters. We hope our analysis provides
data-driven evidence to potentially improve on whether, when,
and how to adapt public health interventions in the future. As
an increasing number of cases are still being identified in the
United States, we believe our proposed model could help project
hospital use during the COVID-19 outbreaks.
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Abstract

Background: The COVID-19 pandemic has overwhelmed health care systems around the world. Emerging evidence has
suggested that substantially few patients seek help for suicidality at clinical settings during the COVID-19 pandemic, which has
elicited concerns of an imminent mental health crisis as the course of the pandemic continues to unfold. Clarifying the relationship
between the public’s attention to knowledge about suicide and the public’s attention to knowledge about the COVID-19 pandemic
may provide insight into developing prevention strategies for a putative surge of suicide in relation to the impact of the COVID-19
pandemic.

Objective: The goal of this retrospective, longitudinal time-series study is to understand the relationship between temporal
trends of interest for the search term “suicide” and those of COVID-19–related terms, such as “social distancing,” “school closure,”
and “lockdown.”

Methods: We used the Google Trends platform to collect data on daily interest levels for search terms related to suicide, several
other mental health-related issues, and COVID-19 over the period between February 14, 2020 and May 13, 2020. A correlational
analysis was performed to determine the association between the search term ‘‘suicide’’ and COVID-19–related search terms in
16 countries. The Mann-Kendall test was used to examine significant differences between interest levels for the search term
“suicide” before and after school closure.

Results: We found that interest levels for the search term “suicide” statistically significantly inversely correlated with interest
levels for the search terms “COVID-19” or “coronavirus” in nearly all countries between February 14, 2020 and May 13, 2020.
Additionally, search interest for the term ‘‘suicide’’ significantly and negatively correlated with that of many COVID-19–related
search terms, and search interest varied between countries. The Mann-Kendall test was used to examine significant differences
between search interest levels for the term “suicide” before and after school closure. The Netherlands (P=.19), New Zealand
(P=.003), the United Kingdom (P=.006), and the United States (P=.049) showed significant negative trends in interest levels for
suicide in the 2-week period preceding school closures. In contrast, interest levels for suicide had a significant positive trend in
Canada (P<.001) and the United States (P=.002) after school closures.

Conclusions: The public’s attention to suicide might inversely correlate with the public’s attention to COVID-19–related issues.
Additionally, several anticontagion policies, such as school closure, might have led to a turning point for mental health crises,
because the attention to suicidality increased after restrictions were implemented. Our results suggest that an increased risk of
suicidal ideation may ensue due to the ongoing anticontagion policies. Timely intervention strategies for suicides should therefore
be an integral part of efforts to flatten the epidemic curve.
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Introduction

In March 2020, the World Health Organization (WHO) declared
the COVID-19 outbreak a pandemic. To curb the spread of the
SARS-CoV-2 virus, governments worldwide have implemented
public health measures, such as lockdown, isolation, and social
distancing [1,2]. Although these measures are needed to protect
physical health, the psychological impact of the pandemic is
still emerging. To alleviate the concerns surrounding mental
health, there has been a growing interest in telepsychiatry, which
is defined as “the delivery of mental health care in the form of
live and interactive videoconferencing’’ [3]. Telepsychiatry has
proven to be an effective approach for helping people access
mental health services in remote and underserved areas [4,5].
Although the implementation of such services may be useful
during the pandemic, the full impact of COVID-19 is unlikely
to be fully understood for some time.

Ongoing measures, such as isolation and social distancing, have
separated people from their loved ones, leading to loneliness,
boredom, and stress. Recent mental health studies on COVID-19
have revealed that these feelings are associated with common
mental health disorders, such as depression and anxiety [6-8],
and that the most vulnerable are those with preexisting mental
health disorders [3-5]. Moreover, emerging evidence has
suggested that the environmental nature of public health
measures (eg, locations where quarantine is carried out) can
lead to different effects on mental health. For instance, a recent
study has revealed that poor housing is associated with an
increased risk of depressive symptoms during lockdown [9].

Previous research on the psychological impact of quarantine
from past epidemics has revealed that the fear of infection and
lack of clear communication from governments are associated
with a high prevalence of anxiety, exhaustion, psychological
distress, and depression [10]. Furthermore, it has been reported
that the lockdown, which has been enforced in many countries
around the world, will have a substantial impact on the global
economy; there have been predictions of an economic crisis and
a large increase in unemployment worldwide, and
unemployment is a well-recognized risk factor for suicide [11].

There is a growing body of literature that suggests suicide rates
will increase during and after the pandemic due to anticontagion
policies that increase social isolation and loneliness, which are
well-known risk factors for suicide [12-15]. Indeed, there have
been cases of COVID-19–related suicides in the United States,
United Kingdom, Italy, Germany, Bangladesh, and India [14].
There have also been suggestions that the suicide rate will rise
as the full economic and social impact of the pandemic unfolds.
For example, higher suicide rates were observed among older
adults in Hong Kong during the 2003 severe respiratory
syndrome outbreak [16,17].

A considerable amount of published literature has examined
the effects of the COVID-19 pandemic on the mental health of
the general population; vulnerable people, including older adults
and patients with chronic health conditions; patients with
previous mental health disorders; and health care professionals
[14,18-24]. These studies have indicated that suicide is likely
to become an increasing issue as the pandemic continues, and
that the pandemic has a long-term effect on the general
population, not just those who are at an increased risk of suicide.
Thus, to reduce the incidence of suicide during the COVID-19
pandemic, it essential to mitigate risk factors, such as stress,
anxiety, fear, and loneliness, in the general population.

Although reducing the number of social interactions remains
one of the best methods to reduce the total burden of COVID-19,
questions have been raised about control measures, such as
school closure. The effectiveness of school closures has been
suggested in previous studies on influenza outbreaks, which
have reported that influenza transmission is higher in children
than in adults [25]. However, in the context of COVID-19, data
have indicated that COVID-19 transmission dynamics are
different from influenza transmission dynamics; adults and older
adults are more vulnerable to COVID-19 than the general
population [26]. Furthermore, school closures can have large
implications on society. In a recent review of school closure
practices, Viner et al [27] found that such measures alone would
only prevent 2%-4% of deaths, which is a much lower death
prevention rate than that of other social distancing interventions.
Viner et al [27] noted that the negative consequences of school
closures include economic costs due to parents missing work
to look after their children and reductions in health care staff
resources, which in turn can negatively impact health care
systems.

Due to the fast-moving nature of the pandemic, real-time data
collection is needed to assess public interest in COVID-19. To
date, the internet has been increasingly used as a source of health
care information, especially Google, which is the world’s most
used search engine [28]. Google Trends is a website created by
Google that analyses the popularity of the top search queries in
Google Search; Google Trends has proven to be a powerful tool
in tracking public interest in infectious diseases [29]. This study
aims to explore the trends of COVID-19–related search terms
and their association with common mental health disorders. In
addition, this study aims to determine whether school closure,
which we used as a proxy for nonpharmaceutical anticontagion
policies, is associated with the risk of suicide.

Methods

Data Source
We used the web tool Google Trends to quantify web-based
search interest in this study. The methodology we designed was
based on the Google Trends Methodology Framework in
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Infodemiology and Infoveillance [30]. Google Trends does not
show actual search volume numbers. Instead, Google Trends
provides the number of relative searches within a specified
region and time for a particular search query by using a scale
of 0-100. A value of 100 indicates the peak popularity of the
query, whereas a score of 0 indicates a very small number of
searches.

Data from Google Trends was compiled between February 14,
2020 and May 13, 2020. The following 16 countries were
assessed in this study: Australia, Austria, Belgium, Canada,
France, Germany, Ireland, Italy, the Netherlands, New Zealand,
Portugal, Russia, Spain, Sweden, the United Kingdom, and the
United States. The countries were chosen to represent locations
in Europe with the largest number of COVID-19 deaths or those
that were forecasted to experience a considerable number of
deaths. We also included English-speaking countries outside
of Europe, as our study was conducted in English. To determine
whether the time since school closures correlated with the
stringency level of anticontagion policies, we extracted
stringency index data from the Our World in Data database [31]
and school closure dates from the datasets provided by the
United Nations Education, Scientific and Cultural Organization
[32].

Search Terms
We used the following search queries to examine common
mental health disorders: “suicide,” “depression,” and “anxiety.”
To investigate any potential confounding factors related to
suicide, we performed a manual search of the term ‘‘suicide’’
to find data on the suspected suicides of celebrities in the
countries used in this study, by using advanced Google searches
and web-based news articles. We tailored the dates to include
results from between February 14 and May 13, 2020. We also
studied the following COVID-19–related search queries:
“Coronavirus (Virus),” “social distancing,” “school closure,”
“self-isolation,” and “lockdown.” The search queries were
chosen based on a recent review on suicide risk and prevention
during the COVID-19 pandemic, in addition to keywords that
were used in the media and government and WHO policy
briefings [12]. It should be noted however that the term
“Coronavirus (Virus)” was searched as a topic, which is defined
as a group of terms that share the same concept in any language.
This was done to include data on the different names associated
with coronavirus, such as COVID-19. Although Google Trends
provides users with the opportunity to compare up to 5 search
queries at the same time, we decided to extract data for each
search query individually and compare each query in its own
distribution. The search was carried out using English terms.

Data analysis

Primary Analysis
We investigated the changes in trends for all the different search
queries in Google Trends by using graphical representations
for each country. This was carried out by using the smooth
splines function in the ggplot2 package of R Studio. We used
the Pearson correlation test to measure the strength of the
association between each search query for each country. A
2-sided α value of <.05 was used as a cutoff to identify countries

that showed a significant association between the terms ‘‘school
closure’’ and ‘‘suicide’’ for the next part of the analysis. The
relationship between the time to school closure and the
stringency index was examined using a generalized linear model,
and the generalized estimating equation was used to correct for
intracountry correlations [33].

Secondary Analysis
We carried out a Mann-Kendall test to compare the trends in
suicide interest before and after school closures. We first
identified the national school closure date for each of the
selected countries, and then extracted Google Trends data for
the search term ‘‘suicide’’ at 2 weeks before and after the school
closure date for each country. The Mann-Kendall method is a
nonparametric test that is used to detect statistically significant
trends [34,35]. In this test, the null hypothesis (H0) was that
there was no trend in the number of suicide searches over time.
The alternative hypothesis (H1) was that there was a trend over
time.

The Mann-Kendall S statistic was calculated using the following
formula:

In this formula, xj and xi are time series and n is the number of
data points in the time series. With regard to calculating sgn,
the following formula was used:

The variance of the Mann-Kendall test was calculated as
follows:

In this formula, q is the number of tied groups and ti is the
number of data values in the pth group.

The standard test statistic Z was calculated as follows:

Z follows the standard normal distribution. A positive Z value
indicates a positive trend, whereas a negative Z value indicates
a negative trend.

Results

Graphical Analysis
We assessed Google Trends data from the period between
February 14, 2020 and May 13, 2020 for the selected search
queries in the selected countries, as displayed in Figure 1. What
stands out in all the figures are the common trends in
COVID-19–related search queries across several countries. With
regard to the search query ‘‘Coronavirus (Virus),’’ most
countries showed a noticeable increase in the number of searches
for terms related to coronavirus from the end of February until
the middle of March, which is when interest for the term peaked,
followed by a decline in the number of searches. The peak in
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interest was most likely due to the WHO declaring COVID-19
a pandemic.

Although lockdown, social distancing, and self-isolation have
been the main strategies for reducing the spread of COVID-19,
it is clear from the graphs in the figures that the public’s level
of interest varied between countries and the different measures
taken to combat the virus. For example, there was a greater

interest in searches for the term “lockdown” in Germany, New
Zealand, Portugal, and Russia compared to other countries with
different public health measures. Surprisingly, there was a large
number of searches in Sweden for the term “lockdown,” despite
the fact that the government decided against imposing a
lockdown, and instead relied on voluntary cooperation from its
citizens [36].

Figure 1. Google Trends data for the selected 6 countries from between February 14, 2020 and May 13, 2020. The grey curve represents the relative
interest for the term ‘‘suicide,’’ the orange curve represents the relative interest for the term ‘‘depression,’’ the light blue curve represents the relative
interest for the term ‘‘anxiety,’’ the green curve represents the relative interest for the term “Coronavirus (Virus),” the yellow curve represents the
relative interest for the term “social distancing,” the dark blue curve represents the relative interest for the term ‘‘lockdown,’’ the red curve represents
the relative interest for the term “school closure,” and the purple curve represents the relative interest for the term ‘‘self-isolation." UK: United Kingdom;
USA: United States of America.

In Australia, Austria, and Belgium, there was a greater interest
in social distancing measures, while in the United Kingdom and
Ireland, self-isolation generated greater interest. However, in
Canada, the Netherlands, Spain, and the United States, the
interest levels for self-isolation and social distancing produced
very similar relative search volumes.

A closer inspection of the graphs revealed that the number of
searches for the term “lockdown” in Austria, France, Ireland,
Russia, Spain, and Sweden peaked at around the end of March,
followed by a plateau. In other countries, the number of searches
for “lockdown” decreased over time. In Germany, Portugal, and
the United Kingdom, the interest levels for lockdown increased
throughout the study period. Interestingly, searches for
‘‘lockdown’’ in Italy peaked during the middle of April. This
could be due to Italy starting to ease lockdown measures, due
to public interest in what activities could be carried out.

The interest levels for the term ‘‘school closures’’ varied
between countries, and most countries showed a bell-shaped
trend for the interest level. The variation in interest levels is
most likely due to different countries announcing and enforcing
school closures on different dates, as well as several countries
imposing regional lockdowns before a national lockdown.

In most of the countries, the number of searches for the term
“suicide” began to decrease toward the end of February and at

the beginning of March. Afterward, the number of searches
started to increase again in several countries, namely France,
Spain, Russia, New Zealand, and the Netherlands. In other
countries, such as Australia, Belgium, and the United Kingdom,
the search levels for the term “suicide” remained constant. It
should be noted however that the peak in suicide-related search
terms during February in the United Kingdom and, to a lesser
extent, Ireland might have corresponded to the suicide death of
television presenter Caroline Flack on February 15, 2020. This
possibility was also highlighted in a similar study [37].

Levels of anxiety varied between the countries. In Ireland, the
United Kingdom, and the United States, search interest levels
for the term “anxiety” remained high throughout the study
period. In Australia, Germany, New Zealand, and Portugal, the
interest levels for “anxiety” increased after public health
measures were implemented.

Correlational Analysis
The results of the correlational analysis for selected countries
are shown in Figure 2. The most interesting aspect of this figure
is that searches for the term ‘‘suicide’’ did not significantly
positively correlate with COVID-19–related queries. In
Australia, Canada, Ireland, New Zealand, the United Kingdom,
and the United States (ie, all the English-speaking countries),
as well as in the Netherlands, all COVID-19–related search
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queries were negatively associated with the term ‘‘suicide.’’ In
Belgium, France, Italy, Spain, and Russia, searches for the term
‘‘suicide’’ were only significantly negatively associated with
some of the other COVID-19-related queries.

The association between searches for the term ‘‘suicide’’ and
searches for other mental health disorder–related terms varied
between countries. Searches for the term ‘‘suicide’’ significantly
positively correlated with searches for the term ‘‘depression’’
in France (r= 0.5401, P<.001), Germany (r=0.2976, P=.004),

Russia (r= 0.3175, P=.002), and the United Kingdom (r=
0.5137, P<.001), which is to be expected, as depression is a
well-known risk factor for suicide [12]. However, in Australia,
a negative correlation was observed (r=−0.403, P<.001). In
addition, there was a weak significant correlation between the
interest levels for the terms ‘‘suicide’’ and ‘‘anxiety’’ in the
United States. Significant associations were observed between
the terms ‘‘anxiety’’ and ‘‘depression’’ in Canada (r=0.3429,
P<.001), Russia (r=0.2389, P=.02), the United Kingdom
(r=0.3506, P<.001), and the United States (r=0.6189, P<.001).

Figure 2. Correlation matrices that represent the pairwise Pearson correlation coefficients of Google Trends search queries for 6 selected countries.
Colored cells represent a statistical significance level of P<.05. UK: United Kingdom; USA: United States of America.

In most countries, strong positive correlations were observed
between the search term ‘‘Coronavirus (Virus)’’ and other
COVID-19–related search terms, which suggests that the public
has been continuing to seek information about the SARS-CoV-2
virus and the measures that have been taken to curb the spread

of the virus. The results obtained from the correlational analysis
between the terms ‘‘school closure’’ and ‘‘suicide’’ are shown
in Table 1; only countries that showed a significant relationship
between interest levels are shown.

Table 1. Results of the Pearson coefficient test between interest levels for the terms ‘‘school closure’’ and ‘‘suicide’’ based on Google Trends data
from countries that showed a significant relationship between interest levels.

P valuerCountry

<.001−0.33Australia

<.001−0.48Canada

.002−0.32Netherlands

.003−0.3New Zealand

.001−0.33United Kingdom

<.001−0.64United States

Mann-Kendall Analysis
The time to school closure positively correlated with the
stringency index level (coefficient: 0.97, P<.001). Figure 3
shows the trend in suicide-related search queries during the
school closure period in countries where a significant association
between the search terms ‘‘suicide’’ and ‘‘school closure’’ was
found, based on Google Trends data. From the graphs, we can
see that there was a decrease in the interest of suicide in all the

countries before school closure, whereas an increase in the
interest levels for suicide occurred after school closure.

The Mann-Kendall test was applied on a daily basis to detect
trends in the interest levels for suicide before and after countries’
respective school closure period. Table 2 shows the test results
in terms of the Mann-Kendall score (S) and Z statistic. Of the
6 countries, the Netherlands (P=.19), New Zealand (P=.003),
the United Kingdom (P=.006), and the United States (P=.049)
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showed a significant negative trend in the interest levels for
suicide in the 2-week period leading up school closure. New
Zealand showed the largest decrease in the number of searches
related to suicide in the 2 weeks leading up to the school closure.

No significant trends were found in other countries. In contrast,
the interest levels for suicide significantly positively correlated
in Canada (P<.001) and the United States (P=.002) after schools
closed. This trend was larger in Canada than in the United States.

Figure 3. Relative search interest level for the term ‘‘suicide’’ during the school closure period in selected countries. The dashed vertical line indicates
the national school closure date. UK: United Kingdom; USA: United States of America.
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Table 2. Mann-Kendall test results for the comparison between suicide interest levels 2 weeks before school closure and 2 weeks after school closure
for selected countries.

After school closureBefore school closureCountry

P valueZSP valueZS

.510.6613.19−1.31−25Australia

<.0013.972.23−1.21−23Canada

.071.8134.19−1.32−25Netherlands

.131.5329.003−2.91−54New Zealand

.380.8817.006−2.75−51United Kingdom

.0023.0757.049−1.97−36United States

Discussion

Principal Findings
By using web-based search interest as a proxy for the public’s
attention to specific terms, we found that the attention to terms
related to COVID-19 surged following the COVID-19 outbreak
in February 2020 and peaked between late March and mid-April
2020, which is when attention to suicide and other mental health
issues started and continued to decline. Attention seems to have
shifted from COVID-19 to suicide and other mental
health-related issues after anticontagion policies, such as school
closures, were enacted in many countries.

Our initial results are in line with recent studies, which have
indicated that the number of searches related to COVID-19 rose
during the peak of the pandemic [38-40]. However, we also
found variations between different COVID-19–related search
terms between different countries. This is most likely due to
different countries being at different stages during the pandemic.
Italy was the first country in Europe to implement a lockdown,
and this was swiftly followed by many Western European
countries implementing lockdown. Moreover, it is important to
take into consideration the different strategies that were executed
by different countries when interpreting these results. For
example, while most countries in Europe implemented a full or
partial lockdown, Sweden took a different route and emphasized
the importance of social distancing.

In this study, we found that searches for the term “suicide”
increased after anticontagion measures, such as school closures,
were enforced. These findings are consistent with those from
studies that used Google Trends to explore the changes in the
public’s search behaviors during the pandemic [37,41]. A note
of caution is due, however, when comparing this study to
previous research, as our study used school closure during the
pandemic as a proxy, whereas most studies have focused on
lockdown. Nonetheless, school closures can be regarded as a
form of quarantine, and the adverse effects of school closures
mainly impact certain population groups, such as children and
adolescents, parents, and health care workers [26].

Limitations
Despite the strengths of this study, there are several limitations
to consider when interpreting the results. First, this study focused
on the 90-day period ensuing the outbreak. The results might
have led to different conclusions if data from a longer period

of time were analyzed. However, we intended to evaluate the
short-term impact of anticontagion policies by using school
closure as a proxy. Therefore, the selected period of time might
provide more relevant information. Second, the data was
extracted from Google Trends, which only provides data on
relative search volumes. If absolute numbers were provided
instead of relative search volumes, a better comparison between
countries could have been made, and more accurate results could
have been obtained. Third, we did not adjust for the possible
confounding effects of sociodemographic factors in the analyses.
Economic downturn factors, such as job loss, may mediate or
confound the association between the COVID-19-related events
and the public’s interest in suicidality. However, the goal of
this study was to identify patterns in the public’s attention
toward suicidality in relation to COVID-19 instead of focusing
on the causal relationship between the two. Therefore, the lack
of taking mediators or confounders into consideration would
not have affected our conclusions. However, the validity of
Google Trends search interest for the behavioral forecasting of
suicide rates may be low, because users’ characteristics and
motivations are unknown [42]. A recent study has shown that
web-based search interest levels with regard to suicidality may
concurrently correlate with the volume of aggregate incidents
of suicidality at the population level [43]. Therefore, we believe
that this study can provide insight into the temporal trend of
imminent suicidal risk in different populations. Fourth, only
English search terms were used in this study, and this could
potentially restrict one’s ability to make generalizations based
on the study findings. We chose not to translate search terms
because this approach requires a comprehensive understanding
of each language to ensure that the key concepts of search terms
are studied sufficiently. Although Google Trends provides users
with the option of using topics (ie, a group of search terms that
Google identified to share similar meanings across languages
and countries), search terms such as “school closure” and
“self-isolation” were unavailable at the time of writing. This
approach could lead to obtaining data from users that only
searched for a term in English in non-English-speaking countries
(eg, France). Further, we examined the search interest levels
for the term “lockdown” in France as an example, based on
separate Google “Topics” and “Search Term” values. We found
that these 2 values highly correlated with each other (r=0.95,
P<.001) in countries where English is not the primary language,
such as France. Since our study did not intend to compare search
interest levels between different countries, this limitation does
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not affect our conclusion. Finally, this study only used Google
Trends to compare time trends during the pandemic. However,
we do recognize that other platforms, such as Twitter, may have
also been useful in identifying the public’s concerns.

Public and Clinical Implications
Based on the growing body of literature on the impact of
COVID-19, it is clear that mental health and psychological
considerations are paramount. The findings from this study
validate and extend previous work that used Google Trends to
track public concerns.

The use of Google Trends in this study has important policy
implications. For example, school closures have led to an
increase in searches for the term “suicide,” which suggests that
people’s mental health may have been affected by school

closures. Thus, policymakers will need to face the challenges
of combating the virus through anticontagion policies while
also reducing unintended consequences, particularly the
consequences on mental health.

To conclude, our findings suggest that the consequences of the
COVID-19 pandemic vary depending on countries’public health
anticontagion measures. Although our study focused on
high-income countries, it is important to recognize the potential
impact our findings have on resource-poor settings, where
mental health support is lacking. We believe that our results
provide insight into the importance of integrating mental health
services into anticontagion policies, as there is an urgent need
to address how the mental health consequences of the pandemic
can be mitigated, should similar outbreaks occur in the future
[44].
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Abstract

Background: Ascertaining preferences for SARS-CoV-2 testing and incorporating findings into the design and implementation
of strategies for delivering testing services may enhance testing uptake and engagement, a prerequisite to reducing onward
transmission.

Objective: This study aims to determine important drivers of decisions to obtain a SARS-CoV-2 test in the context of increasing
community transmission.

Methods: We used a discrete choice experiment to assess preferences for SARS-CoV-2 test type, specimen type, testing venue,
and results turnaround time. Participants (n=4793) from the US national longitudinal Communities, Households and SARS-CoV-2
Epidemiology (CHASING) COVID Cohort Study completed our online survey from July 30 to September 8, 2020. We estimated
the relative importance of testing method attributes and part-worth utilities of attribute levels, and simulated the uptake of an
optimized testing scenario relative to the current typical testing scenario of polymerase chain reaction (PCR) via nasopharyngeal
swab in a provider’s office or urgent care clinic with results in >5 days.

Results: Test result turnaround time had the highest relative importance (30.4%), followed by test type (28.3%), specimen type
(26.2%), and venue (15.0%). In simulations, immediate or same-day test results, both PCR and serology, or oral specimens
substantially increased testing uptake over the current typical testing option. Simulated uptake of a hypothetical testing scenario
of PCR and serology via a saliva sample at a pharmacy with same-day results was 97.7%, compared to 0.6% for the current
typical testing scenario, with 1.8% opting for no test.

Conclusions: Testing strategies that offer both PCR and serology with noninvasive methods and rapid turnaround time would
likely have the most uptake and engagement among residents in communities with increasing community transmission of
SARS-CoV-2.

(JMIR Public Health Surveill 2020;6(4):e25546)   doi:10.2196/25546
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Introduction

The Centers for Disease Control and Prevention recently
estimated that for every case of SARS-CoV-2 infection
diagnosed in the United States, an additional 10 are undiagnosed
[1]. Detecting a higher proportion of people with active infection
via widespread testing is a prerequisite to achieving the public
health goals of controlling the transmission of SARS-CoV-2
[2,3]. However, limited access to and uptake of testing for many
in the United States, combined with lengthy result turnaround
time, severely hampers pandemic control efforts, which require
timely detection, isolation, and quarantine. Although recent
increases in testing are promising [4], some models [5] suggest
a shortfall, and important populations may still be unreached
[6]. Understanding factors that may influence an individual’s
decision to seek testing can help enhance and sustain uptake of
SARS-CoV-2 testing when, where, and among whom it is
needed most for public health purposes. These factors include
individual preferences for different types of testing services,
which have not been systematically ascertained or incorporated
into testing service delivery.

Methods

To identify the most preferred SARS-CoV-2 testing scenarios
for individuals, we conducted a discrete choice experiment
(DCE) [7,8] in a US national longitudinal cohort of adults being
followed for SARS-CoV-2 seroconversion and other related
outcomes. DCEs are a powerful tool to identify the most
preferred attributes in populations being targeted for health
interventions and can inform strategies to increase interventions’
uptake and engagement.

Study Population
We invited all participants of the Communities, Households
and SARS-CoV-2 Epidemiology (CHASING) COVID Cohort
Study [9] who completed a recent routine follow-up assessment
(n=5098) to participate in the DCE. CHASING COVID Cohort
Study participants were recruited online using internet-based
strategies, including via referral, social media advertisements
in English and Spanish, and Qualtrics Panel [9]. Recruitment
and advertising strategies were periodically adjusted to increase
diversity across racial, ethnic, and age groups. Eligibility criteria
included being 18 years or older and residing in the United
States, Puerto Rico, or Guam at enrollment. Participants
provided informed consent at the baseline assessment and
separately for SARS-CoV-2 antibody testing. A total of 4793
(94% of those invited) completed the DCE July 30 to September
8, 2020. A US $5 Amazon gift card incentive was offered to
participants completing the DCE.

DCE Design, Analysis, and Simulation
The DCE was designed and implemented using Lighthouse
Studio 9.8.1 (Sawtooth Software) and deployed using
Sawtooth’s online survey hosting platform. Participants were
asked to consider different combinations of SARS-CoV-2 testing
service features in a situation where “...the number of people
hospitalized or dying from coronavirus in your community was
increasing.” Each participant was presented with five choice
tasks, each containing two juxtaposed scenarios comprised of
different combinations of the testing features (aka attribute
levels) and a “None” option if neither testing scenario was
appealing or desirable. Testing service attributes included in
the DCE are shown in Table 1 and included: type of test,
specimen type, testing venue, and results turnaround time (see
also Multimedia Appendix 1). The combinations presented and
the order of their presentation to each participant were
randomized to reduce bias (see Multimedia Appendix 2).

We estimated zero-centered part-worth utilities for each attribute
level and overall relative attribute importance using effects
coding in a hierarchical Bayesian model [10]. We used these
estimates to simulate changes in uptake of the different testing
scenarios that resulted from “swapping” each individual attribute
level in Table 1 into the current typical testing option of a
polymerase chain reaction (PCR) test using a nasopharyngeal
(NP) swab in a doctor’s office or urgent care clinic, with results
returned in >5 days. The baseline simulation contained three
scenarios: (1) the primary current typical testing scenario; (2)
a second, duplicate current typical testing scenario; and (3) a
no test scenario. Each attribute level was then individually varied
in the duplicated scenario, holding all levels in the other
attributes in the duplicated scenario constant. The uptake of
each varied scenario was simulated along with the two other
original scenarios, and the uptake of the modified scenario was
compared to the uptake of the primary current typical testing
scenario in the baseline simulation.

We also created a hypothetical testing scenario that optimized
preferences across attributes, which included PCR and serology
from a saliva sample collected at a pharmacy with same-day
results. We then simulated the proportion of participants who
would choose this optimized scenario, the current typical testing
option, or neither option. For all simulations, predicted uptake
of each testing strategy was estimated using the randomized
first choice method [11,12], which computes the proportion of
participants that would choose each testing scenario based on
its total utility, over thousands of draws per participant,
assuming that each participant would select the scenario that
provides them with the highest total utility summed across
attributes. DCE data were analyzed and simulations were
conducted using Lighthouse Studio 9.8.1.
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Table 1. SARS-CoV-2 testing discrete choice experiment attributes and levels.

Descriptive-level textbAttributes and levels (abbreviated)a

Test

An antibody test that tells you if you've EVER had a COVID-19 infectionSerology

A PCR test that tells you if you CURRENTLY have a COVID-19 infectionPCRc

BOTH an antibody test (EVER infected) and a PCR test (CURRENTLY infected)Both tests

Specimen type

A small amount of blood from a finger prickFinger prick

A small tube of blood taken from your armBlood draw

Oral fluid from a swab of the inside of your cheekCheek

A spit sample collected in a small cupSpit

A SHALLOW swab of the inside of your nostrilsNasal shallow

A DEEP swab that goes far into your nasal passagesNPd swab

A urine sample collected in a small cupUrine

Venue

You are mailed a package with the test kit; you collect the specimen and mail it back to
the lab

Home collection, receiving, and returning kit in mail

You are mailed a package with the test kit; you collect the specimen and drop it off at a
collection site near your home

Home collection, receiving kit in mail, and returning
to a collection site

You go to your doctor's office or an urgent care clinic to have the specimen collectedDoctor’s office or urgent care clinic

You go to a walk-in community testing site to have the specimen collectedWalk-in community testing site

You go to a drive-through community testing site to have the specimen collected (you
stay in your car)

Drive-through community testing site

You go to a local pharmacy to have the specimen collectedPharmacy

Results turnaround time

Immediately (within 15 minutes)Immediate

On the same daySame day

Within 48 hours48 hours

Within 5 days5 days

>5 daysGreater than 5 days

aSome combinations of attribute levels were prohibited. For example, a test scenario that included a specimen collected at home and returned to the lab
via mail could not also include the immediate test result level.
bDescriptive text was displayed in the choice exercise.
cPCR: polymerase chain reaction.
dNP: nasopharyngeal.

Ethical Review
This study was approved by the Institutional Review Board at
the City University of New York (CUNY) Graduate School of
Public Health.

Results

Participant Demographic Characteristics
Participants’ median age was 39 (IQR 30-53) years. Out of the
4793 participants, 51.5% (n=2468) identified as female, 45.8%
(n=2193) identified as male, and 2.8% (n=132) identified as
other gender identities (nonbinary, transgender male, transgender

female). Additionally, 62.8% (n=3009) identified as
non-Hispanic White, 16.4% (n=788) identified as Hispanic,
9.2% (n=442) identified as non-Hispanic Black, 7.5% (n=361)
identified as Asian, 3.9% (n=189) identified as another race or
ethnicity, and 0.1% (n=4) had missing information for race and
ethnicity. At enrollment, 29.0% (n=1391) of participants resided
in the Northeast, 28.3% (n=1358) resided in the South, 23.9%
(n=1146) resided in the West, 17.7% (n=850) resided in the
Midwest, and 0.2% (n=7) resided in Puerto Rico or Guam; 0.9%
(n=41) of participants affirmed US residence but did not provide
a zip code with which to assign them a region.
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Relative Importance of Testing Service Attributes and
Attribute Levels
Results turnaround time had the highest relative importance
(30.4%), followed by test type (28.3%), specimen type (26.2%),
and venue (15.0%; see Table S1 in Multimedia Appendix 3).
Participants strongly preferred rapid receipt of results, with
progressively weaker preference for slower test results. Within
test type, participants showed a strong preference for testing
scenarios that detect both current and past infection (see Table
S2 in Multimedia Appendix 3). Participants most preferred
testing scenarios that use cheek swab specimens and least
preferred scenarios that require a deep NP swab. There was a
preference for at-home self-collection of specimens using kits
received and returned via mail; testing in a doctor’s office or
urgent care clinic was the least preferred testing venue.
Participants chose neither testing option in only 3.6%
(861/23,965) of the choice tasks.

Simulation Results
Simulating changes in SARS-CoV-2 testing uptake by varying
attribute levels individually, we found the largest marginal
increases in testing uptake from including immediate test results
(+47%) or same-day test results (+43%), with more modest
increases for results 48 hours after the test (+36%) and 5 days

after the test (+16%), compared to results in >5 days (see Figure
1). Testing scenarios that offered both PCR and serology also
substantially increased marginal uptake (+43%), whereas
serology testing alone slightly decreased uptake (–3%). Among
specimen types, oral specimens (cheek or spit [+42%]) had the
largest increase in uptake over NP swab, followed by finger
prick (+39%), urine (+38%), shallow nasal swab (+36%), and
blood draw (+25%). Though smaller in magnitude, we found
increases in uptake for testing venue alternatives to a doctor’s
office or urgent care clinic, with the greatest increases for the
home testing venues (receiving and returning the test kit in the
mail [+15%] and receiving the kit in the mail and returning to
a collection site [+14%]), followed by pharmacy (+13%),
drive-through community testing site (+13%), and walk-in
community testing site (+2%).

We also simulated the proportion of participants that would
pick the current typical testing scenario versus a scenario with
multiple more preferable features: both PCR and serology using
a saliva specimen collected at a pharmacy with same-day test
results. Simulated uptake of this hypothetical scenario was
97.7% compared to 0.6% for the current typical testing scenario,
with 1.8% opting for no test when presented with these two
choices.

Figure 1. Simulated changes in SARS-CoV-2 testing uptake relative to the current typical testing option, by attribute level. The current typical testing
option is PCR via NP swab in a provider’s office or urgent care clinic with results in >5 days. The baseline simulation included the current typical
testing option compared to a second duplicate current typical testing scenario and a no test scenario. Changes in uptake in subsequent simulations were
estimated by individually varying each attribute level in the duplicated scenario, holding other attributes constant. The referent value of zero is the
difference between the original and duplicated typical testing scenarios at baseline. NP: nasopharyngeal; PCR: polymerase chain reaction.
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Discussion

Principal Results
Our participants preferred faster test results from less invasive
specimens collected at home that provide comprehensive
information about current and past infection. From a public
health perspective, faster test results are more actionable [13],
and at the individual level, delayed test results can provoke
anxiety in other diagnostic settings [14-16]. Participants tended
to favor specimen collection venues that could be construed as
more convenient (pharmacy or drive-through testing site) or
better able to facilitate social distancing (home), compared to
a walk-in clinic or doctor’s office, where one might be more
likely to come into contact with infectious individuals. Our
venue-related results are in line with findings from the HIV and
sexually transmitted infection literature, where at-home
specimen collection for diagnostic testing has high acceptability
and reliability [17,18], and with other recent findings indicating
high willingness to collect at-home specimens for a
SARS-CoV-2 research study [19]. The strong preference for
both PCR and serology may be related to a belief that antibodies
confer immunity against subsequent infection [20,21] and a
general desire to get the most utility out of a single specimen.

Our findings suggest that expected advances in SARS-CoV-2
testing technologies, such as rapid, at-home saliva tests, will be
highly acceptable and used when they become available,
particularly in communities with increasing deaths or
hospitalizations. Some preferred tests for SARS-CoV-2 (eg,

at-home rapid antigen tests) may be less sensitive than gold
standard diagnostic tests (PCR via NP swab). Nevertheless,
these findings are significant from a public health standpoint
since it’s possible that widespread and frequent use of a less
sensitive SARS-CoV-2 antigen test could detect much greater
numbers of people with active infection—and more
quickly—than the current typical testing scenario [22]. Indeed,
our data suggest that NP swabs may be a deterrent to testing,
which could be addressed by adding serology or relying on
saliva specimens.

Limitations
Limitations of this study include the omission of other attributes
that may influence testing preferences, such as frequency of
testing, cost, facility wait times, or distance. In addition, the
majority of our participants had already completed at-home
self-collection of a dried blood spot specimen for our study.
Though the venue attribute had the lowest relative importance,
this prior experience may have influenced their preferences for
venue in the DCE.

Conclusions
To the extent that it is possible to align public health strategies
to deliver testing services with the preferences of those being
targeted for testing, greater uptake and engagement may be
achieved. Additional research is needed to increase
SARS-CoV-2 testing uptake in ways that are aligned with the
public health goals of the pandemic response, including
preferences for engaging in public health interventions following
a positive test, such as isolation and contact tracing [3].
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Abstract

Background: Racial disparities in health care are well documented in the United States. As machine learning methods become
more common in health care settings, it is important to ensure that these methods do not contribute to racial disparities through
biased predictions or differential accuracy across racial groups.

Objective: The goal of the research was to assess a machine learning algorithm intentionally developed to minimize bias in
in-hospital mortality predictions between white and nonwhite patient groups.

Methods: Bias was minimized through preprocessing of algorithm training data. We performed a retrospective analysis of
electronic health record data from patients admitted to the intensive care unit (ICU) at a large academic health center between
2001 and 2012, drawing data from the Medical Information Mart for Intensive Care–III database. Patients were included if they
had at least 10 hours of available measurements after ICU admission, had at least one of every measurement used for model
prediction, and had recorded race/ethnicity data. Bias was assessed through the equal opportunity difference. Model performance
in terms of bias and accuracy was compared with the Modified Early Warning Score (MEWS), the Simplified Acute Physiology
Score II (SAPS II), and the Acute Physiologic Assessment and Chronic Health Evaluation (APACHE).

Results: The machine learning algorithm was found to be more accurate than all comparators, with a higher sensitivity, specificity,
and area under the receiver operating characteristic. The machine learning algorithm was found to be unbiased (equal opportunity
difference 0.016, P=.20). APACHE was also found to be unbiased (equal opportunity difference 0.019, P=.11), while SAPS II
and MEWS were found to have significant bias (equal opportunity difference 0.038, P=.006 and equal opportunity difference
0.074, P<.001, respectively).

Conclusions: This study indicates there may be significant racial bias in commonly used severity scoring systems and that
machine learning algorithms may reduce bias while improving on the accuracy of these methods.

(JMIR Public Health Surveill 2020;6(4):e22400)   doi:10.2196/22400
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Introduction

Health care disparities are well documented in the United States
[1]. These disparities affect the accessibility of care, quality of
care, and health outcomes of racial minority groups [1-4].
Causes of these inequities are multifaceted and include
socioeconomic factors, institutionalized racism, and a
historically motivated lack of trust between minority populations
and health care providers [1,5,6].

Technology can play a powerful role toward the effort of both
exposing and minimizing disparities in health care. In particular,
artificial intelligence (AI) and machine learning approaches
have the potential to either maintain or reduce systemic
inequities in health care settings and outcomes. Much attention
has been given to the fact that AI and machine learning systems
trained on data that reflects racial disparities will in turn learn
and perpetuate such disparities and their influence on the health
care system [7]. Several studies have found evidence that
machine learning–based algorithms commonly used in health
care settings exhibit differential accuracy by race [8,9]. A recent
study by Vyas et al [10] found that algorithms used across a
broad range of specialties, including cardiology, urology, and
oncology, may exhibit differential accuracy across race even
after so-called race corrections. By attempting to correct for
race, these tools may in fact make it more difficult for nonwhite
patients to receive appropriate care. For example, the authors
note that these corrections move black patients systematically
toward lower risk scores when computing cardiac mortality risk
[11] and estimated kidney function [12], while deeming
nonwhite patients higher risks for complications for procedures
such as vaginal birth following a cesarean delivery [13] and
certain cardiac surgeries [14]. Vyas et al [10] conclude that the
use of these race-corrected tools may not only impact the quality
and timeliness of care that nonwhite patients receive but may
also enshrine certain racial disparities as fact, making disparities
more difficult to minimize.

Despite the potential for bias found in specialized scoring
systems, insufficient attention has yet been paid to how early
warning scores and mortality scores intended for the general
patient population may similarly perpetuate racial disparities
in health outcomes. Many studies on the development and
validation of scoring systems such as the Modified Early
Warning Score (MEWS) [15] report findings from
predominantly white patient samples [16] or do not report race
data at all [15,17,18]. Literature directly examining the potential
for racial bias in these scoring systems has found evidence of
differential performance by race. Several studies of the
emergency severity index (ESI) [19] have found systematic
underestimation of acuity scores for nonwhite patients in general
[20], pediatric [21], and veteran populations [22] when
controlling for a wide range of important confounders. Similarly,

a study of MEWS performance in an Asian population found
reduced accuracy as compared with validation studies performed
on predominantly white samples [23]. These findings have wide
ranging implications and suggest the use of such scores may
accentuate health disparities wherever they are used. Pressingly,
their use in triaging patients during the COVID-19 crisis may
contribute to disparities in COVID-19 outcomes.

To address this issue, we have developed a machine learning
algorithm for the prediction of patient mortality [24], designed
to minimize the potential for racial bias in algorithm prediction
scores. We compare this algorithm performance to commonly
used patient severity scoring systems, including MEWS, the
Simplified Acute Physiology Score II (SAPS II) [25], and the
Acute Physiologic Assessment and Chronic Health Evaluation
(APACHE) [26] score across white and nonwhite racial groups.
This study aims to determine whether a machine learning
algorithm can minimize racial bias in patient risk predictions
as compared with commonly used rules-based methods.

Methods

Data Processing
Data were drawn from the Medical Information Mart for
Intensive Care–III (MIMIC-III) database [27]. The database
consists of data on more than 53,000 patient encounters for
patients admitted to the intensive care unit at a large academic
health center between 2001 and 2012. Patients were included
if they had at least 10 hours of available measurements after
intensive care unit (ICU) admission, had at least one of every
measurement used for model prediction, and had recorded
race/ethnicity data. Patients for whom race/ethnicity was missing
or recorded as declined to state or unknown were considered to
have no available race/ethnicity data. Patient inclusion is shown
in Figure 1. In assessing the potential for differential
performance across racial groups, patients were grouped as
non-Hispanic white or nonwhite.

Data were extracted on age and 13 commonly used patient
measurements, including diastolic blood pressure, systolic blood
pressure, heart rate, temperature, respiratory rate, oxygen
saturation, white blood cell, platelets, creatinine, Glasgow coma
scale, fraction of inspired oxygen, and potassium and sodium
levels. Data on each measure were gathered hourly for 10 hours,
beginning at the time of ICU admission. If multiple values of
a single measure were recorded during a given hour, their
average was taken and used. Not all measures were available
for all patients. Outliers in the data, defined as being above the
99th or below the 1st percentile for the given feature, were
deleted and marked as missing. The algorithm is capable of
making predictions in the presence of missing data. When
calculating the tabular scores for the comparators, missing values
added 0 points towards the total score.
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Figure 1. Attrition diagram for patient inclusion.

Machine Learning Model
The machine learning mortality predictor was developed using
XGBoost [28], a gradient boosting technique. Gradient boosting
combines results from multiple decision trees, where each
decision tree divides patients into successively smaller groups
based on their vital sign values. For example, one branch of a
decision tree might divide patients into two groups depending
on if their heart rate was over or under 90 beats per minute.
Each tree ends in a set of leaves, where each patient is
represented in a single leaf based on their set of measurements.
The particular leaf to which the patient is sent on each decision
tree yields a risk score. The score from each tree is then
weighted and totaled to give the model’s final prediction for
the specified patient. A variety of parameter combinations
controlling tree depth and maximum weights assigned to each
leaf were used to identify the best performing model.

To train the model to make mortality predictions without
discrimination, we preprocessed our training data in two steps.
These steps were performed with the intention of removing
aspects of the data that reflect systemic inequities in health
across racial groups while maintaining the aspects of the data
that reflected relevant patient measurements and outcomes.
First, the patients were separated into age groups defined as
younger than 18 years, 18 to 29 years, 30 to 39 years, 40 to 49
years, 50 to 59 years, 60 to 69 years, and 70 years and older.
This was to control for the high correlation between age and
mortality rate. Second, individual training examples were given
weights based on mortality status and race within each age strata
using a reweighting scheme. This was done by weighting each
training example in the following way: first the expected
probability of observing the given combination of race and
mortality was calculated by assuming statistical independence
of these variables. This was then compared with the observed
probability of the variable combination found in the training
data. This ratio of expected to observed probability was then
used as the weight for each training example. This ratio can be
considered a demographic prevalence ratio and is based on the
method originally described by Kamarin and Calders [7].
Example code for this preprocessing method is included in
Multimedia Appendix 1.

To train and test the machine learning algorithm, we used
10-fold cross-validation. Reported performance metrics are an
average of each model’s performance on each of the 10 test
sets. Several baseline models were assessed as candidates for
development. We compared the performance of gradient-boosted
trees (using XGBoost), logistic regression, and multilayer
perceptron models for mortality prediction. We found that
gradient-boosted trees performed best at baseline and chose

them as the primary model type on which to perform all
subsequent experiments. Pairwise comparisons between
gradient-boosted trees and alternative model types without
preprocessing were made using a Student t test for area under
the receiver operating characteristic (AUROC) and the
McNemar test for distinguishing predictions.

Statistical Analysis
The predictive performance of all comparators was assessed by
associating each comparator score with the mortality rate found
in training encounters that had the same score. In addition, the
highest probability observed for a score was carried forward to
the next score value if it was found to have a lower probability
of death to ensure increasing scores were monotonically
associated with an increased probability of the outcome.
Comparator scores were assessed on each of the 10 folds used
in cross-fold model validation.

For all models, predictions were made after 24 hours of ICU
data were collected, with the mortality outcome defined as any
in-hospital mortality at end of stay. Overall predictive
performance of comparators and the machine learning algorithm
are reported using the area under the receiver operating
characteristic, sensitivity, specificity, diagnostic odds ratio
(DOR), and positive and negative likelihood ratios (LR+ and
LR–).

To assess whether the machine learning algorithm and each
comparator identified similar at-risk individuals, the McNemar
test was used, comparing performance of the two systems at a
sensitivity around 0.75. Performance was assessed both on the
overall sample and after stratifying by race. Racial categories
were defined as white and nonwhite, where only non-Hispanic
white patients were included in the white category (eg, a white
Hispanic patient was considered nonwhite for the purpose of
this analysis).

Model bias was assessed using the equal opportunity difference
statistic. Equal opportunity difference measures the distribution
of false negative results across two groups produced by each
prediction method and assesses the difference in the false
negative rate between the groups. False negative results are of
particular importance for mortality prediction tools as a failure
to provide an alert for a patient at risk of mortality may lead to
a lack of timely care and an increased risk of death. Under an
unbiased predictor, the false negative rate should not differ
between the racial groups; the expected value of the equal
opportunity difference statistic for an unbiased predictor is
therefore 0. Significance of the equal opportunity difference
statistic was assessed using a Student t test under the null
hypothesis that the equal opportunity difference was equal to
0. Equal opportunity difference statistics were assessed
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separately for all prediction models. For all statistical tests, an
alpha of .05 was used.

The final XGBoost model, trained on preprocessed data as
described above, was compared with the XGBoost model trained
on unpreprocessed data to assess the impact of the preprocessing
techniques. Finally, we also assessed feature importance using
Shapley values for machine learning models developed with
and without preprocessing of the training data to assess the
impact of the preprocessing procedure. We additionally
compared feature importance for the final machine learning
model across white and nonwhite racial groups.

Results

Patient demographic data from the MIMIC-III [22] database
for the full cohort and after stratifying by race are presented in
Table 1. A total of 28,460 patients were included in the final
study sample, 23,263 (81.74%) of whom were white and 5197
(18.26%) of whom were nonwhite.

Several models were considered for predicting mortality. When
compared with logistic regression and multilayer perceptron
classification methods for their mortality prediction
performance, the XGBoost model exhibited improved prediction
performance as measured by AUROC, sensitivity, specificity,
DOR, and LR+/– (Multimedia Appendix 1). Comparisons
between XGBoost and other classification models were
statistically significant (P<.001).

The final XGBoost model was trained to be unbiased by
preprocessing the training data to ensure statistical equivalence
of false negative rates for both white and nonwhite patient
populations. The model outperformed all rules-based comparator
scoring systems in predicting in-hospital mortality, achieving
an AUROC of 0.78. The algorithm demonstrated improved
sensitivity, specificity, DOR, and LR+/– as compared with
comparator scores (Table 2). All pairwise comparisons between
the algorithm and a rules-based comparator were statistically
significant (P<.001, by McNemar test). Performance results for
the machine learning algorithm on white and nonwhite patient
populations are included in Multimedia Appendix 1.

Table 1. Demographic and medical information history for the Medical Information Mart for Intensive Care–III study sample by discharge status.

Nonwhite subsetWhite subsetFull sampleCharacteristic

Deceased
(n=1322)

Living
(n=3875)

Deceased
(n=7896)

Living
(n=15,394)

Deceased
(n=9191)

Living
(n=19,269)

597 (45.16)1816 (46.86)3672 (46.66)6313 (41.01)4269 (46.45)8129 (42.19)Female, n (%)

67.73 (15.5)54.99 (17.7)71.91 (14.4)61.4 (17.1)71.31 (14.7)60.11 (17.4)Age, mean (SD)

394 (29.80)933 (24.08)6928 (88.04)12,790 (83.08)8085 (87.97)15,869 (82.36)Cardiovascular, n (%)

201 (15.20)391 (10.09)3243 (41.21)4376 (28.43)3867 (42.07)5778 (29.99)Renal, n (%)

1157 (87.52)3079 (79.46)1517 (19.28)2903 (18.86)1854 (20.17)3843 (19.94)Diabetes, types 1 and 2, n (%)

624 (47.20)1402 (36.18)1032 (13.11)1428 (9.28)1139 (12.39)1626 (8.44)COPDa, n (%)

52 (3.93)195 (5.03)269 (3.42)534 (3.47)321 (3.49)729 (3.78)Sepsis, n (%)

322 (24.36)712 (18.37)2123 (26.98)2944 (19.12)2517 (27.39)3877 (20.12)Severe sepsis, n (%)

184 (13.92)401 (10.35)1070 (13.60)1432 (9.30)1271 (13.83)1823 (9.46)Septic shock, n (%)

431 (32.60)1469 (37.91)2563 (32.57)5882 (38.21)2994 (32.58)7351 (38.15)Mental health disorder, n (%)

107 (8.09)198 (5.11)1864 (23.69)2553 (16.58)2186 (23.78)3265 (16.94)Pneumonia, n (%)

337 (25.49)940 (24.26)836 (10.62)1201 (7.80)1020 (11.10)1602 (8.31)Liverb, n (%)

431 (32.60)644 (16.62)2335 (29.67)2297 (14.92)2766 (30.09)2941 (15.26)Cancer, n (%)

40 (3.03)86 (2.22)62 (0.79)115 (0.75)102 (1.11)201 (1.04)HIV/AIDS, n (%)

aCOPD: chronic obstructive pulmonary disease.
bAcute and subacute necrosis of liver, chronic liver disease and cirrhosis, liver abscess and sequelae of chronic liver disease, and other disorders of
liver.

The algorithm was found to be unbiased as measured by the
equal opportunity difference score, with an insignificant P value
for model bias and an equal opportunity difference of 0.016
(P=.20). The APACHE score was also found to be unbiased,
with an equal opportunity difference of 0.019 (P=.17). However,
both SAPS II and MEWS were found to have statistically
significant bias as measured by equal opportunity difference,
with equal opportunity difference values of 0.038 and 0.074
and P values of .006 and <.001, respectively.

Preprocessing of the training data was found to make a
meaningful difference in model performance. On an XGBoost
model trained on unpreprocessed data, the equal opportunity
difference was found to be larger, at 0.023 (P=.07). A full
comparison of models trained with and without data processing
are presented in Multimedia Appendix 1. In assessing feature
importance for models trained with and without preprocessing
of the training data, we found differences in the importance of
age and Glasgow coma scale features (Figure 2A), which may
reflect differences in the distribution of age and life expectancy
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across race in the general population and differences in disease
severity upon presentation to the ICU across racial groups. In
particular, nonwhite patients were generally found to be younger
than white patients before preprocessing, indicating an

interaction between age and race on mortality outcome
prediction. After preprocessing of the training data, feature
importance was found to be similar for all measured features
across racial groups (Figure 2B).

Table 2. Performance metrics for the machine learning algorithm and all comparator scores for mortality prediction on the total study population.

SAPS-IIdAPACHEcMEWSbMLAaStatistics

0.6600.7000.5800.780AUROCe

0.6740.6780.5230.751Sensitivity

0.5110.5960.5770.656Specificity

2.1573.1061.4995.739DORf

1.3781.6781.2382.181LR+g

0.6390.5400.8260.380LR–h

aMLA: machine learning algorithm.
bMEWS: Modified Early Warning Score.
cAPACHE: Acute Physiologic Assessment and Chronic Health Evaluation.
dSAPS II: Simplified Acute Physiology Score II.
eAUROC: area under the receiver operating characteristic.
fDOR: diagnostic odds ratio.
gLR+: positive likelihood ratio.
hLR–: negative likelihood ratio.

Figure 2. Comparison of feature importance between (A) models trained with and without preprocessing of the training data and (B) white and nonwhite
subgroups on the model trained with preprocessing of the training data.

Discussion

Principal Findings
In this study, we examined whether a machine learning
algorithm is capable of predicting mortality with reduced racial
bias as compared with commonly used early warning and
severity scoring systems. We found evidence of statistically
significant bias as measured by the equal opportunity difference

measures of MEWS and SAPS II, but no evidence of bias for
the machine learning algorithm or for APACHE. In addition,
the algorithm displayed better overall performance as measured
by AUROC, sensitivity, specificity, DOR, and LR+/–. The
combination of superior predictive performance and unbiased
performance indicate that the machine learning algorithm may
be more appropriate than any of the comparator scores for risk
stratification in clinical settings as the algorithm appears most
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capable of accurately identifying all patients at risk of in-hospital
mortality.

The ability to demonstrate that a risk prediction tool can be used
without inherent racial bias is a crucial step toward minimizing
health care disparities. Large, well-designed cohort studies have
found significant evidence of racial bias in commonly used
scoring systems, including reduced accuracy of MEWS when
implemented on an Asian population [23] and consistently lower
acuity scores for nonwhite patients when examining the
performance of the ESI [20-22]. This body of evidence indicates
that nonwhite patients may be subject to inferior health care.
Importantly, these persistent racial disparities in the provision
of health care may be reflective of systematic failure to identify
minority patients most likely to require immediate or aggressive
care.

Continued research on ways to deliver equitable performance
from systems such as MEWS and the ESI is essential. However,
while machine learning algorithms can be subject to racial bias
in their own right [7,9], well-designed algorithms may offer
advantages over traditional scoring systems. These advantages
are only present, however, if the algorithm is intentionally
designed with the aim of minimizing racial bias. This paper has
demonstrated the success of a preprocessing technique [7] that
has benefits of making minimal alterations to the training data
and not requiring costly alterations to the model training
procedure. When machine learning prediction models are
developed without this or a similar technique to counteract racial
bias, algorithms used within the health system have been found
to be less accurate for racial minorities. Obermeyer and
colleagues [8] found that an algorithm commonly used across
the United States had reduced accuracy for nonwhite patients
due to the use of health care costs standing as a proxy for overall
patient risk in the model output. Further, they found that
minority patients generally had higher comorbidity index values
when compared with white patients with the same overall risk
score, indicating a systematic underestimation of the health care
needs of nonwhite patients. Obermeyer and colleagues [8] found
that reframing the model prediction task (in this case, from
predicted costs to a measure of predicted health) minimized
racial bias in model accuracy. A study by Chen et al [9] similarly
found that machine learning algorithms displayed higher error
rates when predicting psychiatric readmission and mortality in
minority patients as compared with white patients.

This research seeks to fill a gap beyond addressing bias that can
occur with clinical diagnostic testing. In addition, it adds to the
body of evidence regarding how systemic health care
inequalities emerge and persist and shows that poor calibration
of traditional prediction scores as pertains to nonwhite
populations can potentially influence health care decision

making in the United States [29,30]. Although more research
is needed to assess bias and disparities across a wide range of
settings and applications, the potential harm that can come from
bias in simple severity scores is made clear by recent
recommendations surrounding COVID-19. Several
recommendations for providing care and allocating limited
resources have suggested that aggressive treatment be provided
to patients based on assessment by MEWS, SAPS II, APACHE,
or similar severity scores [31-33]. However, bias in severity
scores used to triage COVID-19 patients could widen existing
racial disparities in COVID-19 [34], and this work makes clear
that less biased methods are achievable and preferable for such
uses.

Limitations
This study has several important limitations. First, the study
used retrospective patient medical records. There are known
inaccuracies in the way that race and ethnicity are recorded in
medical records; this in turn may have impacted the accuracy
of our results [35]. Additionally, our analysis compared
nonwhite to white patients and did not consider more nuanced
categories of racial identity. There may be nuances in the
accuracy of the algorithm and its comparators across these
groups. We also note that overall, our study sample was largely
white, with only around 18% of our sample reporting nonwhite
race or ethnicity. The predominance of white patients in this
study may have biased results; validation of this model on
additional datasets is warranted. Research has indicated the
potential for bias in the way that seemingly objective measures
such as heart rate, respiratory rate, and spirometry, as well as
pain assessments, are made across racial groups [22,36-38]. Lab
measurements also pose the potential for bias due to the
incorporation of race corrections in measures such as estimated
glomerular filtration rate. Additionally, there are further ways
of measuring and assessing discriminatory predictive
performance not assessed in this paper. This is a retrospective
study, and we therefore cannot determine the impact this
algorithm will have on patient care in a live health care setting.

Conclusions
We believe that the potential for bias through this mechanism
is mitigated in our machine learning method as compared with
rules-based methods. This is due to our incorporation of several
laboratory measures collected using standardized methods not
incorporating race corrections, use of measurements obtained
at a variety of time points and therefore likely assessed by a
variety of clinicians, and statistical methods used to minimize
bias during the model training process. Despite its limitations,
the algorithm examined in this study shows promise as one of
many necessary steps toward decreasing racial disparities in
health care.
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AUROC: area under the receiver operating characteristic
DOR: diagnostic odds ratio
ESI: emergency severity index
ICU: intensive care unit
LR+: positive likelihood ratio
LR–: negative likelihood ratio
MEWS: Modified Early Warning Score
MIMIC-III: Medical Information Mart for Intensive Care–III
SAPS II: Simplified Acute Physiology Score II
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