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Abstract

Background: During health emergencies, the people within affected communities ask many questions at a time when professional medics and health agencies are overstretched and struggling to cope. Our previous research has shown that, during the 2014-2015 West Africa Ebola crisis, volunteer-moderated online discussion forums were able to provide peer-to-peer reliable, trustworthy, and well-managed information. We speculated that with the right mix of epistemic and experiential knowledge, such a discussion forum could be set up rapidly during a future serious disease outbreak.

Objective: The aim of this study was to set up a peer-to-peer health information exchange forum within the shortest time possible after the emergence of a real outbreak of a serious infectious disease. An outbreak of Nipah virus in Kerala, India, in May 2018 provided the opportunity to test our theories.

Methods: We initiated a Nipah virus discussion forum on the platform Reddit, recruiting volunteer moderators from within the existing Reddit community. This facilitated posts and comments to the forum from genuine Reddit users. We gathered and analyzed data on the number of posts, comments, page views, and subscribers during the period of May 24 to June 23, 2018, by using the data analysis tools embedded in the Reddit platform.

Results: We were able to set up a functioning health information exchange platform by May 24, 2018, within two weeks of the index case and one week of the official World Health Organization verification of a Nipah virus outbreak. Over the following five weeks, the forum received a steady flow of traffic including posts (36) and comments (21) submitted, page views (840), and subscribers (33). On the busiest day, 368 page views were recorded. The forum provided information in the languages spoken in the outbreak region as well as in English on how the virus spreads, symptoms of the disease, and how to take measures to avoid contracting it. Information on government helpline numbers and frequently asked questions was also provided to the community at risk.

Conclusions: The delivery of a fully functional discussion forum within a short space of time during an actual health emergency demonstrates that our suggestion is fully practical. Our theory that Reddit could provide a suitable platform to host such a forum was upheld. This offers great potential for public health communication during future serious disease outbreaks.

(JMIR Public Health Surveill 2019;5(4):e13753) doi:10.2196/13753

KEYWORDS
information science; internet; disease outbreaks; public health; behavior; communication

Introduction

Background

In a public health emergency when health care systems may be overwhelmed, the ability of affected communities to crowdsource reliable information could have a significant impact on the extent to which a disease outbreak might be contained or its spread slowed [1-3]. Funk et al [4] have theorized that behavioral changes might influence the spread of disease, and Funk and Jansen [5] have modeled the impact of peer influence on disease spread. Cole [6] has investigated how reliable,
trustworthy, and timely public health information can be exchanged over peer-to-peer platforms, including in the event of a public health emergency, and how this might be best achieved by using platforms that are already widely used by the affected population—in particular, the already existing and highly popular information sharing platform Reddit. Her case study on the use of Reddit during the 2014-2016 Ebola virus outbreak in the West African countries of Sierra Leone, Liberia, and Guinea [7] suggests that such forums can provide a useful resource during disease outbreaks.

**Near at Risk, Far at Risk, Real at Risk**

Cole and Watkins [8] have identified three different stages through which people experience disease outbreaks: Real at Risk, Near at Risk, and Far at Risk. In each stage, how people seek out information and the type of information they require differs. Real at Risk information seekers are defined as being in close physical proximity to a person displaying symptoms or known to be infected. Near at Risk information seekers live in a region where cases have been recorded in locations they are likely to visit, requiring behavior modifications that will reduce their likelihood of becoming infected. Far at Risk information seekers are geographically distanced from outbreaks and in no real danger of contracting the virus. Closeness can be defined not only by geographical proximity to cases of the disease but also by intimacy and socioeconomic similarity to those affected [7-9]. Participation in online forums can lead participants to perceive themselves as being in a higher risk category than is actually the case [7-9], opening up interesting possibilities for spreading public health information and encouraging risk avoidance behavior to be adopted ahead of the actual arrival of a disease outbreak.

**From Passive Absorption of Facts to Active Questioning**

During the Far at Risk phase of the 2014-2016 Ebola outbreak, health information seekers were content to passively collect facts, statistics, and scientific information relating to disease characteristics and spread. During the Near at Risk and Real at Risk phases, however, interaction, discussion, and advice tailored to personal circumstances became increasingly important. The community came together in online forums to answer each other’s questions and provide advice, particularly during the latter phases of the outbreak when an increasing number of people had the experience of living with the disease [7].

When information on how to protect oneself from infection, how to recognize symptoms, and how to treat loved ones at home is provided through peer-to-peer online communities rather than through professional authorities, credibility of the information provided becomes vital [10,11]. Advice must be accurate if it is to be not only distributed but also acted on [6]. In online forums, the community can collaborate by upvoting material as well as posting it, making particular posts not only more visible but also adding to their credibility: users are more likely to trust information that other users have shown they also trust and value [7,12].

**Credibility of Information**

On the subreddit r/ebola, community collaboration allowed for credible and accurate information to be shared among those experiencing the crisis firsthand, while also providing factual information for those Far at Risk [8]. The quality of information presented on subreddits depended, however, not only on contributors who had expertise in the subject matter, but also on expert moderators who managed the forums and regulated the posts. These expert moderators use technical skills to code the subreddit and set automoderation tools that reduce the time burden on the human moderators by, for example, automatically removing posts that contain racist or sexist terms or profanity or those from media sources known to be sensationalist or biased. Equally important is experiential knowledge of the platform that enables a forum to scale up quickly in times of high traffic and recruit quickly new moderators who have specific skills, experience, and knowledge. For example, moderators of other forums on the same platform may have knowledge of local languages spoken in the affected region or of local conditions and facilities. Experiential knowledge of the platform is vital for knowing how to seek out individuals with these skills.

**Lessons From Ebola**

The Ebola virus public health emergency of international concern (PHEIC) of 2014-2016 led to high rates of morbidity and mortality that imposed a severe economic burden on West Africa but also provided a key insight into the information requirements of those in the midst of an epidemic and how a peer-to-peer information platform could address this. It showed that there are three linked requirements needed to set up and manage a forum: subject matter expertise, experience with the platform chosen for use, and technical ability, all of which are essential to enable a discussion forum capable of hosting thousands of users to be set up quickly in the wake of an unexpected and rapid-onset outbreak of infectious disease [7].

Existing sites such as Reddit that are widely used and already familiar to many users have the potential to become highly trusted platforms for sharing vital medical information during a pandemic, epidemic, or outbreak. They can provide information that is accurate and well regulated [6,7]. Prior to 2018, this hypothesis had not been tested during a real-life outbreak of a serious infectious disease. We had considered creating a subreddit dedicated to a disease outbreak in the hope of validating our theory but needed an actual disease outbreak to occur in order to test it in vivo.

**Kerala Nipah Virus Outbreak**

The opportunity to create such a subreddit arose in May 2018 [13], when an outbreak of Nipah virus (NiV), a viral infection causing severe flu-like symptoms with a case fatality rate of 50% to 75%, occurred in the Indian state of Kerala.

On May 19, 2018, the World Health Organization (WHO) confirmed that three people had died in Kozhikode District, Kerala State, India, due to NiV [14]. Nipah is a zoonotic disease that can be transmitted to humans from animals such as pigs and bats (fruit bats of the Pteropusidae family are widely accepted to be the natural host), through direct human-to-human
contact, or through consumption of contaminated foods, in particular fruits and palm sap contaminated with bat saliva or urine [15,16]. At the time of the Kerala outbreak, there was no vaccine for the disease, which could only be treated by supportive care [17].

To validate our hypothesis that sites such as Reddit can be a stable platform through which to share useful information (including medical advice, likely sources of infection, routes of primary and secondary transmission, and effective treatment options) with affected communities in the midst of a public health emergency, we aimed to build a subreddit dedicated to discussing the outbreak, from scratch, in as short a time as possible that could serve a genuinely at-risk community.

**Reddit Use in Kerala**

For our experiment to work, the population affected by the outbreak needed to be using Reddit prior to the outbreak. Kerala has a population of 34 million [16] and an above average level of affluence for India [18]; at the time, average income in the region was Rs 59,000 (US $850) per annum compared with Rs 38,900 (US $550) for India as a whole. Educational attainment is also higher in surrounding regions; the literacy rate for Kerala was 94% compared with a national average of 74%. A subreddit dedicated to the region, r/Kerala, has been active since March 2008 [19]. At the time of the NiV outbreak, this forum had just over 4000 subscribers. Observation of the discussions taking place on the site suggested that most users were based in Kerala, and the forum serves the community rather than being an information site for visitors or tourists.

The NiV outbreak, therefore, offered an ideal opportunity to create an online health information forum on an existing and widely used platform that could potentially be taken up and used by a population Near at Risk to a serious disease outbreak.

**Methods**

**Building a Forum**

Our previous research [6-8] has indicated that forums for high-quality peer-to-peer information exchange during disease outbreaks work well when existing popular platforms are used and the forum moderators have experience in both the subject under discussion and the platform on which the discussion is hosted. We therefore aimed to build a suitable forum on an appropriate platform and recruit a moderator team to run it.

We chose to build the forum on Reddit, a news aggregator site that also hosts discussion forums. It is one of the world’s 20 most popular websites [20], allowing users to post content, comment on content, and vote on both posts and comments made by other users. Content is socially curated and promoted by site members through voting [21]. Reddit is composed of hundreds of thousands of individual subreddits—forums on specific topics—all of which share information and host discussions to which any reddit user is free to contribute. Our previous research has shown that Reddit can host huge discussions and is capable of rapid growth [7].

Each subreddit is monitored and managed by volunteer moderators who are able to set rules and remove posts and comments that are deemed inappropriate, offensive, or inaccurate (for example, those that contain information that is factually incorrect, use racist or sexist language or profanities, or are aggressive), resulting in an online space where useful and interesting information can be shared among users. Further research has shown that while the quality of the information on such forums is variable, on well-managed forums it can be scientifically accurate and in line with accepted medical practice [6]. When doctors were asked to rate the usefulness and accuracy of comments and posts, the ratings they gave the information validated the Reddit community’s perception of which contained the better information [7]. As such, we believe that Reddit has many characteristics conducive to ensuring the promotion of reliable, trustworthy, and high-quality information, including its voting structure, volunteer moderators, and complex system of trust markers [6,7].

The suggestion to set up r/nipah was initially made by an experienced reddit moderator, known by the username u/IWIIM8, who had been interviewed during our previous r/ebola study [7] and remained in contact with the research team. This moderator suggested that a forum dedicated to sharing valuable content about events and the infection itself (such as symptoms and treatments) and responding to common queries through frequently asked questions (FAQs) would be beneficial to the affected community. The subreddit r/nipah was set up through the Reddit platform on May 24, 2018, by u/JenniferColeRHUK (one of the authors of this paper). The user u/IWIIM8 was invited to become a moderator and provide technical and experiential expertise, with u/JenniferColeRHUK proving subject matter expertise if and when appropriate.

**Recruiting a Moderator Team**

Once the subreddit had been initiated, we next needed to recruit an effective group of moderators to help keep the forum running. Our previous study [7] had identified three distinct moderation tasks that needed to be covered by a moderation team (or a single moderator): subject matter expertise, technical expertise, and experience in Reddit’s norms and structure. We were able to access and draw on all of these through the Reddit community and construct an effective and efficient moderator team within a reasonably short time frame.

We set out to recruit a team of moderators that conformed to the skillset identified above and the group dynamic identified as most beneficial to enabling the emergence of collective intelligence [22], a form of crowd wisdom greater than the sum of its parts. Through a post made to r/CSShelp [23] we recruited u/nortonism, a CSS programmer willing to help with formatting the forum, in particular to help with setting up the AutoModerator, an inbuilt function that can automatically remove information posted by users that is insensitive (eg, racist language suggesting that lack of personal hygiene is responsible for the outbreak) or inaccurate (eg, comments that might suggest the virus is airborne if this is not the case). We invited u/rodomontadeferrago, a Reddit user who was posting useful information on r/ebola study [7] and remained in contact with the research team.

The additional moderators listed on the forum are the authors...
of this paper (u/Snowflake1000, u/breezehair, and u/rosen1997) and a bot (u/BotBust).

We also approached posters who were posting information on the NiV outbreak, including information on its transmission and government responses to the outbreak, in r/India [24] and r/Kerala [25], directing them to the r/nipah subreddit. We asked them to cross-post (enabling content they posted to appear on more than one subreddit) and conferred Approved Submitters status on those providing high-quality information.

Data Collection
Data from the subreddit were collected, added to an Excel spreadsheet (Microsoft Corp), and analyzed (Multimedia Appendix 1). Data collection included the number of posts and details of each post by username, time and date, number of comments received, points received (average of upvotes and downvotes), user karma (posting history and rating), and whether the post was cross-posted.

Results

Platform Construction and Management
Drawing on Cole’s [6,7] previous experience with Reddit (gained during the Ebola PHEIC of 2014-2016), a functioning health information exchange platform, and the subreddit r/nipah, was set up on May 24, 2018. The first post, titled “Welcome to r/nipah” [26], introduced the subreddit as a place to “share reputable news items on Nipah outbreaks, factually correct scientific information about Nipah, and advice on what to do if you are concerned about outbreaks.” The forum encouraged discussions between those affected and medical professionals in the local area or more distant.

The forum was constructed on the existing Reddit platform within 2 weeks of the index case and just 5 days after the official WHO verification of a NiV outbreak on May 19, 2018, following three deaths in Kerala [13]. This was within the first 10 days after the outbreak was announced, the prime time frame required for containment [1].

During the first week of the forum’s existence, 18 posts were contributed by moderators and 5 spontaneous users from the Reddit community who simply wanted to share information and were not part of the research team, following requests for contributions on r/Kerala and r/India. Early posts included links to NiV fact sheets produced by the WHO and the US Centers for Disease Control and Prevention (CDC), news items on crematorium staff shunning NiV victim’s bodies, and advice on food safety and personal hygiene. After a Reddit user asked whether they should seek medical diagnosis for a mild fever [27], information was provided on government helpline numbers in India. Links were also posted to responsible professional media coverage from agencies such as the Times of India. The forum had already been running for 4 days when the spread of the virus appeared to worsen: 15 people in Kerala were infected by May 28, 2018 [13].

Over the following 4 weeks, until June 23, 2018, when the outbreak was considered to be over [28], the forum received 36 posts and 840 page views (including 368 on the forum’s busiest day, May 26, 2018). Posts linked to news items from reputable international sources such as WHO, Stanford University, and the Times of India giving scientific information about how the virus spread and how the outbreak was being managed by the local authorities. The forum provided information in local languages as well as English. Permanent links to government helpline numbers were posted and disease-specific FAQs—lists of questions frequently asked by posters, with answers provided—were developed.

The users of the forum expressed views that located them in the affected regions of India (eg, by stating where they lived or worked) and thus indicated that participants did include some Near at Risk candidates, although it was not possible to determine the location of all forum users.

Moderator Team
We recruited a diverse set of moderators who were male and female, aged 21 to more than 50 years, based in America and the United Kingdom with support from approved posters in India. The moderators displayed a diverse skillset covering technical expertise, subject matter expertise, and experience using Reddit. Two of this paper’s authors (JC and CW) are sufficiently experienced Reddit users and moderators to be considered a genuine part of the moderation team; SE was a nonparticipant observer. Reddit users u/nortonism and u/IIWIM8 (neither had an academic affiliation) ensured that only relevant posts and comments appeared on the subreddit, coded the flair categorizations for the posts, and organized the layout of the subreddit. A further moderator recruited from the Reddit community, u/rodomontadeferrago, provided subject matter expertise. The moderation team were all Far at Risk [8], geographically distributed between the United Kingdom and the United States. With the moderators regulating site content, the site was left open for Reddit users who were either experiencing or interested in the crisis to post material.

Posts Made to the Subreddit r/nipah
Across the 31-day time period between May 24, when the forum was set up, and June 23, when the forum users and local Kerala newspapers considered the outbreak to be over [29] (although the official WHO declaration was not made until 6 weeks later [28]), 36 posts were made to r/nipah. These consisted of 29 link posts (links to content posted on external websites such as news media, WHO, or CDC) and 7 self-posts (generally questions or comments that do not link to content hosted elsewhere) of which 3 were FAQs. The site gained 33 subscribers during this period. Self-posts included FAQs to help those who were Real at Risk assess the crisis and a medical query from someone in fear of having caught the illness. An external user also shared their suggestions for how to improve the subreddit site, such as a crackdown on jokes that some users might find inappropriate. When information was posted in Hindi, which none of the moderators spoke and whose quality they were therefore unable to verify, moderators sent a personal message through the Reddit internal mail system to one of the posters known to be based in India, u/Valarauko, asking for translation. A full translation was provided and posted on the site for the benefit of other users.
The 36 posts received an average score of 3 points per post (range 1-6) from the community, indicating an average ratio of 3 upvotes to every downvote received with a range of 60% to 100% upvoting (specific numbers of upvotes-to-downvotes are not available). A total of 113 points were recorded across all posts.

The forum received a reasonable amount of community interaction during the outbreak, including 21 comments made against the posts and 12 cross-posts to or from other subreddits including r/India, r/generalsciences, and r/medicine. Discussions under the top-level posts addressed the validity of articles posted on r/nipah, r/sciences, r/infectiousdiseases, r/Kerala, and r/EcoInternet.

Once the NiV outbreak was announced to have been fully contained in Kerala, on June 9, 2018, posting activity slowed down on the site. The final active post made within the lifetime of the outbreak, titled “Kerala bids musical farewell to Nipah virus—r/Kerala” [29], was posted on June 23, 2018. This was followed by a disclaimer post [30] explaining that the subreddit had been set up as part of an academic research project and inviting any other researchers to contact us to share data and findings.

**Discussion**

**Principal Findings**

The r/nipah subreddit does seem to have achieved its ultimate goal of creating a safe space for information exchange where people could refer to information relating to the NiV outbreak, make queries, and receive reputable responses. As far as we can ascertain, the content on the subreddit contained high-quality information, with no conspiracy theory posts or scaremongering. Genuine concerns were expressed and answered with useful information and advice. Very quickly, we had created the basis of what could potentially become a very useful public information platform.

In comparison with many subreddits, r/nipah attracted only a modest number of subscribers (33), however. This is likely to be due to the small-scale nature of the outbreak and the fact that authorities handled the situation well. With the outbreak under control, there was little need for an unofficial information forum. Had the outbreak spread and the situation become more serious, we believe we had put in place the necessary platform architecture, information, and expertise needed to run the forum; however, there was insufficient opportunity to test this fully or assess the extent to which the forum made a measurable contribution to the management, progression, or containment of the outbreak.

Nonetheless, we feel that the Kerala NiV outbreak of 2018 provided an opportunity to study the efficacy of health solutions offered via Reddit. It allowed us to study a real outbreak in real time that occurred in an area where many people already used the forum, evidenced by the existence of both r/Kerala, a local community forum used by people living in Kerala, and r/India. This was a major difference from the Ebola outbreak studied in our previous research [7] where internet penetration in the affected region was low, and people did not, by and large, post on Reddit. The r/ebola community was almost entirely Far at Risk, while Real at Risk nongovernmental organization workers interviewed during the same study were not widely using Reddit. The r/Kerala community was, by contrast, Near at Risk with a realistic likelihood of a transition to Real at Risk and did use Reddit.

The heavier ratio of link posts to self-posts (4:1) seen on r/nipah is consistent with the pattern that we would have expected from our previous research [7,8], which is that when cases and perceived risk are low, information seekers are more interested in facts and statistics and are happy to passively receive information from the media and official sources but do not necessarily want to interact or discuss that information through two-way dialogues.

**Spread of Conspiracy Theories**

Unlike on other disease outbreak subreddits including r/ebola and r/zika, no conspiracy or openly negative posts were made on r/nipah that could have hindered its ability to maintain a safe space in which to discuss the events. This was possibly because there were no existing antigovernment or antitechnology narratives on which conspiracy theorists felt the need to jump; conspiracy theories on other forums tend to rely on preexisting narratives (eg, that the Sierra Leone government was prone to kill off voters in regions held by the opposition party, seen during the Ebola outbreak, or the narrative that genetically modified crops were responsible for the Zika virus outbreaks in South America [7]). This may be because, in contrast to the 2014-2016 Ebola outbreak, the Kerala NiV virus outbreak was small in terms of the geographic area affected and number of cases recorded and thus did not attract disruptive attention. Another reason might be that as the outbreak appeared to be handled well by the national government and health care system, there was little room for credible criticism.

By distributing tasks across a moderator team, with some taking on dedicated roles such as programming the AutoModerator function, pressure was taken off the team during a period when the site was likely to experience rapidly increasing traffic.

**Location of Posters**

One final observation of interest is that the profiles of users who posted and their activity on other subreddits suggests that more of them were Far at Risk than Near at Risk or Real at Risk. Even those who posted from within India did not seem to be within close proximity to Kerala, although they did express genuine concerns. This is, however, an assumption based on user activity observed: we cannot confirm the actual location of each user. An interesting avenue of future research would be an analysis of the geographic location of users, which may enable us to better understand the audience the subreddit attracted: did it truly serve those who were Real at Risk/Near at Risk of contracting NiV or only those who were Far at Risk but interested in the outbreak? These data would be crucial in helping to develop a site that would fully prove our theory. However, we also suggest that providing information to people ahead of their actual exposure to the virus, enabling them to learn about it, prepare for it, and consider how they might need to modify their behavior in the event of a closer outbreak, is...
unlikely to have any disadvantages and may help communities to remain calm during an escalating epidemic.

The results we obtained indicate a measure of success: a fully functional discussion forum was constructed swiftly within a short space of time, an effective moderator team was recruited, and although the number of subscribers and posts was small, the information provided was high quality. The self-posts and FAQs in particular stand as a good example of how the community came together on this platform. This was all achieved during an actual health emergency, proving our theory that such a delivery is practical and fully achievable. We believe that these results validate our idea that Reddit can be a suitable platform where those experiencing or interested in serious disease outbreaks can come together to share valuable information and advice regarding the crisis.

This research offers great potential for public health communication during future serious disease outbreaks, particularly if such a discussion platform could be supported by or linked to an existing trusted health brand such as ProMED or WebMD and used in conjunction with notifications of disease outbreaks to provide information on how best to react to known and expected events. Public communication at scale is completely feasible; well-moderated subreddits manage discussions with contributions from tens of thousands of users and tens of millions of readers.

Limitations
The study is limited by the resources available to the researchers and the information available on the Reddit users. We were not able to confirm, for example, the geographic location of the posters or of the Reddit users responsible for the page views and so cannot determine whether the majority were Far at Risk, Near at Risk, or Real at Risk. Access to such information in future studies would be advantageous.

The study was also limited by the low number of cases of NiV infections, which did not overstretch local health care systems.

Despite the mortality rate of the virus being significantly high, with a 74.5% average case fatality rate [31], the Indian government was able to contain the outbreak rapidly. It is therefore somewhat unrealistic to compare r/nipah and the NiV outbreak with r/ebola, as the 2014-2016 West African Ebola outbreak lasted for more than 2 years and affected a much larger global area. The situation also differed in that the NiV outbreak took place in a middle-income country where there was much higher access to and use of the internet.

Comparison With Prior Work
This work draws largely on our own previous research into the potential use of peer-to-peer, self-regulated discussion forums (particularly those hosted by Reddit) during a PHEIC featuring a serious infectious disease with limited treatment options [6-8]. We are not aware of any other research teams that are currently examining the potential use of such forums during similar events or other public health emergencies and consider our approach to be unique.

Conclusions
We had previously theorized that we could use an online social networking platform such as Reddit to be a valuable knowledge exchange space in the event of an epidemic. The NiV outbreak created an opportunity for us to test this theory in real time, allowing us to set up the r/nipah subreddit, a space where people could come together in the time of crisis, be updated regularly with information regarding the virus, and receive advice on their concerns. Our results suggest that Reddit and sites like it can perform as platforms where medical and health information can be distributed, enabling people in need to communicate and discuss any issues encountered during a public health emergency. This could be an extremely efficient use of time, money, and other limited resources during future outbreaks, allowing such forums to deal with minor cases and queries regarding epidemics while leaving valuable professional resources free to deal with more urgent cases.
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Abstract

Background: Nonclinical determinants of health are of increasing importance to health care delivery and health policy. Concurrent with growing interest in better addressing patients’ nonmedical issues is the exponential growth in availability of data sources that provide insight into these nonclinical determinants of health.

Objective: This review aimed to characterize the state of the existing literature on the use of nonclinical health indicators in conjunction with clinical data sources.

Methods: We conducted a rapid review of articles and relevant agency publications published in English. Eligible studies described the effect of, the methods for, or the need for combining nonclinical data with clinical data and were published in the United States between January 2010 and April 2018. Additional reports were obtained by manual searching. Records were screened for inclusion in 2 rounds by 4 trained reviewers with interrater reliability checks. From each article, we abstracted the measures, data sources, and level of measurement (individual or aggregate) for each nonclinical determinant of health reported.

Results: A total of 178 articles were included in the review. The articles collectively reported on 744 different nonclinical determinants of health measures. Measures related to socioeconomic status and material conditions were most prevalent (included in 90% of articles), followed by the closely related domain of social circumstances (included in 25% of articles), reflecting the widespread availability and use of standard demographic measures such as household income, marital status, education, race, and ethnicity in public health surveillance. Measures related to health-related behaviors (eg, smoking, diet, tobacco, and substance abuse), the built environment (eg, transportation, sidewalks, and buildings), natural environment (eg, air quality and pollution), and health services and conditions (eg, provider of care supply, utilization, and disease prevalence) were less common, whereas measures related to public policies were rare. When combining nonclinical and clinical data, a majority of studies associated aggregate, area-level nonclinical measures with individual-level clinical data by matching geographical location.

Conclusions: A variety of nonclinical determinants of health measures have been widely but unevenly used in conjunction with clinical data to support population health research.

(JMIR Public Health Surveill 2019;5(4):e12846) doi:10.2196/12846

KEYWORDS

social determinants of health; socioeconomic factors; inequalities; population characteristics; social conditions
Introduction

Nonclinical Determinants of Health

Nonclinical determinants of health, which refer collectively to the social, behavioral, and environmental factors and contexts that influence patient health outside of health care settings, are of growing importance to health care delivery and health policy. In terms of individual care, unmet needs related to nonclinical determinants of health can influence patient nonadherence to health care recommendations, limit patient-provider communication, exacerbate health conditions, and require significant time and organizational resources to address [1]. Moreover, nonclinical determinants of health needs are common. Estimates suggest that as many as half of primary care patients in the United States have unmet social needs [2,3]. For health care organizations, nonclinical determinants can inform risk stratification or patient segmentation efforts as health systems work to develop and target interventions and outreach appropriately [4,5]. From a health policy perspective, the nonclinical determinants of health illustrate disparities within the current US health system, many of which can only be addressed through policy interventions [6]. As such, health care organizations and policy makers are becoming more attentive to nonclinical determinants of health, as evidenced by initiatives from large, innovative health systems [7,8] and the specific screening and service linkage requirements in the Centers for Medicare and Medicaid Services Accountable Health Communities program [9].

The Potential Utility of Combining Nonclinical Determinants with Clinical Data

Concurrent with growing interest in better addressing patients’ nonmedical issues is the exponential growth in availability of data sources that provide insight into the nonclinical determinants of health. Data potentially relevant to nonclinical determinants range from detailed individual-level observations (such as shopping behavior collected through a grocery store’s rewards application) to social networks and area-level measures of climate, built environment, or policy environment [10]. Numerous researchers and commentators see vast potential for indicators derived from these data to improve both the health care system and individual patient care [11-13]. In particular, the greatest gains might be realized using nonclinical determinants of health data in conjunction with clinical data sources, such as electronic health records (EHRs) and clinical registries [10]. These novel combinations of data could provide new insights into patient risk behaviors, factors complicating care delivery, population-level health assessment, health system evaluation, provider decision making, and more [14,15].

However, within this context of increasing availability of nonclinical determinants data, it is not widely understood which nonclinical determinants of health constructs and indicators are supported by the literature as useful for health services and policy research. Therefore, the purpose of this review was to characterize the state of the existing literature on the use of nonclinical health indicators in conjunction with clinical data. Specifically, we sought guidance on the domains of determinants (eg, socioeconomic status [SES] or built environment), data sources (eg, population registries and US Census data), and specific measures (eg, area median household income) that are necessary to characterize the nonclinical determinants of health for use in combination with clinical patient-level data. Review findings will be used to guide the development of a population health data commons that will link to comprehensive, community-wide clinical information.

Methods

Overview

We undertook a rapid review [16] of the published literature and relevant policy reports to support our institution’s broader project of developing the data architecture and governance policies necessary to create a data commons for clinical and nonclinical determinants of health information. Rapid reviews are literature reviews that are limited in scope and have a shorter time frame, typically up to 6 months [16]. Our institution’s broader initiative to develop a data architecture was in direct response to high-priority funding focused on the opioid epidemic and needed feedback from the review team within a few months. The information obtained from this rapid review informed the overall architecture of the system and corresponding metadata dictionaries and prioritized data for inclusion.

Search Strategy

For the purpose of this review, we adopted a broad definition of nonclinical determinants of health that included individual-level behaviors, social contexts, physical environments, and health policies [6,17-19]. We operationalized environment to refer to different levels, such as a community, neighborhood, or family [20]. We took this approach to reflect the wide variation in potential use cases and research questions that could benefit from combined nonclinical determinants and clinical data.

Study Eligibility

Articles and reports describing the effect of, the methods for, or the need for combining nonclinical determinants data with clinical data were eligible for inclusion. For this review, we defined clinical data as any patient-level data that were generated by health care encounters (eg, EHR data, claims, discharge records, immunization records, cancer or other disease registries, or genomic data). We did not consider public health surveys (eg, the National Health and Nutrition Examination Survey) to be clinical data. We did not limit study eligibility by study type and allowed for the inclusion of any study design and nonempirical expert commentaries. Only articles from peer-reviewed publications or reports from governmental agencies and grant-making organizations were eligible for inclusion. We limited the literature to English-language studies published in 2010 or after to reflect the widespread clinical information system adoption resulting from the introduction of the Health Information Technology for Economic and Clinical Health Act.

Information Sources and Search Terms

The primary search concepts were nonclinical determinants of health and clinical data. Although there are numerous specific
nonclinical determinants of health to make the search and screening manageable in the short amount of time available for a rapid review, we used keywords and Medical Subject Headings terms such as social determinants or factors, socioeconomic factors, behavioral factors, health disparities, environmental exposure, and exposome, a specialized term referring to the measure of all lifetime exposures of an individual and how these exposures relate to health. For the clinical data concept, we used terms such as EHR, electronic or computerized patient and medical data, medical order entry systems, and decision support systems. We selected these concepts based on several key reviews and reports [17,21,22]. Multimedia Appendix 1 provides the full search strategy. We searched 2 databases, MEDLINE (via Ovid) and Web of Science, in April 2018.

All English-language articles from 2010 to April 2018 were exported to EndNote Version 8 citation management software (Clarivate Analytics). In addition, we manually reviewed the articles cited within selected articles, the table of contents from key journals (Multimedia Appendix 1), and the websites of the World Health Organization, Agency for Healthcare Research and Quality, National Institutes of Health, the National Academy of Medicine, and the Robert Wood Johnson Foundation for citations to relevant articles. We elected to search the websites of these governmental and nonprofit organizations in particular because of their focus on nonclinical determinants and population health. If the report summarized or presented previously published findings, we obtained those citations. The initial search yielded 2748 unduplicated records from the database search and 21 records from table of contents screening of key journals and website review (Figure 1).

Figure 1. Diagram of articles reviewed for inclusion and qualitative synthesis.

Study Selection
First, we screened the titles and abstracts of all records retrieved from the search. The primary goal of title and abstract screening was to exclude all non-US–based articles and articles with no indication of a focus on nonclinical determinants of health combined with clinical data. A total of 4 members of the research team first conducted a joint screening session on a random selection of citations to establish operational definitions and develop a cohesive screening approach. The team members then independently reviewed the title and abstract for each record to arrive at the included set. Our primary screening based...
on title and abstract resulted in 617 records for full-text review (Figure 1).

The research team members then independently read the full text of each article and determined its inclusion status on a randomly selected approximately 10% subsample from the 617 records identified from primary review. Agreement on inclusion status for the 10% subsample was kappa=0.70. The research team resolved differences by consensus in a joint reading session and independently reviewed the remainder of the articles. We retained articles for inclusion in the review if the article described the measurement or data source of at least one nonclinical determinant of health, which eliminated articles on technical architectures or database design issues that did not describe actual measurement. Owing to the study focus on nonclinical determinants and clinical data source linkages, we excluded articles in which the only nonclinical determinants of health measures were derived from clinical data (eg, insurance status or smoking history recorded within an EHR). Nonclinical determinants of health measures had to be derived from information systems, repositories, or collection methods apart from a clinical information system, including data from population surveys, epidemiologic registries, and US Census data. Furthermore, because our focus was on the use of these data for research, we limited inclusion to articles that used nonclinical determinants to describe, explore, or relate to a health outcome (eg, disease, condition, health status, and utilization). In addition, we reassessed each full-text article according to the exclusion criteria used for the initial title and abstract screening (ie, non-US–based articles or no focus on nonclinical determinants of health and clinical data). A total of 178 articles met the inclusion criteria after full-text review.

Data Abstraction

An initial codebook was established, and after joint coding and discussion on a subset of articles to ensure consistent and calibrated data collection, the reviewers independently abstracted and coded relevant data elements from the full text using a standardized data collection instrument. We developed and refined the data collection instrument in light of the articles read jointly in the previous steps. We abstracted the measures, data sources, and level of measurement (individual or aggregate) for each nonclinical determinant of health reported. To organize the diverse set of reported nonclinical determinants into meaningful groups, we created domains based on a combination of existing conceptual frameworks and definitions [22–24]. We did not rely on any single framework to ensure that we captured a breadth of nonclinical determinants of health concepts and not only those of greatest interest to US policy makers and researchers. The domains are summarized in Table 1.

Table 1. Nonclinical determinants of health measurements by domain.

<table>
<thead>
<tr>
<th>Nonclinical determinants domain</th>
<th>Example measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Socioeconomic status and material conditions</td>
<td>Income, poverty, access to food, employment, living conditions, race and ethnicity, gender, insurance status</td>
</tr>
<tr>
<td>Behaviors</td>
<td>Smoking and tobacco use, diet, illicit substance use, alcohol use, medication adherence, physical activity</td>
</tr>
<tr>
<td>Built environment</td>
<td>Transportation, sidewalks, walkability, buildings</td>
</tr>
<tr>
<td>Natural environment</td>
<td>Air quality, pollution, climate, greenspace</td>
</tr>
<tr>
<td>Public policies</td>
<td>Health policies, social policies, laws, regulations</td>
</tr>
<tr>
<td>Health services and conditions</td>
<td>Access to health care, utilization, health literacy, disease prevalence</td>
</tr>
<tr>
<td>Social circumstances</td>
<td>Family, social support, caregivers, marital status, civic participation, community stigma</td>
</tr>
</tbody>
</table>

Furthermore, we grouped the reported study populations according to the key defining characteristics for inclusion in the study: geographic location, population focus (eg, Medicare enrollees, females only, and members of a specific racial or ethnic group), health condition of interest, or organization (ie, the study was focused on individuals who were part of the same health system or insurance plan). We also abstracted the study outcome, which we grouped into the broad categories of utilization, disease or health condition status, mortality, behaviors, risk scores, multiple outcomes, and all others. Other data elements that we abstracted include study design, type of clinical data source, use of census measures, and geographic level of measurement (for aggregate measures).

Results

Primary Findings

A total of 178 articles reported combining nonclinical determinants of health with clinical data (Multimedia Appendix 2 [25-145]). The most common source of clinical data was EHRs (62.9%; 112/178), followed by claims or discharge data (20.2%; 36/178) and disease registries (19.1%; 34/178). Approximately one-third of the articles (34.3%; 61/178) focused on utilization outcomes, and more than one-fourth (27.0%; 48/178) treated disease or condition status as the outcome. Among studies in which disease or condition status was the outcome, health status indicators were commonly related to body mass index or obesity, asthma, and diabetes. A common health condition (eg, diabetes and cancer) defined the study population for the majority of articles (53.9%; 96/178). One-fifth of studies included children in the study sample.

Included articles contained a mix of determinants measured at the aggregate (50.0%; 89/178) and individual (29.2%; 52/178) levels, with many studies using measures at both the aggregate and individual levels (20.7%; 37/178). Among the articles that included any aggregated measures, the geographic level tended toward smaller areas, with 43.6% (55/126) using areas smaller than a ZIP code (eg, a census tract) and 2.3% (3/126) using ZIP codes.
code-level measures. Articles with aggregated measures relied heavily on US Census Bureau data (81.7%; 103/126). Individual-level measures typically relied on questionnaires or supplemental screening (eg, studies by Sheppard et al [146] and Hall et al [147]). The literature appeared to be growing over time, as the number of articles meeting our inclusion criteria generally increased annually from ten articles in 2010 to almost forty in 2018.

The articles collectively reported on 744 different nonclinical determinants of health measures (Multimedia Appendix 3). The majority of articles reported using multiple measures as independent variables (Multimedia Appendix 4; however, several articles used existing or created new indices or composite measures (Multimedia Appendix 5). Most indices intended to summarize the SES and material conditions domain using various measures of income, employment, housing conditions, or other material deprivation. Below, we describe specific findings for each domain of nonclinical determinants.

**Socioeconomic Status and Material Conditions**

Although the literature reflected all 7 of our identified nonclinical determinants of health domains, measures from the SES and material conditions domain dominated the literature, with 89.9% (160/178) of all articles including measures from this area. More than half of articles (57.9%; 103/178) used determinants from only a single domain, and if only 1 domain was reported, it was again largely from the SES and material conditions area. When articles reported on more than 1 domain, the additional domain was also most frequently an SES and material conditions measure.

Income, education, employment, and race and ethnicity-based measures were the most common approaches to representing this domain in the literature. Moreover, measures were highly variable and nuanced. For example, articles reported income as annual household income (eg, a study by Toledo et al [148]), mean household income (eg, a study by Seligman et al [149]), median household income (eg, a study by Grimberg et al [150]), or by various poverty measures (eg, studies by Ye et al [151], Kanzaria et al [152], and Patzer [153]). Similarly, multiple articles used the Gini coefficient to describe income inequality (eg, a study by Wallace [154]). Likewise, articles expressed employment status variously as employed (eg, a study by Shuman et al [155]), unemployment (eg, a study by Tanenbaum et al [156]), seasonal status (eg, a study by Castaneda et al [157]), job class (eg, a study by Eapen et al [158]), hours worked (eg, a study by DeMaria et al [159]), or employment rates by different age groups (eg, studies by Grimberg [150] and Wu [170]).

**Behaviors**

All identified studies combining behavioral data with clinical data sources involved individual-level measurement (Multimedia Appendix 2), and nearly all (90%) in combination with EHR data. Current or historical substance, alcohol, or tobacco use [147,155,161-168]; self-care behaviors [169-171]; and self-reported physical activity levels and nutrition were commonly reported measures in the behaviors domain [147,172,173].

**Built Environment**

The built environment domain included articles with measures ranging from a detailed description of neighborhood aesthetics [169] to traffic volume [174] and land use [175]. Measures were predominately at the aggregate level, and compared with articles with other domains, a higher proportion of articles considering built environment factors listed disease or condition status as outcomes.

**Natural Environment**

Articles with measures related to the natural environment domain measured air pollution and quality [176-179], climate and altitude [179,180], and various hazardous exposures [147,181,182]. This small set of articles linked these measures mostly to EHR and registry data sources.

**Public Policies**

The search strategy only identified 2 articles that linked public policy to clinical data sources. Achkar et al [183] combined state-level policy dates with prescription drug monitoring system usage data in an interrupted time series. Bloasch et al [184] used multiple measures to determine sociopolitical climate for hate crime protection in relationship to mental health status for transgender US veterans.

**Health Services and Conditions**

The health services and conditions domain exhibited substantial variation in measures. Aggregate measures of health services and conditions included both the extent of a particular condition within an area (eg, infectious disease incidence rates [185], percent of population reporting a disability [186], or obesity prevalence [151]) and measures of the supply of providers and facilities within an area (eg, studies by Xiao et al [162], Beck et al [187], Roth et al [188], and Newman et al [189]). Measures reported on an individual basis included travel time and distance to health care provider [190,191]. Unique to this domain, variables such as emergency department overcrowding [192] and hospital quality [193,194] were measured at a facility level.

**Social Circumstances**

Social circumstances was the second most common domain (25%) in the article set, and the most commonly employed measure was an indicator of a patient’s marital status, living arrangements, or family composition (eg, studies by Wu et al [170], Dupre et al [195], and Newgard et al [196]). Some measures moved toward deeper categorization of these arrangements by specifically looking at intimate partner violence or family conflict dynamics (eg, studies by Valentine et al [197] and Schuler et al [198]). Additional social circumstances reflected community stigma [190], social cohesion [169], self-reported social support [199], and structural racism [200].

**Discussion**

**Summary of Findings**

In this review, we sought to describe the extent to which existing research has combined numerous nonclinical determinants of health measures with different clinical datasets to explore a variety of health outcomes and conditions. Using domains
derived from several established frameworks, we identified a comprehensive, but unevenly distributed, representation of nonclinical determinants domains across included studies. Measures related to SES and material conditions were most prevalent, followed by the closely related domain of social circumstances, reflecting the existing widespread availability and use of standard demographic measures such as marital status, education, race, ethnicity in public health surveillance. Although used less frequently in included studies, nonclinical determinants of health measures related to the domains of the built environment, the natural environment, and public policies may indicate a small but growing research base connecting these higher-level determinants with clinical data.

**Comment on Findings**

We do not contend that any domain of nonclinical determinants is the most important; although different determinants arguably have varying importance or relative value, we could not assess the value of every reported measure within the scope of this study. Using the existing literature as a guide, measures reflective of SES and material conditions may be an appropriate initial focus for any work seeking to combine nonclinical determinants of health data with clinical data sources. The frequency with which this domain appears in the literature suggests it is a reasonable starting point for future work in this area that may be applicable to numerous different outcomes. Within this domain, income or lack of income was the most common measure, which is appropriate, given that multiple studies support income as an important determinant of health [201]. In addition, employment and education were common measures in the literature, conceptually distinct from income [202,203], and are supported by expert panels as key nonclinical determinants of health measures [204]. Conversely, a future area of focus may be where the literature is not well-developed (eg, housing and housing stability metrics). In addition, measures derived from race and ethnicity also appeared frequently in the literature. However, patient race and ethnicity are commonly recorded as data elements in routine clinical practice, and many sources of clinical data may already contain these data. Future work might explore the use and role of measures related to race and ethnicity that are less commonly recorded in clinical contexts, such as racism or cultural assimilation, but are significant nonclinical determinants of patient health.

Of potential further value, the SES and material conditions domain also had the largest number of indices and composite measures. Indices may be particularly useful for classification studies [203]. However, indices and composite measures have limitations as well. Indices developed in other countries may not be applicable to US populations, indices that were developed to measure specific constructs may not be applicable to all research studies, and indices and composite measures by design obscure the relationships between individual component measures [202,203].

Nonetheless, the literature in this area may be largely colored by the availability of nonclinical determinants of health data. As noted, most articles used data collected by the US Census Bureau. On the one hand, Census data have the dual advantages of longitudinal data and small area measurement. On the other hand, limitations exist with regard to the accuracy of some Census measures [205], and many measures are probability-based samples with errors around point estimates [206]. Problematically, the extent to which researchers consider the imprecision of measures in their analyses is not always immediately obvious. In addition, although clearly valuable, Census data do not readily, or thoroughly, extend to all nonclinical determinants of health domains. With Census data, nonclinical determinants of health related to SES and material conditions are well described, as are those related to the built environment and social circumstances, albeit to a lesser extent. However, other nonclinical determinants of health are largely unmeasurable using Census data (eg, person-level SES data and housing stability) and require either unique data collection or consideration of sources typically not used by health services and policy researchers. As more data sources become publicly and freely available, the distribution of studies using Census and non-Census sources may become more balanced and, in turn, highlight the growing potential to combine additional nonclinical determinants of health domains with clinical data. Similarly, the use of publicly available nonclinical determinants of health data sources is a reflection on the lack of relevant social determinant and social risk factors data currently captured in clinical information systems. Reliance on Census measures may further decrease as more individual-level measures of social risk are included in clinical datasets through wider implementation of social determinants of health (SDoH) screening tools [207,208] and collection of select social measures in EHRs [209].

Articles included in this review reported both combining individually measured nonclinical determinants of health with clinical data sources (eg, measures of social support obtained by survey merged with EHR data) as well as combining aggregate, area-level measures with individual-level data sources through common geographical location (eg, applying area-level measures such as median household income to individual patients in an EHR, matched by patient address). In our study, the latter approach was more common. The various individual-level nonclinical determinants of health measures, such as transportation needs or social support, are consistent with the medical concept of a social history and express individual needs or resources [210]. The appropriateness of aggregate, area-level measures applied to individuals in the case of public policy is straightforward, as policy within a geographical jurisdiction is (at least theoretically) universally applied. However, the intention and reasoning for the differing levels of measurement linked to clinical data requires clear articulation for the other nonclinical determinants of health domains because characteristics of the aggregate cannot be attributed to the individual. For example, individuals residing within a high-poverty geographic area may not be themselves living in poverty; in fact, it is possible they are living well above the poverty line. When combined with individual-level data, aggregate or area-level measures are reflective of individuals’ situations and contexts but may not accurately capture individual circumstances [211-213]. As opportunities increase to link both aggregate-level and more comprehensive individual-level nonclinical determinants indicators (eg, derived from social media data, financial records, and surveys), the literature would...
benefit from a stronger articulation of the theoretical and methodological choices for levels of linkage with clinical data that to best explains the relationships between social determinants and health outcomes. Moreover, this growing data availability increases opportunities to empirically explore the value of combining individual and area-level SDoH data in explaining outcomes relevant at different levels of intervention, such as provider decision making, population health management, and research.

Previous reviews have commented on the frequent lack of theoretical justification for measurement choices and strategies [214,215]. The level of theoretical justification among the articles included in this review was highly variable. At one end of the spectrum, numerous articles provided extensive justification for selected constructs and measurement strategies (eg, studies by Valentine et al [197] and Schuch et al [216]). These articles tended to be those specifically interested in understanding the role of nonclinical determinants in influencing health outcomes. Other articles used nonclinical determinants of health measures as known confounding factors to be controlled and as such provided less explication and interpretation. Although many nonclinical determinants measures are, indeed, important and widely used confounders in analyses of health-related outcomes, it may be fruitful for future research in this area to provide more thoughtfully considered rationale for the selection of the nonclinical determinants used and how they may relate to the health outcome of interest. For example, income is reflective of the money received over a period of time by an individual or family. However, using income as a catch-all control measure may fail to capture the nuances and significant theoretical implications. For example, individuals and families have differing sources of income, such as salary versus investment, overall income fails to account for expenditures, and how income varies from others in society (ie, inequalities) may have stronger relationships with the health outcome of interest [217-219].

This review has several limitations. Although we grounded our categorization of the multiple nonclinical determinants of health in existing frameworks, other authors have grouped determinants in markedly different ways, thereby inhibiting direct comparisons with previous work. Differences may be most pronounced in our domain of SES and material conditions, which tended to be more expansive than in other frameworks. In addition, our search strategy undoubtedly undercounted articles describing the linkage of public policy and clinical data sources. Linking policy data to clinical records is very common in health policy, health services, and health economics research. However, our search strategy did not locate such articles because these disciplines tend to focus on the role of policy change, instead of framing public policy as a social determinant. Similarly, health services and conditions may also be undercounted because these measures may not be presented as measures of nonclinical determinants of health. Regardless, as our objective was focused on identifying measures, our smaller set of articles was still representative of the whole within these 2 domains. Also, our strategy excluded articles that did not merge nonclinical determinants of health data with clinical data. This requirement eliminated both articles that leveraged single information systems (such as EHRs) that already included nonclinical determinants of health measures, as well as articles focused solely on the measurement and impact of the nonclinical determinants of health. Similarly, our approach was focused on data that were linked to clinical information systems; as such, we do not discuss social factors or risks that may be inferred from clinical data (eg, homeless or transportation barriers) or that could be extracted from narrative texts in clinical documents. In addition, we do not comment on the appropriateness of measure choice, level of measurement, or linkage strategy. Finally, our review cannot be generalized to settings outside the United States.

Conclusions

In conclusion, this review represents a comprehensive synthesis of existing attempts to link nonclinical determinants of health indicators with clinical data. Characterizing the work done so far in this area is an important first step in guiding future attempts to harness nonclinical determinants of health data for population health management initiatives. A better understanding of the types of determinants, data sources, and measures used successfully to integrate nonclinical determinants of health indicators with clinical and administrative health services data can help to shed light on feasibility, best practices, and future need in this important, emerging arena of research.
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Abstract

Background: Social media can be a useful strategy for recruiting hard-to-reach, stigmatized populations into research studies; however, it may also introduce risks for participant and research team exposure to negative comments. Currently, there is no published formal social media recruitment and monitoring guidelines that specifically address harm reduction for social media recruitment of marginalized populations.

Objective: The purpose of this research study was to investigate the utility, successes, challenges, and positive and negative consequences of using targeted Facebook advertisements as a strategy to recruit transgender and gender nonconforming (TGNC) people into a research study.

Methods: TGNC adults living in the Southeast United States were recruited via targeted Facebook advertisements over two cycles in April and June 2017. During cycle 1, researchers only used inclusion terms to recruit the target population. During cycle 2, the social media recruitment and monitoring protocol and inclusion and exclusion terms were used.

Results: The cycle 1 advertisement reached 8518 people and had 188 reactions, comments, and shares but produced cyberbullying, including discriminatory comments from Facebook members. Cycle 2 reached fewer people (6976) and received 166 reactions, comments, and shares but produced mostly positive comments.

Conclusions: Researchers must consider potential harms of using targeted Facebook advertisements to recruit hard-to-reach and stigmatized populations. To minimize harm to participants and research staff, researchers must preemptively implement detailed social media recruitment and monitoring guidelines for monitoring and responding to negative feedback on targeted Facebook advertisements.

(JMIR Public Health Surveill 2019;5(4):e14886) doi:10.2196/14886

KEYWORDS

transgender; LGBTQ; TGNC; marginalized populations; cyberbullying; engagement; compassion fatigue; human subjects; research protections; adverse events

http://publichealth.jmir.org/2019/4/e14886/
**Introduction**

Between the years of 2008 and 2018, social media use among adults in the United States tripled from 21% to 69% [1]. Today, nearly 7 in 10 Americans use social media to connect with peers, engage with news content, and share information [1]. Across the available social media platforms, Facebook is the leading social network with 1.49 billion active members [2]. In the United States, 78% of adults aged 30 to 49 years and 64% of adults aged 50 to 64 years report using Facebook daily [3].

Given the increased popularity of social media platforms, social science researchers are using social media to recruit participants into health, medical, and psychosocial research studies [4-8]. Reliance on social media recruitment has grown as traditional recruitment methods (eg, flyers, newspaper advertisements, mailings, randomized digit dialing) continue to experience barriers to successful study recruitment, especially for hard-to-reach and stigmatized groups [8-10]. Researchers have successfully used Facebook to recruit a vast array of populations who experience stigma or discrimination due to their country of origin [11,12], race or ethnicity [13,14], sexual orientation [15,16], health behaviors [17,18] or mental health status [19,20]. Examples include Spanish-speaking Latino gay men [21], black women in HIV-prevalent urban areas [22], partnered gay men [23], long-term smokers [10], immigrants with limited English proficiency [24], and adults suffering from depressive symptoms [25].

Facebook may be a more effective recruitment tool than traditional methods for capturing marginalized groups. For example, Carter-Harris and colleagues [10] determined that Facebook advertising was a more effective strategy than newspaper advertisements for recruiting stigmatized lung cancer patients who were long-term smokers. Facebook advertising produced more participants than newspaper advertisements (311 vs 30) for substantially lower cost per participant ($1.51 vs $40.80). Researchers’ success in using Facebook as a recruitment tool for marginalized populations may be due to the varied levels of anonymity that social media affords users. Recruitment ads distributed via social media allow users to respond to online survey requests immediately and without requirement for in-person contact with the research team. Facebook users from stigmatized populations who view online recruitment ads may be more likely to participate in survey research that does not require direct contact with the research team, as is often required by traditional recruitment methods (ie, print advertisement providing an email or phone number for more information). For example, in Carter-Harris and colleagues’ study [10], lung cancer patients who feared smoking-related stigma were more successfully recruited in a completely online setting that allowed for greater privacy and anonymity during recruitment and participation.

Facebook users also control the visibility and authenticity of their online identities by including personally identifying details in profiles or restricting access to their profiles by other users via privacy settings. Consequently, when engaging with study recruitment ads distributed via Facebook, potential study participants can choose to remain anonymous or share their online identity by engaging with the recruitment advertisement (eg, by liking, commenting, or reposting). Accordingly, members of marginalized populations may feel more comfortable engaging with social media recruitment advertisements (eg, to ask questions or share study information) because they can choose profile and privacy settings to assert control over how much of their personal information is available to both study team members and other users.

Historically, transgender and gender nonconforming people (TGNC; individuals whose gender identity does not match their sex assigned at birth) [26] are underrepresented in peer-reviewed health-related literature [27,28]. One explanation is that most publicly available, population-based health surveillance surveys do not include gender identity measures [28,29]. Therefore, researchers wishing to document and describe the health of this population must recruit TGNC people into research studies via convenience samples in community-based spaces [30-32]. These spaces may be in-person via TGNC-inclusive organizations or groups or via online platforms, including social media [33]. While several studies have successfully used Facebook to recruit a wide range of hard-to-locate and/or stigmatized populations [4,5,10,22,23,34,35], there is little evidence describing the possible benefits and risks of using Facebook to recruit TGNC people. This is especially important because TGNC are at high risk of experiencing digital harassment, abuse, and cyberbullying online. In their study assessing cyberbullying among young adults worldwide, Myers and colleagues [36] concluded that transgender participants experienced digital harassment at a substantially higher frequency than cisgender (individuals whose gender identity matches their sex assigned at birth) males and females. Similarly, in a study assessing digital harassment and abuse among adults in England and Australia, almost two-thirds of transgender participants reported being threatened with physical harm by another person online and 60% reported experiencing digital harassment in the forms of offensive and degrading posts and direct messages about their gender identity and sexuality [37]. It is possible that TGNC participants who engage with research study advertisements distributed via Facebook may experience digital harassment, abuse, or cyberbullying in these forums; however, no evidence documents this phenomenon in the scholarly, peer-reviewed literature.

Using targeted Facebook advertisements is a relatively new recruitment method for engaging participants from highly stigmatized groups in research studies [38]. While several white papers and articles outline best practices and ethical considerations for researchers considering social media recruitment in general [6,39,40], no published guidelines exist in the peer-reviewed literature detailing safety and monitoring strategies for recruiting marginalized populations via social media. In the absence of evidence-based and best practice guidance, researchers cannot anticipate potential challenges or harms in social media recruitment of stigmatized populations or proactively build adequate safety and monitoring strategies into study protocols. Developing social media recruitment safety and monitoring guidelines require researchers who are using social media for study recruitment to be prepared to address risks of using social media including protecting participants and research staff and share methodological lessons learned to guide...
the development of safety and monitoring guidelines that can be applied to future recruitment-related processes.

The purpose of this research was to investigate the utility, successes, challenges, and positive and negative consequences of using targeted Facebook advertisements as a strategy to recruit TGNC people into a research study. We also sought to translate lessons learned from this study into recommendations for formal, duplicable guidelines (Social Media Recruitment Safety and Monitoring Guidelines) for researchers who are considering Facebook advertisements as a recruitment method for marginalized populations.

Methods

Ethics

The University of Tennessee institutional review board (IRB) approved all study procedures (UTK IRB-16-03275-XP).

Recruitment

Participants for this study were recruited via targeted Facebook advertisements for an original study investigating experiences of food insecurity among TGNC people living in the Southeast United States [41]. Using a public Facebook page designed to represent a public health research lab at a state university, two successive recruitment cycles were conducted in April (Textbox 1) and June (Textbox 2) 2017. The same image and text (Figure 1) were used in both recruitment cycles, containing a brief introduction to the study and contact information for the study’s principal investigator (PI).

Textbox 1. Cycle 1 selection criteria.

<table>
<thead>
<tr>
<th>Inclusion criteria:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aged 18 to 50 years, male and female</td>
</tr>
<tr>
<td>Interests: lesbian, gay, bisexual, transgender (LGBT)</td>
</tr>
<tr>
<td>Locations: Alabama, Arkansas, Florida, Georgia, Kentucky, Louisiana, Mississippi, North Carolina, South Carolina, Tennessee, Virginia, and West Virginia</td>
</tr>
<tr>
<td>Additional interests: Gay, Lesbian, Bisexual, Transgender, Straight Alliance; genderqueer; Lesbian, Gay, Bisexual, Transgender Community Center; National Center for Transgender Equality; trans women; transgender; transgender activism; Transgender Day of Remembrance; Transgender Law Center; transgenderism; Coming Out; Gay Pride; Gay Times; gender identity; homosexuality; Human Rights Campaign; LGBT community; LGBT network; LGBT social movements; Out Magazine; Pink (LGBT magazine); same-sex marriage; transgender youth</td>
</tr>
<tr>
<td>Exclusion criteria:</td>
</tr>
<tr>
<td>None</td>
</tr>
</tbody>
</table>

Textbox 2. Cycle 2 selection criteria.

<table>
<thead>
<tr>
<th>Inclusion criteria:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aged 18 to 50 years, male and female</td>
</tr>
<tr>
<td>Interests: lesbian, gay, bisexual, transgender (LGBT)</td>
</tr>
<tr>
<td>Locations: Alabama, Arkansas, Florida, Georgia, Kentucky, Louisiana, Mississippi, North Carolina, South Carolina, Tennessee, Virginia, and West Virginia</td>
</tr>
<tr>
<td>Additional interests: Gay, Lesbian, Bisexual, Transgender, Straight Alliance; genderqueer; Lesbian, Gay, Bisexual, Transgender Community Center; National Center for Transgender Equality; trans women; transgender; transgender activism; Transgender Day of Remembrance; Transgender Law Center; transgenderism</td>
</tr>
<tr>
<td>Exclusion criteria:</td>
</tr>
<tr>
<td>Demographics &gt; politics: US politics (conservative)</td>
</tr>
<tr>
<td>Demographics &gt; work &gt; employers: Republican National Committee, Republican Party</td>
</tr>
<tr>
<td>Interests &gt; additional interests: Donald Trump, Guns &amp; Ammo, Mike Pence, Paul Ryan, The Conservative</td>
</tr>
</tbody>
</table>
Facebook monitors all forms of engagement in real time for the duration of any recruitment cycle and provides counts and summaries of each form of engagement at the cycle’s conclusion. We measured Facebook member engagement with each recruitment advertisement cycle by counting number and type of reactions, number of shares, and number and quality of comments. Likes, loves, and shares were counted as positive engagements. Angry, laughing, or sad reactions were counted as negative engagements. Laughter was considered a negative engagement because we interpreted laughing at the advertisement to be laughing at the recruitment content (food insecurity among those who identify as TGNC), which is not a positive affective response to a troubling public health issue.

We considered comments positive or negative based on their written content. A comment was considered negative if it included any derogatory language aimed at the target population (TGNC people) or study topic (food security), used profanity, or if the comment contained language that could be perceived as actual or potential threats of violence toward TGNC people. Comments were considered positive if they contained language that was supportive of TGNC people or the study topic.

Facebook business notifications are updates that Facebook sends to users reflecting any activity on Facebook advertisements or posts with which the user is associated [42]. Research team members were notified on their mobile phones each time there was engagement with the recruitment advertisement. Once the advertisement’s designated duration concluded, Facebook produced a summary of the advertisement’s overall results including the total number of Facebook members reached by the advertisement and the number of specific engagements on the advertisement. After each cycle was completed, the PI downloaded measures of engagement from Facebook for analysis.

We calculated summary and descriptive statistics using Facebook’s autogenerated engagement activity for both recruitment cycles. Counts of specific reactions, shares, and comments were tallied and summarized for each advertisement cycle. Individual advertisement cycle counts were then entered into an Excel spreadsheet (Microsoft Corp) and compared between cycles. The research team consistently and continuously monitored open-ended comments posted by Facebook members in reaction to each advertisement throughout each advertisement’s duration.

Table 1 summarizes engagement activity for both recruitment cycles. Figures 2 and 3 provide an overview of the cycle 1 and cycle 2 summary statistics autogenerated by Facebook at the conclusion of each cycle duration. We successfully recruited TGNC participants from both cycles. Seven participants were recruited from cycle 1. Seven participants were also recruited from cycle 2, with 3 additional people contacting the PI to participate after the study was closed to recruitment.

The cycle 1 advertisement reached 8518 Facebook members with 188 unique engagements (reactions, comments, and shares). Cycle 1 drew 85 positive engagements (65 likes, 2 loves, and 18 shares) and 12 negative engagements (3 angry reactions and 9 laughing reactions). Cycle 1 also drew several negative comments, which included derogatory, threatening, and discriminatory remarks about TGNC people. The cycle 2 advertisement received more positive feedback from Facebook members than cycle 1. The cycle 2 advertisement had a 40% increase in positive reactions (likes and loves: 67 in cycle 1 vs 94 in cycle 2) and a 122%
increase in post shares by Facebook members compared with cycle 1 (18 in cycle 1 vs 40 in cycle 2). Compared with cycle 1, cycle 2 reached 178 more Facebook members on a daily basis due to the increase in advertisement post shares.

**Table 1.** Facebook engagements for recruitment cycles 1 and 2.

<table>
<thead>
<tr>
<th>Interactions</th>
<th>Cycle 1 – 7 days (n=8518)</th>
<th>Cycle 2 – 5 days (n=6976)</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total engagement (reactions, comments, and shares)</td>
<td>188</td>
<td>166</td>
<td>–22</td>
</tr>
<tr>
<td><strong>Positive interactions</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total likes</td>
<td>65</td>
<td>87</td>
<td>22</td>
</tr>
<tr>
<td>Total loves</td>
<td>2</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td>Total shares</td>
<td>18</td>
<td>40</td>
<td>22</td>
</tr>
<tr>
<td><strong>Negative interactions</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total haha</td>
<td>9</td>
<td>2</td>
<td>–7</td>
</tr>
<tr>
<td>Total sad</td>
<td>1</td>
<td>0</td>
<td>–1</td>
</tr>
<tr>
<td>Total angry</td>
<td>3</td>
<td>0</td>
<td>–3</td>
</tr>
<tr>
<td><strong>Other interactions</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total comments</td>
<td>91</td>
<td>30</td>
<td>–61</td>
</tr>
<tr>
<td>Total person reach per day</td>
<td>1217</td>
<td>1395</td>
<td>178</td>
</tr>
</tbody>
</table>

**Figure 2.** Cycle 1 advertisement Facebook summary report.
Negative Consequences of Targeted Facebook Advertisements

During recruitment cycle 1, Facebook members negatively engaged with the advertisement by posting haha (n=9), angry (n=3), and sad (n=1) reactions. There were also several negative, cyberbullying comments made by Facebook members that were derogatory in nature, inflammatory, and potentially emotionally and mentally damaging to TGNC people. As soon as negative comments and cyberbullying began during cycle 1, research team members began continuously monitoring the advertisement for any potential negative comments, reactions, or private messages. Specifically, we assigned team members to respond to Facebook notifications during specific time periods, so that we could monitor posts 24 hours per day for the remaining duration of the recruitment cycle. Research team members immediately deleted negative comments made in response to advertisements.

When using targeted Facebook advertisements to recruit gay men into a 2015 research study, Mitchell and colleagues [23] received negative feedback to their advertisement in three forms: public comments posted on the Facebook advertisement and on the study’s public Facebook page, private messages sent to the Facebook study’s page, and voicemail. When addressing their experiences of cyberbullying during recruitment with Facebook representatives, Mitchell and colleagues [23] learned that any interests used as inclusion terms for targeted Facebook advertisements reach Facebook members who indicate either positive or negative views about a given interest. This means that Facebook members with negative views or opinions about a given interest could be inadvertently exposed to an advertisement. This unintended exposure creates a context in which Facebook members with negative views can engage with an advertisement, potentially creating a scenario in which these members make negative comments and engage in cyberbullying toward the intended study population [23].

During study recruitment cycle 1, the inadvertent exposure of the advertisement to Facebook members with negative views resulted in transphobic and discriminatory comments on the advertisement. After the cycle 1 experiences, we applied exclusion criteria similar to those set forth by Mitchell and colleagues [23] to the cycle 2 recruitment advertisement, and the second advertisement received more favorable and positive interactions from Facebook members. During cycle 2 recruitment, negative engagements were minimal, and there were only 2 haha reactions. Comments made by Facebook members during cycle 2 were positive and supportive of the TGNC community. Figure 4 shows an example of a positive comment thread received during cycle 2.
Discussion

Principal Findings

The purpose of this research study was to investigate the utility, successes, challenges, and positive and negative consequences of using targeted Facebook advertisements as a strategy to recruit TGNC people into a research study. TGNC people were quickly and effectively recruited into the study using Facebook; therefore, Facebook was determined to be a successful recruitment tool for the TGNC population. However, using Facebook to recruit TGNC people also produced unanticipated negative consequences for potential study participants, social media users viewing the advertisement in general (eg, TGNC people who were not potential participants), and research staff. During recruitment cycle 1, negative engagements in the form of degrading and derogatory comments were made by Facebook members on the advertisement’s post. The comments were discriminatory, which could have resulted in mental and emotional distress for potential study participants or other in-group (ie, TGNC people) or allied (eg, lesbian, gay, and bisexual people and other non-TGNC allies) social media users who viewed the advertisement. The receipt of negative and discriminatory comments is consistent with previous studies by Myers et al [36] and Powell et al [37] where study participants who identified as transgender reported high rates of digital harassment and abuse in online settings.

In addition to the potential damaging consequences for social media users, negative Facebook comments can also adversely affect research team members who manage and monitor the advertisement. For research team members who identify as members of or allies to the TGNC and lesbian, gay, bisexual, transgender, and queer (LGBTQ) communities, witnessing digital harassment and abuse can be especially damaging. In our study, the research team comprised three cisgender females who all identify as members of the LGBTQ community, and exposure to negative and stigmatizing comments toward other members of the LGBTQ/TGNC community resulted in secondary trauma for team members.

Secondary traumatic stress (STS), also known as compassion fatigue, experienced by research staff is not widely addressed in published literature. Qualitative scholars [43,44], those engaged in feminist social work [45], and those who conduct research with trauma counselors or therapists [46] discuss STS as a common emotional response to engaging with challenging or emotionally laden subjects or experiences. Researchers involved in the recruitment of stigmatized populations who witness and manage adverse events, including harassment and abuse, may experience similar instances of STS. For researchers engaged in difficult and challenging subject matter, STS can occur when team members are given the ability to see the world through their participants’ eyes [44]. In our study, team members were exposed daily to digital harassment and abuse faced by TGNC community members. Researchers who have a personal connection to the subject matter or who have experienced their own personal trauma are also at a high risk of experiencing STS [47]. To mitigate the potential effects of STS, we held weekly debrief sessions for all research team members to reflect and discuss emotional and psychological reactions arising from witnessing and responding to negative, degrading, and damaging Facebook advertisement comments.

Social Media Recruitment and Monitoring Guidelines for Targeted Facebook Advertisements

With careful consideration and strategic planning, targeted Facebook advertisements can be a useful method for recruiting marginalized people into research studies. To the best of our knowledge, this is the first formal, published safety and monitoring guidelines for researchers using social media for this purpose. As our team experienced positive and negative repercussions while using Facebook advertisements for recruitment, we dynamically adjusted our monitoring strategies across recruitment periods to minimize harm for participants.
and research staff. Given our experience, we offer a specific
guidelines for monitoring and responding to Facebook
advertisements aimed at marginalized or stigmatized
populations. We have also included recommendations for
preparing and responding to participant and staff/research team
exposure to negative comments or interactions on a Facebook
advertisement.

**Monitoring**

*Defining Facebook Page Administration*

Targeted Facebook advertisements are posted through publicly
accessible Facebook pages associated with the study PI or
research lab. To ensure adequate monitoring of the
advertisement, at least two research team members should be
assigned as administrators of the public page hosting the
advertisement. Page administrators are able to define page and
advertisement settings and receive automatic updates of posts
to the public page or advertisement. We recommend that a
research team use a shared decision-making process to assign
page administrator roles, as page administrators work
collaboratively to monitor and respond to comments made on
the public page and study advertisements.

**Notifications**

To assure continuous monitoring, all page administrators should
download the Facebook app to their mobile phones prior to
beginning study recruitment. The administrators should monitor
all notifications and interactions with the recruitment
advertisement based on a predetermined schedule defined by
the research team. Prior to launching the recruitment
advertisement, the research team must determine how frequently
(eg, hourly or daily) administrators should monitor the
advertisement during active recruitment. A daily monitoring
log should be established by research team members to ensure
the advertisement has continuous monitoring throughout a
cycle’s duration.

*Recruitment Cycle Duration*

Advertisements should be posted for, at maximum, 7 days per
cycle to minimize burnout to research staff during recruitment
while maximizing reach to the population of interest. Multiple
recruitment cycles may be used until the desired sample size is
achieved.

*Inclusion and Exclusion Terms*

To target advertisements to the study population of interest,
researchers should use inclusion and exclusion terms based on
study criteria. Inclusion terms include words, phrases, interests,
or social/identity groups to which the advertisement applies.
Exclusion terms include words, phrases, interests, or
social/identity groups that may hold negative opinions of the
target audience or research subject. Exclusion terms are included
to guard against the inclusion of social media users who may
engage in digital harassment and cyberbullying directed at the
intended study population.

*Public Page Settings and Moderation*

*Figure 5* outlines options that are available under the Settings
tab on public Facebook pages or profiles. Researchers may
restrict who can post directly to a public page by turning off the
Visitor Posts feature. This ensures that only page administrators
can post directly to the public site. If the study population of
interest is US-based, researchers may restrict the country option
to “US only” to ensure that only Facebook members residing
in the United States can respond to the advertisement. This
setting may be changed to direct advertisements to the
researcher’s country of interest. While researchers cannot restrict
social media users from commenting on the recruitment
advertisement [48], the Facebook profanity filter can be set to
high. This feature automatically restricts any comment that
includes profanity from being posted to the recruitment
advertisement. Additionally, under page moderation, the
research team may block words or phrases deemed as derogatory
toward the target population.
Responding

While restricted and blocked comments are hidden to social media users, they can be seen by page administrators. As such, research team members have ample time to review and respond to profane or derogatory comments. For example, the research team may decide to unhide a comment if the content does not contain harassing or bullying behavior. However, in the case of threatening, negative, discriminatory, and/or bullying comments on recruitment advertisements, precautions must be taken. First, if not automatically blocked by Facebook via profanity or other filters, negative comments should be hidden by an authorized administrator. Researchers should continue to hide/block comments if the content constitutes digital harassment or cyberbullying. Researchers should also look for patterns of repeated posts from troll users; these users may be blocked entirely from interacting with the public Facebook page (and associated advertisements) by page administrators. Facebook members responsible for negative or bullying comments may also be reported to Facebook for violating Facebook’s community standards policy [49].

Given that social media development is a dynamic process, we strongly encourage research teams to review Facebook’s updated privacy, page moderation, profanity, and reporting features prior to recruitment, while in the study planning phase. Reviewing these features and including them in a social media recruitment and monitoring guidelines proactively will help ensure that research teams are taking advantage of all automated protections offered by Facebook specific to page and advertisement moderation. Ultimately, the goal is to reduce burden on research staff in social media recruitment and monitoring while decreasing social media users’ exposure to negative comments and cyberbullying.

Reporting

During the active recruitment and monitoring phase, all negative comments and interactions with social media and screenshots should be reported to the research PI by email within 24 hours. Screen shots should be saved by the PI in a secure, password-protected electronic location. The research team should reflect on their institution’s policies to determine if negative comments and interactions made on Facebook recruitment advertisements or the public page should be reported.
to their IRB. Human subjects research protections require that unanticipated problems that are unexpected, related, or possibly related to the research study and may place participants or others at greater risk of harm than was initially known or recognized be reported promptly to the IRB [50]. Specifically, US Department of Health and Human Services guidance notes that “Unanticipated problems that are serious adverse events should be reported to the IRB within 1 week of the investigator becoming aware of the event” [50]. However, due to the fast-paced nature of online recruitment, we recommend that any negative comments or interactions reported by study participants to the research team as harmful (eg, emotional or psychological harm, threatened physical harm) be reported by the PI to the IRB within 48 hours of the event.

All interactions with the advertisement are quantitatively captured by Facebook analytics, and summary reports should be downloaded by page administrators and recorded after each recruitment cycle. Each summary report should be saved and reviewed as necessary for tracking interactions with recruitment advertisements. The number of negative comments and their content (ie, specific statements) should be documented by the research PI.

**Dealing With Exposure to Negative Comments and Interactions**

**Research and Study Staff**

We recommend that negative comments and interactions be processed and debriefed during frequent (ie, weekly) research team meetings to mitigate ST and compassion fatigue. This is especially important if study team members identify with the population of interest, as they may be at higher risk for experiencing STS. We also recommend that contact information for affordable and/or free and sliding scale psychological services be provided to research team members. For student research staff, this may include a mix of campus-based student psychological and mental health services and community-based resources. For employees, resources may include contact information for the employee assistance program and affordable community-based resources. It is important to consider the cultural background of research team members when providing community-specific resource lists. For example, for a study on LGBTQ or TGNC health wherein study team members also identify as LGBTQ, including LGBTQ-friendly resources is imperative.

**General Public**

It is possible that the general public may be exposed to negative comments and interactions on an advertisement for study recruitment before the comment can be identified and removed by study staff. We recommend that in the About section of the originating public social media page, page administrators list available support resources for individuals to access for support and coping with cyberbullying. These should be listed with appropriate contact information that is culturally specific to the region, topic, and/or target population and provides best possible accessibility (eg, a mix of national or regional hotlines, websites, and community-based resources as appropriate, including low or no-cost resources).

**Areas for Future Research on Recruitment-Related Processes**

No formal guidelines existed for social media recruitment of marginalized populations. Guideline recommendations provided in this paper address this gap. However, these guidelines should continue to be tested and adapted as needed by researchers using Facebook to recruit marginalized or stigmatized populations. Additionally, researchers should consider adding qualitative interviews or focus groups to studies using social media recruitment methods to assess the experiences of recruited study participants.

**Conclusion**

Facebook can be a useful tool when recruiting hard-to-reach, stigmatized populations. Targeted Facebook advertisements have the ability to reach large numbers of participants who otherwise may be hidden to research staff. However, for all the benefits that Facebook recruitment provides, there can be negative consequences of using this method. Creating detailed social media recruitment safety and monitoring guidelines in advance of using targeted Facebook advertisements may minimize and mitigate the risk to potential research participants and research team members.
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Abstract

Background: The Centers for Disease Control and Prevention (CDC) tracks influenza-like illness (ILI) using information on patient visits to health care providers through the Outpatient Influenza-like Illness Surveillance Network (ILINet). As participation in this system is voluntary, the composition, coverage, and consistency of health care reports vary from state to state, leading to different measures of ILI activity between regions. The degree to which these measures reflect actual differences in influenza activity or systematic differences in the methods used to collect and aggregate the data is unclear.

Objective: The objective of our study was to qualitatively and quantitatively compare national and region-specific ILI activity in the United States across 4 surveillance data sources—CDC ILINet, Flu Near You (FNY), athenahealth, and HealthTweets.org—to determine whether these data sources, commonly used as input in influenza modeling efforts, show geographical patterns that are similar to those observed in CDC ILINet’s data. We also compared the yearly percentage of FNY participants who sought health care for ILI symptoms across geographical areas.

Methods: We compared the national and regional 2018-2019 ILI activity baselines, calculated using noninfluenza weeks from previous years, for each surveillance data source. We also compared measures of ILI activity across geographical areas during 3 influenza seasons, 2015-2016, 2016-2017, and 2017-2018. Geographical differences in weekly ILI activity within each data source were also assessed using relative mean differences and time series heatmaps. National and regional age-adjusted health care–seeking percentages were calculated for each influenza season by dividing the number of FNY participants who sought medical care for ILI symptoms by the total number of ILI reports within an influenza season. Pearson correlations were used to assess the association between the health care–seeking percentages and baselines for each surveillance data source.

Results: We observed consistent differences in ILI activity across geographical areas for CDC ILINet and athenahealth data. ILI activity for FNY displayed little variation across geographical areas, whereas differences in ILI activity for HealthTweets.org were associated with the total number of tweets within a geographical area. The percentage of FNY participants who sought health care for ILI symptoms differed slightly across geographical areas, and these percentages were positively correlated with CDC ILINet and athenahealth baselines.

Conclusions: Our findings suggest that differences in ILI activity across geographical areas as reported by a given surveillance system may not accurately reflect true differences in the prevalence of ILI. Instead, these differences may reflect systematic collection and aggregation biases that are particular to each system and consistent across influenza seasons. These findings are potentially relevant in the real-time analysis of the influenza season and in the definition of unbiased forecast models.
Introduction

Background
Influenza epidemics are responsible for a significant public health burden that includes an estimated 12,000 to 56,000 deaths each year in the United States [1]. Consequently, timely and reliable surveillance of influenza activity is essential for local, state, and national public health officials to monitor and respond to outbreaks. In the United States, the Centers for Disease Control and Prevention (CDC) collects and analyzes information on influenza activity throughout the year. As part of this national surveillance system, patients seeking medical attention for influenza-like illness (ILI) are tracked through the Outpatient Influenza-like Illness Surveillance Network (ILINet). This system contains thousands of volunteer health care specialists, including individual providers, group practices, and hospital-based clinics located throughout all 50 states, Puerto Rico, the District of Columbia, and the US Virgin Islands. As participation in ILINet is voluntary and each state is responsible for their own recruitment of health care providers, the composition of provider types, coverage of geographical regions, and consistency of provider reporting vary from state to state. This convenience sample–driven model of surveillance results in certain parts of the population being over- or underrepresented in the reported influenza activity [2-4].

At both national and Health and Human Services–defined regional levels (conglomerates of 2-8 states), the CDC routinely reports the weekly percentage of patients presenting with ILI to health care providers. In addition, the CDC calculates and reports region-specific baselines, using influenza activity data from previous seasons, to identify the beginning and end of the influenza season and contextualize the severity of a given region-specific outbreak. These baselines vary widely across regions, and the degree to which the differences in baselines, as well as the percentage of ILI visits during an influenza season, reflect actual differences in influenza activity or systematic differences in the methods used to collect the data is unclear. Recent models suggest that the spatial patterns in US sentinel ILI surveillance may be the result of socioenvironmental factors, state-specific health policies, and sampling [3]. Identifying and characterizing the presence of potential methodological measurement biases in ILINet is important, as it is frequently used as an indicator of influenza activity for decision-making purposes and as the ground truth in mechanistic and statistical predictive modeling efforts aimed at understanding disease transmission dynamics and monitoring and forecasting influenza activity [5-15]. Furthermore, because these models typically leverage data from outside of the public health systems, such as Google internet searches [15,16], participatory syndromic surveillance systems [17,18], Twitter [19], and electronic health record (EHR) [14,20], it is important to understand if input sources show similar structural aggregation patterns.

Objectives
In this study, we qualitatively and quantitatively compared national and region-specific baselines and ILI activity during 3 influenza seasons across 4 surveillance data sources—CDC ILINet; Flu Near You (FNY), a crowd-sourced participatory syndromic surveillance system; athenahealth, a provider of cloud-based EHR services; and HealthTweets.org, a research platform that shares health trends data from Twitter—to determine whether these surveillance data sources, commonly used as input in influenza modeling efforts, show regional structural patterns that are similar to those observed in CDC ILINet’s data. We also compared yearly self-reported health care–seeking rates of FNY participants to determine if this factor can better characterize the differences in ILI activity across geographic areas.

Methods

Data

Centers for Disease Control and Prevention Outpatient Influenza-Like Illness Surveillance Network
The CDC reports the weighted percentage of patient visits to health care providers presenting ILI symptoms on a weekly basis at the national and regional levels. These values are weighted on the basis of state population and represent the percentage of patient visits to health care providers that present as ILI, defined as fever (temperature of 100°F [37.8°C] or greater) plus a cough and/or a sore throat without a known cause other than influenza.

Flu Near You
FNY is a participatory syndromic surveillance system that allows volunteers in the United States to report health information of the user and their family using brief weekly surveys [21]. Through these surveys, FNY users report any symptoms that they or any registered household members experienced during the previous week (Monday through Sunday). For all reported symptoms, FNY users are asked to provide the date of symptom(s) onset and whether or not they received medical care for the symptom(s). The national and regional percentage of ILI symptoms reported is calculated by dividing the number of participants reporting ILI, as defined by reporting fever plus cough and/or sore throat, in a given week by the total number of FNY participant reports in that same week. FNY participants are assigned to a region based on the zip code provided at registration. Unweighted FNY percentage of ILI symptoms is used to maintain consistency across previous studies and the FNY website.

athenahealth is a provider of cloud-based services and mobile apps for medical groups and health systems. National and regional percentage of visits for ILI is calculated by dividing the unspecified viral or ILI visit count, which is equal to the number of visits where the patient had an unspecified viral
diagnosis, an influenza diagnosis, or a fever diagnosis with an accompanying sore throat or cough diagnosis, by the total number of visits for each week.

HealthTweets.org
This dataset is generated by a Web-based research platform (HealthTweets.org) that shares the output of Twitter data mining algorithms with researchers and public officials [19]. We use weekly aggregated trends data from each state to calculate the influenza prevalence measure for each region. Weekly national and regional influenza prevalence measures are calculated by normalizing the number of influenza infection tweets in the health stream by the total number of tweets in the general stream during the same week [22].

Statistics of Datasets
Baseline Comparison
Baselines are used as a single quantitative measure that compares ILI activity during noninfluenza weeks across geographical areas within each surveillance data source. The CDC ILINet national and regional baselines for the 2018-2019 influenza season are available on the CDC website [23].

Figure 1. Equation for the mean relative difference.

\[
\text{Mean Relative Difference} = \frac{1}{K} \sum_{k=1}^{K} \left( \frac{\text{ILI}_i - \text{ILI}_j}{\text{max}(\text{ILI}_i, \text{ILI}_j)} \right) \text{for } i, j \in \{ \text{Region 1: 10, National} \}
\]

Mean relative differences within each surveillance data source are summarized using heatmaps, where the geographical areas along the rows are represented by \( i \) in the equation and the geographical areas along the columns are represented by \( j \). Geographical areas that have consistently higher weekly ILI activity compared with other geographical areas have positive mean relative differences, indicated by red shades across the row in the heatmap, whereas geographical areas that have consistently lower weekly ILI activity have negative mean relative differences, indicated by blue shades across the row. Time series heatmaps are also presented to qualitatively compare weekly ILI activity across geographical areas for each surveillance data source.

Health Care–Seeking Behavior
National and regional health care–seeking percentages are calculated for each influenza season by dividing the number of FNY participants who sought medical care for ILI symptoms, as defined above, by the total number of ILI reports within an influenza season. As health care–seeking behavior varies by age [24], health care–seeking percentages are adjusted by age group (<18 years, 18-49 years, 50-64 years, and ≥65 years) using population data from the 2010 US census [25]. We use Pearson correlation to assess the association between the adjusted health care–seeking percentages and baselines for each surveillance data source. All analyses are performed using R version 3.3.2. [26].

Results
Centers for Disease Control and Prevention Outpatient Influenza-Like Illness Surveillance Network
Table 1 and Figure 2 provide the ILI activity baselines for each surveillance data source across geographical areas. The national baseline for CDC ILINet during the 2018-2019 influenza season is 2.2, and the median CDC ILINet regional baseline is 2.1 (IQR 1.8-2.3). Region 10 has the smallest baseline, 1.1, whereas region 6 has the largest baseline, 4.0. As shown in Figure 3 regions 2 and 6 have consistently higher weekly percentage of ILI visits compared with other regions, indicated by the red shades across the row, whereas regions 1, 8, and 10 have consistently lower weekly percentage of ILI visits, indicated by the blue shades across the row. This pattern is also shown qualitatively in both Figure 4 and Multimedia Appendix 1, where darker shades of red, as seen for regions 2, 6, and 9, correspond to higher percentage of ILI visits.
Table 1. Regional and national influenza-like illness activity baselines for the 2018-2019 influenza season for Centers for Disease Control and Prevention Outpatient Influenza-like Illness Surveillance Network, Flu Near You, athenahealth, and HealthTweets.org.

<table>
<thead>
<tr>
<th>Geographical area</th>
<th>Centers for Disease Control and Prevention Outpatient Influenza-like Illness Surveillance Network</th>
<th>Flu Near You</th>
<th>athenahealth</th>
<th>HealthTweets.org</th>
</tr>
</thead>
<tbody>
<tr>
<td>Region 1(^a)</td>
<td>1.8</td>
<td>2.1</td>
<td>1.3</td>
<td>0.8</td>
</tr>
<tr>
<td>Region 2(^b)</td>
<td>3.1</td>
<td>2.4</td>
<td>1.7</td>
<td>0.4</td>
</tr>
<tr>
<td>Region 3(^c)</td>
<td>2.0</td>
<td>2.4</td>
<td>1.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Region 4(^d)</td>
<td>2.2</td>
<td>2.7</td>
<td>1.4</td>
<td>0.6</td>
</tr>
<tr>
<td>Region 5(^e)</td>
<td>1.8</td>
<td>2.6</td>
<td>1.1</td>
<td>0.5</td>
</tr>
<tr>
<td>Region 6(^f)</td>
<td>4.0</td>
<td>2.6</td>
<td>1.9</td>
<td>0.7</td>
</tr>
<tr>
<td>Region 7(^g)</td>
<td>1.6</td>
<td>2.5</td>
<td>1.0</td>
<td>0.7</td>
</tr>
<tr>
<td>Region 8(^h)</td>
<td>2.2</td>
<td>2.9</td>
<td>1.0</td>
<td>0.8</td>
</tr>
<tr>
<td>Region 9(^i)</td>
<td>2.3</td>
<td>2.5</td>
<td>1.7</td>
<td>0.6</td>
</tr>
<tr>
<td>Region 10(^j)</td>
<td>1.1</td>
<td>2.5</td>
<td>0.6</td>
<td>0.7</td>
</tr>
<tr>
<td>National</td>
<td>2.2</td>
<td>2.3</td>
<td>1.4</td>
<td>0.5</td>
</tr>
</tbody>
</table>

\(^a\)Region 1 includes Connecticut, Maine, Massachusetts, New Hampshire, Rhode Island, and Vermont.

\(^b\)Region 2 includes New Jersey, New York, Puerto Rico, and US Virgin Islands.

\(^c\)Region 3 includes Delaware, District of Columbia, Maryland, Pennsylvania, Virginia, and West Virginia.

\(^d\)Region 4 includes Alabama, Florida, Georgia, Kentucky, Mississippi, North Carolina, South Carolina, and Tennessee.

\(^e\)Region 5 includes Illinois, Indiana, Michigan, Minnesota, Ohio, and Wisconsin.

\(^f\)Region 6 includes Arkansas, Louisiana, New Mexico, Oklahoma, and Texas.

\(^g\)Region 7 includes Iowa, Kansas, Missouri, and Nebraska.

\(^h\)Region 8 includes Colorado, Montana, North Dakota, South Dakota, Utah, and Wyoming.

\(^i\)Region 9 includes Arizona, California, Guam, Hawaii, and Nevada.

\(^j\)Region 10 includes Alaska, Idaho, Oregon, and Washington.
Figure 2. Spatial heatmaps of US regional baseline influenza-like illness activity for the 2018-2019 influenza season for (A) Centers for Disease Control and Prevention Influenza-like Illness Surveillance Network, (B) Flu Near You, (C) athenahealth, and (D) HealthTweets.org. CDC: Centers for Disease Control and Prevention; FNY: Flu Near You; ILINet: Influenza-like Illness Surveillance Network.

Flu Near You

For FNY, the national baseline is 2.3, and the median regional baseline is 2.5 (IQR 2.4-2.6). The minimum baseline is 2.1, region 1, and the maximum baseline is 2.9, region 8. Compared with other data sources, the mean relative differences for FNY in Figure 3 show less heterogeneity and no consistent patterns in the percentage of ILI across geographical areas. Although the timing of peaks in the percentage of ILI varies between regions, the relative percentage of ILI is consistent across geographical areas and seasons (Figure 4 and Multimedia Appendix 2).

The national baseline for athenahealth is 1.4, and the median regional baseline is 1.3 (IQR 1.0-1.6). Region 10 has the minimum baseline of 0.6, and region 6 has the maximum baseline of 1.9. Similar to CDC ILINet, regions 2, 6, and 9 have consistently higher weekly percentage of ILI visits compared with other regions, and regions 7, 8, and 10 have consistently lower weekly percentage of ILI visits. This pattern is reflected in Figure 4 and Multimedia Appendix 3, as regions 2, 6, and 9
have consistently higher percentage of ILI visits across all seasons.

**HealthTweets.org**

The national baseline is 0.5, the median baseline is 0.6 (IQR 0.5-0.7), the minimum baseline is 0.4 (region 2), and the maximum baseline is 0.8 (region 8). Unlike CDC ILINet and athenahealth, HealthTweets.org shows higher ILI activity in regions 1, 7, 8, and 10 (Figure 3). These regions have mean normalizing constants that are less than half the mean normalizing constants of other regions (Table 2). As shown in Figure 4 and Multimedia Appendix 4, this pattern is consistent across seasons.

**Figure 3.** Heatmaps of the mean relative difference of influenza-like illness activity across geographical areas for (A) Centers for Disease Control and Prevention Influenza-like Illness Surveillance Network, (B) Flu Near You, (C) athenahealth, and (D) HealthTweets.org. CDC: Centers for Disease Control and Prevention; FNY: Flu Near You; ILINet: Influenza-like Illness Surveillance Network.
Figure 4. Time series heatmaps of influenza-like illness activity across geographical areas for (A) Centers for Disease Control and Prevention Influenza-like Illness Surveillance Network, (B) Flu Near You, (C) athenahealth, and (D) HealthTweets.org. CDC: Centers for Disease Control and Prevention; FNY: Flu Near You; ILI: influenza-like illness ILINet: Influenza-like Illness Surveillance Network.
Table 2. Descriptive statistics of the HealthTweets.org normalizing constant at the national and regional levels.

<table>
<thead>
<tr>
<th>Geographical area</th>
<th>Normalizing constant, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Region 1&lt;sup&gt;a&lt;/sup&gt;</td>
<td>210.82 (114.917)</td>
</tr>
<tr>
<td>Region 2&lt;sup&gt;b&lt;/sup&gt;</td>
<td>627.69 (330.270)</td>
</tr>
<tr>
<td>Region 3&lt;sup&gt;c&lt;/sup&gt;</td>
<td>599.53 (293.320)</td>
</tr>
<tr>
<td>Region 4&lt;sup&gt;d&lt;/sup&gt;</td>
<td>1103.78 (553.374)</td>
</tr>
<tr>
<td>Region 5&lt;sup&gt;e&lt;/sup&gt;</td>
<td>798.25 (387.266)</td>
</tr>
<tr>
<td>Region 6&lt;sup&gt;f&lt;/sup&gt;</td>
<td>845.30 (414.785)</td>
</tr>
<tr>
<td>Region 7&lt;sup&gt;g&lt;/sup&gt;</td>
<td>171.05 (82.077)</td>
</tr>
<tr>
<td>Region 8&lt;sup&gt;h&lt;/sup&gt;</td>
<td>121.96 (63.936)</td>
</tr>
<tr>
<td>Region 9&lt;sup&gt;i&lt;/sup&gt;</td>
<td>5848.54 (3775.923)</td>
</tr>
<tr>
<td>Region 10&lt;sup&gt;j&lt;/sup&gt;</td>
<td>181.33 (97.756)</td>
</tr>
<tr>
<td>National</td>
<td>6352.25 (3351.390)</td>
</tr>
</tbody>
</table>

<sup>a</sup> Region 1 includes Connecticut, Maine, Massachusetts, New Hampshire, Rhode Island, and Vermont.
<sup>b</sup> Region 2 includes New Jersey, New York, Puerto Rico, and US Virgin Islands.
<sup>c</sup> Region 3 includes Delaware, District of Columbia, Maryland, Pennsylvania, Virginia, and West Virginia.
<sup>d</sup> Region 4 includes Alabama, Florida, Georgia, Kentucky, Mississippi, North Carolina, South Carolina, and Tennessee.
<sup>e</sup> Region 5 includes Illinois, Indiana, Michigan, Minnesota, Ohio, and Wisconsin.
<sup>f</sup> Region 6 includes Arkansas, Louisiana, New Mexico, Oklahoma, and Texas.
<sup>g</sup> Region 7 includes Iowa, Kansas, Missouri, and Nebraska.
<sup>h</sup> Region 8 includes Colorado, Montana, North Dakota, South Dakota, Utah, and Wyoming.
<sup>i</sup> Region 9 includes Arizona, California, Guam, Hawaii, and Nevada.
<sup>j</sup> Region 10 includes Alaska, Idaho, Oregon, and Washington.

Health Care–Seeking Behavior

The age-adjusted estimates of the percentage of FNY participants who sought health care for ILI symptoms are shown by season and across all seasons in Table 3 and Figure 5. At the national level, a higher age-adjusted percentage of participants sought health care for ILI symptoms during the 2016-2017 season, 35.1%, compared with the 2015-2016 and 2017-2018 seasons, 21.7% and 29.2%, respectively. Within each season, regions 2, 4, and 6 have the highest age-adjusted percentages of participants who sought health care, whereas regions 1, 5, 9, and 10 have the smallest age-adjusted percentages of participants who sought health care.

As shown in Figure 6, the age-adjusted estimates of the percentage of individuals who sought health care for ILI symptoms is significantly correlated with the baselines for CDC ILINet ($P=.03$) and is borderline significant for athenahealth ($P=.08$). There is no evidence of an association between the age-adjusted estimates of the percentage of individuals who sought health care and the baselines for FNY ($P=.68$) and HealthTweets.org ($P=.76$).
Table 3. Age-adjusted regional and national estimates of the percentage of Flu Near You participants who sought health care for influenza-like illness symptoms.

<table>
<thead>
<tr>
<th>Geographical area</th>
<th>All seasons</th>
<th>2015-2016</th>
<th>2016-2017</th>
<th>2017-2018</th>
</tr>
</thead>
<tbody>
<tr>
<td>Region 1&lt;sup&gt;a&lt;/sup&gt;</td>
<td>25.98</td>
<td>20.82</td>
<td>33.29</td>
<td>27.77</td>
</tr>
<tr>
<td>Region 2&lt;sup&gt;b&lt;/sup&gt;</td>
<td>29.97</td>
<td>26.05</td>
<td>36.03</td>
<td>31.79</td>
</tr>
<tr>
<td>Region 3&lt;sup&gt;c&lt;/sup&gt;</td>
<td>28.66</td>
<td>22.07</td>
<td>37.03</td>
<td>31.73</td>
</tr>
<tr>
<td>Region 4&lt;sup&gt;d&lt;/sup&gt;</td>
<td>32.61</td>
<td>25.47</td>
<td>43.23</td>
<td>34.77</td>
</tr>
<tr>
<td>Region 5&lt;sup&gt;e&lt;/sup&gt;</td>
<td>26.43</td>
<td>21.53</td>
<td>34.59</td>
<td>26.73</td>
</tr>
<tr>
<td>Region 6&lt;sup&gt;f&lt;/sup&gt;</td>
<td>35.17</td>
<td>28.58</td>
<td>44.83</td>
<td>37.47</td>
</tr>
<tr>
<td>Region 7&lt;sup&gt;g&lt;/sup&gt;</td>
<td>30.93</td>
<td>23.79</td>
<td>41.95</td>
<td>32.09</td>
</tr>
<tr>
<td>Region 8&lt;sup&gt;h&lt;/sup&gt;</td>
<td>25.50</td>
<td>22.74</td>
<td>30.86</td>
<td>26.16</td>
</tr>
<tr>
<td>Region 9&lt;sup&gt;i&lt;/sup&gt;</td>
<td>22.49</td>
<td>19.06</td>
<td>27.77</td>
<td>24.69</td>
</tr>
<tr>
<td>Region 10&lt;sup&gt;j&lt;/sup&gt;</td>
<td>20.03</td>
<td>17.03</td>
<td>23.39</td>
<td>22.33</td>
</tr>
<tr>
<td>National</td>
<td>27.12</td>
<td>21.73</td>
<td>35.06</td>
<td>29.23</td>
</tr>
</tbody>
</table>

<sup>a</sup>Region 1 includes Connecticut, Maine, Massachusetts, New Hampshire, Rhode Island, and Vermont.

<sup>b</sup>Region 2 includes New Jersey, New York, Puerto Rico, and US Virgin Islands.

<sup>c</sup>Region 3 includes Delaware, District of Columbia, Maryland, Pennsylvania, Virginia, and West Virginia.

<sup>d</sup>Region 4 includes Alabama, Florida, Georgia, Kentucky, Mississippi, North Carolina, South Carolina, and Tennessee.

<sup>e</sup>Region 5 includes Illinois, Indiana, Michigan, Minnesota, Ohio, and Wisconsin.

<sup>f</sup>Region 6 includes Arkansas, Louisiana, New Mexico, Oklahoma, and Texas.

<sup>g</sup>Region 7 includes Iowa, Kansas, Missouri, and Nebraska.

<sup>h</sup>Region 8 includes Colorado, Montana, North Dakota, South Dakota, Utah, and Wyoming.

<sup>i</sup>Region 9 includes Arizona, California, Guam, Hawaii, and Nevada.

<sup>j</sup>Region 10 includes Alaska, Idaho, Oregon, and Washington.

Figure 5. Spatial heatmap of age-adjusted regional percentage of Flu Near You participants who sought health care for ILI symptoms across all seasons.
**Figure 6.** Scatterplot of the age-adjusted percentage of individuals who sought health care for influenza-like illness symptoms versus baseline influenza-like illness activity for (A) Centers for Disease Control and Prevention Influenza-like Illness Surveillance Network, (B) Flu Near You, (C) athenahealth, and (D) HealthTweets.org. CDC: Centers for Disease Control and Prevention; FNY: Flu Near You; ILINet: Influenza-like Illness Surveillance Network.

**Discussion**

**Principal Findings**

Our findings show that differences in ILI activity across regions, as reported by a given surveillance system, are not consistent across surveillance platforms. In other words, regions that show larger baselines (and thus higher overall historical ILI activity) in one surveillance system appear to be different from their counterparts in other surveillance systems. The heterogeneity of recruitment practices of health care providers for each system, the composition of provider types, and the variability and consistency of coverage of geographical regions have the potential to contribute substantially to these systematic differences in baselines [3]. As such, our findings suggest that these structural differences reflect methodological collection practices rather than actual differences in influenza activity across regions. The observed structural patterns within each surveillance system are consistent across individual influenza seasons (Multimedia Appendix 5), which implies that the differences are not reflecting a specific time-period heterogeneity.

Specifically, baselines from CDC ILINet vary across different geographical areas, and the geographical areas with the largest baselines also have a consistently larger percentage of ILI visits during the influenza season. Conversely, FNY’s baselines and the percentage of ILI were similar across geographical areas. This similarity is captured by the homogeneity in the mean relative differences. One potential contributing factor to the
observed differences in patterns between these surveillance systems is the activity being measured. CDC ILINet measures the number of visits with ILI out of the total number of patient visits, whereas FNY measures the number of ILI reports out of enrolled persons who submitted a report. Furthermore, the population under surveillance also differs as FNY includes individuals who may not seek medical attention and FNY has a different demographic profile compared with CDC ILINet. For example, females and middle-aged participants are overrepresented in FNY [27].

Although not identical, athenahealth shows similar patterns in both baseline measures as well as the percentage of ILI visits to CDC ILINet across geographical areas. Both CDC ILINet and athenahealth use data from individuals seeking medical care. However, athenahealth has only a partially overlapping coverage of health care providers, and the proportion of visit settings differs slightly between the 2 systems. Most of athenahealth’s providers see patients in office-based settings. Other settings, such as emergency room and nursing facilities, are underrepresented compared with CDC ILINet [28].

Unlike FNY, patterns across geographical areas within HealthTweets.org ILI activity appear to be the opposite of the patterns shown by CDC ILINet and athenahealth, as areas with consistently lower HealthTweets.org ILI activity have a consistently higher percentage of ILI visits for CDC ILINet and athenahealth, and vice versa. One potential reason for the differences in patterns in ILI activity across data sources is the difference in the activity being measured. As mentioned above, both CDC ILINet and athenahealth measure the number of ILI visits out of total visits, whereas HealthTweets.org normalizes the number of influenza infection tweets by the total number of tweets in the general stream. In addition, the groups most susceptible to influenza illness, young children and the elderly, may be underrepresented on Twitter. Furthermore, we found that smaller normalizing constants correspond to higher values of ILI activity.

**Comparison With Previous Work**

Despite the differences in patterns of ILI activity within systems, current research shows that these alternative data sources track CDC ILINet at both the national and regional levels. At the national level, the correlation between CDC ILINet and athenahealth is 0.97, and regional correlations range from 0.90 to 0.97 [29]. The correlation between CDC ILINet and FNY at the national level is 0.81, and regional correlations range from 0.64 to 0.81 [29]. Twitter-based influenza prevalence measures show a correlation of 0.93 with CDC ILINet at the national level and a correlation of 0.88 with New York City’s weekly emergency department visits for ILI [22].

Compared with other recent publications, the percentage of FNY participants who sought medical care for ILI is less than reported estimates. A recent meta-analysis that used estimates from multiple countries across different influenza seasons estimated an overall pooled health care–seeking rate of 0.52 (95% CI 0.46-0.59) [30]. In the United States, national reported health care–seeking percentages for children were 56% and 57% during the 2009-2010 and 2010-2011 influenza seasons, respectively. Among adults, 40% reported that they sought health care during the 2009-2010 influenza season and 45% reported that they sought health care during the 2009-2010 influenza season [24,31]. Interestingly, the percentage of FNY participants who sought health care for ILI symptoms differs slightly across geographical areas. These differences may contribute to the differences in CDC ILINet and athenahealth baseline activity, as health care–seeking percentages are positively correlated with both CDC ILINet and athenahealth baselines.

From a predictive modeling perspective, our findings may explain why certain approaches designed to predict CDC ILINet values for the *Predict the Influenza season challenge*, weeks ahead of the publication of official CDC reports, may work better than others. As discussed in the 2 existing reports that document the performance of different methodologies to predict influenza activity, models that rely on local statistical approaches that exploit region-specific autoregressive information and historically observed ILI activity from previous seasons, as well as external predictors (such as humidity data, Google searches, and Wikipedia) [9,11], outperform mechanistic agent-based stochastic susceptible-infected-recovered (SIR) models that aim at modeling individual humans’ behavior to infer epidemic activity across spatial resolutions [7,8,10]. The former modeling approaches are trained to track ILI levels in a region-specific fashion (frequently ignoring inconsistency across spatial resolutions), whereas the latter agent-based stochastic SIR models aim to predict the whole national epidemic outbreak across geographic areas. In other words, if the ILI activity report varies depending on how data are aggregated, then even a very accurate agent-based model may not be able to capture influenza activity correctly for every geographic area.

**Limitations**

Our study has several limitations. During the beginning of the 2015-2016 season, there were errors in FNY data collection, resulting in an underestimation in the weekly percentage of ILI reports. We did not adjust the estimates of these weeks. There was also an issue in data collection during the week of August 28, 2017. We adjusted the estimates for this week by taking the average percentage of ILI reports of the previous and subsequent weeks. In addition, there were a few weeks during the summer of 2017 during which there were no reports of ILI activity for HealthTweets.org. We did not input or estimate these missing weeks. As the overall patterns of ILI activity were similar across seasons (Multimedia Appendix 5), we do not suspect that these data issues affected our overall conclusions.

In addition, FNY relies on self-reported data that are subject to recall and social desirability bias. FNY participant reporting is also not consistent throughout the influenza season. Although previous students have used various methods, including restricting analyses to cohorts of users that report regularly [32-34], dropping the first report of all users, and applying a spike detector [21], we did not adjust for these potential reporting biases because reporting habits are consistent across regions [27]. Finally, because each system has a different measure of ILI activity, we cannot directly compare measures across systems.
Conclusions
Although ILI activity differs across geographical areas and data sources, the general region-specific seasonal trends are similar and provide valuable information about changes in influenza activity. Together, these platforms offer a more comprehensive view of influenza surveillance that helps public health offices monitor and respond to seasonal influenza epidemics.
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Multimedia Appendix 1
Time series plots of weekly percentage of influenza-like illness visits from Centers for Disease Control and Prevention Influenza-like Illness Surveillance Network across 3 influenza seasons (2015-2016, 2016-2017, and 2017-2018) with baselines. Geographical areas on the columns are presented in black, and geographical areas on the rows are presented in blue.

Multimedia Appendix 2
Time series plots of weekly percentage of influenza-like illness from Flu Near You across 3 influenza seasons (2015-2016, 2016-2017, and 2017-2018) with baselines. Geographical areas on the columns are presented in black, and geographical areas on the rows are presented in red.

Multimedia Appendix 3
Time series plots of weekly percentage of influenza-like illness visits from athenahealth across 3 influenza seasons (2015-2016, 2016-2017, and 2017-2018) with baselines. Geographical areas on the columns are presented in black, and geographical areas on the rows are presented in blue.

Multimedia Appendix 4
Time series plots of weekly influenza-like illness activity from HealthTweets.org across 3 influenza seasons (2015-2016, 2016-2017, and 2017-2018) with baselines. Geographical areas on the columns are presented in black, and geographical areas on the rows are presented in green.

Multimedia Appendix 5
Heatmaps of the mean relative difference of ILI activity across geographical areas for (A) Centers for Disease Control and Prevention Influenza-like Illness Surveillance Network, (B) Flu Near You, (C) athenahealth, and (D) HealthTweets.org for each influenza season.
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Abstract

Background: The European Medicines Agency (EMA) requires vaccine manufacturers to conduct enhanced real-time surveillance of seasonal influenza vaccination. The EMA has specified a list of adverse events of interest to be monitored. The EMA sets out 3 different ways to conduct such surveillance: (1) active surveillance, (2) enhanced passive surveillance, or (3) electronic health record data mining (EHR-DM). English general practice (GP) is a suitable setting to implement enhanced passive surveillance and EHR-DM.

Objective: This study aimed to test the feasibility of conducting enhanced passive surveillance in GP using the yellow card scheme (adverse events of interest reporting cards) to determine if it has any advantages over EHR-DM alone.

Methods: A total of 9 GPs in England participated, of which 3 tested the feasibility of enhanced passive surveillance and the other 6 EHR-DM alone. The 3 that tested EPS provided patients with yellow (adverse events) cards for patients to report any adverse events. Data were extracted from all 9 GPs’ EHRs between weeks 35 and 49 (08/24/2015 to 12/06/2015), the main period of influenza vaccination. We conducted weekly analysis and end-of-study analyses.

Results: Our GPs were largely distributed across England with a registered population of 81,040. In the week 49 report, 15,863/81,040 people (19.57% of the registered practice population) were vaccinated. In the EPS practices, staff managed to hand out the cards to 61.25% (4150/6776) of the vaccinees, and of these cards, 1.98% (82/4150) were returned to the GP offices. Adverse events of interests were reported by 113 /7223 people (1.56%) in the enhanced passive surveillance practices, compared with 322/8640 people (3.73%) in the EHR-DM practices.

Conclusions: Overall, we demonstrated that GPs EHR-DM was an appropriate method of enhanced surveillance. However, the use of yellow cards, in enhanced passive surveillance practices, did not enhance the collection of adverse events of interests as demonstrated in this study. Their return rate was poor, data entry from them was not straightforward, and there were issues with data reconciliation. We concluded that customized cards prespecifying the EMA’s adverse events of interests, combined with EHR-DM, were needed to maximize data collection.

International Registered Report Identifier (IRRID): RR2-10.1136/bmjopen-2016-015469

(JMIR Public Health Surveill 2019;5(4):e12016) doi:10.2196/12016
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Introduction

Background
The European Medicines Agency (EMA) released interim guidance on enhanced safety surveillance for seasonal influenza vaccines in August 2014 [1]. All Marketing Authorization Holders (MAHs) commercializing influenza vaccines in Europe must follow this guidance which sets out new standards for safety surveillance. Its goal is to rapidly detect, in near real-time early in the season, any significant increase in the frequency or severity of a defined list of adverse events of interest (AEIs). These AEIs can be local, systemic, or allergic reactions, indicating a potential or more serious risk.

For this request, the EMA defines 3 types of surveillance: (1) active surveillance, using existing methods of postauthorization surveillance; (2) enhanced passive surveillance (EPS), estimating vaccine usage rapidly and taking additional steps to facilitate passive adverse drug reactions (ADR) reporting of incidence of AEIs; and (3) electronic health record data mining (EHR-DM).

English general practice (GP) is a suitable setting to implement EPS and EHR-DM, as it has a registration-based list system with linked medical records, it has been highly computerized since 2004, and data extracted from these systems are widely used in research [2,3]. Furthermore, GPs are largely independent professional partnerships and make their own decision about which brand of influenza vaccine to purchase before the start of each influenza season [4]. Practices administer influenza vaccines to recommended groups, starting in September of each year [5].

Objectives
In 2015-16, one of the major suppliers of influenza vaccines to UK health care was GSK (GlaxoSmithKline). Collaborating with the University of Surrey, GSK took the opportunity of the UK computerized infrastructure to implement EPS and EHR-DM with the aim to test the feasibility of using EPS and EHR-DM within GP to identify AEIs in subjects vaccinated with GSK’s and other influenza vaccine brands. An additional aim was to ascertain if using EPS in GP has any advantages over EHR-DM alone. The key components of this surveillance were as follows: (1) to provide a weekly estimation of vaccine coverage, by age, risk group, and vaccine brand; and (2) to estimate weekly AEI reporting rates among subjects vaccinated against seasonal influenza, by age, comorbidity, and brand from the GPs using the EHR-DM method, and those using the EPS system.

Methods

Setting
Following the request of EMA stating that MAHs must conduct enhanced seasonal influenza vaccines safety surveillance, GSK, together with the University of Surrey, launched a pilot safety surveillance study for GSK’s seasonal influenza vaccines. The University of Surrey has developed methods to extract timely surveillance data from GP. This system was developed to support the Royal College of General Practitioners (RCGP) Research and Surveillance Centre (RSC) weekly surveillance reports [6] and is capable of being adapted to support the EMA-specified surveillance (ClinicalTrials.gov number: NCT02567721).

We recruited 9 GPs spread across England, from varying types of locality (North and South, and urban and rural) and using different EHR systems (Egton Medical Information Systems) and The Phoenix Partnership. We compared the demographic characteristics—age, gender, ethnicity, and deprivation scores—using the Index of Multiple Deprivation, on the basis of each patient’s Lower Super Output Area (a small local geographical location [7,8]) of the registered population, with the national average data obtained from the Office for National Statistics [9].

Design
This feasibility study period ran from International Organization for Standardization (ISO) week 35 to week 49 of 2015 (08/24/2015 to 12/06/2015).

As this was a feasibility study, there was no attempt to determine a priori the size of the study on the basis of power calculation. However, considering the average GP size of 7034 in England and Wales, it was expected that 9 GPs would provide a study population of 63,300. Ultimately, the population registered in the recruited practices was larger (N=81,040).

GPs were recruited in summer 2015; some months after they had selected their brand of vaccine for the coming influenza season. Out of the 9 practices recruited, 3 joined the EPS group and 6 joined the EHR-DM group. As this was a feasibility study, there was no attempt to randomize the practices into groups according to the type and brand of seasonal influenza vaccine used by the practices. Each group (EPS vs EHR-DM) was based on practices’ willingness to participate in the study.

The EPS group involved every patient who was vaccinated and received a yellow card; on the basis of the standard ADR cards reports [6] and is capable of being adapted to support the Medicines & Healthcare Products Regulatory Agency (MHRA) [10]. The patients were asked to complete a yellow card if they experienced an AEI in the 14-day postvaccination window; they were invited to return the card to their registered practice. The reported information was coded into the patient’s EHR by their GP and extracted weekly:

- EHR data mining: The EHR-DM group (n=6) had routine clinical data extracted from their EHR, pseudonymized and automatically sent to a secure sever on a weekly basis. In case of data extraction failure, a local data extraction was conducted using a Department of Health data extraction tool (MIQUEST—Morbidity Information Query and Export
• Enhanced passive surveillance: The EPS group of practices (n=3) had their routine clinical data extracted from their EHR in the same way as the EHR-DM group. In addition, these practices also distributed a yellow card to patients receiving the seasonal influenza vaccine. Patients were asked to return the card to their own practice within 14 days. The information in the returned cards was then coded by practice staff into each patient’s EHR and then extracted in the same manner as the EHR-DM group. In this group, 2 practices used GSK influenza vaccine and 1 practice non-GSK vaccines.

All practices were given induction training and a preferred code list for the specific AEs identified by EMA to facilitate standardized data coding. We created this list using an ontological approach [13,14]. We grouped these conditions into body system categories: respiratory, gastrointestinal, fever, sensitivity and anaphylaxis, rash, general symptoms, neurological, musculoskeletal, and local reactions (Multimedia Appendix 1). We provided GPs a full code list and a screen-side prompt list.

We requested that, when a patient presented with one of these conditions, they should use the recommended code (as per the instruction sheet). We advised GPs that GPs should code the conditions they felt a patient was reporting accurately. We stressed that the overarching purpose was not to purposively make any causal link between vaccination and a given condition, particularly for common conditions, such as cold and headache. However, they were reminded that they should report, in parallel to this study, any serious or important events on the basis of their professional judgment through the standard MHRA reporting system as per local regulation.

Study Measures
The primary outcome measure was to report AEI frequencies among influenza-vaccinated subjects and observe any discrepancies in these frequencies in the EPS versus EHR-DM group and GSK versus non-GSK vaccines. To identify event date, we used the event date for the actual episode, not the recorded date. We predicted that the yellow card would increase AEI reporting; therefore, EPS practices should have a larger percentage of AEIs reported from the yellow cards to the electronic system, more comprehensively capture the AEs experienced, and extract them on an ongoing basis in a near real-time manner.

• To observe the reporting trend from a broader pool of GPs, we also extracted the AEs from the RCGP RSC Network: We focused on records of vaccinated subjects only, using data for the same weeks (35-49) in 2015. We did not include any events before vaccination for the 9 study practices or the RCGP RSC network. Analysis was concentrated on AEIs at any time after vaccination (not just in the 14-day window after vaccination).

Throughout the study, we produced weekly reports of AEIs. At the end of the study, we produced an end-of-season report. The end-of-season report enabled us to identify whether the approach was appropriate to adequately capture the vaccination uptake, to enhance the collection of AEs, easily transcribe the events reported from the yellow cards to the electronic system, more comprehensively capture the AEs experienced, and extract them on an ongoing basis in a near real-time manner.

• Weekly reports: We produced weekly reports of the incidence of AEIs in influenza-vaccinated patients. We also reported cumulative vaccination rates. These weekly reports were intended to be produced the week following data recording. These reports provided practices feedback about the rate of AEIs recorded in their practice to encourage data recording. We reported the cumulative data adding the information as the data collection was progressing with patients registered until week 49 with the objective to assess the data in a near real-time manner. We included all patients with a valid registration (defined as fully registered with a valid registration) on the Friday of the week, before data extraction took place.

• End of study period analysis: We conducted an analysis at the end of the study period between weeks 35 and 49. We included patients registered with the pilot practices throughout the whole observation period with medical records valid 12 months before the start of the study; this objective being to ensure further that we had sufficient medical history about any long-term condition that might affect their priority for influenza vaccination.

Our established data extraction method means that only coded data (Read code version 2 and CTV3) [15] were used to collect the relevant information. Free text was not extracted as it might include patient identifiable information. We excluded people with a code that indicated that they opted out of sharing data; estimated at around 1.25% of the registered population [16]. Data were pseudonymized as close to source as possible and encrypted.

Analyses
For all AEIs, we report the rate and the 95% CI, using the critical binomial function in Microsoft Excel [17].

Results
Setting
Our practices were largely distributed across England, with most in the Midlands and East National Health Service (NHS) Region (NHS Regions: North, n=3; Midlands and East, n=5; and South, n=1). Practices were mainly from urban areas (rural, n=3; and urban, n=6). In the week 49 weekly report (data...
extracted in a near real-time manner), the overall population registered in the 9 GP practices was 81,040. The end-of-study cohort population was 71,407 (owing to restriction of longer registration as described earlier).

In the week 49 data extraction, the practice populations had a female to male ratio of 49.76% (40,323/81,040) to 50.24% (40,717/81,040). The proportion of people aged 20 to 24 years and over 50 years was above the national average (Figure 1). The study population had a higher proportion of people of white ethnicity recorded 92.57% (38,154/41,218 compared with 85.42% nationally; (45,281,142/53,012,456). The study population was less deprived than the national average, with almost three-fourths 72.20% (56,545/78,322) of the population in the least deprived half (Multimedia Appendix 2).

When comparing the EHR-DM practices and the EPS practices using the end-of-season dataset, the EPS practices were slightly older, the proportion of 65 years and over was 21.64% (n=9842/45,519) in EHR-DM compared with 25.44% (6586/25,888) in EPS (Table 1). The EHR-DM practices also had a smaller proportion of at-risk patients at 40.43% (18,403/45,519) compared with 45.21% (11,703/25,888) in the EPS practices.

**Figure 1.** Age and sex distribution of pilot practices compared against the census.
Table 1. Summary of practice population from end of season cohort.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Vaccination status (cohort)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EHR-DM(^a)</td>
</tr>
<tr>
<td>Number of practices</td>
<td>6</td>
</tr>
<tr>
<td>Age group (years)</td>
<td></td>
</tr>
<tr>
<td>&lt;5</td>
<td></td>
</tr>
<tr>
<td>n (%)</td>
<td>1097 (2.41)</td>
</tr>
<tr>
<td>LCF(^c), %</td>
<td>2.27</td>
</tr>
<tr>
<td>UCF(^d), %</td>
<td>2.55</td>
</tr>
<tr>
<td>5-14</td>
<td></td>
</tr>
<tr>
<td>n (%)</td>
<td>4725 (10.38)</td>
</tr>
<tr>
<td>LCI, %</td>
<td>10.10</td>
</tr>
<tr>
<td>UCI, %</td>
<td>10.66</td>
</tr>
<tr>
<td>15-64</td>
<td></td>
</tr>
<tr>
<td>n (%)</td>
<td>29,855 (65.59)</td>
</tr>
<tr>
<td>LCI, %</td>
<td>65.15</td>
</tr>
<tr>
<td>UCI, %</td>
<td>66.03</td>
</tr>
<tr>
<td>65+</td>
<td></td>
</tr>
<tr>
<td>n (%)</td>
<td>9842 (21.62)</td>
</tr>
<tr>
<td>LCI, %</td>
<td>21.64</td>
</tr>
<tr>
<td>UCI, %</td>
<td>22.00</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td></td>
</tr>
<tr>
<td>n (%)</td>
<td>23,035 (50.64)</td>
</tr>
<tr>
<td>LCI, %</td>
<td>50.19</td>
</tr>
<tr>
<td>UCI, %</td>
<td>51.10</td>
</tr>
<tr>
<td>Female</td>
<td></td>
</tr>
<tr>
<td>n (%)</td>
<td>22,466 (49.36)</td>
</tr>
<tr>
<td>LCI, %</td>
<td>48.90</td>
</tr>
<tr>
<td>UCI, %</td>
<td>49.81</td>
</tr>
<tr>
<td>Risk group</td>
<td></td>
</tr>
<tr>
<td>Specific risk group</td>
<td></td>
</tr>
<tr>
<td>n (%)</td>
<td>18,403 (40.43)</td>
</tr>
<tr>
<td>LCI, %</td>
<td>39.98</td>
</tr>
<tr>
<td>UCI, %</td>
<td>40.88</td>
</tr>
</tbody>
</table>

\(^a\)EHR-DM: electronic health record data mining.  
\(^b\)EPS: enhanced passive surveillance.  
\(^c\)LCI: lower confidence interval.  
\(^d\)UCI: upper confidence interval.

Measures
Most vaccinations took place between weeks 39 and 45 (Figure 2). From the weekly cumulative data extractions (weeks 35-49), 19.57% (15,863/81,040) of the registered practice population overall and 57.48% (9969/17,344) of people aged 65 years or older were vaccinated (Table 2).
Table 2. Summary of vaccinations from weekly data extractions by risk group.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Vaccination status (weekly cumulated data)</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EHR-DM&lt;sup&gt;a&lt;/sup&gt; vaccinated (Non-GSK)</td>
<td>EPS&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Vaccinated (Non-GSK)</td>
<td>Vaccinated (GSK)</td>
</tr>
<tr>
<td>Number of practices</td>
<td>6</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>n (%)</td>
<td>8640 (16.62)</td>
<td>3607 (12.41)</td>
<td>3616 (12.44)</td>
<td>7223 (24.85)</td>
</tr>
<tr>
<td>LCl&lt;sup&gt;c&lt;/sup&gt;, %</td>
<td>16.30</td>
<td>12.03</td>
<td>12.06</td>
<td>24.35</td>
</tr>
<tr>
<td>UCl&lt;sup&gt;d&lt;/sup&gt;, %</td>
<td>16.95</td>
<td>12.79</td>
<td>12.82</td>
<td>25.35</td>
</tr>
<tr>
<td>Risk group</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Specific risk group</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n (%)</td>
<td>7422 (36.26)</td>
<td>2967 (22.66)</td>
<td>3301 (25.21)</td>
<td>6268 (47.88)</td>
</tr>
<tr>
<td>LCl, %</td>
<td>35.60</td>
<td>21.94</td>
<td>24.47</td>
<td>47.02</td>
</tr>
<tr>
<td>UCl, %</td>
<td>36.92</td>
<td>23.38</td>
<td>25.96</td>
<td>48.73</td>
</tr>
<tr>
<td>Under 4 years old</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n (%)</td>
<td>277 (14.70)</td>
<td>113 (10.89)</td>
<td>53 (5.11)</td>
<td>166 (15.99)</td>
</tr>
<tr>
<td>LCl, %</td>
<td>13.11</td>
<td>9.06</td>
<td>3.85</td>
<td>13.78</td>
</tr>
<tr>
<td>UCl, %</td>
<td>16.30</td>
<td>12.81</td>
<td>6.45</td>
<td>18.21</td>
</tr>
<tr>
<td>65 years or older</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n (%)</td>
<td>5198 (49.98)</td>
<td>2130 (30.67)</td>
<td>2641 (38.03)</td>
<td>4771 (68.71)</td>
</tr>
<tr>
<td>LCl, %</td>
<td>49.02</td>
<td>29.59</td>
<td>36.90</td>
<td>67.61</td>
</tr>
<tr>
<td>UCl, %</td>
<td>50.94</td>
<td>31.75</td>
<td>39.17</td>
<td>69.80</td>
</tr>
</tbody>
</table>

<sup>a</sup>EHR-DM: electronic health record data mining.
<sup>b</sup>EPS: enhanced passive surveillance.
<sup>c</sup>LCl: lower confidence interval.
<sup>d</sup>UCl: upper confidence interval.
**Enhanced Passive Surveillance Practices**

In the 3 practices that conducted yellow card–based surveillance, the staff managed to hand out the cards to 61.24% (4150/6776) of the vaccinees, and of these cards, 1.97% (82/4150) were returned to the GP offices, which represented 1.21% (82/6776) of the vaccinated population covered by this surveillance system.

Some practices found it challenging to interpret and link the free-text comments on the cards to the specified AEI codes. With this respect, 1 practice faced some challenges to record all the information on the returned cards into the practice EHR system, the main reason being the difficulty to transcribe the events reported in the yellow cards to the electronic system.

Of those vaccinated (19.57% (15,863/81,040) of the population); 77.20% (12,247/15,863) were vaccinated using a non-GSK vaccine. The non-GSK vaccines that patients were administered were manufactured by Astra Zeneca, Sanofi Pasteur Europe, Seqirus Vaccines Limited, and Abbot Biologicals.

**Adverse Events of Interest**

From the weekly cumulative data extractions (weeks 35-49), the rates of AEIs in the 14-days postvaccination between GSK and non-GSK vaccines were similar: non-GSK=3.02% (370/12,247; 95% CI 2.72-3.33) and GSK=2.63% (95/3616; 95% CI 2.13-3.15) (Table 3). The most common AEIs presenting were respiratory, fever, and musculoskeletal symptoms (Multimedia Appendix 3).

The GSK vaccine had fewer AEI presentations of respiratory symptoms and fever but more musculoskeletal symptoms. The rates of these AEIs were as follows:

- **Respiratory**—0.96% (95% CI 0.79%-1.14%, 118/12,247) for non-GSK and 0.88% (95% CI 0.58%-1.19% 32/3616) for GSK vaccine.
- **Fever**—0.79% (95% CI 0.64%-0.96%, 97/12,247) for non-GSK and 0.66% (95% CI 0.41%-0.94%, 24/3616) for GSK vaccine.
- **Musculoskeletal conditions**—0.51% (95% CI 0.39%-0.65%, 63/12,247) for non-GSK and 0.91% (95% CI 0.61%-1.24%,33/3616) for GSK vaccine (Multimedia Appendix 3).

The highest rate of AEIs was identified in adults aged 15 to 64 years for GSK vaccines (3.2%; 25/781) (Table 3).
Table 3. Summary of adverse events of interest from weekly data extractions.

<table>
<thead>
<tr>
<th>Vaccine status (weekly cumulated data)</th>
<th>Any AEI&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>EHR-DM&lt;sup&gt;b&lt;/sup&gt; vaccinated (Non-GSK)</td>
<td>Vaccinated (Non-GSK)</td>
</tr>
<tr>
<td>Total</td>
<td>6</td>
</tr>
<tr>
<td>n (%)</td>
<td>339 (3.92)</td>
</tr>
<tr>
<td>1.45</td>
<td>1.07</td>
</tr>
<tr>
<td>LCI&lt;sup&gt;d&lt;/sup&gt;, %</td>
<td>4.34</td>
</tr>
<tr>
<td>UCI&lt;sup&gt;e&lt;/sup&gt;, %</td>
<td>4.34</td>
</tr>
</tbody>
</table>

Age groups (years)

- **<5**
  - n (%) | 15 (5.42) | 1 (0.60) | 1 (0.60) | 2 (1.20) |
  - LCI<sup>d</sup>, % | 2.12 | 0.00 | 2.31 | 0.00 |
  - UCI<sup>e</sup>, % | 6.06 | 7.50 | 6.15 | 5.66 |

- **5-14**
  - n (%) | 24 (3.37) | 1 (0.18) | 1 (0.18) | 2 (0.36) |
  - LCI<sup>d</sup>, % | 0.98 | 0.00 | 1.32 | 0.00 |
  - UCI<sup>e</sup>, % | 2.50 | 5.88 | 2.89 | 5.26 |

- **15-64**
  - n (%) | 111 (4.53) | 12 (0.69) | 25 (3.20) | 38 (2.20) |
  - LCI<sup>d</sup>, % | 3.11 | 2.05 | 2.95 | 1.73 |
  - UCI<sup>e</sup>, % | 4.46 | 4.48 | 4.19 | 3.93 |

- **65+**
  - n (%) | 189 (3.64) | 17 (0.36) | 67 (1.40) | 84 (1.76) |
  - LCI<sup>d</sup>, % | 2.34% | 1.95% | 2.27% | 1.67% |
  - UCI<sup>e</sup>, % | 3.11% | 3.16% | 2.99% | 2.76% |

Risk group

- **Any risk group**
  - n (%) | 293 (3.95) | 29 (0.46) | 87 (1.39) | 116 (1.85) |
  - LCI<sup>d</sup>, % | 3.52 | 0.30 | 1.10 | 1.53 |
  - UCI<sup>e</sup>, % | 4.39 | 0.64 | 1.69 | 2.19 |

<sup>a</sup>AEI: adverse events of interest.
<sup>b</sup>EHR-DM: electronic health record data mining.
<sup>c</sup>EPS: enhanced passive surveillance.
<sup>d</sup>LCI: lower confidence interval.
<sup>e</sup>UCI: upper confidence interval.

**Hospital Admissions**

We explored hospital admission data recorded in the practice EHR. The rate of admissions of vaccinees with an AEI was 2.50% (44/1,761; 95% CI 1.8-3.2).

Those receiving GSK vaccine had a numerically lower rate of hospital admission, although small numbers were reported. For example, 2% (2/92; 95% CI 2.2%-3.3%) of people vaccinated with GSK influenza vaccine were admitted to hospital with an AEI in the 14 days following vaccination, while in the non-GSK vaccines group, the rate was 3.9% (13/333; 95% CI 1.8%-2.1%).

There were timeliness, completeness, and accuracy issues with the retrieved hospital data. The hospital admission data and diagnoses took up to 10 to 20 days to be recorded in the practices’ EHR and, in some cases, up to 42 days.
Analyses

End-of-Season and Weekly Comparison

The AEIs reported in the end of season and weekly extractions were comparable. For example, focusing on GSK vaccines, for any adverse event, the end-of-study cohort had an AEI recording of 92/3434 (2.68%) and weekly report of 95/3616 (2.63%). For GSK vaccines, the largest difference in AEIs was for any sensitivity or anaphylaxis (end of season: n=0, 0%; cohort: n=1, 0.03%).

Data Extraction From the Royal College of General Practitioners’ Research and Surveillance Centre

Overall, the study data were comparable with that of the rest of the RCGP RSC (see Multimedia Appendix 3). This suggests that the AEIs reporting patterns from the 9 GPs recruited and the RCGP RSC were similar and that the data extraction approach was valid.

Timeliness was comparable with RCGP RSC. Data were extracted each week using the same automated system. However, 2 practices required local extracts (carried out where the remote systems installation failed); these 2 practices had delays of up to 2 weeks, particularly early in the observation period.

The RCGP RSC rate of overall influenza vaccine uptake (excluding the study practices) is 21.80% (238,519/1,094,352); the overall rate of these 9 practices, using the end-of-study cohort data, was 20.73% (14,801/71,407) suggesting a good completeness of the study data for vaccine uptake.

Discussion

Principal Findings

This study showed that using GP data for EHR-DM was a feasible method of near real-time surveillance. This was demonstrated by the timeliness of data extraction and the validity of the data.

The use of yellow cards (EPS) to enhance surveillance was not successful as there was only a 1.97% (82/4150) return rate; and this small additional return rate did not yield useful additional information. However, there were only 3 practices in this group.

Rates of AEI (within 14 days postvaccination) in the vaccinated group were around 3% (3.02% 333/11,367 for non-GSK and 2.63% 92/3434 for GSK) with around 1% (150/15,863) AEIs reporting. However, 2 practices required local extracts (carried out where the remote systems installation failed); these 2 practices had delays of up to 2 weeks, particularly early in the observation period.

The RCGP RSC rate of overall influenza vaccine uptake (excluding the study practices) is 21.80% (238,519/1,094,352); the overall rate of these 9 practices, using the end-of-study cohort data, was 20.73% (14,801/71,407) suggesting a good completeness of the study data for vaccine uptake.

A near real-time enhanced brand-specific surveillance network could produce weekly reports of AEIs to meet the EMA requirements. The data extraction element of the project could readily be extended; the yellow card scheme could be refined and expanded. Introducing an ADR card as part of the process may be an optimal and sustainable way to stimulate reporting of AEIs from those with a lower propensity to consult (ie, for mild events).

Data collection over several seasons may be required to achieve a better understanding of background rates of AEIs. A particular challenge is that people immunized in the first weeks of immunization may differ from those immunized in subsequent weeks due to annual recommendations to promptly vaccinate the more vulnerable patients early in the season.

It is feasible to set up a weekly reporting, using an enhanced passive and EHR-DM surveillance system, to detect EMA-specified AEIs across specific brands; though further refinements are needed before such a system can be fully operationalized.

Limitations

Data were inevitably passive surveillance data, largely derived from medically attended events for those who consult. Considering that some groups have a lower propensity to consult (eg, men [19]), this is a likely confounding factor. Future EPS may need to be designed to be more inclusive of less represented groups; for instance, using customized ADR cards to continuously enhance the reporting.

A further limitation of our design was the potential bias in the Enhanced Safety Surveillance in Europe, one recommendation could be to establish a network of organizations involved in EHR data mining in real time, supplemented with vaccination-customized ADR cards (ie, yellow cards in this study) reporting scheme, with criteria defining the prerequisites of data quality. However, a yellow card is not a good long-term choice of color or label. In the United Kingdom, yellow cards are developed by the MHRA and are generally completed when a GP suspects an ADR related to the vaccination. In this study, the approach was to collect as comprehensively as possible AEIs, prespecified by the EMA, regardless of the possible causal association with immunization.

Another potential way to collect AEI following vaccination could be to develop a mobile phone application to collect events in a more comprehensive manner. This approach could be an interesting approach to overcome the suboptimal return. Future research could investigate the feasibility of designing such an app to collect this information in a more reliable manner.

Generalizability

A near real-time enhanced brand-specific surveillance network could produce weekly reports of AEIs to meet the EMA requirements. The data extraction element of the project could readily be extended; the yellow card scheme could be refined and expanded. Introducing an ADR card as part of the process may be an optimal and sustainable way to stimulate reporting of AEIs from those with a lower propensity to consult (ie, for mild events).

Data collection over several seasons may be required to achieve a better understanding of background rates of AEIs. A particular challenge is that people immunized in the first weeks of immunization may differ from those immunized in subsequent weeks due to annual recommendations to promptly vaccinate the more vulnerable patients early in the season.

It is feasible to set up a weekly reporting, using an enhanced passive and EHR-DM surveillance system, to detect EMA-specified AEIs across specific brands; though further refinements are needed before such a system can be fully operationalized.

Limitations

Data were inevitably passive surveillance data, largely derived from medically attended events for those who consult. Considering that some groups have a lower propensity to consult (eg, men [19]), this is a likely confounding factor. Future EPS may need to be designed to be more inclusive of less represented groups; for instance, using customized ADR cards to continuously enhance the reporting.

A further limitation of our design was the potential bias in the practice selection for EPS, which was conditional on the willingness of practice to participate in the study and hand out, collect, and code any data on the yellow cards. We drew
conclusions about the unsuitability of the yellow card on basis of data from 3 practices, not selected at random. Return rates were low and what was written on the cards was challenging to transcribe and thus to code consistently.

In addition, in the United Kingdom, vaccines are preferentially recommended for different age and risk groups which preclude any possibility to systematically compare the findings from different vaccine brands. In addition, the sample for future studies could have improved representativeness by recruiting more inner-city practices. Our study practice populations were less ethnically mixed and less deprived than the English national average, likely due to a lack of inner-city practices.

Our remote data extraction system was reasonably reliable, although it had gaps. It is challenging to use a local extract system in a timely way, although it did fill gaps in our data. One other challenge was to properly analyze all the collected data to allow near real-time assessment. In the longer term, comparing rates with historic data may be an additional option to have more insights on baseline rates as a basis for comparison with findings in the current season. For this study, we had a lack of historical background rates of AEI in the same population or availability of an appropriate comparison group.

In future studies, we should either compare rates with AEs derived from the RCGP or from previous years of these studies, assuming that the study design and the approach remain overall unchanged.

A limitation of our design was training GPs in coding. While this should help with data within the season, it has the potential to produce biased results when comparing with historical data when no training was given. Furthermore, the preferred code list given to practices (Multimedia Appendix 1) notes that these codes should be used for adverse events postvaccination. In this respect, it does not appear to use as baseline for comparison historical data where no specific training was provided.

Conclusions

Overall, this study showed that using GP data was a feasible method for enhanced near-real time surveillance in terms of EHR-DM. However, the use of yellow cards (EPS) in GP did not capture a significant amount of additional data. There are many lessons learnt from this initial study, and these are reflected in the limitations of the design and study approach. Future enhanced surveillance should focus on ways to improve and standardize AEIs reporting, data collection, and extraction.
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Abstract

Background: Despite the benefits of regular physical activity, women in every age group have lower activity levels than men, and few women meet the recommended levels of physical activity. Digital technologies have been useful in increasing physical activity during the course of an interventional study. However, sustaining that activity once the clinical trial was complete was a major challenge.

Objective: This study aimed to describe the experiences and perspectives of physically inactive women who completed the mobile phone–based physical activity education (mPED), a randomized controlled trial, at 12 months.

Methods: Of 210 women who were enrolled in the mPED trial, 203 completed a 12-month open-ended exit interview and survey through phone. The participants were asked about their physical activity levels; their digital technology use; what they learned from, liked, and would change about the trial; their motivations to keep active post-trial; and their advice for other women. Interviews were transcribed verbatim and thematically analyzed using the brief survey qualitative description. Descriptive statistics were used to describe the survey data with the significance level set at $P < .05$.

Results: In the 12-month survey, a greater proportion of the participants in the intervention group, compared with the control group, reported that they regularly wore a pedometer or physical activity tracker (49.3%, 66/143 vs 26.1%, 18/69; $P = .002$) and engaged in brisk walking (54.5%, 73/134 vs 30.4%, 21/69; $P = .001$). The experiences and perceptions of physical activity of physically inactive women over time were embedded in a complex interplay of internal and external factors. A total of 6 interactive themes emerged as critical in supporting continued engagement in physical activity postintervention: tracking, technology versus personal touch, accountability, resources and environment, motivation, and habit formation. Technology allowed for self-tracking, which supported internal accountability. However, tracking by another person (personal touch) was needed for external accountability. Resources and environment underpinned the relationship among the themes of tracking, technology versus personal touch, accountability, motivation, and habit formation.

Conclusions: Future research is needed to identify the best ways to harness this dynamic process in promoting and sustaining physical activity among inactive women. Digital technology is evolving at an exponential rate and provides new opportunities to transform research into new approaches to promote physical activity.

Trial Registration: ClinicalTrials.gov NCT01280812; https://clinicaltrials.gov/ct2/show/NCT01280812

International Registered Report Identifier (IRRID): RR2-10.1186/1471-2485-11-933
Introduction

Despite the numerous benefits of physical activity for women, few women meet the recommended levels of physical activity [1,2]. In fact, women in every age group self-report lower activity levels than men [3]. Research has demonstrated that regular physical activity is associated with a reduced risk for chronic illnesses, such as type 2 diabetes, hypertension, and some cancers [3-8]. The Physical Activity Guidelines for Americans—2nd edition recommends that adults should engage in at least 150 to 300 min a week of moderate-intensity activity or 75 to 150 min a week of vigorous-intensity aerobic activity [9]. Yet, self-reported surveys administered nationally show that only 49% of adults in the United States met these recommended minimum activity levels [10]. Given that comparisons between self-report and accelerometer data demonstrate that people tend to overestimate their physical activity, the actual percentage of adults meeting minimum levels of activity is likely to be lower [11].

Use of digital technologies such as mobile phone, apps, and activity trackers to encourage physical activity has gained popularity. The prevalence of mobile phone ownership has significantly increased, reaching 77% in the United States in 2015 [12]. Similarly, the availability of activity trackers or accelerometers that connect with mobile phone health apps has also grown. According to a 2015 Pew Research Center survey, more than half of mobile phone users had downloaded a health app, with fitness and nutrition apps being the most common categories of health apps downloaded [13].

Research has shown that mobile phone apps or activity trackers or accelerometers seem to improve physical activity and reduce sedentary behaviors, at least in the short term [14-17]; however, few clinical trials using digital technology–based interventions to increase physical activity have examined the sustainability of these interventions [18-21]. To help address this knowledge gap, we recently completed the mobile phone–based physical activity education program (mPED) study, a randomized controlled trial (RCT) designed to examine the efficacy of a 3-month mobile app and accelerometer-based physical activity intervention and a 6-month maintenance intervention for physically inactive women (see the study design in Multimedia Appendix 1). The main outcomes of the trial have been previously published [22]. In brief, the mPED trial was an unblinded, parallel RCT conducted with 3 groups (control, regular, and plus groups; see Multimedia Appendix 1). The trial consisted of a 3-week run-in period, a 3-month intervention period, and a 6-month maintenance period. The control group was asked to use an Omron Active Style Pro HJA-350IT (Omron Healthcare) accelerometer to record and store physical activity every day for the entire 9-month study period but did not receive any physical activity intervention. In contrast, the regular and plus groups received the identical physical activity intervention. In brief, the mPED trial was an unblinded, parallel RCT conducted with 3 groups (control, regular, and plus groups; see Multimedia Appendix 1). The trial consisted of a 3-week run-in period, a 3-month intervention period, and a 6-month maintenance period. The control group was asked to use an Omron Active Style Pro HJA-350IT (Omron Healthcare) accelerometer to record and store physical activity every day for the entire 9-month study period but did not receive any physical activity intervention. In contrast, the regular and plus groups received the identical physical activity intervention. In brief, the mPED trial was an unblinded, parallel RCT conducted with 3 groups (control, regular, and plus groups; see Multimedia Appendix 1). The trial consisted of a 3-week run-in period, a 3-month intervention period, and a 6-month maintenance period. The control group was asked to use an Omron Active Style Pro HJA-350IT (Omron Healthcare) accelerometer to record and store physical activity every day for the entire 9-month study period but did not receive any physical activity intervention. In contrast, the regular and plus groups received the identical physical activity intervention. In brief, the mPED trial was an unblinded, parallel RCT conducted with 3 groups (control, regular, and plus groups; see Multimedia Appendix 1). The trial consisted of a 3-week run-in period, a 3-month intervention period, and a 6-month maintenance period. The control group was asked to use an Omron Active Style Pro HJA-350IT (Omron Healthcare) accelerometer to record and store physical activity every day for the entire 9-month study period but did not receive any physical activity intervention. In contrast, the regular and plus groups received the identical physical activity intervention. In brief, the mPED trial was an unblinded, parallel RCT conducted with 3 groups (control, regular, and plus groups; see Multimedia Appendix 1). The trial consisted of a 3-week run-in period, a 3-month intervention period, and a 6-month maintenance period. The control group was asked to use an Omron Active Style Pro HJA-350IT (Omron Healthcare) accelerometer to record and store physical activity every day for the entire 9-month study period but did not receive any physical activity intervention. In contrast, the regular and plus groups received the identical physical activity intervention. In brief, the mPED trial was an unblinded, parallel RCT conducted with 3 groups (control, regular, and plus groups; see Multimedia Appendix 1). The trial consisted of a 3-week run-in period, a 3-month intervention period, and a 6-month maintenance period. The control group was asked to use an Omron Active Style Pro HJA-350IT (Omron Healthcare) accelerometer to record and store physical activity every day for the entire 9-month study period but did not receive any physical activity intervention. In contrast, the regular and plus groups received the identical physical activity intervention. In brief, the mPED trial was an unblinded, parallel RCT conducted with 3 groups (control, regular, and plus groups; see Multimedia Appendix 1). The trial consisted of a 3-week run-in period, a 3-month intervention period, and a 6-month maintenance period. The control group was asked to use an Omron Active Style Pro HJA-350IT (Omron Healthcare) accelerometer to record and store physical activity every day for the entire 9-month study period but did not receive any physical activity intervention. In contrast, the regular and plus groups received the identical physical activity intervention. In brief, the mPED trial was an unblinded, parallel RCT conducted with 3 groups (control, regular, and plus groups; see Multimedia Appendix 1). The trial consisted of a 3-week run-in period, a 3-month intervention period, and a 6-month maintenance period. The control group was asked to use an Omron Active Style Pro HJA-350IT (Omron Healthcare) accelerometer to record and store physical activity every day for the entire 9-month study period but did not receive any physical activity intervention. In contrast, the regular and plus groups received the identical physical activity intervention. In brief, the mPED trial was an unblinded, parallel RCT conducted with 3 groups (control, regular, and plus groups; see Multimedia Appendix 1). The trial consisted of a 3-week run-in period, a 3-month intervention period, and a 6-month maintenance period. The control group was asked to use an Omron Active Style Pro HJA-350IT (Omron Healthcare) accelerometer to record and store physical activity every day for the entire 9-month study period but did not receive any physical activity intervention. In contrast, the regular and plus groups received the identical physical activity intervention. In brief, the mPED trial was an unblinded, parallel RCT conducted with 3 groups (control, regular, and plus groups; see Multimedia Appendix 1). The trial consisted of a 3-week run-in period, a 3-month intervention period, and a 6-month maintenance period. The control group was asked to use an Omron Active Style Pro HJA-350IT (Omron Healthcare) accelerometer to record and store physical activity every day for the entire 9-month study period but did not receive any physical activity intervention. In contrast, the regular and plus groups received the identical physical activity intervention. In brief, the mPED trial was an unblinded, parallel RCT conducted with 3 groups (control, regular, and plus groups; see Multimedia Appendix 1). The trial consisted of a 3-week run-in period, a 3-month intervention period, and a 6-month maintenance period. The control group was asked to use an Omron Active Style Pro HJA-350IT (Omron Healthcare) accelerometer to record and store physical activity every day for the entire 9-month study period but did not receive any physical activity intervention. In contrast, the regular and plus groups received the identical physical activity intervention. In brief, the mPED trial was an unblinded, parallel RCT conducted with 3 groups (control, regular, and plus groups; see Multimedia Appendix 1). The trial consisted of a 3-week run-in period, a 3-month intervention period, and a 6-month maintenance period. The control group was asked to use an Omron Active Style Pro HJA-350IT (Omron Healthcare) accelerometer to record and store physical activity every day for the entire 9-month study period but did not receive any physical activity intervention. In contrast, the regular and plus groups received the identical physical activity intervention. In brief, the mPED trial was an unblinded, parallel RCT conducted with 3 groups (control, regular, and plus groups; see Multimedia Appendix 1). The trial consisted of a 3-week run-in period, a 3-month intervention period, and a 6-month maintenance period. The control group was asked to use an Omron Active Style Pro HJA-350IT (Omron Healthcare) accelerometer to record and store physical activity every day for the entire 9-month study period but did not receive any physical activity intervention. In contrast, the regular and plus groups received the identical physical activity intervention. In brief, the mPED trial was an unblinded, parallel RCT conducted with 3 groups (control, regular, and plus groups; see Multimedia Appendix 1). The trial consisted of a 3-week run-in period, a 3-month intervention period, and a 6-month maintenance period. The control group was asked to use an Omron Active Style Pro HJA-350IT (Omron Healthcare) accelerometer to record and store physical activity every day for the entire 9-month study period but did not receive any physical activity intervention. In contrast, the regular and plus groups received the identical physical activity intervention. In brief, the mPED trial was an unblinded, parallel RCT conducted with 3 groups (control, regular, and plus groups; see Multimedia Appendix 1). The trial consisted of a 3-week run-in period, a 3-month intervention period, and a 6-month maintenance period. The control group was asked to use an Omron Active Style Pro HJA-350IT (Omron Healthcare) accelerometer to record and store physical activity every day for the entire 9-month study period but did not receive any physical activity intervention. In contrast, the regular and plus groups received the identical physical activity intervention.
at least 10,000 steps per day, 7 days a week during the remaining study period. Personalized automated feedback was provided daily via the mPED trial app. In addition, in the 6-month maintenance period, the plus group kept using both the mPED trial app and accelerometer, whereas the regular group kept using only the accelerometer. In this trial, the research team used the term pedometer, instead of accelerometer, to the study participants.

Procedures for the 12-Month Data Collection
At the 9-month visit, all participants returned all research equipment, including accelerometers and study mobile phones (if any) to the research office. If the study app was installed on their mobile phones, the research staff removed the study app. Participants were encouraged to purchase an activity tracker, if they reported that they did not have one, using the US $40 compensation for their time. At the end of the 9-month visit, all participants scheduled a 12-month follow-up telephone interview and then received a text, an email, or a telephone call to confirm their 12-month telephone interview appointment. The 12-month interview consists of 2 parts: (1) a survey and (2) a semistructured interview using open-ended questions (see Multimedia Appendix 2). Owing to the need to have a sufficient sample for the survey, all 203 participants were interviewed quantitatively and qualitatively. The interviews were conducted over the telephone by research assistants trained in both interviewing techniques [29]. Interviews were digitally recorded and transcribed verbatim by a professional transcriptionist. The average length of the semistructured interviews was 18 (SD 6) min, ranging from 7 to 41 min.

Analytic Strategy
Transcribed interview data were imported into ATLAS.ti 8.0 to assist in qualitative data analysis. Alphanumeric identifiers were used to ensure participant confidentiality, and audio files were kept on a secure device in a locked drawer in the research office. A total of 3 researchers reviewed 10 transcripts to inductively develop the initial codebook based on the answers provided to the research questions. Overall, 10 interviews were chosen because some of the interviews were relatively short, and the normally recommended number of 3 interviews was too small to sufficiently capture emerging codes [30]. After reviewing and comparing codes for how well the codes were capturing the perspectives of the participants, agreement on the coding scheme was achieved. Overall, 15% (30/203) of the transcripts were doubled coded, with 90% intercoder agreement. One researcher then coded the rest of the interviews for consistency. The 3 investigators reviewed the coding weekly within and across all interviews and discussed emerging commonalities. As the trial was effective in improving physical activity outcomes [22], we presented the qualitative interview data between the control versus intervention (regular and plus) groups. Constant and collaborative reviewing of data led to collapsing and grouping of codes into broader categories reflective of emerging themes that were evident across all 3 research groups [30]. Although theory development was not a goal, we sought more conceptual parsimony in the themes than in the descriptions [31]. Further examination, merging, connecting, and refining of codes within themes allowed for clarification of meaning and identification of patterns and relationships among the themes. Quotes associated with collapsed categories were then examined collectively by the research team to clarify broader themes across all groups (see Multimedia Appendix 2) and determine which best described the final themes. For the survey data, descriptive statistics were used with the significance level set at $P<.05$. As there was no statistical difference in the physical activity outcomes between the 2 intervention (regular and plus) groups [22], the 2 intervention groups were combined in this paper.

Results
Quantitative Findings
Overall, 96.7% (203/210) of the mPED trial participants completed the 12-month phone interview. The baseline characteristics in the sample of 203 participants did not differ from the 7 nonparticipants ($P>.05$). Baseline demographics are presented in Table 1. Mean participant age was 52.6 (SD 11.0) years, 56.7% (115/203) self-identified as non-Hispanic white, 74.4% (151/203) had a full- or part-time job, and 74.9% (152/203) completed 4 years of college. There was no difference in baseline characteristics between the control and intervention groups ($P>.05$).

At 12 months, 67.2% (90/134) of participants in the intervention group and 51.5% (35/69) of participants in the control group reported that they owned a pedometer or activity tracker ($P=.03$), whereas 49.3% (66/134) of participants in the intervention group and 26% (18/69) of participants in the control group reported that they regularly wore the pedometer or activity tracker ($P=.002$; Table 2). In response to the question “Has your physical activity been more, less, or about the same compared with the first 9 months of the study?” a significantly higher proportion of participants in the control group, compared with the intervention group, reported engaging in more physical activity from 9 to 12 months ($P=.001$). However, a greater proportion of participants in the intervention group engaged in more brisk walking compared with the control group ($P=.001$).
Table 1. Baseline demographics of mobile phone–based physical activity education participants who completed the 12-month interview.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total (N=203)</th>
<th>Control (n=69)</th>
<th>Intervention (regular and plus groups; n=134)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>52.6 (11.0)</td>
<td>52.0 (9.9)</td>
<td>52.8 (11.5)</td>
<td>.66</td>
</tr>
<tr>
<td>Race and ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td>16 (7.9)</td>
<td>3 (4)</td>
<td>8 (6.0)</td>
<td>.46</td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>11 (5.4)</td>
<td>3 (4)</td>
<td>8 (6.0)</td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>41 (20.2)</td>
<td>13 (18)</td>
<td>28 (20.9)</td>
<td></td>
</tr>
<tr>
<td>White (non-Hispanic)</td>
<td>115 (56.7)</td>
<td>36 (52)</td>
<td>79 (59.0)</td>
<td></td>
</tr>
<tr>
<td>More than 1 race</td>
<td>20 (9.9)</td>
<td>9 (13)</td>
<td>11 (8.2)</td>
<td></td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.14</td>
</tr>
<tr>
<td>Completed high school or some college coursework</td>
<td>51 (25.1)</td>
<td>23 (33)</td>
<td>28 (20.9)</td>
<td></td>
</tr>
<tr>
<td>Completed college (4 years)</td>
<td>83 (40.9)</td>
<td>24 (34)</td>
<td>59 (44.0)</td>
<td></td>
</tr>
<tr>
<td>Completed graduate school</td>
<td>69 (34.0)</td>
<td>22 (31)</td>
<td>47 (35.1)</td>
<td></td>
</tr>
<tr>
<td>Annual household income (US $; before tax), n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.66</td>
</tr>
<tr>
<td>&lt;40,000</td>
<td>31 (15.3)</td>
<td>13 (18)</td>
<td>18 (13.4)</td>
<td></td>
</tr>
<tr>
<td>40,001-75,000</td>
<td>49 (24.1)</td>
<td>14 (20)</td>
<td>35 (26.1)</td>
<td></td>
</tr>
<tr>
<td>&gt;75,000</td>
<td>107 (52.7)</td>
<td>36 (52)</td>
<td>71 (53.0)</td>
<td></td>
</tr>
<tr>
<td>Decline to state or do not know</td>
<td>16 (7.9)</td>
<td>6 (8)</td>
<td>10 (7.5)</td>
<td></td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.24</td>
</tr>
<tr>
<td>Never married, divorced, or widowed</td>
<td>97 (47.8)</td>
<td>29 (42)</td>
<td>68 (50.7)</td>
<td></td>
</tr>
<tr>
<td>Currently married or cohabitating</td>
<td>106 (52.2)</td>
<td>40 (58)</td>
<td>66 (49.3)</td>
<td></td>
</tr>
<tr>
<td>Employment, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.14</td>
</tr>
<tr>
<td>Employed for pay (full or part time)</td>
<td>151 (74.4)</td>
<td>47 (68)</td>
<td>104 (77.6)</td>
<td></td>
</tr>
<tr>
<td>Retired or unemployed or homemaker</td>
<td>52 (25.6)</td>
<td>22 (31)</td>
<td>30 (22.4)</td>
<td></td>
</tr>
<tr>
<td>Living with a child (children), n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.17</td>
</tr>
<tr>
<td>Yes</td>
<td>50 (24.6)</td>
<td>21 (30)</td>
<td>29 (21.6)</td>
<td></td>
</tr>
<tr>
<td>Body mass index (kg/m²), mean (SD)</td>
<td>29.9 (6.2)</td>
<td>30.4 (5)</td>
<td>29.6 (6.2)</td>
<td>.46</td>
</tr>
</tbody>
</table>
Table 2. Comparison of app and pedometer use and self-reported physical activity between control and intervention groups.

<table>
<thead>
<tr>
<th>Survey questions</th>
<th>Overall (N=203), n (%)</th>
<th>Control (n=69), n (%)</th>
<th>Intervention (regular and plus; n=134), n (%)</th>
<th>Overall P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Do you currently have a health-related mobile application? (yes)</td>
<td>84 (42.0)</td>
<td>29 (42)</td>
<td>55 (41.7)</td>
<td>.89</td>
</tr>
<tr>
<td>Do you currently wear a pedometer? (yes)</td>
<td>84 (41.4)</td>
<td>18 (26)</td>
<td>66 (49.3)</td>
<td>.002</td>
</tr>
<tr>
<td>Do you have your own pedometer? (yes)</td>
<td>125 (61.9)</td>
<td>35 (51)</td>
<td>90 (67.2)</td>
<td>.03</td>
</tr>
</tbody>
</table>

**Reasons for not purchasing a pedometer after the study visit**

<table>
<thead>
<tr>
<th>Reason</th>
<th>n=77</th>
<th>n=33</th>
<th>n=44</th>
<th>N/A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Still planning to purchase or keep looking</td>
<td>31 (40)</td>
<td>13 (39)</td>
<td>18 (53)</td>
<td>N/A</td>
</tr>
<tr>
<td>Too expensive or financial difficulty</td>
<td>17 (22)</td>
<td>2 (6)</td>
<td>15 (44)</td>
<td>N/A</td>
</tr>
<tr>
<td>Use app or phone or be able to estimate steps</td>
<td>9 (12)</td>
<td>4 (12)</td>
<td>5 (15)</td>
<td>N/A</td>
</tr>
<tr>
<td>Do not help or do not like</td>
<td>8 (10)</td>
<td>6 (18)</td>
<td>2 (6)</td>
<td>N/A</td>
</tr>
<tr>
<td>Technology challenging or not accurate</td>
<td>6 (8)</td>
<td>4 (12)</td>
<td>2 (6)</td>
<td>N/A</td>
</tr>
<tr>
<td>Has one somewhere or has not set up</td>
<td>6 (8)</td>
<td>5 (15)</td>
<td>1 (3)</td>
<td>N/A</td>
</tr>
<tr>
<td>Other</td>
<td>6 (8)</td>
<td>2 (6)</td>
<td>4 (12)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

**Since your 9-month visit, what types of exercise have you engaged in to be physically active? (multiple choice question)**

<table>
<thead>
<tr>
<th>Exercise</th>
<th>n=203</th>
<th>n=69</th>
<th>n=134</th>
<th>N/A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Walking</td>
<td>126 (62.1)</td>
<td>49 (71)</td>
<td>77 (57.5)</td>
<td>.06</td>
</tr>
<tr>
<td>Brisk walking</td>
<td>94 (46.3)</td>
<td>21 (30)</td>
<td>73 (54.5)</td>
<td>.001</td>
</tr>
<tr>
<td>Yoga</td>
<td>20 (9.9)</td>
<td>3 (4)</td>
<td>17 (12.7)</td>
<td>.06</td>
</tr>
<tr>
<td>Hiking</td>
<td>15 (7.4)</td>
<td>5 (7)</td>
<td>10 (7.5)</td>
<td>.96</td>
</tr>
<tr>
<td>Gardening or yard work</td>
<td>16 (7.9)</td>
<td>7 (10)</td>
<td>9 (6.7)</td>
<td>.39</td>
</tr>
<tr>
<td>Cycling</td>
<td>19 (9.4)</td>
<td>7 (10)</td>
<td>12 (9.0)</td>
<td>.78</td>
</tr>
<tr>
<td>Other</td>
<td>110 (54.2)</td>
<td>39 (56)</td>
<td>71 (53.0)</td>
<td>.77</td>
</tr>
</tbody>
</table>

**Since your 9-month study visit, has your physical activity been more, less, or about the same (compared with the first 9 months of the study)?**

<table>
<thead>
<tr>
<th>Change</th>
<th>n=203</th>
<th>n=69</th>
<th>n=134</th>
<th>N/A</th>
</tr>
</thead>
<tbody>
<tr>
<td>About the same</td>
<td>66 (32.5)</td>
<td>27 (39)</td>
<td>39 (29.1)</td>
<td>.001</td>
</tr>
<tr>
<td>More</td>
<td>64 (31.5)</td>
<td>29 (42)</td>
<td>35 (26.1)</td>
<td>.001</td>
</tr>
<tr>
<td>Less</td>
<td>73 (36.0)</td>
<td>13 (18)</td>
<td>60 (44.8)</td>
<td>.001</td>
</tr>
</tbody>
</table>

**Top 3 reasons for being less active after the 9-month visit (multiple choice question)**

<table>
<thead>
<tr>
<th>Reason</th>
<th>n=73</th>
<th>n=13</th>
<th>n=60</th>
<th>N/A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Study ended</td>
<td>20 (28)</td>
<td>0 (0)</td>
<td>20 (33)</td>
<td>N/A</td>
</tr>
<tr>
<td>Lack of time</td>
<td>20 (28)</td>
<td>4 (31)</td>
<td>16 (27)</td>
<td>N/A</td>
</tr>
<tr>
<td>Did not have a pedometer</td>
<td>12 (16)</td>
<td>2 (15)</td>
<td>10 (17)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

---

**Qualitative Findings**

Overall, participants, regardless of group, appeared to like participating in the trial itself and enjoyed interacting with the research team. Although not all aspects of the study program were addressed in the 12-month interview, participants talked about their experiences with these digital technologies (pedometers and the mobile phone app), increasing their physical activity and challenges in maintaining physical activity. A total of 6 conceptual themes, such as tracking, technology versus

---

*a Missing 1 participant.

*b Total N=77, control n=33, intervention n=34.

*c N/A: not applicable.

*d N=203 but some subjects answered more than once.

*e N=203.

*f Total N=73, control n=13, intervention n=60.
personal touch, accountability, environment and resources, motivation, and habit formation, emerged from the data. Multimedia Appendix 2 shows commonalities and small differences between the 2 groups in their experiences of participating in the study and perspectives on maintaining physical activity and motivation poststudy. These themes connect with the survey data reported above.

Tracking

Participants in all groups talked a lot about the importance of tracking or keeping track of one’s activity to remain motivated:

There is something about keeping track because it is very difficult to discipline yourself, the whole thing is to get to a new habit. [ID 1060, control, age 50 years]

Wearing a pedometer was seen as the primary method for tracking by both control and intervention groups as it allowed for one to “check how many steps I walked in one day” [ID 1003, plus, age 33 years].

Two subthemes emerged from participants discussion of tracking: self-awareness (internal tracking) and tracking by others (external tracking).

Self-Awareness

Knowing how many steps the participant had taken was also seen as a mechanism of self-awareness as 1 woman in the control group clearly articulated:

I learned how physically inactive I was prior to the study (And how did you learn that?) Just by tracking those steps and seeing...I work remotely so when you’re at home and you are doing 1000 steps a day, that sounds like a lot, you know. You don’t know. And then as time progresses you realize that you didn’t even go to the driveway and back for a thousand steps, that it’s just barely nothing. I just think I was more conscious of being physical active, more physically active...because I had the pedometer on, and it kept me conscious of what I was doing. [ID 1238, control, age 57 years]

For some, having a pedometer provided the needed tracking information as it alerted them to the number of steps they had taken that day so that if they had missed the mark (or the expected goal) they could work to increase their steps before bedtime:

In the evening when I text that I haven’t been doing much activity or anything, I will walk until I hit a certain goal or until I am tired and then I will stop and go to bed. [ID 1063, control, age 65 years]

Others looked at the pedometer’s tracking ability to get a sense of how well they have done over the course of a week rather than a daily reminder:

I would like the pedometer to keep track of my activity. The daily tracking was boring. What I like about the pedometer is that I could see my previous activity. That I like. So, I know if it is a good week or a bad week and then I will make up the difference in the following week. [ID 1083, plus, age 44 years]

However, for some participants, self-awareness and pedometer tracking were not enough to maintain their increased level of physical activity, and they desired external tracking.

Tracking by Others

Additional tracking was needed by some participants to encourage them to keep up their physical activity. Although the intervention group discussed this theme more than the control group, participants from both groups talked about the importance of tracking by someone else. This tracking came through having to report in to the research team the number of steps per day through either the download of pedometer data (control group) or the research designed app (intervention group). A woman in the control group stated the following:

I like reporting into you. I like reporting my success. It was validation. I like getting validated...I felt value. And I also got validated that each time I was measured and weighed that I was a success. [ID 1291, control, age 59 years]

An intervention participant remarked that she “actually liked having to report my steps every day on the phone. I would have liked doing that every day” (ID 1078, regular, age 68 years).

Intervention participants received feedback after reporting in their steps via the phone app. Feedback included praise for meeting their step goals or encouragement to do better in the coming days. One participant noted:

[I realized] how much I needed someone monitoring what I am doing. How, honestly, I could see the difference when I went from being in the group where you reported every night to being in the group that was set free and you only recorded when you went to the soft tablet. That really did make a difference, the daily check-ins, as intrusive as it seems, they were really a factor [in keeping me active]. [ID 1113, regular, age 55 years]

Tracking was closely linked to participants’ discussion about technology versus personal touch. Pedometers were mechanisms of tracking, and reporting one’s steps required engaging with a human researcher, both of which were important components of tracking.

Technology Versus Personal Touch

Both control and intervention groups spoke about the importance of technology and personal touch in engaging in physical activity. What was evident in the data was that some embraced the technology. As 1 control participant advised others:

Get a pedometer and, you know, get one with an application attached to it. That you know, it does encourage you to get the steps, and get some physical activity. [ID 1166, control, age 60 years]

Others are more technology adverse, as 1 intervention participant stated:

The cell phone was especially bad for me because I turned into one of those people that’s always looking
Regardless of their attitude toward technology, 41% (28/69) of the control group stated in their interviews that they liked the pedometer, and 39% (52/134) of the intervention group mentioned that they liked the pedometer and the app, finding them useful in helping them to keep walking. Women in the control group spoke exclusively about the pedometer as that was the only technology they received. Furthermore, 1 control participant statement reflected many others:

*I liked having the pedometer. Being able to see even the little bit of activity, like oh walking to the printer or walking across the street to grab lunch, it all adds up.* [ID 1182, control, age 39 years]

Some women from both groups complained about the size or bulkiness of the pedometer, whereas others found having to wear it daily irritating:

*I don’t like wearing a pedometer...it was just like, kind of a pain in the butt, kind of thing. It was just annoying, like, putting it on every day and that kind of thing.* [ID 1191, control, age 39]

Although the intervention group demonstrated similar perspectives about the pedometer, they also discussed the app provided by the study. As 1 participant noted, the app had both positive and negative aspects:

*The app—there were some days that it felt like a really harsh ... supervisor, you know, like, it’d be 8:00pm and I’d think “Oh, I gotta enter that information! And I haven’t done my exercises yet.” I’d feel guilty. But I don’t see that as a bad thing. You know, somebody’s gotta be the task master, ya know, and that helped me be my own.* [ID 1245, regular, age 49 years]

The app provided external tracking (having to check-in via the app), feedback, and encouragement, which work well for the majority of study participants. Although the control group spoke about monitoring their steps in general, only the intervention group discussed reaching their step goals. Yet, the pedometer (especially for the control group) and the app were not perceived as only technology. There was also a person (a research team, friends, or family. For some, having an accurate pedometer was sufficient to take accountability of your own life. As 1 person stated:

*I actually liked the check in, coming in and interacting with you. That was encouraging.* [ID 1039, control, age 61 years]

Discussions about tracking via technology or personal touch reflect the importance of accountability in both initiating physical activity within the study and maintaining it poststudy.

### Accountability

Participants from both groups used the word accountability or being accountable frequently. Accountability involved having responsibility for setting a goal and then being held accountable for reaching it. The study itself had built-in accountability, but it varied by group. The control group talked about being held accountable to the research team when they had to come in every study visit and download pedometer data, be measured, and complete questionnaires:

*I liked that I could discuss with you and others that worked there and discussed these issues, for the support, measurement itself, and ask questions that I had about this issue. It created some motivation for me.* [ID 1077, control, age 59 years]

On the contrary, the intervention group talked about the accountability established through reporting daily steps via the app and getting immediate feedback as well as being measured every study visit. Most participants felt that they needed to be held accountable to increase their daily steps. As 1 person noted:

*As time goes on you tend to get on to other things, so having something that I am kind of accountable for, makes a difference to me. I work better under accountability, just kind of keeping on track. If I was doing this myself, I could easily get lazy.* [ID 1115, plus, age 57 years]

Several participants from both groups indicated that the reason they signed up for the study was the accountability factor, which they felt they needed to get motivated and get moving:

*I loved being in the study. I really did. You motivated me to walk more. But also, I really loved knowing that somebody had my back. You know, That I was accountable to somebody for my walking. And that makes a big difference for me. It was hard for me letting go of that pedometer. I almost cried. But I really miss it.* [ID 1165, control, age 59 years]

Engaging in the study also generated a sense of responsibility to do their best to achieve good results:

*The study provided a way for checks and balances. You had to be true to yourself because you were trying to do well for the study. I wanted the study to be successful and I wanted to fulfill my agreement to do it to the best of my ability. So sometimes I could be out there walking from 8-9 pm because I haven’t finished my steps. So, I felt a responsibility about it. I liked it. I could be in the study forever and I’d be happy.* [ID 1091, plus, age 68 years]

Accountability could be internal, being accountable to one’s self, or external, being accountable to others, such as the research team, friends, or family. For some, having an accurate pedometer was sufficient to take accountability of your own life. As 1 person stated:

*The accountability. You know, you wear the pedometer every day and it’s going to tell the truth regardless and so it makes you want to do better, you...*
know, walk more and perform better, even if it’s just a number. [ID 1162, regular, age 51 years]

Others, however, seemed to need more external accountability, knowing that they had to report their steps to someone else held them accountable:

The external reinforcement—I liked having the pedometer and having external motivation. I liked being embarrassed if I had to tell you I hadn’t done anything that day. [ID 1053, plus, age 66 years]

Having to check-in with someone was a critical aspect of external accountability.

Resources and Environment

In talking about what supports or inhibits their continued physical activity, the environment and resources emerged as an underlying issue. In this theme, we saw a clear difference between the control and intervention groups. Control group participants discussed the fact that they did not receive the same resources as the intervention group, and they were not happy about it:

I felt that I was in the control group and I sort of wished that I had more assistance with exercise information, you know. Information not just support, umm, emotional or psychological support, but yeah support in terms of information. [ID 1224, control, age 59 years]

Intervention participants discussed the resources provided by the study in the form of opportunities for walking or exercise groups and information about other forms of exercise. Indeed, some participants bemoaned the loss of this information although it was available if one searched various websites. Participants liked the convenience of a 1-stop resource repository. This resource was important for participants’ ability to find or create walking groups or buddies to enhance their accountability and sustain physical activity.

Embedded in their discussion of resources were barriers to maintain physical activity poststudy. Consistent with the quantitative data, the 2 main barriers addressed were money and time. Although most agreed that having a pedometer helps in tracking and accountability, not everyone bought one after returning the study pedometer at the end of 9 months.

Money also played a significant role in acquiring a pedometer poststudy, as 1 control participant noted:

I really wanted to buy a new pedometer, but I didn’t have money to do it. [ID 1165, control, age 59 years]

Although some participants had sufficient income to join a gym or find a personal trainer, most did not, opting to continue walking on their own.

The biggest resource that was lacking was time, and this perspective is consistent with the 12-month survey where lack of time was one of the top 3 reasons for not engaging in physical activity. Although committing time to actively engage in the study was a responsibility participants embraced, once the study was complete, finding time to be active became an issue. The interaction between time and money was addressed as a major problem:

I think that time is still my number one enemy in this regard. Time and money—because we have a great gym nearby, but I can’t really afford a membership. But being able to go somewhere for ½ an hour, in a safe space, as opposed to walking outside at night, would definitely improve my activity levels. [ID 1253, regular, age 34 years]

The environment was positively addressed by both groups when talking about the beauty of the physical environment and how it enhanced their walking experience:

I often used my walk to look around, and enjoy looking at people’s gardens, or enjoy the architecture, or the scenery, or whatever is out there, looking for things. [ID 1165, control, age 59 years]

Although a few spoke of issues of safety within the environment, especially walking at night, the physical environment was not as critical to their continued engagement in physical activity. Although resources and environment underpin the themes of tracking, technology versus personal touch, and accountability, they also frame discussions about what motivates engagement in physical activity.

Motivation

Motivation or being motivated was mentioned frequently across both control and intervention groups. Finding motivation was seen as critical to initiate physically active and important to keep one engaged once the study was complete, even if the motivation process was elusive:

So, just find whatever can motivate you. [use] tools or programs that kind of keep track of that. Because it so easy to just fall back and say “Oh, I’m just going to watch TV.” [ID 1115, plus, age 57 years]

Tracking, technology, and accountability play important roles in motivation. Control participants highlighted the importance of wearing a pedometer in and of itself in their motivation to be active as it allowed self-tracking and self-accountability. For the intervention group, using pedometers and apps to track, encourage, and assess progress increased their motivation. Participants in both groups commented that the tracking provided by the pedometer and accountability to the study team was important to maintaining their activity.

Conversely, others talked about what either did not motivate them or what reduced motivation once the study tools were returned at 9 months. Unexpectedly, 1 person noted that the technology used in the study was not a motivator:

I was not motivated by the pedometer. You know because that’s the primary reason why I wanted to participate [in the study]. I felt that wearing the pedometer and looking at the number every day, it would be [a] motivating factor for me to make the number increase and it was not. [ID 1127, control, age 41 years]
However, others remarked that the loss of the pedometer and the external accountability had a negative impact on their motivation poststudy:

I think giving up the pedometer and knowing that I never had to come back and be measured and everything. I think that just sort of took away my motivation. [ID 1078, regular, age 68 years]

Tracking, via technology and personal touch, and accountability were more critical to sustaining physical activity than motivation.

For some, getting a pedometer and tracking themselves seemed to be enough to keep them active. However, others really spoke about the need to create some form of external accountability and encouragement, a force of accountability. One of the most common advice for sustaining a walking regime was finding an activity buddy, such as a friend, a neighbor, a coworker, a family member, or an activity-focused group. For some, this meant having someone to walk with:

Get a group of people together that are of the same mindset that are going to actually show up and participate, not by yourself. I think the hardest part of being active is doing it alone. [ID 1182, control, age 39 years]

Although others preferred to walk alone, they liked the idea of being accountable to someone else:

If you can’t have the mPED study then I think the idea of having a friend or someone that you are accountable to is good. You don’t necessarily have to do it together. [ID 1091, plus, age 68 years]

In general, the ultimate goal of physical activity programs is to establish a routine or habit of physical activity. Although habit formation was not necessarily achieved by participants, it was discussed by some participants.

Habit Formation

Participants from both control and intervention groups discussed the goal of establishing a routine or habit, but more participants from the intervention group brought up this idea than control participants. One control participant talked about wanting to establish a habit but found it difficult:

I learned that I guess that it’s pretty easy to make the habit, but I still have problems of actually making the habit. So, I don’t know, I don’t know, you know you learn. [ID 1268, control, age 62 years]

Conversely another participant discussed how the tracking, technology, and accountability of the study helped her establish a habit or routine:

I want to be a little more active, so that’s what motivated me to join the study and I wanted [it] to help me establish a habit of moving. So, since I had to report daily or they are tracking me daily, so it helps me to establish a routine. [ID 1129, control, age 52 years]

Intervention participants situated their discussion about habit formation differently, demonstrating their synthesis of what they learned from the study about making changes and creating habits. One woman stated that she learned that developing a habit is difficult:

Umm, that it takes a lot to change a habit. ...it took being conscious many times each day to actually become eventually conscious enough to just do it to have it become part of my routine instead of a big ordeal. [ID 1072, plus, age 58 years]

One woman talked about how making small habitual changes in activity can add up to more steps per day, whereas another woman addressed the importance of having a measuring tool in habit formation:

The importance of forming a habit and for me the necessity of having a measuring device to motivate me to do it. [ID 1187, regular, age 62 years]

However, another woman who stated she had developed a habit of physical activity and no longer felt the need for a measuring tool:

I already formed that habit and I know, uhh, now I use, I don’t use steps. I use time. How much time I walked, so I know how many steps I might have walked, and I use time to increase my uhh, my physical activity. [ID 1289, plus, age 56 years]

Another lesson learned was that developing a habit of physical activity does not necessarily mean having to do it every day:

What the study [showed me is] that, umm exercise habits can be developed. Part of my biggest thing before was that I don’t think I’m able to do it, maintain some type of program or routine every day; and the study has totally changed that idea for me and at least I am going to maintain my walking. Probably not as rigorous as it should be but at least it’s a big improvement for myself. [ID 1151, regular, age 42 years]

Finally, several women discussed the importance of having social support, through family and friends, to motivate them to develop a physical activity habit:

Anything that can kind of motivate you. I got my sister on that walking telephone thing. She went out and bought a pedometer. And she way passed me. She is all over it now. Prior to that she didn’t know what she was doing. And then she got the pedometer and it was like Okay, ... So umm, so just find whatever can motivated you, tools or programs that kind of keep track of that. [ID 1115, plus, age 57 years]

Discussion

Principal Findings

Feedback from women’s experiences and perspectives of physical activity after completing the mPED trial reflect complex interactions among internal and external factors. Although we previously reported on the efficacy of the 3-month and additional 6-month effects of a mobile phone app in conjunction with brief in-person counseling on physical activity [22], participants at the 12-month interview spoke about the
challenges of maintaining physical activity after the intervention technologies were removed [14,21]. In the 12-month survey, one of the interesting findings was that a significantly higher proportion of participants in the intervention group, compared with the control group, reported engaging in less physical activity from 9 to 12 months. For the intervention group only, the major reason for being less active was that the study had ended. Yet, approximately half of the participants in the intervention group reported that they still regularly wore a pedometer or activity tracker and engaged in brisk walking after the trial ended, and this proportion was higher than in the control group.

These quantitative differences between the intervention and control groups from the 12-month survey results were supported by the findings of the qualitative interviews. The themes identified in this study as influencing women’s continued engagement in physical activity were tracking, technology versus personal touch, accountability, resources and environment, motivation, and habit formation. Although motivation, resources, and accountability have been mentioned in other studies [14,18,20], it is the interaction among all the themes that emerged as particularly important. Researchers have suggested that the factors leading to the adoption of physical activity in the short term are different from those needed to sustain physical activity over time [32,33]. Study participants in this trial seemed to agree that what motivated them to start a physical activity program did not necessarily keep them active after completion of the study. The Physical Activity Maintenance Model [33] suggests that goal setting, motivation, and self-efficacy, mediated by life stress and environment, influence physical activity maintenance. The qualitative data support motivation as an important element in physical activity maintenance and life stress in the form of lack of time and money and environmental resources as mediators of maintaining physical activity. However, self-efficacy did not emerge as a key aspect of maintaining physical activity postintervention. Although participants mentioned the importance of meeting goals, goal setting did not emerge from the interviews. As goal setting was a part of the intervention, participants may not have seen the need to specifically address it. Instead, tracking, both digital and human, and internal and external accountability are what kept participants engaged in physical activity over time.

The trial used the SCM as a framework for the study [28] and posited that the intervention would take people in the contemplation or preparation stages and move them into the action and maintenance stages. Given the fact that all participants in the intervention and control groups increased their physical activity during the trial [22], it is clear that the participants did move into the action stage. Although there was a slight reduction in steps at the end of the maintenance intervention, all the participants continued to engage in higher levels of physical activity compared with their baseline levels. However, reaching the termination stage where physical activity becomes a habit was more elusive, reflecting issues with resources and environment, motivation, and accountability. Both the 12-month survey and qualitative interview findings highlighted the difficulties of habit formation, which is the process by which regular physical activity becomes automatic and routine. However, some participants in the intervention group clearly applied some of the things they had learned during the first 3 months of the trial to successfully develop a physical activity habit or routine.

The findings of this study are also somewhat inconsistent with self-determination theory (SDT) [34] often used by studies investigating exercise motivation. A systematic review of exercise, physical activity, and SDT demonstrated that intrinsic motivation, defined as doing an activity because of the satisfaction it brings, is more predictive of long-term exercise adherence than extrinsic motivation, which is predicated upon a desire for social reward to avoid disapproval [34]. Consistent with the literature, being motivated or finding your motivation was seen as an important aspect of long-term sustainability of physical activity [14,20]. Motivation was seen as an individual resource or need and that each person had to find what motivated them to continue engaging in physical activity. However, motivation was not central to their discussion of what kept them active poststudy. The interaction between tracking, technology versus personal touch, resources and environment, and accountability emerged as more critical to forming their physical activity habits over time.

In both groups, pedometers or activity trackers clearly provided a mechanism for keeping track of one’s steps, providing for self-monitoring of one’s own physical activity [35]. Being able to see how well they did over the course of the day or week and knowing whether they had reached their goal was helpful to those who bought and wore activity trackers. As such, tracking and technology interact to both encourage and measure physical activity. Indeed, this is what these technologies are designed for, namely promoting self-monitoring of physical activity. However, what was also evident in the data was the importance of the personal touch in tracking. Participants remarked on the importance of knowing that someone on the research team was keeping track of their steps, a form of external monitoring, reflecting a desire to meet research team members’ expectations. Participants noted that they really missed having to report their steps to a study personnel and knowing that they could reach out and talk to a person as needed. This perceived value of both internal (supported by technology) and external tracking (supported through personal touch) is related to participants’ feedback on the importance of accountability.

Being held accountable or the need for accountability was mentioned frequently by participants and therefore emerged as critical to both motivation and physical activity habit formation. Those who remarked on the value of physical activity trackers and the importance of internal motivation also indicated that one had to be self-accountable. Use of tracking technology provided the means to determine if one had met one’s goals, thereby keeping oneself accountable. However, many of the participants struggled with lack of accountability at the end of the 9-month maintenance intervention, regardless of whether they owned a pedometer or not. The removal of the intervention technology, while problematic for some, was less of an issue than the absence of external tracking by research staff. Many participants remarked that not having the external monitoring made them less accountable and took away motivation. Participants also sought out external trackers in the form of...
activity buddies or walking groups or even family and friends to remain accountable. This need to be accountable to others is consistent with other research exploring exercise adherence in older adults [19,21,36]. Although internal and external accountability are not synonymous with intrinsic or extrinsic motivation, participants in this study revealed that contrary to SDT studies [34], external accountability was necessary for continued engagement in physical activity.

Underpinning the participants’ discussions about sustaining physical activity was the importance of access to and use of resources within their social, economic, and physical environment. Limited economic resources impacted some participants who seemed to struggle a bit more with sustaining their physical activity. Although the participants were encouraged to purchase a pedometer (if they did not have one), budgetary constraints impacted some participants’ ability to purchase a pedometer, whereas others did not perceive the need to buy one. Research has shown that walkability, often measured using built-in environment features such as sidewalks and street connectivity, predicts walking patterns and physical activity [37-39]. Although we did not ask about the physical environment, we expected this to emerge as a reason for not walking. However, participants remarked that the wealth of environmental walking resources available encouraged them to walk and gave them a chance to see the beauty of their neighborhoods.

The resource that was most important and seemed in shortest supply was time. This finding emerged from both the 12-month survey and the qualitative interview and is consistent with research that shows that time scarcity reduces physical activity [40]. Some participants noted that you had to make time or find time to walk or exercise, and most indicated that they committed the time for the sake of the study; but once the study ended, their busy lives took over, and walking or activity time was no longer a priority. The intersection of lack of time and money was also addressed by some of the participants. The need to make money superseded finding time to walk, and both time and money have been addressed in previous research on adherence to exercise among middle-aged women [14,21,40]. Participants generally found the time to engage in physical activity to fulfill their commitment to the study, but this was not enough to keep them fully engaged poststudy.

**Strengths and Limitations**

One of the strengths of the study was an excellent retention rate at 12 months. Overall, 97% (203/210) of the randomized participants in the mPED trial were interviewed and analyzed in this qualitative study, enhancing the credibility of the findings. Although interviews lasted, on average, only 18 min, sufficient data were generated to saturate the themes. All interview transcripts were quality checked for accuracy, and the dual coding of 15% (30/203) of the transcripts to achieve 90% agreement enhanced dependability. The qualitative analysis was supported by the quantitative findings from the survey, enhancing confirmability [41,42].

Despite these strengths, there are limitations to this study. As the digital technologies used by the trial to measure physical activity in the form of steps per day had been removed from the participants at 9-months, we relied on participants’ self-perception of their physical activity postintervention, which is subject to bias. Transferability of the findings of this study may be limited because of the unique social and environmental factors present in the San Francisco Bay Area. In addition, the study participants were women; therefore, these findings may be applicable to men and children.

**Conclusions and Implications**

Both the 12-month survey and qualitative interview findings highlight the experiences and perspectives of physically inactive women who participated in the mPED trial. As the 12-month survey did not objectively measure participants steps for the last 3 months of the study, we cannot determine the maintenance of physical activity at 12 months. However, a higher proportion of the participants in the intervention group reported regular wearing of the pedometer and more brisk walking than the control group, indicating continued engagement in physical activity. Tracking via technology and personal touch and accountability emerged as central factors in initiating and maintaining activity over time. Resources, in the form of time and money, supported or impeded continued engagement in physical activity and habit formation. Digital technology, especially in the form of activity trackers, is moving faster than research, providing more opportunities to harness this dynamic interactive process in promoting and forming physical activity habits among inactive women.

**Acknowledgments**

This project was supported by a grant (R01HL104147) from the National Heart, Lung, and Blood Institute, by the American Heart Association, and by a grant (K24NR015812) from the National Institute of Nursing Research. The study sponsors had no role in the study design; collection, analysis, or interpretation of data; writing the report; or the decision to submit the report for publication.

**Conflicts of Interest**

None declared.

**Multimedia Appendix 1**

Overall study design and interview questions.

[PDF File (Adobe PDF File), 443 KB - publichealth_v5i4e13570_app1.pdf ]
Comparison of thematic quotes between control and intervention groups.

References


Abbreviations

mPED: mobile phone–based physical activity education
RCT: randomized controlled trial
SCM: Stages of Change Model
SDT: self-determination theory
Original Paper

The Association Between Internet Searches and Moisturizer Prescription in Japan: Retrospective Observational Study

Wataru Mimura¹, RPh; Manabu Akazawa¹, MPH, PhD

Department of Public Health and Epidemiology, Meiji Pharmaceutical University, Tokyo, Japan

Corresponding Author:
Manabu Akazawa, MPH, PhD
Department of Public Health and Epidemiology
Meiji Pharmaceutical University
2-522-1 Noshio, Kiyose
Tokyo, 204-8588
Japan
Phone: 81 424958932
Email: makaza@my-pharm.ac.jp

Abstract

Background: Heparinoid is a medication prescribed in Japan for skin diseases, such as atopic dermatitis and dry skin. Heparinoid prescription has increased with instances of internet blogs recommending its use as a cosmetic.

Objective: This study aimed to examine the prescription trends in moisturizer use and analyze their association with internet searches.

Methods: We used a claims database to identify pharmacy claims of heparinoid-only prescriptions in Japan. Additionally, we used Google Trends to obtain internet search data for the period between October 1, 2007, and September 31, 2017. To analyze the association between heparinoid prescriptions and internet searches, we performed an autoregressive integrated moving average approach for each time series.

Results: We identified 155,733 patients who had been prescribed heparinoid. The number of prescriptions increased from 2011 onward, and related internet searches increased from 2012 onward. Internet searches were significantly correlated with total heparinoid prescription (correlation coefficient=.25, \( P = .005 \)). In addition, internet searches were significantly correlated with heparinoid prescription in those aged 20-59 years at –1-month lag in Google Trends (correlation coefficient=.30, \( P = .001 \)).

Conclusions: Google searches related to heparinoid prescriptions showed a seasonal pattern and increased gradually over the preceding several years. Internet searches were positively correlated with prescription trends. In addition, in a particular age group (20-59 years), prescriptions increased with the increase in internet searches. These results suggest that people obtained health-related information on the internet and that this affected their behavior and prescription requests.

(JMIR Public Health Surveill 2019;5(4):e13212) doi:10.2196/13212
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Introduction

Heparinoid is a transdermal medicine (ie, cream, ointment, lotion, spray, or gel) used as an anti-inflammatory aid, blood circulation promoter, and moisturizer in Japan [1]. It is generally prescribed to patients with thrombophlebitis, pain, and inflammatory disease caused by vascular insufficiency, chilblains, hypertrophic and keloid scars, keratoderma tylodes palmaris progressive, asteatosis, and posttraumatic swelling and pain [2]. Japanese guidelines for atopic dermatitis state that hydrophilic and water-absorptive ointment, including urea, heparinoid, and water-soluble collagen, should be used for dry skin [3]. Consequently, approximately 70% of patients younger than 15 years of age are prescribed moisturizers or protective agents [4], but the long-term trends in moisturizer prescription in Japan remain unknown.

In October 2017, the increase in heparinoid prescriptions became news in Japan. This was because the National Federation of Health Insurance Societies proposed that heparinoid should be eliminated from insurance if it was prescribed only for patients with dry skin [5]. The increase in prescriptions is considered to have occurred because blogs or social media recommended...
using moisturizer as a cosmetic. However, whether this is attributed to the dissemination of information via the internet remains unclear.

The internet is an important tool in searching for information. In Japan, 83.5% of people had used the internet during 2016 [6]. In particular, the proportion of usage in people aged 20-59 years has been more than 90% during the past several years. In addition, many people worldwide use the internet to seek health-related information on diseases and medicines [7-11]. They seek such information to understand their current health status, their disease, someone else’s disease, or prescription drugs, and so they are able to communicate with their physician [11-13]. This leads to an increase in their knowledge, satisfaction, and confidence as well as a reduction in their anxiety and stress. According to a previous study from 2007, although television (60.1%) and newspapers (50.3%) were major sources of health-related information, personal computers (23.8%) and mobile phones (6.9%) were also important tools for seeking such information via the internet [14]. We can easily guess that even more people are using the internet now given the further development of the internet since 2007.

Searching for health-related information on the internet has been shown to have positive effects on the frequency of visits to health professionals for those who seek such information compared to those who did not [15]. Health-related information seeking affects individuals’ demands for health care services and increases health care utilization. However, many people can obtain and disseminate information via the internet, regardless of whether health-related information is correct [16,17]. This field of study, called infodemiology, identifies the distribution and pattern of information and assesses subsequent changes in knowledge and health behavior. Sometimes, health-seeking behavior on the internet happens before changes occur in the actual health behavior [17,18]; we can obtain data about such health-seeking behavior from various sources, such as internet search engines, blogs, or social media [19]. Google facilitates the analysis of search queries using Google Trends [20], one of the most frequently used tools to analyze such data; it has been used to analyze the association between search queries and various topics. For instance, research examining the following topics has been conducted using internet search results: the prediction of influenza and infection [21,22], the seasonal change in depression [23], the influence of certain topics on suicide rate [24,25], the relationship between the search volume of certain topics and cancer incidence [26], the impact of celebrities’ diseases on public opinions [27], and the monitoring of drug utilization [28].

Although many studies have used Google Trends, none have examined the relationship between internet searches and prescriptions in Japan. Therefore, the purpose of this study was to examine the trend in prescription moisturizer use and to analyze its association with internet searches.

**Methods**

**Claims Database**

We used the administrative claims database provided by JMDC Inc [29], which is one of the largest commercial databases in Japan [30]. Since 2005, it has held anonymized data for a population of 5,600,000, including individuals 65 years of age and younger as well as employees of large corporations and their dependents. The database consists of inpatient data, outpatient data, pharmacy data, diagnosis procedure combination data, and insured-population data. In addition, it contains anonymous data regarding patient characteristics; diagnostic codes according to the International Statistical Classification of Diseases and Related Health Problems, Tenth Revision (ICD-10); surgery; procedures; drug prescriptions; medical institutions; costs; and prescription dates. Regarding drug data, it contains the World Health Organization Anatomical Therapeutic Chemical codes, generic drug names, product names, prescription dates, and dispensing dates. The database also includes data regarding insured people; therefore, we were able to not only obtain information about populations, but also determine if patients had changed medical institutions from hospitals to clinics.

We used pharmacy data for the period from October 2007 to September 2017, because television and newspaper coverage of moisturizer prescription increased in October 2017. Therefore, to assess the association between prescription moisturizer and internet searches, we decided to use the data from October 2007 until September 2017. Additionally, we identified heparinoid prescription—the World Health Organization Anatomical Therapeutic Chemical code: C05B01. We focused on heparinoid prescriptions only, as prescriptions of heparinoid with other drugs, such as antihistamines, might not have been affected by internet searches. We defined prescriptions from insurance identification numbers, prescription dates, and medical facilities. The study protocol was approved the ethics committee at Meiji Pharmaceutical University (approval number: 2959).

**Internet Search Data**

The internet search data was obtained from Google Trends, which is a product provided by Google. We included geography and time range in the Google Trends search terms. Search trend data were available for the period from 2004 to 36 hours before our search on April 23, 2018. Search results were shown on a scale ranging from 0 to 100, based on the ratio of searches on a given topic to searches on all topics. For example, imagine we were obtaining search results of the word “A” for every month for a year. If “A” was searched most frequently in April, the search results have a score of 100 for April, and the search frequency of other months are scored relative to the frequency in April. When we compare two words, “A” and “B,” the most frequently searched month is identified for both “A” and “B” [26].

We chose three search terms that we considered most closely related to heparinoid. We used the Japanese "[ר]" (Hirudoid) and "[ר]" (Besoften), which are the names of major products
containing heparinoid in Japan. In addition, we entered “ヒラ” (heparinoid), which is the generic drug name. We performed the search on April 23, 2018, and compared the three terms in Google Trends from October 1, 2007, to September 31, 2017, in Japan.

Statistical Analysis

We performed a descriptive analysis to examine patient characteristics, monthly internet search data, and prescription trends. Patient age was stratified into three groups: 0-19 years, 20-59 years, and ≥60 years. This is because previous reports showed that moisturizer prescription increased in the 20-59-year-old age group; also, these individuals comprised a high proportion (>90%) of internet users during the past several years [6,31]. If patients’ ages crossed two age groups (ie, they moved into another age group during the course of the study), we included them in the younger group. We showed data regarding diagnoses related only to prescription heparinoid when more than 5% of patients were diagnosed with a disease of skin and subcutaneous tissue based on the ICD-10.

We adjusted the prescription time series according to the insured population’s data and showed prescriptions per 100,000 members of the population. We then selected two time series for cross-correlation. In correlating the time series, we accounted for trend and seasonality in time series data to avoid mistaken correlations. To examine the association between internet searches and moisturizer prescription, we used the Box-Jenkins approach to fit an autoregressive integrated moving average (ARIMA) model [32]. We used a seasonal ARIMA model, as all-time series data showed seasonality that increased from fall to winter and decreased from spring to summer annually. We performed the Kwiatkowski-Phillips-Schmidt-Shin test to render the series stationary and estimated the model parameters and diagnosed acceptability using the Akaike Information Criterion. We then checked the adequacy of the model, regardless of autocorrelation between residuals, using the Ljung-Box test. We performed cross-correlation analysis for each residual to assess the relationship between the two time series.

Cross-correlation analysis was performed for the following: (1) internet search trends for “ヒラ” (Hirudoid) and prescription trends (total) and (2) internet search trends for “ヒラ” (Hirudoid) and trends in heparinoid prescription in those aged 20-59 years. All trend data were calculated monthly. We used R, version 3.5.0 (The R Foundation), for statistical analysis.

Results

The pharmacy data showed that 704,585 patients (population A) were prescribed heparinoid along with other medicines between October 1, 2007, and September 31, 2017. In total, 155,733 patients (population B) were prescribed only heparinoid; of these, 70,819 (45.47%) were men and 84,914 (54.53%) were women (see Figure 1 and Table 1). The total number of prescriptions was 289,361 for all patients; 132,850 for men; and 156,511 for women. The most common diagnosis was xerosis cutis (ICD-10 code L853), followed by dermatitis, unspecified (ICD-10 code L309); atopic dermatitis, unspecified (ICD-10 code L209); and other atopic dermatitis (ICD-10 code L208). Compared to the characteristics of population A, the proportion of patients from population B with dermatitis, unspecified, and atopic dermatitis, unspecified, decreased by 50%.

Figure 1. Study flowchart.
Table 1. Patients’ baseline characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Population A: patients prescribed heparinoid along with other medicines</th>
<th>Population B: patients prescribed only heparinoid</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total (N=704,585)</td>
<td>Men (n=327,694)</td>
</tr>
<tr>
<td>Age group (years), n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-19</td>
<td>396,761 (56.31)</td>
<td>200,973 (61.33)</td>
</tr>
<tr>
<td>20-59</td>
<td>278,625 (39.54)</td>
<td>111,891 (34.14)</td>
</tr>
<tr>
<td>≥60</td>
<td>29,199 (4.14)</td>
<td>14,830 (4.53)</td>
</tr>
<tr>
<td>Diagnosis, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Xerosis cutis</td>
<td>571,167 (81.06)</td>
<td>264,301 (80.65)</td>
</tr>
<tr>
<td>Dermatitis, unspecified</td>
<td>301,528 (42.80)</td>
<td>138,321 (42.21)</td>
</tr>
<tr>
<td>Atopic dermatitis, unspecified</td>
<td>196,975 (27.96)</td>
<td>101,037 (30.91)</td>
</tr>
<tr>
<td>Other atopic dermatitis</td>
<td>60,584 (8.60)</td>
<td>31,581 (9.64)</td>
</tr>
</tbody>
</table>

Prescriptions

<table>
<thead>
<tr>
<th>Age group (years), n (%)</th>
<th>Total, N</th>
<th>0-19</th>
<th>20-59</th>
<th>≥60</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total, N</td>
<td>3,350,692</td>
<td>1,680,423</td>
<td>1,070,269</td>
<td>1,289,160</td>
</tr>
<tr>
<td>0-19</td>
<td>2,182,796 (65.14)</td>
<td>1,150,733 (68.48)</td>
<td>1,032,063 (61.79)</td>
<td>226,044 (75.12)</td>
</tr>
<tr>
<td>20-59</td>
<td>1,069,036 (31.90)</td>
<td>477,357 (28.41)</td>
<td>591,679 (35.42)</td>
<td>55,547 (19.20)</td>
</tr>
<tr>
<td>≥60</td>
<td>98,860 (2.95)</td>
<td>52,333 (3.11)</td>
<td>46,527 (2.79)</td>
<td>770 (0.29)</td>
</tr>
</tbody>
</table>

Heparinoid prescription increased from 2011 and peaked in the winter of 2017 (see Figure 2, b and c). Heparinoid prescription showed seasonality, in that it increased in the winter. Between October 1, 2007, and September 31, 2017, “HIRU” (Hirudoid) was the most frequently searched term of the three terms entered into Google Trends (see Figure 2, a). In addition, “BESOF” (Besoften) and “HEPA” (heparinoid) showed similar search volumes. The search volume for “HIRU” (Hirudoid) increased from 2012 and peaked in the winter of 2017. The trend data allowed us to define a seasonal ARIMA model for each time series. Google Trends data, trends in total prescriptions, and prescription trends in patients aged 20-59 years fit the seasonal ARIMA model (5,1,4 and 0,1,1; 2,1,5 and 0,1,0; and 4,1,5 and 12, respectively) (see Table 2). Cross-correlation analysis of ARIMA residuals for two time series showed a positive correlation (see Table 3). Trends in total prescription peaked at the 0-month lag, with a correlation coefficient of .25 (P=.005). Prescription trends for patients aged 20-59 years peaked at the −1-month lag, with a correlation coefficient of .30 (P=.001).

Figure 2. Time series data of Google Trends and prescriptions. (a) Google Trends search volume with three search terms from October 2007 to September 2017; search volume is the ratio of searches on each topic to searches on all topics, from 0 to 100. (b) Number of heparinoid-only prescriptions per 100,000 members of the population from October 2007 to September 2017. (c) Number of heparinoid-only prescriptions for patients aged 20-59 years per 100,000 members of the population from October 2007 to September 2017.
**Discussion**

**Principal Findings**

The results showed that heparinoid prescriptions increased from 2012 onward and that "Hirudoid" (Hirudoid) was the most frequently searched of the three terms entered into Google Trends. In addition, prescription of heparinoid only had a weak positive correlation with internet search data obtained from Google Trends.

A previous study showed that drug utilization time series for antibiotics—amoxicillin, azithromycin, and cefdinir—and Google Trends were correlated [28]. This study showed similar results for heparinoid prescription. In particular, the results for the population aged 20-59 years correlated to a −1-month lag in Google Trends. This implies that there was a possibility that this population was affected by the internet and/or that they tend to seek out medical information before going a doctor. We cannot assess this relationship directly; however, we showed that there is a relationship between medical prescriptions and internet searches.

There are many reasons why people search for health-related information using the internet [33]. For instance, they may perform searches for a newly diagnosed health problem, ongoing medical condition, newly prescribed medication or treatment, or health-related knowledge. Therefore, people could search before or after undergoing medical treatment [34]. In this study, Google Trends showed that "Hirudoid" was the most commonly searched term related to heparinoid in patients aged 20-59 years. This result suggested that people visited a physician after obtaining information regarding heparinoid; it also suggested that internet searching affected their behavior and physicians’ decision making.

Many people were prescribed heparinoid in a clinic or hospital in this study, even though heparinoid is sold in pharmacies as an over-the-counter (OTC) medicine. There could be several reasons for this. First, people have to obtain a prescription from a physician to get Hirudoid, specifically. While people can get OTC medicines containing heparinoid, they cannot buy Hirudoid without a prescription. Results of Google Trends showed that Hirudoid was the most frequently searched of the three terms; this could be the main reason that people sought prescriptions. Second, because of the way the Japanese health care system works, some Japanese people might choose to visit clinics or hospitals for prescribed medicine in order to obtain it at a cheaper rate relative to the OTC price. In Japan, everyone has some type of insurance because of the national health insurance system. Therefore, they pay up to 30% of the total medical expenditure in hospitals, clinics, and pharmacies [35]. In a past questionnaire survey, 36.1% of patients did not consider the use of OTC drugs before visiting medical institutions. In addition, 40.5% of participants answered that visiting medical institutions was cheaper [36]. When people choose whether to visit a medical institution or buy OTC drugs, there are many reasons that affect their decision [37]. However, this could explain why people visit clinics or hospitals rather than buying OTC medicines.

Patients’ medical decision making is changed though health information, regardless of credibility [7,18]. A previous study showed no difference in the effects of high- and no-credibility sources [38]; judgment of credible information could be difficult for many consumers. Health literacy has been considered an important factor affecting health behavior and health information access [39-41]. However, levels of health literacy among the Japanese population are lower relative to those observed among the European population. They concluded that there are few reliable, understandable Japanese websites such as MedlinePlus, as well as a lack of health communication specialists and an inefficient primary health care system in Japan [42]. Moreover, some patients have explained that they do not use OTC drugs because they do not know which OTC drugs are the highest quality or most suitable for their symptoms and they cannot be trusted [36]. This may imply that people do not have the opportunity to learn how to obtain the correct information. Thus, education to enable people to achieve high internet health literacy levels and the ability to search and judge credible information is more important than ever.
On October 31, 2018, the Japanese Dermatological Association reported on medical heparinoid prescriptions for cosmetic purposes and stated that members should prescribe it appropriately; if it is prescribed for cosmetic application, patients should pay for the medication themselves [43]. In addition, the Central Social Insurance Medical Council developed two policies on February 7, 2018. The first policy states that heparinoid prescriptions shall not be covered for the purpose of cosmetic use to promote circulation and skin moisturization (ie, heparin sodium and heparinoid) [44]. The second policy states that examination and payment agencies should deal with prescriptions appropriately. However, prescriptions were not limited because of a lack of evidence regarding heparinoid prescription. Therefore, these findings provide important evidence for trends in heparinoid prescription.

Limitations

This study was subject to several limitations. For example, the JMDC database contains data for employees of large corporations and their family members. However, because of a lack of data for employees of small and medium-sized businesses, public officials, and self-employed people, the results cannot be generalized to the wider population in Japan. In addition, Google and Yahoo are the main internet search engines used in Japan [45], and Google Trends does not include the entire Japanese population. However, the use of Google is increasing and it may, therefore, represent most Japanese people. Moreover, Google Trends shows data only for search queries; we did not have access to details about how research words were recognized and aggregated on Google or the information obtained using specific search terms. This study examined only the association between internet searches and prescriptions. Therefore, it did not clarify the cause of the increase in prescriptions or the number of people prescribed the moisturizer for cosmetic purposes due to a lack of detailed information about attitudes and prescription behaviors. To elucidate this relationship, another approach is needed; for example, a questionnaire survey administered to physicians or patients could assess moisturizer prescriptions for cosmetic purposes.

Conclusions

This was the first study to report on the association between internet searches and prescriptions in Japan. The results of the analysis suggested that internet searching for health-related information affected heparinoid prescription, although the positive correlation between these variables was weak. In particular, prescriptions for people aged 20-59 years correlated with the –1-month lag in Google Trends. Seeking internet-based information changed peoples’ behavior and physicians’ prescription habits. Also, Google Trends quantitatively demonstrated peoples’ interest and could be effective in detecting changes in drug utilization. The internet provides beneficial information to patients, medical personnel, and healthy people for decision making. However, it is not easy to distinguish between correct and incorrect information because of the volume included.
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Abstract

Background: Access to primary care is a challenge for many Canadians. Models of primary care vary widely among provinces, including arrangements for same-day and after-hours access. Use of walk-in clinics and emergency departments (EDs) may also vary, but data sources that allow comparison are limited.

Objective: We used Google Trends to examine the relative frequency of searches for walk-in clinics and EDs across provinces and over time in Canada. We correlated provincial relative search frequencies from Google Trends with survey responses about primary care access from the Commonwealth Fund’s 2016 International Health Policy Survey of Adults in 11 Countries and the 2016 Canadian Community Health Survey.

Methods: We developed search strategies to capture the range of terms used for walk-in clinics (eg, urgent care clinic and after-hours clinic) and EDs (eg, emergency room) across Canadian provinces. We used Google Trends to determine the frequencies of these terms relative to total search volume within each province from January 2011 to December 2018. We calculated correlation coefficients and 95% CIs between provincial Google Trends relative search frequencies and survey responses.

Results: Relative search frequency of walk-in clinic searches increased steadily, doubling in most provinces between 2011 and 2018. Relative frequency of walk-in clinic searches was highest in the western provinces of British Columbia, Alberta, Saskatchewan, and Manitoba. At the provincial level, higher walk-in clinic relative search frequency was strongly positively correlated with the percentage of survey respondents who reported being able to get same- or next-day appointments to see a doctor or a nurse and inversely correlated with the percentage of respondents who reported going to ED for a condition that they thought could have been treated by providers at usual place of care. Relative search frequency for walk-in clinics was also inversely correlated with the percentage of respondents who reported having a regular medical provider. ED relative search frequencies were more stable over time, and we did not observe statistically significant correlation with survey data.

Conclusions: Higher relative search frequency for walk-in clinics was positively correlated with the ability to get a same- or next-day appointment and inversely correlated with ED use for conditions treatable in the patient’s regular place of care and also with having a regular medical provider. Findings suggest that patient use of Web-based tools to search for more convenient or accessible care through walk-in clinics is increasing over time. Further research is needed to validate Google Trends data with administrative information on service use.

(JMIR Public Health Surveill 2019;5(4):e13130) doi:10.2196/13130
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Introduction

Primary Care, Emergency Department, and Walk-In Clinic Use in Canada

This paper used Google Trends to explore search patterns for walk-in clinics and emergency departments (EDs) in Canada. High-quality, accessible primary care is central to the effectiveness and efficiency of health care systems [1,2]. In Canada, primary care is intended to be the first point of contact with the health care system and provides access to referred health care services and coordination of care [3]. However, access to primary care continues to be a challenge for many Canadians, with Canada ranking below average in cross-national surveys of primary care access. For example, according to the Commonwealth International Health Policy Survey for adults in 11 countries, Canada ranks below average on timely access to care with only 43% of Canadians reporting to have gotten a same- or next-day appointment at their regular place of care and only 34% reporting to have access to after-hours care without going to the emergency room [4]. In the absence of access to care with a regular provider, patients may turn to EDs or walk-in clinics as alternatives.

EDs provide crucial lifesaving care and are designed to provide episodic care to patients with injuries or acute illnesses, though patients may also turn to them for primary care services that are otherwise inaccessible or inconvenient [5-7]. The ED setting is also a costly setting to deliver chronic and continuing care and may lead to mishandling or poor attention to upstream social and chronic health issues of frequent ED users within the episodic ED setting [8]. Walk-in clinics also provide primary care services to patients without an appointment [6]. They may be a more convenient alternative for patients with another regular source of primary care [9] or the only source of care for patients without a regular primary care provider. As with EDs, there are concerns that walk-in clinics may disrupt continuity of care or neglect preventive health care [6] and lead to duplication of services, failure to manage complex care needs, and higher costs [9]. Understanding patterns of walk-in clinic use is therefore important in planning primary care policy more broadly.

In Canada, primary care is financed and organized provincially, and provinces have undertaken quite varied approaches to primary health care reform, including changing models of care, physician remuneration, and after-hours access programs [10-12]. The province of Ontario has adopted the use of various models of interprofessional care, including family health networks and family health teams [13]. Western provinces and Quebec have implemented different organizational reforms, including family medicine groups, local services networks, medical homes, and primary care networks [14-17]. The proportion of clinical payments through capitated and salaried payment models is higher in Ontario, eastern provinces, and the territories, whereas the western provinces and Quebec have a higher proportion of fee-for-service payments [14,15,18]. Walk-in clinic practice may be more common under a fee-for-service model as physicians are paid per service without ongoing responsibility for specific patients. Provinces also have varying mechanisms for after-hours coverage. Most have a toll-free number that connects patients to a registered nurse who can provide advice and direct patients to after-hours care [10,14]. Under capitated models, physicians may receive negation if their patients access services from another primary care provider, including walk-in clinics. This variability in the organization and delivery of primary care may shape availability and use of walk-in clinic services, and also use of EDs for conditions that could be treated in primary care.

Despite the importance of monitoring the use of walk-in clinics and EDs, there are no comparable nationwide data sources to track their use. Although each province collects data on use of primary care services, there are no standard approaches to identify walk-in practices [19,20]. The Canadian Institute of Health Information collects some standardized data on ED use through the National Ambulatory Care Reporting System. Though coverage is increasing, this is currently available for only a subset of facilities in Canada [21].

Use of Google Trends in Health Services and Policy Research

Access to health care starts before the clinic door, and patients may use search engines like Google to navigate access to needed care, including walk-in clinics and EDs. They may use Google searches to identify sources of care, confirm location, check hours, or obtain other information such as wait times. Though not a direct measure of health care use, relative search frequency may provide insight into patterns of care seeking across provinces and over time.

The application of internet data provided by tools like Google Trends in health services research has potential to complement and extend the data that presently exist, collected primarily through survey and administrative sources. For example, internet data have been used quite extensively in epidemiology and public health research for the surveillance of infectious disease outbreaks, determining patterns and seasonality of disease incidence, and examining information seeking about health conditions [22,23]. Application of Google Trends in health care and health services research has been more limited but has included information seeking on addiction treatment programs and correlation between Google searches for dementia and Alzheimer diseases, and outpatient visits [21,24-29]. A systematic review of studies using Google Trends in health care research found a 7-fold increase in publications from 2009 to 2013, with 27% of the studies on infectious diseases, 24% on mental health and substance use, 16% on other noncommunicable diseases, and 33% on general population behavior [22]. However, to our knowledge, no studies have used Google Trends to examine searches for walk-in clinic or ED services.

In this paper, we used Google Trends to compare search frequencies for walk-in clinics and EDs across provinces in Canada and over time (2011-2018). We compared observed search patterns with survey data capturing access to primary care.
Next-day access: percentage of respondents who said it was very easy or somewhat easy to get medical care in the same or next day the last time they were sick.

After-hours access: percentage of respondents who were able to get an appointment to see a doctor or a nurse the same or next day the last time they were sick.

Use of ED for condition treatable at a regular place of medical care: percentage of respondents who reported that the last time they went to the hospital ED, it was for a condition that they thought could have been treated by providers at usual place of care if they had been available.

Though emergency department is commonly abbreviated as ED, it was not possible to separate relevant searches from those seeking information on erectile dysfunction, also commonly abbreviated as ED. It was therefore excluded from the final search.

We downloaded province-level search indices over the period from January 1, 2011, to December 31, 2018. We began our study period in 2011 as a change in geographic assignment was implemented by Google effective January 1, 2011. As only 5 comparisons could be made per batch within the Google Trends interface, the Canada-wide search was included in all batches and used to standardize search frequency for each province by dividing each monthly provincial search frequency by the Canadian average over the entire study period. The reported relative search frequency values in this manuscript, therefore, reflect search frequency for each province and month relative to the Canadian average over the entire study period.

We developed French-language search terms, but the Google Trends interface limits the number of terms that can be included. It was not possible to combine both French and English terms within 1 batch, and so we excluded Quebec from analysis, as search frequencies would not be comparable. As the populations of Yukon, Northwest, and Nunavut Territories are small, Google Trends does not return a search index, and we could not include them in analysis.

National Survey Data

No data exist tracking ED and walk-in clinic visits consistently over time or across provinces, so it was not possible to compare information from Google sources to other administrative data sources directly capturing service use. To explore the plausibility of search results, we compared information from Google Trends with province-level, cross-sectional survey data capturing patient-reported primary care access. We used data from 2 national surveys to capture primary care access. The Canadian Community Health Survey (CCHS) is conducted annually among noninstitutionalized people 12 years of age and above across all 10 provinces and 3 territories. An area frame is used to select the CCHS target population aged 18 years and over, and the Canadian Child Tax Benefit frame used to select participants aged 12 to 17 years [33]. We analyzed the following variable from the CCHS Survey:

Access to a regular health care provider: percentage of respondents with a regular health care provider (a health professional that one sees or talks to regularly when they need care or advice on health) [33].

Analysis

All search frequencies are expressed as a ratio of each monthly provincial value to the Canadian average over the study period (2011-2018). Plots of these data are included in Multimedia Appendices 1 and 2. To identify provinces with higher and lower search volumes, and those that experienced more dramatic changes over the study period, we used linear regression to calculate the intercept (model-predicted relative search frequency in January 2011), slope, average over the study period, and relative increase from January 2011 to December 2018 (based on model-predicted values at these time points). We report the Pearson correlation coefficients (r) and associated 95% CIs for the relationship between each province’s relative search frequencies for walk-in clinics and EDs over the 8-year study period, and provincial survey results (expressed as a percentage within each province). We interpret correlation coefficients between 0.7 and 1.0 as indicating variables that are highly correlated, between 0.5 and 0.7 as moderately correlated, and between 0.3 and 0.5 as being weakly correlated.

Results

On average, over the study period from 2011 to 2018, walk-in clinic searches were most frequent in the western provinces of British Columbia, Alberta, Saskatchewan, and Manitoba. Relative search frequencies for walk-in clinics increased steadily, doubling in most provinces between 2011 and 2018 (Table 1). ED searches were most frequent in Prince Edward Island, as they are commonly abbreviated as ED, it was not possible to separate relevant searches from those seeking information on erectile dysfunction, also commonly abbreviated as ED.
Island and Manitoba. There was no consistent pattern of change over time in ED searches among provinces.

Provincial variation was also evident in survey data covering topics related to primary care access (Table 2). The percentage of respondents reporting that they were able to get a same- or next-day appointment tended to be higher in the western provinces (Table 2). After-hours access was highest in Alberta and Ontario. Eastern provinces of Newfoundland and Labrador, Prince Edward Island, Nova Scotia, and New Brunswick reported highest use of ED for conditions treatable at a regular place of medical care. Western provinces of British Columbia, Alberta, Saskatchewan, and Manitoba had lower percentages of adults reporting having a regular medical doctor.

We observed a strong positive correlation between walk-in clinic relative search frequencies and being able to get a same- or next-day appointment ($r=0.77$, 95% CI 0.23 to 0.95; Table 3). We observed a strong negative correlation between walk-in clinic relative search frequency and use of ED for conditions treatable at the patient’s regular place of care ($r=-0.71$, 95% CI $-0.93$ to $-0.09$), and having a regular health care provider ($r=-0.89$, 95% CI $-0.98$ to $-0.56$; Table 3). We observed no significant correlations between ED relative search frequencies and survey data (Table 3).

Table 1. Intercepts and trends for Google Trend relative search frequencies by province.

<table>
<thead>
<tr>
<th>Province</th>
<th>Google Trends walk-in clinic searches&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Google Trends emergency department searches&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Intercept (January 2011)</td>
<td>Slope (monthly change)</td>
</tr>
<tr>
<td>British Columbia</td>
<td>0.99</td>
<td>0.013</td>
</tr>
<tr>
<td>Alberta</td>
<td>1.01</td>
<td>0.012</td>
</tr>
<tr>
<td>Saskatchewan</td>
<td>0.92</td>
<td>0.014</td>
</tr>
<tr>
<td>Manitoba</td>
<td>0.87</td>
<td>0.011</td>
</tr>
<tr>
<td>Ontario</td>
<td>0.64</td>
<td>0.007</td>
</tr>
<tr>
<td>New Brunswick</td>
<td>0.50</td>
<td>0.002</td>
</tr>
<tr>
<td>Nova Scotia</td>
<td>0.73</td>
<td>0.009</td>
</tr>
<tr>
<td>Prince Edward Island</td>
<td>1.48</td>
<td>−0.004</td>
</tr>
<tr>
<td>Newfoundland and Labrador</td>
<td>0.51</td>
<td>0.007</td>
</tr>
</tbody>
</table>

<sup>a</sup>Search frequencies are expressed relative to the Canadian average search frequency over the study period from January 2011 to December 2018 (ie, a value of 1.00 is equal to the Canadian average, values less than 1 are lower than the Canadian average, and values greater than 1 are higher than the Canadian average).
Table 2. Provincial percentage responses from the 2016 Commonwealth Fund International Health Policy Survey of Adult and the 2016 Canadian Community Health Survey.

<table>
<thead>
<tr>
<th>Province</th>
<th>Same- or next-day access, %a</th>
<th>After-hours access, %b</th>
<th>Use of EDc for condition treatable at a regular place of medical care, %d</th>
<th>Has a regular health care provider, %e</th>
</tr>
</thead>
<tbody>
<tr>
<td>British Columbia</td>
<td>44</td>
<td>27</td>
<td>36</td>
<td>83</td>
</tr>
<tr>
<td>Alberta</td>
<td>48</td>
<td>42</td>
<td>30</td>
<td>82</td>
</tr>
<tr>
<td>Saskatchewan</td>
<td>49</td>
<td>32</td>
<td>43</td>
<td>81</td>
</tr>
<tr>
<td>Manitoba</td>
<td>47</td>
<td>34</td>
<td>40</td>
<td>85</td>
</tr>
<tr>
<td>Ontario</td>
<td>44</td>
<td>40</td>
<td>44</td>
<td>90</td>
</tr>
<tr>
<td>New Brunswick</td>
<td>33</td>
<td>35</td>
<td>52</td>
<td>90</td>
</tr>
<tr>
<td>Nova Scotia</td>
<td>34</td>
<td>26</td>
<td>48</td>
<td>90</td>
</tr>
<tr>
<td>Prince Edward Island</td>
<td>30</td>
<td>25</td>
<td>60</td>
<td>89</td>
</tr>
<tr>
<td>Newfoundland and Labrador</td>
<td>34</td>
<td>16</td>
<td>49</td>
<td>90</td>
</tr>
</tbody>
</table>

aSame- or next-day access: percentage of respondents who were able to get an appointment to see a doctor or a nurse the same or next day the last time they were sick.
bAfter-hours access: percentage of respondents who thought it was very easy or somewhat easy to get medical care in the evenings, weekends, or holidays without going to the hospital ED.
cED: emergency department.
dUse of ED for condition treatable at a regular place of medical care: percentage of respondents who reported that the last time they went to the hospital ED, it was for a condition that they thought could have been treated by the doctors or staff at the place where they usually get medical care if they had been available.
eHas a regular health care provider: percentage of respondents who have a regular health care provider (a health professional that one sees or talks to regularly when they need care or advice on health).

Table 3. Correlation between Google Trends relative search frequency (average 2011-2018) and provincial percentage responses from the 2016 Commonwealth Fund International Health Policy Survey of Adult and the 2016 Canadian Community Health Survey.

<table>
<thead>
<tr>
<th>Correlations</th>
<th>Walk-in clinic</th>
<th>Emergency department</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>r</td>
<td>95% CI</td>
</tr>
<tr>
<td>Same- or next-day access</td>
<td>0.77</td>
<td>0.23 to 0.95</td>
</tr>
<tr>
<td>After-hours access</td>
<td>0.23</td>
<td>−0.51 to 0.78</td>
</tr>
<tr>
<td>Use of EDc for condition treatable at a regular place of medical care</td>
<td>−0.71</td>
<td>−0.93 to −0.09</td>
</tr>
<tr>
<td>Has a regular health care provider</td>
<td>−0.89</td>
<td>−0.98 to −0.56</td>
</tr>
</tbody>
</table>

aED: emergency department.

Discussion

Principal Findings

Walk-in clinic relative search frequency was highest in western provinces and is increasing over time across Canada. Provinces that had high walk-in clinic relative search frequencies reported greater same- or next-day access to care and lower use of ED for conditions treatable at the patient’s regular place of medical care. The percentage of patients with a regular medical doctor is also lower in provinces with high relative search frequency for walk-in clinics.

Findings may suggest that challenges accessing primary care have contributed to increasing patient use of Web-based tools to search for more convenient and easily accessible care through walk-in clinics [34]. The degree to which the rapid increase in searches for walk-in clinics reflects increased availability of this option relative to other sources of primary care [3], a preference for the convenience of walk-in style practice [9], or another explanation cannot be determined from our data.

The strong positive correlation between walk-in clinic searches and same- or next-day access and strong negative correlations with ED use for treatable condition and having a regular medical provider lend credibility to the Google Trend results. Walk-in clinics may make it easier to get timely services without going to ED [35]. However, this could raise concerns about discontinuity and poor coordination of care [6] as more patients also lack regular medical providers. It may be that people lack regular medical providers because physicians are not taking more regular patients but are instead choosing walk-in style practice [19].

ED search frequency varies by province, but there is no clear pattern east to west nor consistent pattern of increase or decrease over the study period. In the province of Manitoba, ED closures were a prominent topic in the media over the study period, which may explain high relative search frequencies in this province.
and would in no way correspond to service use. We did not observe correlations between ED search frequency and survey data, including ED use for condition treatable by provider at a regular place of care. It is likely that Google Trends less directly reflects ED service use than walk-in clinic use. Most people already know the location of major hospitals and attached EDs, which are open 24/7. As such, people may not need to search through Google to find their location or operating hours. Walk-in clinics are more numerous, may open and close in different locations, and may have fluctuating hours of operation and so service use may be better reflected in search data for walk-in clinics.

Limitations

This study is subject to a number of limitations. First, Google searches can only partially reflect patterns of care seeking. Not all searches correspond to actual use, and not all use would be preceded by a search. It is plausible that the use of Google as a tool in accessing health care also differs across patients and provinces, independent of realized service use. We have no ability to validate Google Trends data against administrative data sources collected over time. Comparison with survey data adds credibility to search frequency for walk-in clinics, but this analysis is limited by the sample size for cross-provincial comparisons. This study builds on an existing body of literature that has confirmed the plausibility of Google Trends search results as public health indicators by correlating Google Trends data with other sources [36].

The correlations made are at the ecological level and require caution in interpretation. People who answered the surveys are not the same as those doing the searches. Survey data include only those who choose to respond, and search data only reflects Canadians who use the internet [37]. We were unable to disaggregate search data by demographic characteristics or other characteristics related to both search behavior and primary care access. It may be that internet users more commonly use walk-in clinics, but this would be true across provinces and over time and would not explain the province-level relationships observed.

Conclusions

Findings from Google Trends are consistent with survey information about the province-level access to primary care, and may offer some insight into how the organization of primary care differs across provinces. Findings suggest that patient use of Web-based tools to search for more convenient or accessible care through walk-in clinics is increasing. Further research is needed to validate Google Trends data with administrative information on service use.
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Multimedia Appendix 1

Relative search frequency for walk-in clinics from 2011-2018 across nine Canadian provinces.

Multimedia Appendix 2

Relative search frequency for emergency departments from 2011 to 2018 across nine Canadian provinces.
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Abstract

Background: Three major US tobacco companies were recently ordered to publish corrective statements intended to prevent and restrain further fraud about the health effects of smoking. The court-ordered statements began appearing in newspapers and on television (TV) in late 2017.

Objective: The objective of this study was to examine the social media dissemination of the tobacco corrective statements during the first 6 months of the implementation of the statements.

Methods: We conducted a descriptive content analysis of Twitter posts using an iterative search strategy through Crimson Hexagon and randomly selected 19.74% (456/2309) of original posts occurring between November 1, 2017, and March 27, 2018, for coding and analysis. We assessed post volume over time, source or author, valence, linked content, and reference to the industry (eg, big tobacco, tobacco industry, and Philip Morris) and media outlet (TV or newspaper). Retweeted content was coded for source/author and prevalence.

Results: Most posts were published in November 2017, surrounding the initial release of the corrective statements. Content was generally neutral (58.7%, 268/456) or positive (33.3%, 152/456) in valence, included links to additional information about the statements (94.9%, 433/456), referred to the industry (87.7%, 400/456), and did not mention a specific media channel on which the statements were aired or published (15%). The majority of original posts were created by individual users (55.2%, 252/456), whereas the majority of retweeted posts were posted by public health organizations (51%). Differences by source are reported, for example, organization posts are more likely to include a link to additional information compared with individual users ($P=.03$).

Conclusions: Conversations about the court-ordered corrective statements are taking place on Twitter and are generally neutral or positive in nature. Public health organizations may be increasing the prevalence of these conversations through social media engagement.
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Introduction

After an 18-year legal battle, 3 major US tobacco companies (Altria, its subsidiary Philip Morris USA; RJ Reynolds Tobacco; and ITG Brands) were recently ordered by the US District Court for the District of Columbia to publish tobacco corrective statements as 1 of 4 legal remedies originally included in a 2006 judgment to prevent and restrain the tobacco companies from continuing to engage in fraud about the harms of cigarettes. These statements were ordered in a federal racketeering lawsuit brought against the tobacco companies in 1999 by the US Department of Justice under the Racketeering Influenced and Corrupt Organizations Act [1-2]. The companies were mandated to publish corrective statements as full-page advertisements in at least 50 newspapers across the country, in 5 issues appearing from late November 2017 to early March 2018, and broadcast statements as 30- and 45-second prime-time spots on major television (TV) networks 5 times a week for 1 year. The statements address 5 areas: (1) adverse health effects of cigarette smoking; (2) adverse health effects of exposure to secondhand smoke; (3) manipulation of cigarette design and composition to enhance nicotine delivery; (4) addictiveness of cigarette smoking and nicotine; and (5) no health benefit from smoking light, low tar, ultra light, mild, and natural cigarettes.

Since the initial court judgement in 2006, the media landscape has changed substantially. Newspaper readership has declined about 36% [3] and is the least common platform for news consumption [4]. Although TV viewership is still high among older adults, 61% of adults aged 18 to 29 years use streaming services over traditional TV services [5]. In 2006, 16% of US adults reported ever using social media [6], compared with 90% today [7]. Previous studies have found Twitter to be a useful platform for assessing public response to public health topics around tobacco regulation [8], health behaviors [9], and product use [10,11] as 90% of Twitter posts are publicly available from a diverse user base [12]. We examined the prevalence, characteristics, and sources of public Twitter posts about tobacco corrective statements to describe how corrective statements have extended beyond the media outlets in which they were ordered to appear.

Methods

We used descriptive content analysis to focus on describing the prevalence and characteristics of Twitter posts, without inference to subsequent behavior or message processing [13]. Describing post prevalence and characteristics is an essential step to generating hypotheses and designing future studies to further understand the dissemination and reach of the tobacco corrective statements [14].

Sample

Crimson Hexagon, a social media analytics tool, was used to collect publicly available Twitter posts related to tobacco corrective statements posted from November 1, 2017, to March 27, 2018. Posts before the release of corrective statements on November 26, 2017, are included as a baseline assessment of changes in post volume. Keywords and search terms were informed by a preliminary review of tobacco corrective statement mentions on social media and in mainstream Web-based news outlets. An iterative refinement process yielded 2309 original posts (as opposed to retweets); 387 (387/5167, 7.48%) of the original posts were retweeted a total of 2858 times for a total of 5167 posts during the data interval. Per guidelines set forth by the Department of Health and Human Services Office of Human Research Protections, the data retrieved from Twitter posts set to public do not meet the private and identifiable standards for personally identifiable information and, therefore, do not meet the definition of human subjects research [15]. See Multimedia Appendix 1 for search process details.

Overall, 19.74% (456/2309) of the original posts were randomly selected for coding and analysis. Furthermore, 90 posts were double coded for interrater reliability by proportion of agreement and Krippendorff alpha. The codebook was refined as necessary. Reliability across constructs ranged from 94% to 100% (Krippendorff alpha .8-.1.0), representing moderate-to-perfect agreement.

Measures

Crimson Hexagon provides descriptive data regarding the volume of posts over time; however, understanding who posted what content is important for contextualizing the communication environment [16]. Posts were coded for source, defined as organization, individual, or undeterminable. To understand post characteristics, the overall tone was coded as positive, positive-unsatisfied (posts in favor of the statements that expressed desire for more corrective action), neutral, and negative. As corrective statements were ordered to appear in newspapers and TV during the data interval of this study, posts were coded for mention of statements in newspapers or on TV. The presence of a link to additional content, and the link’s relevance (relevant/irrelevant) to tobacco corrective statements was coded to understand if users were being referred to additional content [17]. To understand how posts connected the tobacco industry to corrective statements, tobacco industry mentions were coded as no mention, plural (eg, tobacco industry), or specific (eg, Altria) mention.

To understand post amplification, each of the 387 original posts that were retweeted were further reviewed and categorized by 2 researchers according to the source of the original post: public health organization, news organization, individual, and celebrity.

Analyses

Frequencies and proportions are reported for the sample of original posts. Chi-square tests were used to understand the differences across sources. Numerical data on retweet prevalence were provided by Crimson Hexagon and analyzed for prevalence by source.

Results

Of the 5167 posts that appeared between November 1, 2017, and March 27, 2018, 1343 (25.99%) appeared during the week leading up to the release of the corrective statements; 2532 (49.00%) were posted on the day the statements were released. A substantial decrease was observed in the first week of December, and the post volume remained low even after the
release of the second and third statements. Modest spikes were observed on the days of the release of the fourth (February 4, 2018) and fifth (March 4, 2018) statements (Figure 1).

Over half (58.7%, 268/456) of the posts were neutral in valence, and 152 of 456 posts (33.3%) were positive or supportive. Most posts (84.8%, 387/456) did not mention a specific media outlet on which the corrective statements were aired or seen. Almost all posts (94.9%, 433/456) contained a link to additional information about the statements, 97.9% (424/433) of which were active and relevant. Furthermore, 87.7% (400/456) of posts referred to the industry generally, whereas less than 1.3% (6/456) mentioned a specific tobacco company. Individual-owned Twitter accounts represented the majority (55.2%, 252/456) of original posts, followed by organization (38.8%, 177/456), and undeterminable accounts (5.9%, 27/456).

Differences across sources were found for media outlet mentioned, presence of link, and industry mentioned. Organizations were more likely to mention that statements appeared in TV and newspapers compared with individual and undeterminable ($\chi^2=32.6; P=.001$). Compared with individuals, organizations more often included a link ($\chi^2=12.7; P=.03$) and used plural terms to refer to the tobacco industry ($\chi^2=25.8; P=.001$), whereas individuals often did not mention the tobacco industry compared with organizations and undeterminable ($\chi^2=19.7; P=.001$). The table in Multimedia Appendix 1 describes the post characteristics and differences by source.

Most retweeted posts were from public health organizations (169 posts retweeted 2251 times), followed by individuals (131 posts retweeted 1457 times), news organizations (86 posts retweeted 607 times), and a celebrity (1 post retweeted 126 times).

**Discussion**

These results provide a snapshot of the social media conversation around tobacco corrective statements. The presence of posts about these statements demonstrates the public health utility of such platforms for adapting to changes in the communication and regulatory landscape. Considering the drastic changes in the use of the media outlets decided by the court over a decade ago, findings from this study are promising in that most posts were informative or supportive and included links to additional information; thus, the reach of corrective statements may be extended to a broader audience through social media. Consistent with other research that has documented the utility and reach of Twitter for other public health topics [18-22], this study adds evidence to a growing body of literature on Twitter as an important tool for adapting to a dynamic tobacco communication and regulatory environment and for understanding a variety of tobacco-related questions around social conversations about tobacco [23], industry messaging and branding [24-25], tobacco use [10], interventions [9], advocacy [26], and public reactions to tobacco regulation [8]. Findings suggest that public health organizations have been proactive in disseminating tobacco corrective statements and engage with the population in real time. Compared with individual users, organizations maximized information provision by specifying where corrective statements were published, explicitly connecting the tobacco industry to corrective statements, and providing relevant links to additional information.
These findings raise important questions warranting further exploration. First, this study identified the presence of posts about corrective statements and organizations’ potential to expand the reach of these statements beyond the court-ordered media platforms. However, exactly who is exposed to these posts remains unknown. Social network analysis could explore this question and reveal key characteristics such as tobacco-related attitudes and audience affinities to enhance messaging efforts. Second, it is unclear how exposure to corrective statements on social media compares with the court-ordered platforms. Future research could use market research and nationally representative surveys to explore exposure rates across platforms. It is unclear if exposure is associated with tobacco-related attitudes and behaviors and if mode of exposure (ie, social media, TV, and newspaper) modifies such outcomes. Longitudinal studies of exposure and subsequent outcomes are needed.

This study is not without limitations. Data for this study were limited to public Twitter posts, precluding analysis of potential conversations on private accounts. However, over 90% of Twitter accounts are public and accessible through Crimson Hexagon [12] and users tend to be younger and have greater minority representation [7], representing the populations most vulnerable to tobacco use. By analyzing a random subset of posts, the results may not reflect the collective body of corrective statement posts. Smoking behavior was not determinable for most posts, hindering the extrapolation findings to tobacco use behaviors. An inherent limitation to any keyword search strategy is that it is unlikely that all related posts were retrieved. Finally, despite high interrater reliability, our valence code required interpretation, possibly introducing subjective bias.

This snapshot of Twitter conversations about tobacco court-ordered corrective statements indicates that these statements are represented in a larger public information environment that extends beyond traditional media. Continued surveillance of social media responses to corrective statements is warranted to inform public health efforts.
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Abstract

**Background:** The use of paid social media advertising for targeted study recruitment is an effective strategy in health research and evaluation, specifically to reach diverse youth participants. Although the literature adequately describes the utility of Facebook in recruitment, limited information exists for social media platforms that are more popular with youth, specifically Instagram and Snapchat.

**Objective:** This paper outlines a paid advertising approach using Instagram, Snapchat, and Facebook to evaluate a statewide youth marijuana prevention campaign. The objective of this study was to compare recruitment metrics across Instagram, Snapchat, and Facebook for two surveys documenting youth knowledge, attitudes, and behaviors related to retail marijuana in Colorado post legalization. In addition, the study assessed the feasibility of using Instagram and Snapchat as effective additions to Facebook for youth study recruitment.

**Methods:** A social media recruitment strategy was used to conduct two cross-sectional surveys of youth, aged 13 to 20 years, in Colorado. Geographically targeted ads across 3 social media platforms encouraged the completion of a Web-based self-administered survey. Ad Words and Snap Ads were used to deploy and manage advertising campaigns, including ad design, placement, and analysis. Ad costs and recruitment metrics (ie, impressions, link clicks, and conversion rates) were calculated across the three social media platforms.

**Results:** Over two 1-month periods, 763,613 youth were reached (ie, impressions), 6089 of them clicked survey links (ie, clicks), and 828 eligible youth completed surveys about knowledge, attitudes, and behaviors related to retail marijuana. Instagram converted 36.13% (803/2222) of impressions to clicks (ie, conversion rate) in the first survey and 0.87% (864/98982) in the second survey. Snapchat generated the most impressions and link clicks, but it did so with the lowest conversion rate for both surveys, with a 1.40% (1600/114,200) conversion rate in the first survey and a 0.36% (1818/504700) conversion rate in the second survey. Facebook maintained a consistent conversion rate of roughly 2% across both surveys, despite reductions in budget for the second survey. The cost-per-click ranged between US $0.25 and $0.37 across the three platforms, with Snapchat as both the most cost-effective platform in the first survey and the most expensive platform in the second survey.

**Conclusions:** Recruitment and enrollment outcomes indicate the use of Instagram and Snapchat, in addition to Facebook, may be a modern, useful, and cost-effective approach to reach youth with surveys on sensitive health topics. As the use of Facebook declines among youth, the use of more popular social media platforms can augment study recruitment for health research and evaluation efforts.
KEYWORDS
social media; youth; surveys and questionnaires

Introduction
In the United States, social media is becoming increasingly valuable to recruit youth participants in health research and program evaluation. Evidence supports that social media is an advantageous approach to recruit hard-to-reach populations and individuals with specific disease states [1-6]. Some studies find social media recruitment strategies more cost effective, compared with traditional enrollment methods [2]. Many reviews suggest that using these platforms for study recruitment is effective in reaching adolescents and young adults [3,7,8]. These reviews demonstrate that youth are more forthcoming with self-administered surveys, using technology platforms, particularly when it comes to disclosing information on sensitive topics [9].

The universal use of social media among younger populations motivates researchers to utilize web-based strategies. According to the US Department of Health and Human Services and the PEW Research Center, 71% of teens use more than one social media platform; finding Facebook is no longer the social media platform of choice for young people [6,10]. In 2018, the social media landscape shifted, reporting YouTube (85%), Instagram (72%), and Snapchat (69%) as the most utilized social media platforms by young people [6,11]. As social media preferences evolve, a continued understanding of how to reach youth is critical to eliciting information on health behavior.

Targeted paid advertising on social media platforms is a useful way to increase the reach and diversity of youth study participants. Existing literature describes the utility of Facebook in youth recruitment [1,2,10,12-16], but there is limited understanding about the role of other (more popular) social media platforms, including Instagram and Snapchat. This paper outlines a paid advertising approach using Instagram, Snapchat, and Facebook to reach and enroll 2 cross-sectional samples of youth potentially exposed to a statewide marijuana prevention campaign. The objective of this study was to compare recruitment metrics (ie, impressions, link clicks, conversions, and recruitment cost per survey) across Instagram, Snapchat, and Facebook for surveys documenting youth knowledge, attitudes, and behaviors related to retail marijuana in Colorado. In addition, this study assessed the feasibility of using Instagram and Snapchat, in addition to Facebook, for youth study recruitment.

Methods
Overview
From December 9 to December 29, 2017, and from May 4 to June 1, 2018, the evaluation team used a social media recruitment strategy to obtain 2 cross-sectional samples of youth in Colorado. The strategy utilized paid, geographically targeted ads on Instagram, Snapchat, and Facebook to encourage the completion of a self-administered, Web-based survey. Ad images contained virtual links that prompted youth to complete an anonymous survey using Qualtrics software (Qualtrics, Provo, UT), hosted by The University of Colorado [17]. A total of 8 US $50 gift cards (ie, Target, Amazon, Spotify, and VISA) were raffled weekly to incentivize survey completion. The study was classified as program evaluation and was considered exempt from institutional review board approval; all methods adhered to ethical human subjects’ research protections.

Eligibility Criteria
Eligibility criteria included youth (1) aged 13 to 20 years, (2) currently living in Colorado, and (3) who completed a Web-based survey.

Ad Design
Ads for Instagram and Facebook were maintained using Ads Manager, a Web-based ad campaign creation and management tool [18]. Snapchat ads were developed and monitored using Snap Ads [19]. Each social media platform required specifications on ad delivery, ad content, design language, targeted audience, and dates of deployment (Table 1). Social media advertisement designs delineated by modality are available in Multimedia Appendix 1.

Instagram and Facebook ads utilized carousel images, headings, caption text, and hyperlinks to promote link clicks to enroll in the Web-based survey. Youth advisors from stakeholder groups provided feedback to the images, headings, and hashtags to ensure relevant and engaging content for the target population. Similarly, using a Snap Ads design template, the ad comprised a headline, animated images, and a call to action (ie, swipe) to promote participation.

Each social media platform reviewed ads before deployment. Ads underwent 3 to 5 days’ worth of appeals and iterations to meet each social media platform’s policies [18,19]. Snap Ads rejected any ads that included Marijuana or Weed. In addition, Ads Manager required multiple appeals to ensure the ads were not promoting illegal substances. The evaluation team addressed the concerns by describing the intent of the ads and removing sensitive language (ie, “weed” or “marijuana”).
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Table 1. Social media recruitment ad summary for cross-sectional Web-based surveys.

<table>
<thead>
<tr>
<th>Platform</th>
<th>Dates</th>
<th>Image</th>
<th>Headline</th>
<th>Subheading</th>
<th>Text</th>
<th>Target audience</th>
<th>Target location</th>
</tr>
</thead>
<tbody>
<tr>
<td>Snapchat</td>
<td>12/14-12/23; 05/09-05/18; 05/29-06/01</td>
<td>Animated image</td>
<td>Be Blunt</td>
<td>Colorado School of Public Health</td>
<td>“Share your thoughts on substance use for a chance to win $50.”; “Participate anonymously”</td>
<td>Youth, 13-20 years old; Gender: All</td>
<td>Colorado, United States</td>
</tr>
<tr>
<td>Instagram</td>
<td>12/09-12/28; 05/04-05/29</td>
<td>Images (2)</td>
<td>Winner gets $50; Jump into the Discussion</td>
<td>None</td>
<td>“Be blunt: give us your thoughts on marijuana for a chance to #win a $50 gift card. Click here to participate anonymously. #colorado #teen #poll #survey.”</td>
<td>Youth, 13-20 years old; Gender: All</td>
<td>Colorado, United States</td>
</tr>
<tr>
<td>Facebook</td>
<td>12/09-12/28; 05/04-05/29</td>
<td>Image carousel (2)</td>
<td>Marijuana and Teens</td>
<td>Click to take an anonymous survey</td>
<td>“Give us your word on weed for the chance to #win a $50 gift card. Click here to take an anonymous survey now. #colorado”</td>
<td>Youth, 13-20 years old, from select counties; Gender: All</td>
<td>Alamosa (+30 miles), Colorado Springs (+30 miles), Denver (+30 miles), Fort Morgan (+30 miles), Grand Junction (+30 miles), Greeley (+30 miles), Pueblo (+30 miles), South Fork (+30 miles), Sterling (+30 miles), Vail Rd, Vail (+30 miles); Colorado, United States</td>
</tr>
</tbody>
</table>

Ad Placement

Ads Manager and Snap Ads defined ad placement using ad sets. Ad sets determine the reach of the ads, specifically the location, age group, genders, and budget of the recruitment ad campaign. Ads ran during specified date ranges, targeting youth (aged 13-20 years) in Colorado (Table 1). To narrow the scope of the Facebook campaign, specific counties were targeted using a 30-mile radius for harder-to-reach rural communities.

On Facebook, ads were displayed as News Feed ads (ie, ads embedded in the dynamic news field central column) and right column ads (ie, displayed in the static column on the right side of the screen). Youth accessing Facebook on their desktop computers viewed both ads, whereas mobile users saw News Feed ads only. On Instagram, images were displayed in a linear format, labeled as a sponsored ad within the user’s personal Instagram feed. On Snapchat, images were displayed using the Stories feature; links were introduced to end users, when browsing local stories, and the survey was accessed by swiping up.

Social Media Ad Costs

Advertising costs differed among social media platforms on the basis of predetermined budgets and payment methods. The evaluation team allocated lifetime and daily budgets per ad to set maximum dollar amounts spent, also referred to as bids. Purchased through an auction basis, bids charge was based on link clicks (ie, pay per click), impressions, or actions during the advertising window. Advertisers compete for ad placements using a bidding process. Higher bid amounts improve the campaigns’ chances of securing more impressions. Snap Ads and Ads Manager monitored these transactions with their respective Web-based dashboards to improve ad delivery efficiency and optimize campaign delivery [20]. Each cross-sectional survey maintained a total budget of US $1000. The evaluation team delineated daily and lifetime budgets throughout the campaign: Snapchat (US $50/day; US $300/lifetime), Instagram (US $13/day; US $350/lifetime), and Facebook (US $13/day; US $350/lifetime). During cross-sectional survey #2, a lack of impressions in Facebook ads allowed the team to reallocate dollars to Snapchat’s lifetime budget, a higher impression-generating platform, to maximize response rate. This adjustment increased Snapchat’s lifetime budget to US $670 and decreased Facebook’s lifetime budget to US $25. Excluding incentive budgets, the cost per completed survey (across all social media platforms) was US $1.62 for initial recruitment periods, and for the subsequent recruitment periods the cost per respondent was US $4.76.

Analysis

The dashboards for Ads Manager and Snap Ads presented recruitment outcomes for analysis. Measures included the following: (1) impressions, which describe the number of which ads were displayed, as indicated by the ad set target population, and this included whether the ad was clicked or not; (2) link clicks, the number of participant clicks to the ads’ desired destination (ie, Qualtrics survey); (3) conversion rates, which indicate the proportion of people exposed to the image (ie, impressions) who clicked on it (ie, link clicks); (4) standard response rate formulas, which calculate the screening, refusal, and completion rates for the survey based on eligible participants; (5) recruitment cost-per-survey, which is calculated by dividing ad costs by the total number of completed surveys.

The analytic sample excluded youth who indicated their age was younger than 13 or older than 20, and the sample excluded those who did not provide a valid Colorado zip code. To ensure participant veracity and uniqueness, the team conducted consistency checks (ie, asking age at a point in the survey and month and year of birth at another) and reviewed the internet...
protocol (IP) address for all participants. When the team found inconsistencies in reported age and duplicate IP addresses, the analysts removed participants from the sample. In addition, the final analytic sample removed all partially completed surveys. The team compiled and cleaned the exported data from Ads Manager, Snap Ads, and Qualtrics. Recruitment measures were calculated by ad delivery dates. Completion rates were determined on the basis of the number of eligible surveys completed via Qualtrics.

**Results**

For cross-sectional survey #1, 618 participants were retained as eligible on the basis of age, residency, and survey completion (Figure 1). This represents a 52.28% (618/1182) response rate. For cross-sectional survey #2, the screening process retained 210 participants, representing a 57.8% (210/370) survey response rate.

![Figure 1. Recruitment eligibility and screening process results.](image-url)

In both surveys, older youth aged 17 to 20 years represented over half of the sample and illustrated similar racial and ethnic demographics within the region [21]. For cross-sectional survey #1, among eligible respondents (n=618), 274 (44.3%, 274/618) identified as being 13 to 16 years in age, and 344 (55.7%, 344/618) as being 17 to 20 years in age. Respondents identified as male (53.5%) or female (46.5%). Respondents identified as Hispanic/Latino (16.2%), American Indian/Native American (4.5%), Native Hawaiian/Other Pacific Islander (0.8%), Asian (2.3%), white (86.6%), and black/African American (1.9%). The majority of the sample identified as heterosexual (75.4%). Among eligible respondents in the second cross-sectional survey (n=210), 91 (43.3%, 91/210) identified as being 13 to 16 years in age, and 119 (56.7%, 119/210) as being 17 to 20 years in age. Primarily, respondents identified as male (52.9%) or female (47.1%). Respondents identified as Hispanic/Latino 39 (18.6%), American Indian/Native American (4.3%), Native Hawaiian/Other Pacific Islander (4.3%), Asian (4.3%), white (87.1%), and black/African American (3.8%). The majority of the sample identified as heterosexual (69.5%).

Recruitment metrics for both cross-sectional surveys included impressions, link clicks, conversion rates, advertising costs, and costs per link click (Tables 2 and 3). For both data collection periods, Snapchat generated the most impressions and link clicks among the social media platforms.

**Table 2. Summary of social media recruitment metrics (cross-sectional survey #1).**

<table>
<thead>
<tr>
<th>Modality</th>
<th>Dates</th>
<th>Impressions</th>
<th>Link clicks</th>
<th>Conversion rate (%)</th>
<th>Ad costs (US $)</th>
<th>Cost per link click (US $)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instagram</td>
<td>12/09-12/28</td>
<td>2222</td>
<td>803</td>
<td>36.13</td>
<td>267.26</td>
<td>0.33</td>
</tr>
<tr>
<td>Snapchat</td>
<td>12/14-12/23</td>
<td>114,200</td>
<td>1600</td>
<td>1.40</td>
<td>400.00</td>
<td>0.25</td>
</tr>
<tr>
<td>Facebook</td>
<td>12/09-12/29</td>
<td>38,108</td>
<td>915</td>
<td>2.40</td>
<td>274.56</td>
<td>0.30</td>
</tr>
<tr>
<td>Total</td>
<td><em>a</em></td>
<td>154,530</td>
<td>3318</td>
<td>—</td>
<td>941.82</td>
<td>0.28</td>
</tr>
</tbody>
</table>

aData not applicable.
that are currently more popular and relevant to youth (ie, Instagram and Snapchat) [5,24-26]. Differences were observed across platforms in youth recruitment in the 2 Web-based cross-sectional surveys; demonstrating that higher than typical numbers of youth who were exposed to our Web-based ads clicked on them [27]. The second survey had a high response rate for Web-based survey research, which typically ranges between 10% and 15% [28], but it ultimately yielded a lower response rate compared with the first survey [28].

The Ads Manager dashboard displayed few impressions on Facebook, which the evaluation team inferred was a reflection of declining interest in Facebook ads; however, Facebook still presented a feasible way to reach some younger adults (ie, 18-20 years old) for each survey. Such feasibility has been shown with a similar age groups (ie, 18-24 years old) [5]. It is possible that the reduced budget for Facebook ads for the second survey may have contributed to a lower number of impressions and link clicks. Subpopulations or hard-to-reach populations may require a larger Facebook ad budget and more time for ads to run to get a higher frequency yield [5]. In addition, it could be inferred that ads in regional counties, with high participation in the first survey, deterred participation in the second. Youth may have ignored an ad after having seen it for a previous survey. It is also possible that Facebook ads were ignored for the second survey if youth had already seen the ads in their Instagram and Snapchat feeds before they saw it on Facebook.

Instagram and Snapchat had a marked increase in the number of impressions and a moderate increase in number of link clicks in the second survey. Although Snapchat impressions were the highest among the social media platforms, costs per link click were the most expensive for cross-sectional survey #2.

### Discussion

#### Principal Findings

This paper outlined a paid advertising recruitment strategy, comparing recruitment across Instagram, Snapchat, and Facebook for surveys documenting youth knowledge, attitudes, and behaviors related to retail marijuana in Colorado. Although retail marijuana is legalized in Colorado, it remains illegal for those under 21. Obtaining a mechanism to engage with youth and document marijuana knowledge, attitudes, and behavior is critical, particularly where retail marijuana use is legal for older populations [22]. Social media platforms are useful mechanisms to reach youth and understand their illicit behaviors, given broad reach and the opportunity to share information anonymously [23]. As youth move away from older social media platforms and adopt the use of newer versions on the Web, additional research is needed to determine if Web-based recruitment strategies are equally effective across diverse social media platforms. In health-related studies that have incorporated social media platforms (ie, MySpace, Facebook, Instagram, and Twitter) for recruitment, Facebook proves the most successful platform, compared with MySpace, Instagram, and Twitter, across age groups [5,14]. Both Instagram and Snapchat are the more recent social media platforms that should also be further examined for recruitment capabilities.

Thus, this study expanded on current evidence-based social media recruitment practices and included social media platforms that are currently more popular and relevant to youth (ie, Instagram and Snapchat) [5,24-26]. Differences were observed across platforms in youth recruitment in the 2 Web-based cross-sectional surveys; demonstrating that higher than typical numbers of youth who were exposed to our Web-based ads clicked on them [27]. The second survey had a high response rate for Web-based survey research, which typically ranges between 10% and 15% [28], but it ultimately yielded a lower response rate compared with the first survey [28].

The Ads Manager dashboard displayed few impressions on Facebook, which the evaluation team inferred was a reflection of declining interest in Facebook ads; however, Facebook still presented a feasible way to reach some younger adults (ie, 18-20 years old) for each survey. Such feasibility has been shown with a similar age groups (ie, 18-24 years old) [5]. It is possible that the reduced budget for Facebook ads for the second survey may have contributed to a lower number of impressions and link clicks. Subpopulations or hard-to-reach populations may require a larger Facebook ad budget and more time for ads to run to get a higher frequency yield [5]. In addition, it could be inferred that ads in regional counties, with high participation in the first survey, deterred participation in the second. Youth may have ignored an ad after having seen it for a previous survey. It is also possible that Facebook ads were ignored for the second survey if youth had already seen the ads in their Instagram and Snapchat feeds before they saw it on Facebook.

Instagram and Snapchat had a marked increase in the number of impressions and a moderate increase in number of link clicks in the second survey. Although a specific cost-effectiveness assessment is beyond the scope of this paper, the cost-per-survey comparison was generally consistent with what is observed in other studies [2].

Other Web-based health-related campaigns [5,23,24,29,30] demonstrated similar success in recruiting youth and young adults through Instagram and Facebook [13,22,31], although most cross-sectional studies used Facebook for recruitment [32]. In the first cross-sectional survey, the social media ads ran for 20 days and showed a total of 154,530 impressions and 3318 link clicks, across Instagram, Snapchat, and Facebook, and 618 completed surveys. In the second cross-sectional survey, social media ads ran for 28 days and showed a total of 609,083 impressions and 2771 link clicks, across the same 3 platforms, and 210 completed surveys. A study using Facebook ads only for 48 days produced a total of 144,635 impressions, 2129 link clicks.

<table>
<thead>
<tr>
<th>Modality</th>
<th>Dates</th>
<th>Impressions</th>
<th>Link clicks</th>
<th>Conversion rate (%)</th>
<th>Ad costs (US $)</th>
<th>Cost per link click (US $)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instagram</td>
<td>05/04-05/29</td>
<td>98,982</td>
<td>864</td>
<td>0.87</td>
<td>300.00</td>
<td>0.34</td>
</tr>
<tr>
<td>Snapchat</td>
<td>05/09-05/18; 05/29-06/01</td>
<td>504,700</td>
<td>1818</td>
<td>0.36</td>
<td>674.00</td>
<td>0.37</td>
</tr>
<tr>
<td>Facebook</td>
<td>05/04-05/29</td>
<td>5401</td>
<td>89</td>
<td>1.64</td>
<td>25.44</td>
<td>0.28</td>
</tr>
<tr>
<td>Total</td>
<td>___a</td>
<td>609,083</td>
<td>2771</td>
<td>—</td>
<td>999.44</td>
<td>0.36</td>
</tr>
</tbody>
</table>

aData not applicable.
clicks, and 26 completed surveys among an adult multiethnic population [29]. A study using Facebook and Instagram ads for 1 week to recruit and reach young adults at high risk for smoking reached 324,959 individual users and resulted in 7249 link clicks, 6661 screener completions, and 1709/3357 (50.90%, eligible) completed surveys [5]. These findings suggest that recruitment and reach through a single social media platform might not yield targeted enrollment and ads using multiple platforms may be more advantageous. Other studies using social media platforms for recruitment of younger populations have instituted the use of multiple platforms (ie, Facebook, Instagram, and Twitter) [5,25] to reach target enrollment. Some studies have combined different recruitment methods to include social media, interceptive (face to face), and postal recruitment [5,31]. Though similar studies have also paid cost per click, this type of recruitment is shown to be cost effective than traditional methods [5,13,31].

This study showed the feasibility of incorporating Instagram and Snapchat to a traditional Facebook paid advertising recruitment strategy. Both Instagram and Snapchat required similar elements of ad content, design, placement, and budget considerations. Instagram utilized the same Web-based platform as Facebook (ie, Ads Manager) and streamlined logistics associated with setting up and monitoring the 2 campaigns. Not only is Instagram feasible for recruitment but it also has been associated with youth retention in a Web-based mental health and substance use interventions [26]. Thus, the initial draw to a study through social media may maintain interest in completing Web-based interventions and surveys. Although Snapchat ads required artistic animation, Snap Ads’ design templates offered user-friendly ways to create ads even for researchers lacking graphic design skills. Both Instagram and Snapchat followed similar advertising policies, which aligned with Facebook. This allowed researchers to prepare for the approval and appeal process accordingly. Finally, the differences in advertising costs across platforms were negligible. Although more robust comparisons of recruitment strategies should be investigated, findings suggest incorporating Instagram and Snapchat as an accessible and practical addition to recruiting youth on the Web for health studies.

Limitations

Study limitations exist despite successful recruitment using social media ads. The recruitment evaluation design lacked a comparison recruitment process using in-person recruitment methods. In addition, the cross-sectional surveys gathered convenience samples; therefore, findings are not generalizable to the population of 13- to 20-year-old Coloradans. Understanding knowledge, attitudes, and behaviors of youth younger than 13 years old is critical for preventing retail marijuana intentions and use. However, because of social media advertising policies, sampling youth younger than 13 years old was not permitted. The findings only illustrate descriptive results related to social media recruitment methods for youth aged 13 to 20 years. Altering the budget in the second cross-sectional survey created a potential bias for Snapchat and Instagram success.

Although it is an unsupported hypothesis, the research team considered how external factors (eg, school holidays, final exams, and weather) may have contributed to responses across the data collection period. Such contextual factors should be considered in future social media recruitment approaches. In addition, all ads used the same images and content. Individuals who completed the survey before might have thought they could not complete it a second time. In addition, because of the anonymous survey link used in ads, there is limited understanding of which social media platform yielded the most completed surveys and which were most cost-effective. However, it would seem that the approach is more economically viable than hiring staff to recruit youth, travelling to specific recruitment locations, and spending time administering in-person surveys.

There are few methods in the scientific literature using popular social media platforms for youth recruitment, such as Instagram and Snapchat [25,33]. Although this study explored the use of modern social media platforms to reach young people, additional research is needed as technology and internet use trends continue to change.

Strengths

This study highlighted several strengths to the health sciences literature. First, limited scholarship describes the use of Instagram and Snapchat paid advertising for youth study recruitment. This offered a significant contribution to understanding how to utilize diverse social media platforms for health-related research and evaluation. The study demonstrates the usefulness of social media recruitment in health-related research, particularly in its ability to reduce data collection time and provide rapid results about emerging public health problems, such as illegal marijuana use in states where retail marijuana sell is legal. Traditional recruitment methods may take months, thereby adding to the time it takes to collect data and disseminate results. Innovative use of Snapchat as an avenue for recruitment showed high impressions, suggesting a noteworthy method to reach young people. Second, this evaluation offered unique contributions on how social media campaigns can use multiple platforms to maximize recruitment, reach, and engagement. Third, the study contributed to the literature by describing low-cost approaches for reaching young people using paid social media advertising [5,29,31].

Conclusions

Social media platforms can play a significant role in reaching young people for research and evaluation of youth-focused programs. These platforms are appealing to younger populations, allowing for easier design and tailoring to recruit specific populations [5,34]. The findings represent a feasible and modern approach to recruit cross-sectional samples using social media platforms beyond Facebook. A social media recruitment strategy that includes platforms most used by youth (eg, Instagram and Snapchat) can enhance Facebook recruitment approaches. Although no social media platform is a solution to study recruitment, diversifying recruitment across multiple platforms may increase response rates and improve researchers’ ability to reach youth in an efficient manner. The use of multiple platforms may also broaden the reach for subpopulations and
hard-to-reach youth populations [31] and increase sample representativeness [25]. As the use of Facebook declines among youth, alternative, more popular social media platforms, such as Instagram and Snapchat, provide promise for health research and evaluation recruitment practices.
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Abstract

Background: About 46\% of US adults obtain recommended HIV screening at least once during their lifetime. There is little knowledge of screening rates among deaf and hard-of-hearing adults who primarily use American Sign Language (ASL), or of social media as a potentially efficacious route for HIV prevention outreach, despite lower HIV/AIDS-specific health literacy and potentially higher HIV seropositivity rates than hearing peers.

Objective: We investigated both the likelihood of HIV screening uptake among deaf adults in the past year and over one year ago, and the relationship between social media use and HIV screening uptake among deaf adult ASL users.

Methods: The Health Information National Trends Survey in ASL was administered to 1340 deaf US adults between 2015-2018. Modified Poisson with robust standard errors was used to assess the relationship between social media usage as a predictor and HIV screening as an outcome (screened more than one year ago, screened within the past year, and never been screened), after adjusting for sociodemographics and sexually transmitted disease (STD) covariates.

Results: The estimated lifetime prevalence of HIV screening uptake among our sample was 54\% (719/1340), with 32\% (429/1340) in the past year. Being of younger age, male gender, black, lesbian, gay, bisexual, or queer, or having some college education or a prior STD were associated with HIV screening uptake. Adjusting for correlates, social media use was significantly associated with HIV screening in the past year, compared to either lifetime or never.

Conclusions: Screening falls well short of universal screening targets, with gaps among heterosexual, female, Caucasian, or older deaf adults. HIV screening outreach may not be effective because of technological or linguistic inaccessibility, rendering ASL users an underrecognized minority group. However, social media is still a powerful tool, particularly among younger deaf adults at risk for HIV.

(JMIR Public Health Surveill 2019;5(4):e13658) doi:10.2196/13658
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Introduction

The United States Department of Health and Human Services and the Centers for Disease Control and Prevention (CDC) prioritize HIV screening tests as a cornerstone of the national HIV prevention strategy [1,2]. The United States Preventive Services Task Force (USPSTF) recommends all adults 15-65 be screened for HIV at least once, with increased frequency of screening among men who have sex with men (MSM), injection drug users, and high-prevalence settings, including sexually transmitted disease (STD) clinics, homeless shelters, tuberculosis clinics, and correctional settings [3]. However, data from the Behavioral Risk Factor Surveillance System (BRFSS) shows that only 36.1\% of all adults, and 46\% of adults ages 18-64, have reported ever being tested for HIV [4,5]. Despite the USPSTF recommendation, many physicians screen based
on risk stratification or by patient request [6-8]. Factors found to increase the likelihood that a person receives an HIV test include: being MSM [9,10], a young adult [11], black [10,12], having recent STD testing or an STD diagnosis [13], and having access to HIV screening [13]. Gender has been found to indicate both higher and lower likelihood of receiving HIV screening [9-11,13].

Scant data exists on HIV screening uptake among deaf American Sign Language (ASL) users, who represent a medically underrepresented linguistic and cultural group [14]. One ASL adaptation of the BRFSS survey given to 282 (mean age 44.6 years) deaf adults in Rochester, New York, reported a lifetime screening rate of 47.5% in 2008, though this sample reflected primarily Caucasian, higher-educated, deaf adults and did not include diverse members from other regions in the United States [15].

One strategy for increasing HIV screening uptake may be implemented through social networking sites. People increasingly use social networking sites (eg, Facebook, Twitter) and mobile networking sites (eg, Grindr, Tinder) as avenues for sexual health information [16,17]. Several studies reported that adolescents and young adults were most likely to use social media or the internet in general [17], including using them to seek health information [16,18]. One systematic review of studies on communication about HIV prevention and treatment via internet platforms identified online outreach benefits, which included: increased access to information, increased communication among users, and between consumers and professionals, anonymity, community, and geographical reach [19].

Perhaps because of these benefits, online health information seeking is particularly prevalent among gay and bisexual men compared to lesbian or bisexual women and heterosexual peers [20]. Higher rates of internet use were associated with increased screening among MSM in a 2014 cross-sectional study of 9613 MSM across 20 US cities [17]. Social media use was also linked to increased HIV screening, although to our knowledge all currently published studies target adolescents or MSM and transgender women adults. Among 42 black MSM aged 18-30 in Los Angeles, a Facebook-mediated video intervention resulted in seven times higher odds of subsequent HIV screening over six weeks postintervention [21]. Another study found that MSM individuals who discussed HIV prevention and treatment in a closed Facebook group requested an HIV test kit more often compared to MSM individuals who did not partake in online discussion [22]. Conversely, at least one study in Australia found that never-tested MSM were more likely to spend time on social networking websites [23].

Recent studies support that deaf adults use the Internet as readily as their peers. In a study of 515 deaf adults, those who engaged in social media networking were more likely to discuss health issues with their healthcare providers via electronic platforms compared to nonusers of social media sites, potentially reducing communication barriers that contribute to health disparities [24]. Similarly, deaf gay, bisexual, and queer (GBQ) men who connected with lesbian, gay, bisexual, transgender, and queer (LGBTQ) peers online were more likely to be aware of preexposure prophylaxis (PrEP) compared to deaf GBQ men who did not have online connections [25,26]. Belief in PrEP’s effectiveness was also associated with discussing LGBTQ issues online or through social media (odds ratio [OR] 3.12; 95% CI 1.12-8.75) [26].

To better understand the need for tailored and accessible HIV prevention and treatment services in the deaf community, this study utilized data from a US sample of deaf ASL users to investigate: (1) the sample rate of HIV screening uptake; and (2) the association of HIV screening uptake with social media use after adjusting for correlates.

### Methods

#### Data Source

Data for this study was drawn from a large Health Information National Trends Survey in American Sign Language (HINTS-ASL) dataset [27]. This included HIV or STD items which were administered to US deaf adults from October 2015 to March 2016, and October 2016 to May 2018. Prior to survey administration, all items were translated into ASL, tested through cognitive interviews with deaf adults, and the final translations were captured on film [27]. All participants were either born or became deaf before the age of 13.

#### Survey Items

For the purposes of the current study, sexual orientation was assessed with the question, “What is your sexual orientation?” with response options of gay, lesbian, heterosexual, bisexual, asexual, queer, and other, please specify. Gender was assessed with the question, “What gender do you identify as now?” with response options of male, female, and nonbinary or genderqueer.

STD history was assessed with the question, “Have you ever had a sexually transmitted disease? IF YES, once or more than once?” Response options were once, more than once, and never. A question about HIV screening was asked as follows: “When was the last time that you were tested for HIV?” Response options were less than 3 months ago, in the past year, more than 1 year ago, and I have never been tested for HIV. A binary response was used for the social media question: “In the last 12 months, have you used the Internet to visit a social networking site, such as Facebook or Twitter?” Finally, regular healthcare provider was measured using the binary question: “Not including psychiatrists and other mental health professionals, is there a particular doctor, nurse, or other health professional that you see most often?”

#### Procedure

Following Institutional Review Board approval by Gallaudet University, research staff recruited deaf ASL users throughout the United States. Recruitment methods included snowball sampling through personal networks [28], distribution of flyers, and advertisements on deaf-centered organizations’ websites and electronic newsletters. Communication between the research staff and participants occurred through accessible channels, including mail, email, social media, and video chat programs. Only those who self-reported using ASL as their primary language were included because this group was identified as a
medically underserved group [29-31], while exclusion criteria included being under the age of 18 years old or having unilateral hearing loss. Deaf lesbian, gay, bisexual, and queer (LGBQ) individuals were oversampled to create a high-powered sample.

After the participant viewed the information in ASL and English online, the participant was directed to a page where they could choose to provide consent to participate or decline. Following consent, the fully accessible ASL-English online survey took approximately one hour to complete. Each participant received a $25 gift card for participating in the study. If the participant met with the research staff remotely, ASL instructions were given through a videoconferencing method and a URL survey link was emailed to the participant. The research staff remained visible to the participant through video conferencing and were readily available to answer questions or troubleshoot as the participant progressed through the consent document and survey. For on-site survey administration, the research staff stayed in the interview room with the participant. If the participant did not feel comfortable watching the ASL question as signed on the pre-recorded video, a research staff repeated and signed the question for the participant. For some participants, such as those with low vision or who did not feel comfortable with self-administration on a computer, the research staff signed all the questions and response options and recorded the participants’ responses on the computer. No names or identifying information were included in the online survey and a unique identifier was used to avoid storing personal information in the same online survey dataset. The identifying information was stored in a separate database that was accessible only to the principal investigator.

**Statistical Analyses**

Descriptive statistics, including chi-square and two-tailed t tests, were used to summarize the sample characteristics. The level of significance was set at \( P < 0.05 \). Unweighted descriptive statistics, such as cross-tabulation and percentage procedures, were used to describe the sample. Responses to the HIV screening uptake question were recoded into three groups: (1) had HIV screening within 1 year; (2) had HIV screening more than 1 year ago; and (3) had never been screened. Social networking site usage was entered as the main predictor, along with other sociodemographic variables, for HIV screening uptake. To evaluate the association of social media both in the short-term (within the past one year) and long-term (lifetime) with never being tested for HIV, we ran two separate modified Poisson analyses with robust standard errors using binary outcomes: (1) never been screened (referent group) versus screened within the past year; and (2) never been screened (referent) versus screened more than one year ago. Modified Poisson regression with robust standard errors was used to calculate prevalence ratio estimates and 95% confidence intervals for HIV screening uptake with social media usage as the main predictor, adjusting for sociodemographic and sexual health indicators. The modified Poisson approach was recommended for models with binomial outcomes, and the application of robust standard errors helps rectify the overestimation for the prevalence ratio of HIV screening uptake [32].

The adjusted prevalence ratios (aPR) were used to estimate the likelihood of being screened for HIV within the past year, or more than a year ago, compared to never been screened (reference category). Covariates included age, gender, race, education, sexual orientation, and STD history. Age groups were chosen as the commonly used 18-24, 25-34, 35-49, and 50 and older, with 50 and older being the referent group. Sexual orientation was dichotomized as heterosexual and LGBQ. STD history was dichotomized as any STD history or none. Due to the low-powered sample size for the nonbinary or genderqueer group, this gender identity subgroup was not entered in the modified Poisson model. SPSS version 25.0 (IBM Corp, Armonk) was used for all analyses.

**Results**

A total of 1340 deaf adult ASL users (66%, 883/1340 Caucasian; 65%, 874/1340 heterosexual) who responded to the question about HIV screening met the criteria for inclusion in this analysis. Geographically, approximately 40% (536/1340) of the respondents were from the South, 30% (402/1340) were from the West, 17% (228/1340) were Midwestern, and 13% (174/1340) were from the Northeast. In our sample, the estimated lifetime prevalence of HIV screening was 54% (719/1340). Table 1 describes and compares the characteristics of 338 (25%) deaf participants who were screened for HIV within one year, 381/1340 (28%) deaf participants who received screening more than one year ago, and 621/1340 (46%) deaf participants who have never been screened. Table 1 includes the distribution of age, sex at birth, present gender identity, sexual orientation, and race of our diverse sample. Because STD history implied an opportunity for concurrent HIV screening, further analysis revealed 151/1322 (11%) people with a history of one STD and 65/1322 (5%) people with more than one STD. Chi-square analyses showed significant group differences in HIV screening uptake rates for gender, age, race, education, sexual orientation, history of having an STD, and having visited a social networking site in the last 12 months. Table 2 shows the adjusted prevalence ratios of demographic and sexual health factors associated with HIV screening uptake, relative to the never screened category, from a modified Poisson with robust standard errors model.
<table>
<thead>
<tr>
<th>Variable</th>
<th>Overall (N=1340), n (%)</th>
<th>HIV screening uptake within one year (n=338), n (%)</th>
<th>HIV screening uptake more than one year (n=381), n (%)</th>
<th>Never had HIV screening (n=621), n (%)</th>
<th>$\chi^2$</th>
<th>df</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age groups</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-24 years old</td>
<td>235 (18)</td>
<td>78 (33)</td>
<td>35 (15)</td>
<td>122 (52)</td>
<td>135.57</td>
<td>6</td>
<td>.001</td>
</tr>
<tr>
<td>25-34 years old</td>
<td>335 (25)</td>
<td>118 (34)</td>
<td>107 (32)</td>
<td>110 (33)</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>35-49 years old</td>
<td>370 (27)</td>
<td>90 (24)</td>
<td>149 (40)</td>
<td>131 (35)</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>&gt;50 years old</td>
<td>400 (30)</td>
<td>52 (13)</td>
<td>90 (23)</td>
<td>258 (64)</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Birth sex</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>22.60</td>
<td>2</td>
<td>.001</td>
</tr>
<tr>
<td>Male</td>
<td>545 (41)</td>
<td>174 (32)</td>
<td>135 (25)</td>
<td>236 (43)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>792 (59)</td>
<td>163 (21)</td>
<td>244 (31)</td>
<td>385 (49)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender identity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>28.48</td>
<td>4</td>
<td>.001</td>
</tr>
<tr>
<td>Male</td>
<td>544 (41)</td>
<td>167 (31)</td>
<td>134 (24)</td>
<td>243 (45)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>763 (57)</td>
<td>158 (21)</td>
<td>232 (30)</td>
<td>373 (49)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonbinary or genderqueer</td>
<td>30 (2)</td>
<td>12 (40)</td>
<td>13 (43)</td>
<td>5 (17)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Missing data</td>
<td>3 (0)</td>
<td>1 (33)</td>
<td>2 (67)</td>
<td>0 (0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>24.95</td>
<td>4</td>
<td>.001</td>
</tr>
<tr>
<td>Caucasian</td>
<td>883 (66)</td>
<td>187 (21)</td>
<td>261 (30)</td>
<td>435 (49)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>130 (10)</td>
<td>43 (33)</td>
<td>42 (32)</td>
<td>45 (35)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Latinx</td>
<td>181 (14)</td>
<td>60 (33)</td>
<td>43 (24)</td>
<td>78 (43)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>139 (10)</td>
<td>44 (32)</td>
<td>35 (25)</td>
<td>60 (43)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Missing data</td>
<td>7 (0)</td>
<td>4 (57)</td>
<td>0 (0)</td>
<td>3 (43)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>68.13</td>
<td>6</td>
<td>.001</td>
</tr>
<tr>
<td>High school</td>
<td>263 (20)</td>
<td>54 (21)</td>
<td>40 (15)</td>
<td>169 (64)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Some college</td>
<td>300 (22)</td>
<td>98 (33)</td>
<td>66 (22)</td>
<td>137 (46)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>College graduate</td>
<td>776 (58)</td>
<td>185 (34)</td>
<td>276 (36)</td>
<td>315 (41)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Missing data</td>
<td>1 (0)</td>
<td>1 (100)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sexual Orientation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>91.56</td>
<td>4</td>
<td>.001</td>
</tr>
<tr>
<td>Gay or lesbian</td>
<td>263 (20)</td>
<td>109 (41)</td>
<td>86 (33)</td>
<td>68 (26)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heterosexual</td>
<td>874 (65)</td>
<td>170 (20)</td>
<td>227 (26)</td>
<td>477 (55)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bisexual</td>
<td>181 (14)</td>
<td>58 (32)</td>
<td>63 (35)</td>
<td>60 (33)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Missing data</td>
<td>22 (1)</td>
<td>1 (5)</td>
<td>5 (23)</td>
<td>16 (73)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Have STD</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>103.64</td>
<td>4</td>
<td>.001</td>
</tr>
<tr>
<td>Once</td>
<td>151 (11)</td>
<td>58 (38)</td>
<td>66 (44)</td>
<td>27 (18)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>More than once</td>
<td>65 (5)</td>
<td>32 (49)</td>
<td>27 (42)</td>
<td>6 (9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>1106 (83)</td>
<td>242 (22)</td>
<td>285 (26)</td>
<td>579 (52)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Missing data</td>
<td>18 (1)</td>
<td>6 (33)</td>
<td>3 (17)</td>
<td>9 (50)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regular provider</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.03</td>
<td>2</td>
<td>.60</td>
</tr>
<tr>
<td>No</td>
<td>524 (39)</td>
<td>139 (27)</td>
<td>142 (27)</td>
<td>243 (46)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>804 (60)</td>
<td>198 (25)</td>
<td>236 (29)</td>
<td>370 (46)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Missing data</td>
<td>12 (1)</td>
<td>1 (8)</td>
<td>3 (25)</td>
<td>8 (67)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variable</td>
<td>Overall (N=1340), n (%)</td>
<td>Never had HIV screening (n=621), n (%)</td>
<td>HIV screening uptake within one year (n=338), n (%)</td>
<td>HIV screening uptake more than one year (n=381), n (%)</td>
<td>Never had HIV screening (n=621), n (%)</td>
<td>$\chi^2_{df}$</td>
<td>$P$ value</td>
</tr>
<tr>
<td>----------</td>
<td>------------------------</td>
<td>----------------------------------------</td>
<td>----------------------------------------</td>
<td>----------------------------------------</td>
<td>----------------------------------------</td>
<td>---------------</td>
<td>------------</td>
</tr>
<tr>
<td>Visited a social networking site in the last 12 months</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>18.36</td>
<td>.001</td>
</tr>
<tr>
<td>No</td>
<td>75 (6)</td>
<td>7 (9)</td>
<td>20 (27)</td>
<td>48 (64)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>797 (60)</td>
<td>231 (29)</td>
<td>239 (30)</td>
<td>327 (41)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Missing data</td>
<td>468 (34)</td>
<td>100 (21)</td>
<td>122 (26)</td>
<td>246 (53)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aParticipants were permitted to skip questions that they did not wish to answer.

bSTD: sexually transmitted disease.

cLGBQ: lesbian, gay, bisexual, and queer.
dSTD: sexually transmitted disease.

As shown in Table 2 for adjusted prevalence ratios, respondents who were younger were incrementally more likely to have had HIV screening within one year. With female gender as a reference group, those who reported male gender had higher...
relative prevalence of HIV screening uptake within the past year only. Compared with those with a college degree, people who had only high school education had lower prevalence of having had been tested for HIV more than one year ago. Similarly, those who self-identified as black or Latinx were significantly more likely to have been screened in the past year than those who self-identified as Caucasian. Self-identification as LGBQ and having a positive STD history were associated with prevalent HIV screening uptake. Social media use was positively associated with HIV screening uptake within the past year, but not more than one year ago.

**Discussion**

**Key Results**

Prior research has explored demographic characteristics associated with HIV screening uptake [9-13], as well as the potential of using the internet and social networking sites as outreach avenues to increase HIV screening, particularly among high risk groups [16,19,22,33,34]. Our study expands such research to US-based deaf adults who use ASL, estimates the prevalence of HIV screening uptake in this medically underserved group, and investigates the role of social media as a predictor of HIV screening uptake among deaf adults.

Overall, our sample showed a higher lifetime prevalence of HIV screening (54%) compared to other studies drawn from the US population [4,5]. This is consistent with the 2016 BRFSS survey data that showed people with disabilities had similar or higher rates of lifetime HIV screening [15,35,36], possibly reflecting that people with disabilities, including deaf adults, often have increased frequency of healthcare visits and higher likelihood of Medicaid-sponsored health insurance coverage. However, the lifetime screening rate of 54% in our sample is modest, far from recommended universal screening targets [37], and may be influenced by our oversampling of LGBQ individuals who typically get tested more often than nonLGBQ individuals.

Screening rates within the past twelve months or one year were low in our sample (25%) yet higher than a national sample (10.1%), likely for the same reason as lifetime screening rates [38]. Such low rates are concerning, because 75% of a nationally representative probability sample of adults (n=3174) reported sexual activity in the past year in the 2015 National Survey of Sexual Health and Behavior (NSSHB) [39]. Rates of sexual activity among deaf adults appears to be like hearing peers: only 18.4% of 282 deaf adult residents in Rochester, NY, reported abstinence in the past 12 months in the 2008 Deaf Health Survey, which is like 19.3% of 1890 hearing adults (ages 18 to 64) in the 2006 Adult Health Survey [15]. More recently, only 24.8% of a nationally representative probability sample of adults in the 2015 NSSHB survey reported not being sexually active in the past year [39]. Since most adults are sexually active, they may need an annual HIV screening if they have new partners or multiple partners, or if they deal with other risk factors, so lifetime screening is not enough. In particular, if deaf adolescents and adults have low HIV literacy, as Goldstein and others have reported [40-42], they may not request frequent screening based on their risk factors, leaving the responsibility to providers and outreach workers to educate and inquire about HIV screening frequency.

Specific demographic groups had disparate HIV screening rates in the past year in our deaf sample, with increased rates of recent HIV screening found among younger adults (18-34), nonCaucasian adults, and persons who identified as LGBQ. These results from our study were like other studies that identified MSM, Black, and younger adults as more likely to have received screening [9-12]. This suggests that hearing status or language use did not change the pattern of other sociodemographic factors contributing to HIV screening uptake likelihood. Male gender, as predictive in our sample, may reflect the overrepresentation of LGBQ and represent nonGBQ-identified MSM. It is less likely, yet possible, that our sample shows a recent upswing in HIV screening in heterosexual men after the 2015 CDC HIV screening recommendations, as seen following the 2006 recommendations [10]. The finding that deaf respondents with only high school education were less likely to ever have been screened is consistent with prior research that reported positive correlation between deaf ASL users’ health literacy and educational attainment [31]. If deaf adults are more aware of HIV risk factors, they may advocate for screening more often.

People screened were more likely to have had an STD in the past, which mirrors clinician recommendations for concurrent HIV counseling if presenting with an STD [2]. However, the HIV screening rates for both the past year and more than one year ago among respondents with an STD history were not different. The lack of an increased number of HIV screenings in the past year among respondents with a history of an STD may be a missed opportunity for increased frequency of screening and early HIV diagnosis, particularly among those who have a history of a bacterial STD [43,44].

Our modified Poisson prediction model showed a significant association of social media use with recent HIV screening, adjusting for sociodemographic correlates and STD history. Given that the adjusted prevalence ratio for HIV screening within the past year was more robust than the adjusted prevalence ratio for HIV screening over one year ago, social media may be particularly useful in enhancing frequent risk-based or exposure-driven screening rather than sustained routine screening habits. While this study did not interrogate causation, nor ask about respondents’ experiences with online or social media driven HIV screening campaigns, it is possible that the exchange of information through social media channels, including about HIV screening, sexual health, and PrEP, informs deaf individuals to seek HIV screening. We find it particularly interesting that social media use, as a main predictor, remained robust for recent screening considering the high prevalence of social media users in the past 12 months (91%). Such high utility provokes serious consideration as an avenue of outreach and shows its extensive reach across diverse deaf adults. Social media may be an avenue to mitigate cultural and linguistic barriers, particularly for deaf adolescents and young adults.

Evidence for social media and its role in promoting HIV-related awareness comes from a recent US study of 121 deaf GBQ men who used ASL, which found that a majority (85%) knew about...
PrEP for HIV prevention. Moreover, the perceived effectiveness of PrEP in preventing HIV was strongly associated with engaging in LGBTQ-related discussions online or on social networking sites [26]. While this study was restricted to GBQ men, and HIV screening knowledge and practice are not always equivocal, this offers further evidence that social media may play a powerful role in mitigating HIV screening disparities among deaf ASL users.

Strengths of this study include its diverse representation as a large population-based sample, including demographic and geographic variation across the United States, and its consistency with prior studies about HIV screening patterns in nonexclusively deaf populations. Conversely, our sample is not nationally representative, and some comparisons to other population-based estimates may be limited. Our study did not explore patient centered pretest counseling in which HIV screening was obtained, limiting our understanding of whether increased HIV screening uptake in our large deaf sample is synonymous with self-initiated requests for screening or self-assessments of HIV risk. Our interpretation of the survey data is limited in several key ways. The query about STD history was not defined and open to interpretation by each participant, which could extend to including HIV or excluding other lesser recognized STDs, potentially underestimating the number of participants with a history of STDs and its impact on HIV screening patterns. HIV status was not obtained, potentially affecting our prevalence of screening. Though given its overall low prevalence, we do not think obtaining HIV status would significantly impact our findings. The data is self-reported and subject to recall biases, which is typical for any survey in English or other languages.

**Conclusion**

Given low to moderate screening rates, deaf patients should be evaluated whenever possible for the need for HIV screening and associated risk factors. As funding and resources for HIV or STD outreach programs continue to be tightened, program managers and healthcare providers should consider promoting culturally and linguistically accessible social media campaigns informing deaf ASL users of the need for routine HIV screening. Further research to better understand the implementation steps between education and screening uptake among deaf ASL users would inform potential interventions to reduce HIV-related disparities. Given potential gaps in health literacy, a logical next step might be mixed-methods interventional studies, using social media to enhance frequency of screening and self-assessment of risk factors. Expanded sexual behavior items among deaf ASL users would highlight groups that should be targeted by such social media outreach, regardless of screening prevalence. However, integration of social networking sites should take care to not overlook older adults or heterosexual adults who may not utilize social media as readily, requiring public health interventions to be multiplatform. A cohesive strategy, combined with increasing the evidence base, will mitigate existing gaps between subgroups and bring deaf adults closer to universal screening, diminishing the collective risk of HIV in this diverse and tightknit community.
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Abstract

Background: Health care systems worldwide are struggling to keep rising costs at bay with only modest outcome improvement among many diseases. Digitization with technologies like Artificial Intelligence or Machine Learning algorithms might address this. Although digital technologies have been successfully applied in clinical studies the effect on the overall health care system so far was limited. The regulatory ecosystem or data privacy might be responsible, but other reasons may also predominate.

Objective: We analyzed how the digitization of the German health care market is currently perceived among different stakeholders and investigated reasons for its slow adaption.

Methods: This was a mixed methods study split into a qualitative Part A using the conceptual approach of the Grounded Theory and a quantitative Part B using the Delphi method. For Part A we interviewed experts in the health care system and converted the results into 17 hypotheses. The Delphi method consisted of an online survey which was sent to the participants via email and was available for three months. For the assessment of the 17 hypotheses, the participants were given a six-point Likert scale. The participants were grouped into patients, physicians, and providers of services within the German health care market.

Results: There was a strong alignment of opinions on the hypotheses between experts (N=21) and survey participants (N=733), with 70.5% overall agreement on 12/17 hypotheses. Physicians demonstrated the lowest level of agreement with the expert panel at 88% (15/17) disagreement, with the hypotheses “H8: Digitization in the health care system will free up jobs,” and “H6: Digitization in the health care system will empower the patients,” perceived to be in profound disagreement ($P=0.036$ and $P<0.001$, respectively).

Conclusions: Despite the firm agreement among participants and experts regarding the impact of digitization on the health care system, physicians demonstrated a more negative attitude. We assume that this might be a factor contributing to the slow adoption of digitization in practice. Physicians might be struggling with changing power structures, so future measures to transform the market should involve them to a larger degree.

(JMIR Public Health Surveill 2019;5(4):e14689) doi:10.2196/14689
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Introduction

Health care systems worldwide are struggling, with aging societies and the western lifestyle leading to increasing health care expenditures [1-3]. Outcome-based reimbursement models have so far not gained the expected traction in the markets to compensate for higher levels of spending [4]. Particularly in the case of chronic conditions such as heart failure, chronic respiratory conditions, or diabetes, both hospitalizations and the continuum of care remain major cost drivers [5]. One problem is that innovations in the past were mainly based on medical therapy and inpatient treatment of acute diseases [6]. However, research has shown that many chronic condition outcomes can be improved by a lifestyle change and therapy adherence [7].

Several studies have shown the positive effects of technologies and digitalization in improving patient outcomes. For example, Schmier et al and Givertz et al demonstrated reduced hospitalization times and a reduction in costs using a remote monitor (CardioMEMS) for telemetric guided treatment of heart failure patients [8,9]. Furthermore, telehealth and telemedicine applications have demonstrated that they fill gaps, such as in the treatment of patients living in rural areas [10,11]. In some instances, higher therapy adherence induced by wearable sensors and mobile devices has been demonstrated [12-15].

As early as 2010, the Obama Administration set the mark with the Affordable Care Act (ACA) with the aim of transforming the health care system; for example, electronic health records [16]. Although the ACA focuses on technology, it remains unclear why many technologies have still not been implemented in clinical routine [17].

This raises the question of whether the slow adoption of digital technologies might be caused by a lack of understanding of the benefits of these new technologies between the innovating experts who create them and the practitioners who will use them. Based on this question we conducted a two-stage mixed methods study, as seen in Figure 1.

Figure 1. Flowchart study design.

Part A: Qualitative Study

Expert Interviews → Categories & Hypotheses generated → Online Survey using generated Hypotheses → Response from Populace on Hypotheses

Part B: Quantitative Study

In Part A, innovating experts (senior leaders) from different sectors within the health care market were interviewed to generate hypotheses on various aspects of the digitization of the health care system and any potential hurdles for the implementation of various technologies. In part B we performed a survey with more than 600 participants, differentiating between stakeholders in the health care system such as physicians, patients, and service providers.

Methods

Overview

This study was approved by the ethics committee of Witten/Herdecke University, Faculty of Medicine (application No. 169/2016), and conducted using an instrument development model which was divided into Part A and Part B, as described by Schifferdecker [18]. Part A was a qualitative study consisting of the conceptual approach of the Grounded Theory developed by Glaser and Strauss [19-21]. Interviews were done via telephone or face-to-face using an open interview guide (see Multimedia Appendix 1). The recorded responses were anonymous and were qualitatively evaluated using MAXQDA 13 (VERBI Software GmbH, Berlin, Germany) until saturation of hypotheses was reached. Part B represents a quantitative study using an online survey, based on the Delphi method, to test the generated hypotheses on the general public [22]. The results were then analyzed using MiniTab, version 17.1.0 (Minitab GmbH, Munich, Germany).

Recruitment of Participants

For Part A, expert participants were chosen using the criteria of their job position in the German health care system. According to Glaser and Strauss, a heterogenic sample of participants is recommended to maximize the variations of experience within the group [19]. Therefore, we approached as many different healthcare experts that were concerned with innovation as possible to be participants in our study, to ensure a wide variety of insights for defining hypotheses. We also included senior executives and other senior stakeholders who were focused or had knowledge of the German health care system.

For Part B, surveyed participants from academia (eg, university medical centers) and private hospitals were asked to fill out four questions regarding their demographic background (age group, role in the health care system, job position, and country). We
further reached out to patients and service providers (e.g., employees of insurance companies). A six-point Likert scale ranging from one to six was used to assess each hypothesis.

Data Collection
Part A data was collected from February 2017 to May 2017 via telephone or face-to-face interviews. Each interview was audio recorded with the permission of the participants. For Part B, the survey was published on SoGoSurvey and data was collected from November 2017 to February 2018.

The participants of this mixed methods study were informed upfront about data storage, the scope of the study, and the interviewer.

Data Analysis
To assess the impact and influence of digitization on the German health care system and to obtain a general perception about it, an open interview guide was developed based on literature research and an expert panel consisting of members with multi-professional backgrounds in medicine, pharmaceuticals, and economics. Before using the interview guide for the study, it was tested in five pilot interviews, reviewed, and revised by the expert panel. The coding was performed based on the conceptual approach of the Grounded Theory [19] and the process was supported by literature research. The Grounded Theory approach was designed in three stages, starting with open coding, followed by axial coding, and then selective coding. The process was documented in memos to capture the progress and the ideas that emerged while creating the conceptual approach and analyzing the data [19-21]. For the analysis of the interviews, MAXQDA®13 was used to perform comparative data analysis of the quantitative data by two examiners. The interviews were coded without transcription. Further, the derived hypotheses were grouped into categories afterward to further distinguish the impact field of the different hypotheses. Values of the responses from the survey participants higher than 3.5 were considered to be in agreement with the experts, whereas values lower than 3.5 were considered to be in disagreement.

Statistical Analysis
The data from the Delphi study was analyzed using MiniTab, version 17.1.0. For the calculation of the $P$ value, a one-way analysis of variance (ANOVA) was applied under the assumptions of unequal variances and a statistical significance of $P<.05$.

Results
Part A: Expert Interview Results
Summary
In total, 30 experts were identified for this study. The interviews were conducted subsequently and stopped when saturation for the hypotheses was reached (N=21). The background of the experts is shown in Multimedia Appendix 2. Health Care Researchers represented the largest group, followed by pharmaceutical industry senior executives (Figure 2). The experts responded to a total of nine questions in the interview guide (Multimedia Appendix 1). Based on these answers, 17 hypotheses (Table 1) were classified, which resulted in four categories (please see appendices for a full illustration of all hypotheses).

Figure 2. Number of experts.
### Table 1. List of hypotheses.

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>System</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1</td>
<td>Digitization will enable a disruptive structural change in the health care system.</td>
</tr>
<tr>
<td>H2</td>
<td>Key stakeholders in the health care system slow down digitization on purpose.</td>
</tr>
<tr>
<td>H3</td>
<td>Digitization in the health care system will improve the medical treatment of patients.</td>
</tr>
<tr>
<td>H4</td>
<td>Digitization in the health care system will bring more benefits to those with compulsory health insurance.</td>
</tr>
<tr>
<td>H5</td>
<td>Digitization in the health care system will establish new and homogenous communication structures which will increase transparency.</td>
</tr>
<tr>
<td>H6</td>
<td>Digitization in the health care system will empower the patients and change the power structures.</td>
</tr>
<tr>
<td>H7</td>
<td>Digitization in the health care system will increase self-monitoring and treatment of patients using digital devices.</td>
</tr>
<tr>
<td>H8</td>
<td>Digitization in the health care system will free up jobs and replace them with artificial intelligence, robots, etc.</td>
</tr>
<tr>
<td>H9</td>
<td>Digitization in the health care system will force pharmaceutical companies to develop products beyond the pill, (eg, hybrid models with additional service, or other applications or services) and further offer precision medicine.</td>
</tr>
<tr>
<td>H10</td>
<td>Big Data analysis of medical data, eg, interfacing between different professions will reduce malpractice and improve coordination of therapies.</td>
</tr>
<tr>
<td>H11</td>
<td>Digitization will secure medical care in underserved areas (eg, remote and rural areas).</td>
</tr>
<tr>
<td>H12</td>
<td>Digitization will increase the networking of stakeholders (eg, Physicians, Hospitals, Insurance and Pharmaceutical companies) within the health care system.</td>
</tr>
<tr>
<td>H13</td>
<td>Digitization will push the specialization of stakeholders (eg, Physicians, Hospitals, Insurance and Pharmaceutical companies) within the health care system.</td>
</tr>
<tr>
<td>H14</td>
<td>Digitization will offer opportunities to better differentiate caretakers from their competitors.</td>
</tr>
<tr>
<td>H15</td>
<td>Digitization in the health care system cannot replace the personal contact between stakeholders, such as between physicians or nurses and their patients.</td>
</tr>
<tr>
<td>H16</td>
<td>Digitization in the health care system will change existing job profiles.</td>
</tr>
<tr>
<td>H17</td>
<td>Digitization in the health care system leads to a depreciation of expert knowledge.</td>
</tr>
</tbody>
</table>

**System**

This category refers to hypotheses which influence the health care system in a holistic manner, such as, “H1: Digitization will enable a disruptive structural change in the health care system,” and about problems and opportunities caused by digitization, including, “H2: Key stakeholders in the health care system slow down digitization on purpose”. This category is the largest, with eight hypotheses in total.

**Physician-Patient Relationship**

This category covers all hypotheses dealing with the interaction of physicians and patients which will be significantly impacted by digitization, including, “H6: Digitization in the health care system will empower the patients and change the power structure,” and “H15: Digitization in the health care system cannot replace the personal contact between stakeholders, such as between physicians or nurses and their patients”. Three hypotheses were classified under this category.

**Technology**

This category represents all hypotheses which imply changes caused by digitization due to the availability of new technologies. Within the study, four hypotheses were identified for this category, such as, “H8: Digitization in the health care system will free up jobs and replace them by artificial intelligence,” and “H7: Digitization in the health care system will increase self-monitoring and treatment of patients using digital devices.”

**Industry**

This category deals with hypotheses which imply changes caused by digitization that will affect companies in the health care system and their provided services, including, “H9: Digitization in the health care system will force pharmaceutical companies to develop products beyond the pill (eg, hybrid models with additional services, or other applications or services) and further offer precision medicine,” and “H14: Digitization will offer opportunities to better differentiate caretakers from their competitors”. Two hypotheses are linked to this category.

**Part B: Delphi Study Results**

**Summary**

A response rate of 20.9% (733/3500) was achieved. Among all surveyed participants, 1% (7/733) were under the age of 20, 5% (37/733) were between 20-29 years old, 27.5% (202/733) were between 30-39 years old, 27.1% (199/733) were between 40-49 years old, 21.8% (160/733) were between 50-60 years old, and 17.4% (128/733) were over 60 years old. A total of 63.5% (466/733) were physicians, 19.4% (142/733) were patients, and 17.1% (125/733) were service providers. Figure 3 shows that the largest group overall was represented by physicians between the ages of 40-49, with 19.3% (142/733). For service providers (6.68% [49/733]) and patients (9.14% [67/733]), their largest age group was 30-39 years old.
Overall, there was a 70.5% (12/17) agreement between the survey participants and the experts regarding changes in the health care system in Germany caused by digitization. **Figure 4** shows the level of agreement using the mean from the survey participants regarding the hypotheses generated by the experts.

![Number of Survey Participants](image)

**Figure 3.** Number of survey participants.

**Figure 4.** Level of agreement.

### System

Among the System category, all survey participants agreed on 62.5% (5/8) of the hypotheses. Service providers showed the highest agreement, with a mean of 4.15 on the 6-point Likert Scale compared to patients (mean 4.06) and physicians (mean 3.84) (see Multimedia Appendix 3). The hypothesis, “H16: Digitization in the health care system will change existing job profiles,” had the highest approval, with a mean of 4.81 among survey participants. Regarding “H2: Key stakeholders in the health care system slow down digitization on purpose,” only patients agreed with it, with a mean of 3.58. In addition, for “H4: Digitization in the health care system will bring more benefits for those with compulsory health insurance,” only service providers and patients agreed, with a mean of 3.57 for both. However, the physicians demonstrated disagreement with this hypothesis with a mean of 2.77, which also represents the lowest mean for all 17 hypotheses. Moreover, the response on “H17: Digitization in the health care system leads to a depreciation of expert knowledge,” was the lowest in the category, with a mean of 3.18 among the survey participants. For this hypothesis, the physicians had the lowest mean of 3.15. H2 ($P=.005$), H4 ($P<.001$), H12 ($P<.001$) and H16 ($P=.003$) showed statistically significant differences (see Multimedia Appendix 1).
**Physician-Patient Relationship**

In total, the survey participants agreed on 66% (2/3) of the hypotheses regarding the Physician-Patient Relationship. Overall, the service providers demonstrated firm agreement, with a mean of 4.55 for this category compared to patients (mean 4.47) and physicians (mean 4.22). Concerning, “H15: Digitization in the health care system cannot replace the personal contact between stakeholders, such as between physicians or nurses and their patients,” this hypothesis had the highest mean of all 17 hypotheses (5.41) (see Multimedia Appendix 3). Regarding, “H6: Digitization in the health care system will empower the patients and change the power structures,” only the service providers agreed with a mean of 3.64. However, patients (mean 3.27) and physicians (mean 3.11) both disagreed.

Statistically significant differences among the survey participants were found in H3 ($P<.001$) and H6 ($P<.001$) (see Multimedia Appendix 3).

**Technology**

The results for the Technology category showed an agreement among the survey participants of 75% (3/4) for all hypotheses. In total, the service providers had the highest mean (4.31) in this category compared to patients (mean 4.16) and physicians (mean 3.87). The highest agreement was identified for, “H7: Digitization in the health care system will increase self-monitoring and treatment of patients using digital devices,” with a mean of 4.58 (see Multimedia Appendix 3). With regards to, “H8: Digitization in the health care system will free up jobs and replace them by artificial intelligence, robots, etc,” only the physicians disagreed (mean 3.34). Overall, H7 ($P<.001$) and H10 ($P<.001$) showed statistical significance between the survey participants, and further for H8 ($P=.036$) and H11 ($P=.002$) (see Multimedia Appendix 3).

**Industry**

Looking at the Industry category, the results showed an agreement between the survey participants and the experts towards both hypotheses. The level of agreement in this category is again led by the service providers (mean 4.13) compared to patients (mean 4.01) and physicians (mean 3.73) (see Multimedia Appendix 3). The hypothesis with the highest agreement was, ”H9: Digitization in the health care system will force pharmaceutical companies to develop products beyond the pill (eg, hybrid models with additional service or other applications or services) and further offer precision medicine,” with a mean of 4.12. Statistically significant differences were detected between the survey participants for H9 ($P<.001$) and H14 ($P=.011$).

The service providers demonstrated the strongest agreement with the hypotheses, with the highest mean of 88% (15/17). In contrast, the physicians had the least agreement with the hypotheses, with a mean of 88% (15/17). Further, every category had one hypothesis where the survey participants were not aligned (ie, “H2: Key stakeholders in the health care system slow down digitization on purpose,” “H4: Digitization in the health care system will bring more benefits to those with compulsory health insurance,” “H6: Digitization in the health care system will empower the patients and change the power structures,” and “H8: Digitization in the health care system will free up jobs and replace them by artificial intelligence, robots, etc”). The physicians particularly disagreed on all four hypotheses. Moreover, all three groups disagreed with hypothesis, “H17: Digitization in the health care system leads to a depreciation of expert knowledge,” with a mean of 3.18 (see Multimedia Appendix 3). Overall, the results show an average mean of 4.25 for service providers, 4.15 for patients and 3.90 for physicians (see Multimedia Appendix 3).

**Discussion**

**Key Findings**

The results of this study demonstrate an overall limited impact and influence of digitization on the German health care system, based on the perception of the different participating groups. We found great agreement but also areas of incongruity between the various groups.

As Figure 4 shows, the survey participants agreed on the majority of the 17 hypotheses, although to different degrees. There particularly seemed to be a misalignment of opinions between the physicians and the experts. Compared to the service providers with a mean of 4.25, and patients with a mean of 4.15, the physicians had the lowest mean of 3.90 (see Multimedia Appendix 3). Interestingly, in a large study conducted by the US Physician Foundation in 2018, half of the respondents demonstrated a pessimistic attitude about the future [23]. This pessimistic view could be at least one reason the physicians had such a low mean. With respect to the category system, we observed interesting results related to the slow adaption of digitization. Patients agree with the experts from our panel, that main stakeholders are blocking a faster implementation, but physicians and service providers are significantly different and disagree. Nevertheless, if we look at Germany, the reluctance to implement a national electronic health record system due to data privacy issues raised by the German Government postponed this development significantly [24]. Further, the lowest level of agreement within our study was between experts and physicians. This result could indicate that physicians are particularly slowing down digitization, as this group will be among the most impacted in practice. Interestingly, the medical association slowed down the implementation of both telemedicine and the electronic health record in Germany [24,25].

We found great alignment between the survey participants and experts regarding the benefits associated with new technologies. The broad agreement regarding an increase of self-monitoring is one example showing how well digital devices are accepted. As Roess et al stated, more than 1200 mobile Health (mHealth) tools or apps are available that help patients obtain information and monitor their health status [26].

Apart from the technological advantages, the survey participants were not aligned on who would benefit the most from digitization. Although service providers and patients showed agreement with the experts that compulsory insured patients will benefit, physicians significantly disagreed. This could be based on German specifications, since as of 2018 there are 72.8
million people compulsory insured compared to 8.75 million with private health insurance in Germany [27]. Here, physicians have an incentive to treat privately insured patients and especially to provide them with treatments which are not covered by public insurance. Thus, these new forms of treatment often reach only a minority of patients. In comparison to other health care systems, characterized by generally high out-of-the-pocket payments, this might slow down innovation [28].

The relationship between physicians and patients is a very sensitive topic. Experts and survey participants both agreed that technology cannot replace personal contact; however, this data contrasts preexisting research. There are several studies which have demonstrated the benefits of robot applications for nursing and social interaction among older adults, and the high satisfaction of patients who used telemedicine visits or chat-bots [29-31]. In contrast, 78.7% of the physicians who participated in the US Physician Foundation survey pointed out that working with patients is the most satisfying factor in medical practice [23].

In addition to the potential loss of personal interaction, we found misalignment of opinions regarding patient empowerment. According to Topol et al, the introduction of smartphones and applications will empower patients, since they will be able to control all their relevant health care data on one device [32,33]. However, the data showed significant differences between the survey participants, with patients and physicians especially not supporting this hypothesis. This could be explained by a lack of understanding of the opportunities on behalf of the patients and a potential negative attitude among the physicians. There are major initiatives aiming at patient empowerment, eg, Patients Empowerment Campaign from the European Patients Forum and the Patient empowerment and health care guidelines from the World Health Organization. Both define processes and activities to enable patients to have greater control over decision making and consequential actions related to their health [34,35].

We also found disagreement among the survey participants regarding the depreciation of expert knowledge. Physicians seemed especially concerned, since they disagreed with the hypotheses about the replacements of jobs using AI applications. On the one hand, the physicians agreed with the results of recent studies which have already demonstrated technological potential for improved diagnostics and surgical decision making [36,37]. However, the responses indicate an underlying negative attitude among physicians regarding digitization when technology is no longer supporting but instead limiting or replacing their activities. This is problematic in two ways: (1) they could be detached from technological progress, with the threat being replaced in some areas; and (2) they are missing the opportunity to actively participate and enhance these new technologies with their experiences to achieve higher quality standards for their patients.

Limitations

This study was performed within the German health care system with experts in Germany. While patient needs are comparable to other western societies, specific aspects in Germany (eg, a diverse payer and provider landscape compared to the United Kingdom) might limit its applicability to other systems. Therefore, the implications derived from this study concerning the common understanding of the impacts and influences of digitization might not be applicable to other health care systems in the world.

Conclusion

The digitization of the health care sector in Germany could cause significant changes, and only the future will tell how different stakeholders will be able to adapt. According to our research, the current adaptation level varies strongly among different participants in the market. For some of them we found significant alignment of opinions between experts and survey participants (eg, referring improved medical treatment, standardized communication structures, increased self-monitoring of patients and the importance of the personal contact between patient and physician in a digitized relationship). However, substantial agreement gaps exist regarding the empowerment of patients, the application of artificial intelligence and robots and thus the replacement of expert knowledge, particularly between physicians and our expert panel.

Physicians showed a negative attitude towards the empowerment of patients that comes with the process of digitization. They also failed to recognize that, in some areas, they might be replaced by technology. To generate the highest value for patients and to bring the technological advances to patients as fast as possible, it is crucial to involve all stakeholders. This is especially important in cases where job profiles will change. Physicians should acknowledge the change introduced by technological transformation and play a more active and positive role.
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Abstract

Background: Web-based questionnaires allow collecting data quickly, with minimal costs from large sample groups and through Web-based self-administered forms. Until recently, there has been a lack of evidence from large-scale epidemiological studies and nutrition surveys that have evaluated the comparison between traditional and new technologies to measure dietary intake.

Objective: This study aimed to compare results from the general baseline questionnaire (Q_0) and the 10-year follow-up questionnaire (Q_10) in the Seguimiento Universidad de Navarra (SUN) prospective cohort, obtained from different subjects, some of whom used a paper-based version, and others used a Web-based version. Both baseline and 10-year assessments included a validated 136-item semiquantitative food-frequency questionnaire (FFQ), used to collect dietary intake.

Methods: The SUN project is a prospective cohort study (with continuous open recruitment and many participants who were recently recruited). All participants were university graduates. Participants who completed the validated FFQ at baseline (FFQ_0, n=22,564) were selected. The variables analyzed were classified into 6 groups of questions: (1) FFQ (136 items), (2) healthy eating attitudes (10 items), (3) alcohol consumption (3 items), (4) physical activity during leisure time (17 items), (5) other activities (24 items), and (6) personality traits (3 items). Multiple linear and logistic regression models were used to assess the adjusted differences between the mean number of missing values and the risk of having apparently incorrect values for FFQ items or mismatches and inconsistencies in dietary variables.

Results: Only 1.5% (339/22564) and 60.71% (6765/11144) participants reported their information using the Web-based version for Q_0 and Q_10, respectively, and 51.40% (11598/22564) and 100.00% (11144/11144) of participants who completed the Q_0 and Q_10, respectively, had the option of choosing the Web-based version. Sociodemographic, lifestyle, health characteristics, food consumption, and energy and nutrient intakes were similar among participants, according to the type of questionnaire used in Q_10. Less than 0.5% of values were missing for items related to healthy eating attitudes, alcohol consumption, and personality traits in the Web-based questionnaires. The proportion of missing data in FFQ, leisure time physical activity, and other activities was higher in paper-based questionnaires than Web-based questionnaires. In Web-based questionnaires, a high degree of internal consistency was found when comparing answers that should not be contradictory, such as the frequency of fruit as dessert versus total fruit consumption and the frequency of fried food consumptions versus oil consumption.
Conclusions: Incorporating a Web-based version for a baseline and 10-year questionnaire has not implicated a loss of data quality in this cohort of highly educated adults. Younger participants showed greater preference for Web-based questionnaires. Web-based questionnaires were filled out to a greater extent and with less missing items than paper-based questionnaires. Further research is needed to optimize data collection and response rate in Web-based questionnaires.

(JMIR Public Health Surveill 2019;5(4):e11997) doi:10.2196/11997
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Introduction

Background
A key aspect in epidemiology is the adequate classification of exposure [1]. For this reason, the valid estimation of usual dietary intake in nutritional epidemiology studies is a topic of emerging interest, posing a complex and challenging task [2,3]. In general, the selection of the most appropriate instrument for assessing usual food intake in large-scale epidemiological studies depends on the research purpose. In this context, several dietary assessment methods are available, all of which have their own advantages and limitations [4]. There are 2 methods that prevail: the food-frequency questionnaire (FFQ), most frequently used in studies assessing the association between diet and health-related outcomes, and the 24-hour dietary recalls, primarily used in nutrition surveillance research [2]. Traditional approaches for gathering information from study participants include face-to-face or telephone interviews administered by trained dieticians, as well as paper or printed questionnaires, usually self-reported data [5,6]. These methods require a great deal of resources in terms of personnel, logistics, and materials [5,7]. However, in the past years, advances in technology and the wide use of the internet have allowed researchers to collect data quickly, with minimal costs from large sample groups, through the use of Web-based self-administered questionnaires [8-10]. It has been suggested that a Web-based FFQ can increase the response rate, which may result in greater validity of the data collected, compared with paper-based response rates [10]. However, most of the major limitations of conventional FFQs are similar to Web-based FFQs; therefore, the measurement errors in both approaches may remain essentially equivalent [11]. In fact, the cognitively complex completion process, inherent to the FFQ method (eg, averaging the usual frequency and portion size for each food group or specific food item), seems to be similar for paper-based and interactive computer-based or Web-based formats. The effectiveness of these types of data collection has previously been tested in different fields of health, several populations, and a variety of settings [12-18]. On the other hand, the integration of new technologies, including computer software and Web-based apps, has created novel and unique opportunities to conduct research focused on data collection in nutritional epidemiology [19]. In fact, there are several Web-based cohort studies in which the participants enroll via internet and all data are collected by Web-based questionnaires [5,7,17,20-23]. However, until now, there has been a scarcity of evidence from large-scale epidemiological studies and nutrition surveys that evaluate the comparison between traditional and new technologies to measure dietary intake. In the past 5 years, research in this area has attracted a growing interest [6,24]. The Seguimiento Universidad de Navarra (SUN) project offers an excellent opportunity to study this purpose, given that it is a large and well-known European cohort that uses both paper-based and Web-based FFQs, at baseline and/or during the follow-up, among participants with a high education level.

Objectives
Therefore, we aimed to compare results from the general baseline questionnaire (Q_0) and the 10-year follow-up questionnaire (Q_10) of the SUN prospective cohort obtained in different subjects, some of whom used a paper-based version, and others used a Web-based version.

Methods

Study Population
The SUN project is a multipurpose and prospective Spanish cohort of university graduates, designed to study the impact of several sociodemographic, nutrition, and lifestyle characteristics on the prevention of noncommunicable diseases. Open enrollment began in 1999. The design and methods used in the SUN project have been formerly described in detail elsewhere [25]. The study protocol was supported by the Institutional Review Board of the University of Navarra. We considered a response to the initial questionnaire as informed consent to participate. Participation in this cohort is only by invitation or registration. Currently, all questionnaires of the SUN cohort can be filled by paper or Web-based questionnaires. Web-based questionnaires were available since 2004, using a password-protected area of the SUN website. Starting at the beginning of 2004, participants were offered the possibility of answering their questionnaires either on the paper-based version or on the Web-based version. Thus, in each baseline or follow-up questionnaire since 2004, they can choose how to complete this questionnaire. For example, if a participant received the paper-based questionnaire, he or she can request his or her password to complete the Web-based version of the questionnaire on the SUN website. The participants who have access to the questionnaires do not necessarily have to complete all the questions. Diet in this cohort is evaluated through a repeatedly validated baseline semiquantitative FFQ [26,27]. At this time, the full-length FFQ has been administered only twice throughout the study, at baseline (FFQ_0) and after 10 years of follow-up (FFQ_10). Only those participants who have completed the Q_10 after 10 years on the internet can also fill the FFQ_10, although its filling is absolutely voluntary. For the present analysis, we used the latest available database from March 1, 2017, which included those participants who had
responded to the Q_0. Of the 22,564 participants who completed the Q_0, 22,225 (98.5%) of them reported their data using the paper-based version; meanwhile, only 339 (1.5%) participants completed the Web-based version (see Figure 1). After a 10-year follow-up period, we collected questionnaires from 4379 (39.3%) participants by using the paper version and from 6765 (60.7%) participants by using the Web-based questionnaire. Among these 6765 participants who answered the 10-year questionnaire using the Web-based version, 5882 participants also completed a full-length FFQ via the internet (52.8% of the completed Q_10).

Figure 1. Flow chart of the study.

<table>
<thead>
<tr>
<th>22564</th>
<th>Responded to the baseline questionnaire before March 2017</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(22225 responded to paper-based version and 339 to web-based version)</td>
</tr>
<tr>
<td>11420</td>
<td>Within 10-year follow-up questionnaire</td>
</tr>
<tr>
<td>11144</td>
<td>With 10-year follow-up questionnaire</td>
</tr>
<tr>
<td></td>
<td>With 10-year follow-up questionnaire via paper-based version</td>
</tr>
<tr>
<td>4379</td>
<td></td>
</tr>
<tr>
<td>6765</td>
<td>With 10-year follow-up questionnaire via internet version</td>
</tr>
<tr>
<td>883</td>
<td>Within 10-year follow-up Food Frequency Questionnaire</td>
</tr>
<tr>
<td>5882</td>
<td>With 10-year follow-up Food Frequency Questionnaire</td>
</tr>
</tbody>
</table>

Exposure Assessment

In the SUN cohort, the Q_0, and follow-up questionnaires are self-administered. The Q_0 includes information about sociodemographic variables (eg, sex, age, marital status, and employment status), lifestyle-related variables (eg, smoking status, physical activity, and special diets), anthropometric variables (weight, height), and clinical variables (medical history, family health history, blood pressure levels, medication use, and not gaining more than 5 kg of weight in previous years). On the other hand, the Q_10 collected information on a wide array of characteristics, including weight, height, marital status, and diagnosis of several diseases. Both of these general questionnaires can be filled out in paper form or on the Web, and they are exactly equivalent. The paper-based FFQ comprises 136 food and beverage items, categorized into 9 frequency categories of consumption. These items capture the usual consumption of listed foods during the previous year. There are 9 options for the average frequency of consumption (never or almost never: at least 6 times per day). The Web-based FFQ is a Web-based questionnaire, with a format very similar to that of the paper-based version including the same items.

Measures of Data Quality

Nutrient intakes were calculated as the frequency multiplied by the nutrient composition of specified portion sizes for each food item by using an ad hoc computer program that was specifically developed for this aim. A trained dietitian updated the nutrient database using the latest available information from food composition tables for Spain [28,29]. We considered total energy intakes lower than 800 or 500 kcal/d for men and women, respectively, and greater than 4000 or 3200 kcal/d for men and women, as proposed by Willett as implausible energy intake [30]. In addition, we calculated the outliers of energy intake, defined as either percentiles 1 and 99 or 5 and 95. For each food group, the consumption was considered implausible if it fell outside the 25th percentile minus 3 times this interquartile range or the 75th percentile plus 3 times this interquartile range. For the sake of comparing the proportion of missing responses to the paper-based versus the Web-based questionnaires, we calculated the mean number of missing values in 6 sections of the baseline assessment of the cohort: (1) FFQ (136 items), (2) healthy eating attitudes questions (10 items), (3) alcohol consumption questions (3 items), (4) physical activity during leisure time questions (17 items), (5) other activities questions (24 items), and (6) personality traits questions (3 items). Finally, we evaluated differences in the following potential internal inconsistencies in reporting between paper-based and Web-based questionnaires: (1) eating fruit for dessert but reporting a total fruit consumption equal to 0, (2) eating fried foods at home but reporting olive oil consumption or other vegetable oil consumption equal to 0, (3) drinking alcohol sometimes but reporting total alcohol consumption equal to 0, and (4) drinking wine sometimes at lunch or dinner but reporting a total alcohol consumption equal to 0.

Assessment of Other Variables

Physical activity information is obtained at baseline through a questionnaire validated in Spain [31], which collects information on 17 sports participated in, in the past year (with 10 answer options from never to more than 11 hours a week). The physical activity level during leisure time was quantified by assigning...
metabolic equivalents (METs) to each activity. Total METs-hours/week for each participant was calculated as the sum of the number of hours spent in each activity multiplied by the specific METs of that activity. Healthy eating attitudes are evaluated through 10 questions, asking the participants if they tried to eat more fruit, more vegetables, more fish, less meat, less sweets and pastries, more fiber and less fat, and if they tried to avoid the consumption of butter, removed fat from meat, and did not add sugar to drinks. We developed a score to capture the gathered information from these 10 questions, which was used in previous publications of the SUN cohort [32,33].

Data Analysis
The aim of our study was not to compare repeated measurements of the same variables within the same subjects using 2 different methods; the aim of this study was to compare the reliability and comprehensiveness of the information gathered with each of both methods (paper-based or Web-based) from different subjects. Descriptive statistics were used to describe the differences at baseline and follow-up between participants who completed the questionnaire in paper-based version and among those who filled out the Web-based version. We used means and SDs for continuous variables or percentages for categorical variables. Multiple linear regression models were used to assess the association between the type of questionnaire (paper or Web-based version) and the differences in the mean number of missing values at baseline. Logistic regression models were run to assess the relationship between the type of questionnaire at baseline and the risk of having implausible data of food items and mismatches or inconsistencies in dietary variables. Both analyses were adjusted for sex, age, level of education (bachelor, graduate, postgraduate, and doctorate), and year entering the cohort (1999-2000, 2001, 2002-2003, 2004, 2005-2007, and 2008-2017). The Q_0 paper-based version was always considered as the reference category. Analyses were performed with STATA version 12 (STATA Corp). All P values are 2-tailed, and statistical significance was set at the conventional cut-off of P<.05.

Results
Baseline Characteristics
We have compared several potential measures of data quality between Web-based and paper-based data collection at baseline and at 10-year follow-up. Overall, the sociodemographic, lifestyle, and health characteristics were well balanced between the 2 approaches for administering the questionnaires, particularly Q_10, which had a higher number of participants and similar year of completion (Table 1).

Subjects who fulfilled the paper-based Q_0 were more likely to be older, married, workers, current smokers and ex-smokers, and they were more likely to have a lower level of university education. Moreover, they were less active and showed a higher prevalence of hypertension, cancer, diabetes, and weight gain in the past 5 years. On the other hand, participants who completed the Web-based Q_10 were more likely to be men, younger, physically active during leisure time, not married, workers, never smokers, had a higher adherence to the Mediterranean diet, and generally had less prevalence of chronic disease related to diet. Beneficial changes in the consumption of most food and macronutrients and a positive response to dietary attitudes were observed after 10 years of follow-up, mainly when comparing the paper FFQ_0 and FFQ_10 (Table 2).
Table 1. Baseline characteristics, mean (SDs), or percentages, of participants who filled out the paper- or Web-based questionnaires at baseline and at 10-year follow-up.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Baseline questionnaires (Q_0)</th>
<th>10-year of follow-up questionnaires (Q_10)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Paper-based (n=22,225)</td>
<td>Web-based (n=339)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>37.5 (12.4)</td>
<td>34.0 (11.7)</td>
</tr>
<tr>
<td>Men, n (%)</td>
<td>8592 (38.66)</td>
<td>129 (38.1)</td>
</tr>
<tr>
<td>Year of completing the questionnaire, mean (SD)</td>
<td>2004 (4)</td>
<td>2012 (4)</td>
</tr>
<tr>
<td>Body Mass Index (kg/m²), mean (SD)</td>
<td>23.5 (3.6)</td>
<td>23.6 (3.7)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>10973 (49.31)</td>
<td>108 (31.9)</td>
</tr>
<tr>
<td>Single, widowed, divorced, and others</td>
<td>11252 (50.63)</td>
<td>231 (68.1)</td>
</tr>
<tr>
<td><strong>Occupation, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Worker</td>
<td>17463 (78.57)</td>
<td>238 (70.2)</td>
</tr>
<tr>
<td>Retired, housewife, and unemployed</td>
<td>4762 (21.43)</td>
<td>101 (29.8)</td>
</tr>
<tr>
<td>Educational level (years of education), mean (SD)</td>
<td>5.0 (1.5)</td>
<td>5.5 (1.6)</td>
</tr>
<tr>
<td>Physical activity during leisure time (metabolic equivalents-h/week), mean (SD)</td>
<td>27.3 (24.3)</td>
<td>30.4 (25.5)</td>
</tr>
<tr>
<td>Mediterranean diet score (0 to 9 score), mean (SD)</td>
<td>4.3 (1.8)</td>
<td>4.5 (1.7)</td>
</tr>
<tr>
<td>TV (hours/week), mean (SD)</td>
<td>5.2 (2.1)</td>
<td>5.8 (2.0)</td>
</tr>
<tr>
<td><strong>Smoking status, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Current smokers</td>
<td>4796 (21.57)</td>
<td>38 (11.2)</td>
</tr>
<tr>
<td>Ex-smokers</td>
<td>6202 (27.91)</td>
<td>74 (21.8)</td>
</tr>
<tr>
<td>Never smokers</td>
<td>10597 (47.58)</td>
<td>224 (66.1)</td>
</tr>
<tr>
<td>Hypertension at baseline, n (%)</td>
<td>1933 (8.70)</td>
<td>21 (6.2)</td>
</tr>
<tr>
<td>Cancer at baseline, n (%)</td>
<td>843 (3.79)</td>
<td>12 (3.5)</td>
</tr>
<tr>
<td>Diabetes at baseline, n (%)</td>
<td>419 (1.89)</td>
<td>3 (0.9)</td>
</tr>
<tr>
<td>Dyslipemia at baseline, n (%)</td>
<td>1495 (6.73)</td>
<td>29 (8.6)</td>
</tr>
<tr>
<td>Cardiovascular disease at baseline, n (%)</td>
<td>335 (1.51)</td>
<td>7 (2.1)</td>
</tr>
<tr>
<td>Weight gain in past 5 years, n (%)</td>
<td>6692 (30.11)</td>
<td>93 (27.4)</td>
</tr>
<tr>
<td>Special diets, n (%)</td>
<td>1797 (8.09)</td>
<td>42 (12.4)</td>
</tr>
<tr>
<td>Between-meals snacking, n (%)</td>
<td>7723 (34.75)</td>
<td>135 (39.8)</td>
</tr>
<tr>
<td>Dietary supplement use, n (%)</td>
<td>4306 (19.37)</td>
<td>77 (22.7)</td>
</tr>
</tbody>
</table>
Table 2. Baseline food consumption, energy and nutrient intakes, and dietary attitudes of the participants, of the Seguimiento Universidad de Navarra cohort, who filled out the paper-based and Web-based questionnaire at baseline and at 10-year follow-up.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Baseline questionnaires (Q_0)</th>
<th>10-year of follow-up questionnaires (Q_10)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Paper-based (n=22,225)</td>
<td>Paper-based (n=4379)</td>
</tr>
<tr>
<td></td>
<td>Web-based (n=339)</td>
<td>Web-based (n=6765)</td>
</tr>
<tr>
<td>Energy intake (kcal/d), mean (SD)</td>
<td>2532 (957)</td>
<td>2566 (985)</td>
</tr>
<tr>
<td></td>
<td>2342 (882)</td>
<td>2537 (904)</td>
</tr>
<tr>
<td>Protein intake (% total energy), mean (SD)</td>
<td>18.1 (3.5)</td>
<td>18.0 (3.7)</td>
</tr>
<tr>
<td></td>
<td>18.1 (4.7)</td>
<td>17.7 (3.3)</td>
</tr>
<tr>
<td>Carbohydrate intake (% total energy), mean (SD)</td>
<td>43.3 (7.7)</td>
<td>43.4 (8.0)</td>
</tr>
<tr>
<td></td>
<td>41.9 (10.6)</td>
<td>43.6 (7.3)</td>
</tr>
<tr>
<td>Fat intake (% total energy), mean (SD)</td>
<td>36.6 (6.8)</td>
<td>36.6 (7.1)</td>
</tr>
<tr>
<td></td>
<td>35.8 (8.9)</td>
<td>36.7 (6.5)</td>
</tr>
<tr>
<td>Polyunsaturated fatty acid intake (% total energy), mean (SD)</td>
<td>5.2 (1.6)</td>
<td>5.3 (1.7)</td>
</tr>
<tr>
<td></td>
<td>4.9 (1.7)</td>
<td>5.3 (1.6)</td>
</tr>
<tr>
<td>Monounsaturated fatty acid intake (% total energy), mean (SD)</td>
<td>15.7 (3.8)</td>
<td>15.8 (4.0)</td>
</tr>
<tr>
<td></td>
<td>15.3 (4.6)</td>
<td>15.7 (3.7)</td>
</tr>
<tr>
<td>Saturated fatty acid intake (% total energy), mean (SD)</td>
<td>12.5 (3.4)</td>
<td>12.5 (3.6)</td>
</tr>
<tr>
<td></td>
<td>11.6 (3.9)</td>
<td>12.6 (3.1)</td>
</tr>
<tr>
<td>Fiber intake (g/d), mean (SD)</td>
<td>30.0 (16.5)</td>
<td>30.6 (17.7)</td>
</tr>
<tr>
<td></td>
<td>30.6 (17.7)</td>
<td>28.8 (14.7)</td>
</tr>
<tr>
<td>Cholesterol intake (mg/d), mean (SD)</td>
<td>440.5 (208.7)</td>
<td>447.8 (218.5)</td>
</tr>
<tr>
<td></td>
<td>401.2 (183.2)</td>
<td>440.0 (185.1)</td>
</tr>
<tr>
<td>Alcohol intake (g/d), mean (SD)</td>
<td>6.8 (10.8)</td>
<td>6.9 (11.4)</td>
</tr>
<tr>
<td></td>
<td>5.1 (7.6)</td>
<td>7.0 (10.7)</td>
</tr>
<tr>
<td>Fruits (g/d), mean (SD)</td>
<td>370.9 (354.4)</td>
<td>380.6 (360.3)</td>
</tr>
<tr>
<td></td>
<td>353.9 (341.3)</td>
<td>349.1 (345.6)</td>
</tr>
<tr>
<td>Vegetables (g/d), mean (SD)</td>
<td>555.8 (409.8)</td>
<td>554.4 (446.0)</td>
</tr>
<tr>
<td></td>
<td>611.7 (533.0)</td>
<td>519.6 (336.1)</td>
</tr>
<tr>
<td>Nuts (g/d), mean (SD)</td>
<td>8.4 (16.6)</td>
<td>8.5 (16.5)</td>
</tr>
<tr>
<td></td>
<td>13.6 (27.3)</td>
<td>7.8 (16.1)</td>
</tr>
<tr>
<td>Legumes (g/d), mean (SD)</td>
<td>24.2 (25.2)</td>
<td>24.6 (25.7)</td>
</tr>
<tr>
<td></td>
<td>23.3 (17.9)</td>
<td>23.3 (20.8)</td>
</tr>
<tr>
<td>Dairy products (g/d), mean (SD)</td>
<td>209.4 (226.0)</td>
<td>222.3 (237.0)</td>
</tr>
<tr>
<td></td>
<td>136.1 (150.9)</td>
<td>231.1 (227.6)</td>
</tr>
<tr>
<td>Meats (g/d), mean (SD)</td>
<td>185.9 (105.4)</td>
<td>185.7 (110.0)</td>
</tr>
<tr>
<td></td>
<td>175.4 (94.2)</td>
<td>181.7 (92.9)</td>
</tr>
<tr>
<td>Fish (g/d), mean (SD)</td>
<td>103.0 (81.9)</td>
<td>104.8 (87.6)</td>
</tr>
<tr>
<td></td>
<td>100.3 (75.1)</td>
<td>98.2 (69.8)</td>
</tr>
<tr>
<td>Olive oil (g/d), mean (SD)</td>
<td>16.0 (14.5)</td>
<td>16.1 (15.1)</td>
</tr>
<tr>
<td></td>
<td>16.7 (16.1)</td>
<td>15.6 (14.3)</td>
</tr>
<tr>
<td>Fast food (g/d), mean (SD)</td>
<td>23.4 (27.5)</td>
<td>19.7 (25.9)</td>
</tr>
<tr>
<td></td>
<td>27.8 (23.6)</td>
<td>22.7 (29.0)</td>
</tr>
<tr>
<td>Do you try to eat more fiber? (% yes), n (%)</td>
<td>13153 (59.18)</td>
<td>2644 (60.38)</td>
</tr>
<tr>
<td></td>
<td>223 (65.8)</td>
<td>3820 (56.47)</td>
</tr>
<tr>
<td>Do you try to eat more fruit? (% yes), n (%)</td>
<td>15209 (68.43)</td>
<td>3059 (69.86)</td>
</tr>
<tr>
<td></td>
<td>246 (72.6)</td>
<td>4410 (65.19)</td>
</tr>
<tr>
<td>Do you try to eat more vegetables? (% yes), n (%)</td>
<td>17768 (79.95)</td>
<td>3551 (81.09)</td>
</tr>
<tr>
<td></td>
<td>271 (80.0)</td>
<td>5303 (78.39)</td>
</tr>
<tr>
<td>Do you try to eat more fish? (% yes), n (%)</td>
<td>13170 (59.26)</td>
<td>2644 (60.38)</td>
</tr>
<tr>
<td></td>
<td>201 (59.3)</td>
<td>3820 (56.47)</td>
</tr>
<tr>
<td>Do you avoid the consumption of butter? (% yes), n (%)</td>
<td>15649 (70.41)</td>
<td>3148 (71.89)</td>
</tr>
<tr>
<td></td>
<td>247 (72.9)</td>
<td>4574 (67.61)</td>
</tr>
<tr>
<td>Do you try to eat less fat? (% yes), n (%)</td>
<td>17312 (77.89)</td>
<td>3473 (79.31)</td>
</tr>
<tr>
<td></td>
<td>270 (79.7)</td>
<td>5079 (75.08)</td>
</tr>
<tr>
<td>Do you try to eat less meat? (% yes), n (%)</td>
<td>7747 (34.86)</td>
<td>1589 (36.29)</td>
</tr>
<tr>
<td></td>
<td>145 (42.8)</td>
<td>2205 (32.59)</td>
</tr>
<tr>
<td>Do you try to remove fat from meat? (% yes), n (%)</td>
<td>16549 (74.46)</td>
<td>3321 (75.84)</td>
</tr>
<tr>
<td></td>
<td>187 (55.2)</td>
<td>5064 (74.86)</td>
</tr>
<tr>
<td>Do you add sugar to some beverages? (% yes), n (%)</td>
<td>6712 (30.20)</td>
<td>1308 (29.87)</td>
</tr>
<tr>
<td></td>
<td>99 (29.2)</td>
<td>2125 (31.41)</td>
</tr>
<tr>
<td>Do you try to eat less sweets and pastries? (% yes), n (%)</td>
<td>14098 (63.43)</td>
<td>2720 (62.11)</td>
</tr>
<tr>
<td></td>
<td>244 (72.0)</td>
<td>3989 (58.87)</td>
</tr>
</tbody>
</table>

Principal Results

We have found similar results to those previously published [32,33]. In Table 3, we provide the adjusted differences in the mean number of missing values in several items of the general questionnaire at baseline.

Generally, the adjusted differences in the 6 sections evaluated at Q_0 were low. In all cases, they were lower than 3.5%, even for questions on healthy eating attitudes, alcohol consumption, and personality traits; they were very low, lower than 0.5%. However, when we compared participants who completed Q_0 at baseline using the Web-based versus paper-based version, we found some contradictory data. Thus, the mean amount of missing data in the FFQ_0 and physical activity during leisure time questions was significantly higher among subjects who had completed the Web-based version (ß=3.3, 95% CI 2.03-4.64 and ß=2.01, 95% CI 1.45-2.57, respectively) but significantly lower in the other activity questions (ß=–2.01, 95% CI –3.04
to –1.35). Overall, the percentage of participants with implausible data on food consumption in the FFQ was always lower than 3% in participants who used the paper-based version at baseline or at 10-year follow-up (Table 4).

However, we found the following exception: the implausible reporting of nuts consumption, accounting for more than 16% of participants. On the other hand, when we considered all participants, generally, no significant differences among food group consumption were found, except for the implausible reporting of nuts consumption, more probable in these same subjects—odds ratio (OR) 1.54 (95% CI 1.20-1.99). When we classified participants according to the type of questionnaire chosen at 10-year follow-up, the implausible reporting of legume and meat consumption was less frequent in those who collected the Web-based version. The number of participants with implausible olive oil consumption was 1 among those who used the Web-based version and 0 among those who used the paper-based version. For this reason, we could not present the OR for Web-based versus paper-based version. Finally, overall, in both the paper-based and Web-based FFQ_0, the items with higher frequency of mismatches and inconsistencies were total energy intake (near 10%) and self-reported alcohol consumption (approximately 2%; Table 5).

On the contrary, mismatches and inconsistencies were lower in reported consumption of fruit dessert versus total fruit consumption and fried food versus oil consumption. In addition, subjects who filled the Q_0 via internet exhibited a significantly higher risk of presenting inconsistencies in reporting alcohol consumption and wine consumption versus total alcohol intake, compared with those who chose the paper-based version: adjusted OR 3.58 (95% CI 2.01-6.22) and OR 3.01 (95% CI 1.21-7.48), respectively, although the mismatches in relation to total energy intake outside of the reference subset had a lower risk: OR 0.31 (95% CI 0.17-0.56).

**Table 3.** Adjusted differences for the mean number of missing values in paper-based or Web-based questionnaire at baseline (Beta regression coefficients and 95% CIs). The Q_0 paper-based version was always considered as the reference category.

<table>
<thead>
<tr>
<th>Missing values</th>
<th>All participants</th>
<th>Participants with successful 10-year follow-up</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Beta (95% CI)</td>
<td>Beta (95% CI)</td>
</tr>
<tr>
<td></td>
<td>(n=339)</td>
<td>(n=6765)</td>
</tr>
<tr>
<td>Missing values in the food-frequency questionnaire</td>
<td>12.93</td>
<td>14.54</td>
</tr>
<tr>
<td>(136 items)</td>
<td>3.33 (2.03 to 4.64)</td>
<td>−1.16 (−1.63 to −0.69)</td>
</tr>
<tr>
<td>Missing values in the healthy eating attitudes</td>
<td>0.29</td>
<td>0.09 (0.05 to 0.12)</td>
</tr>
<tr>
<td>(10 items)</td>
<td>0.13 (0.001 to 0.25)</td>
<td>0.28 (−0.04 to 0.04)</td>
</tr>
<tr>
<td>Missing values in the alcohol consumption questions</td>
<td>0.05</td>
<td>2.01 (1.45 to 2.57)</td>
</tr>
<tr>
<td>(5 items)</td>
<td>0.09 (0.05 to 0.12)</td>
<td>0.07 (−0.03 to 0.0002)</td>
</tr>
<tr>
<td>Missing values in the physical activity during</td>
<td>2.99</td>
<td>2.40</td>
</tr>
<tr>
<td>leisure time questions (17 items)</td>
<td>2.01 (1.45 to 2.57)</td>
<td>−0.21 (−0.43 to 0.01)</td>
</tr>
<tr>
<td>Missing values in the other activities questions</td>
<td>4.60</td>
<td>−2.20 (−3.05 to −1.35)</td>
</tr>
<tr>
<td>(24 items)</td>
<td>0.04</td>
<td>4.86</td>
</tr>
<tr>
<td>Missing values in the personality traits questions</td>
<td>0.07 (0.04 to 0.10)</td>
<td>0.04 (−0.04 to 0.02)</td>
</tr>
<tr>
<td>(3 items)</td>
<td>0.07 (0.04 to 0.10)</td>
<td>0.04 (−0.04 to 0.02)</td>
</tr>
</tbody>
</table>

*aQ_0, paper-based.


cIn the mean number of missing values in baseline questionnaire (Q_0, Web-based -paper-based).

dQ_10, paper-based.

eIn the mean number of missing values in 10-year of follow-up questionnaire (Q_10, Web-based -paper-based).

fP<.001.

gP<.05.

hP<.01.
Table 4. Percentage of participants with implausible report of food items in the paper-based or Web-based questionnaire at baseline. Odds ratios and 95% CIs to have implausible data in these dietary variables. The Q_0 paper-based version was always considered as the reference category.

<table>
<thead>
<tr>
<th>Implausible report</th>
<th>All participants</th>
<th>ORs (95% CI)(^d) for Web-based versus paper-based in Q_10 (n=6765)</th>
<th>Participants with successful 10-year follow-up</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Q_0(^b) Paper-based (n=22,225)</td>
<td>Q_0(^b) Paper-based (n=339)</td>
<td>Q_10(^b) Paper-based (n=4379)</td>
</tr>
<tr>
<td>Fruit consumption</td>
<td>1.77</td>
<td>0.49 (0.15-1.59)</td>
<td>1.99</td>
</tr>
<tr>
<td>Vegetable consumption</td>
<td>1.25</td>
<td>1.03 (0.44-2.43)</td>
<td>1.21</td>
</tr>
<tr>
<td>Legume consumption</td>
<td>2.84</td>
<td>1.07 (0.60-1.92)</td>
<td>2.88</td>
</tr>
<tr>
<td>Fish consumption</td>
<td>0.75</td>
<td>0.76 (0.18-3.22)</td>
<td>0.73</td>
</tr>
<tr>
<td>Meat consumption</td>
<td>0.62</td>
<td>0.33 (0.00-1.79)(^f)</td>
<td>0.8</td>
</tr>
<tr>
<td>Dairy products consumption</td>
<td>1.09</td>
<td>0.19 (0.00-1.002)(^f)</td>
<td>1.42</td>
</tr>
<tr>
<td>Cereal consumption</td>
<td>0.85</td>
<td>0.79 (0.19-3.37)</td>
<td>1.14</td>
</tr>
<tr>
<td>Nuts consumption</td>
<td>16.67</td>
<td>1.54 (1.20-1.99)(^i)</td>
<td>16.4</td>
</tr>
</tbody>
</table>

\(^a\)For each food group, the consumption was considered implausible if it fell outside the 25th percentile minus 3 times this interquartile range or 75th percentile plus 3 times this interquartile range.

\(^b\)Q_0: Baseline questionnaire.

\(^c\)OR: odds ratio.


\(^e\)Q_10: 10-year of follow-up questionnaire.

\(^f\)P<.05.

\(^g\)Exact logistic regression, as there was 0% of missing values in the Web-based questionnaire (unadjusted).

\(^h\)P<.001.

\(^i\)P<.01.
Table 5. Percentage of participants with mismatches and inconsistencies in dietary variables the paper-based or the Web-based questionnaire at baseline. Odds ratios and 95% CIs for presenting mismatches and inconsistencies in dietary variables.

<table>
<thead>
<tr>
<th>Mismatches and inconsistencies in dietary variables</th>
<th>All participants</th>
<th>Participants with successful 10-year follow-up</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Q_0 (^a) (paper-based; n=22,225)</td>
<td>Q_0 (^b) (paper-based; n=339)</td>
</tr>
<tr>
<td>Total energy intake outside the pre-defined limits (Willett; &lt;800 or &gt;4000 kcal/d for men, &lt;500 or &gt;3500 kcal/d for women)</td>
<td>9.49</td>
<td>0.77 (0.54-1.13)</td>
</tr>
<tr>
<td>Total energy intake outside of the reference subset (&lt;P1 or &gt;P99)</td>
<td>1.96</td>
<td>0.31 (0.17-0.56) (^e)</td>
</tr>
<tr>
<td>Total energy intake outside of the reference subset (&lt;P5 or &gt;P95)</td>
<td>9.96</td>
<td>0.73 (0.52-1.02)</td>
</tr>
<tr>
<td>Inconsistencies in reporting fruit dessert versus total fruit consumption</td>
<td>0.14</td>
<td>3.06 (0.36-26.0)</td>
</tr>
<tr>
<td>Inconsistencies in reporting fried food consumption versus oil consumption</td>
<td>0.81</td>
<td>1.63 (0.37-7.07)</td>
</tr>
<tr>
<td>Inconsistencies in reporting alcohol consumption</td>
<td>2.25</td>
<td>3.58 (2.06-6.22) (^e)</td>
</tr>
<tr>
<td>Inconsistencies in reporting wine consumption versus total alcohol intake</td>
<td>1.45</td>
<td>3.01 (1.21-7.48) (^f)</td>
</tr>
</tbody>
</table>

\(^a\)Q_0: Baseline questionnaire.  
\(^b\)OR: odds ratio.  
\(^d\)Q_10: 10-year of follow-up questionnaire.  
\(^e\)P <.001.  
\(^f\)P <.05.

Discussion

Principal Findings

To the best of our knowledge, our research is the first to compare the quality of the answers, at baseline and after a 10-year follow-up period, in different subjects in a large prospective cohort, where some of them used the traditional version (paper-based) and others used a new method (Web-based) for data collection in a large prospective cohort. Our most important objective was to compare the respective ability of each method (Web-based or paper-based) to gather the relevant information in a reliable and comprehensive manner. The overall response rates in Q_0 were higher for the paper-based version than the Web-based version, 98.5% and 1.5%, respectively, as the electronic version of the questionnaire has only been available since 2004. In addition, the paper-based version was always offered as the first choice. However, in Q_10, the proportion of participants choosing the Web-based version was 61%, because of the fact that if participants are given a choice, they prefer the electronic version. A previous publication suggested that it could be useful to offer all subjects both a paper-based and a Web-based version of a long-term instrument, such as the FFQ, to avoid selection bias [34]. We found that in both methods, baseline characteristics, including food consumption and energy and nutrient intake, were comparable across a range of parameters, with a few exceptions. Although our present assessment does not represent a proper validation study, these findings are in agreement with previous studies that have shown few differences in health questionnaire scores or measures among different methods of administration [13,14]. For example, the NutriNet-Santé study published that the Web-based sociodemographic and economic questionnaire provided information of similar-to-superior quality compared with the traditional paper-based version [17]. Overall, the percentage of missing values in FFQ_0, with 136 items, was higher than 9%, whereas the missing information on physical activity during leisure time and activity questions, with 17 items, was higher than 17%, despite these questionnaires being shorter and simpler than the FFQ. On the other hand, although several studies in different areas have suggested that the validity and reliability of data obtained on the Web are comparable with those obtained by classical methods [35], our findings reveal that the quality of the data has not worsened with the incorporation of the Web-based version in the SUN cohort of highly educated adults. In fact, for some measures of data quality, the results have been more favorable among subjects who filled in questionnaires using the Web-based version, but for other measures, the data quality was worse. An exception is in relation to the implausible
values of nut consumption, greater than 24% in FFQ_10. This is probably because of the fact that the majority of these participants reported their FFQ_10 after 2013, when the evidence on the health effects of this food group in the cardiovascular prevention of Primary Prevention of Cardiovascular Disease with a Mediterranean Diet trial had been published [36]. Moreover, the prominence of nuts in the latest published dietary guidelines has also contributed to the remarkable increase in their consumption. In addition, it is possible that SUN participants with longer follow-up were more aware of their diet because of general study participation and the administration of dietary recall methods, which resulted in improvements in their dietary habits (Hawthorne effect).

Strengths and Limitations

The strengths of the SUN study are its high retention rate (91%) [25], a relatively long follow-up, its prospective design, the large sample, and its coordination in a single center, as well as the fact that many of the measurements have been validated. In addition, this study is a comparison and not a validation. Thus, we compared within the same study the self-reported Q_0 and Q_10 and the same FFQ_0 and the FFQ_10. Both FFQs had an identical format and did not incorporate photographs of serving sizes. For this reason, all answers to Q_O and Q_10 are most definitely comparable among themselves. We acknowledge that this study has several limitations. First, this study is not a validation of the same method of dietary assessment; rather, it has two different versions of assessment: paper-based or Web-based. In addition, the aim of this publication was not to compare repeated measurements of the same variables within the same subjects using 2 different methods. Consequently, our findings should be interpreted with caution, and they should never be analyzed as results of a validation study. Second, our sample of Web-based responders of FFQ_10 was small, with respect to the responders of the general Q_0. Thus, among participants with Q_10 (n=11,144), 6765 filled it out using internet, and among them, only 5882 completed the full-length FFQ_10, approximately 53% of participants with 10-year assessment. In addition, only 1.5% of Q_0 was filled out using the internet, and the results of the comparisons of this questionnaire, according to the form of administration, should be interpreted with caution. Third, Web-based cohorts were used to include motivated internet-skilled volunteers; this selection bias is not likely in our cohort, as there is wide access to the internet in all subgroups of the population [7]. On the other hand, despite a selection bias that could be the major factor limiting the generalizability of results, because of the nonrepresentative nature of the internet population, this bias is not very likely, as in Spain, 84.6% of the population between 16 and 74 years had easy access to the internet in the last 3 months [37]. However, it is possible that some older study participants who have greater difficulty using the computer did not fill out the Web-based questionnaires, as they needed a completion guide. Although in the SUN project all participants are university graduates with total access to internet and computers, without apparent difficulties of use, we could have hoped for higher response rates for the Web-based questionnaires [38]. Fourth, there was a difference in the way the Q_0 (paper) and the Q_10 (by internet) were filled out, which could have introduced a systematic error in our results. Although they contained exactly the same items and portions and only varied in format of presentation, it is possible that the previous knowledge of participants when they completed the follow-up questionnaire may have also interfered in their answers of follow-up questionnaires, but this bias affects both groups. Fifth, in the SUN cohort, if participants forget to click on an answer, an error message does not appear before they can go to the next page. For this reason, in some questions of Q_0 or Q_10 by internet, the average number of data missing is high. Sixth, this cohort was formed by graduates from University of Navarra, as well as from other different Spanish universities and professional associations, limiting the external validity of our results, which is required to extrapolate the present findings to the general population. However, epidemiology cohorts are usually nonrepresentative, and generalization should be based on biological plausibility. Seventh, participants could complete the Web-based questionnaires only since 2004, and this fact might result in underestimation of the effects of administration mode on the survey metrics. Finally, the SUN study is based on self-reported information; however, because of the high motivation of the participants (only 10% of the participants accepted to enter to the cohort) [39] and their high education level, we can assume high quality data. This paper provides an overview of the implementation of novel technologies in a large-sample cohort. The main lesson learned from methodological research in the context of the SUN cohort is the following: there is a need for the electronic version to be validated against the original paper-based format. On the other hand, the Web-based form should be designed to be completed in parts, should automatically reject incomplete questionnaires, and should also point out missing or contradictory items [35]. However, these messages may increase respondent frustration and thus decrease completion rates [40]. Minimal technical problems still need improvement before these new methods become common practice [41]. In conclusion, in the digital era, technological progress is having a significant impact on all aspects of our lives, and it is also accelerating scientific discoveries and changing research methods [2]. Several methods for the assessment of dietary intake are currently available in nutritional epidemiology, all have their own limitations and advantages. Thus, the dietary assessment methods should always be selected with caution, considering the research, objective, hypothesis, design, and available resources [10]. Finally, although the performance of innovative dietary assessment technologies has been investigated, more research is needed in regard to their validity and the most effective future strategies that could be incorporated into nutritional epidemiology [20,40,41].
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Abstract

Background: Men who have sex with men (MSM), including both gay and bisexual men, have a high prevalence of HIV and sexually transmitted infections (STIs) in China. However, healthcare seeking behaviors and engagement in clinical services among MSM are often suboptimal. Global evidence shows that embedding online HIV or sexual health services into gay social networking applications holds promise for facilitating higher rates of healthcare utilization among MSM. We developed a prototype of a gay-friendly health services platform, designed for integration within a popular gay social networking app (Blued) in China.

Objective: The purpose of this study was to evaluate the acceptability of the platform and ask for user feedback through focus group interviews with young MSM in Guangzhou and Shenzhen, cities in Southern China.

Methods: The prototype was developed through an open, national crowdsourcing contest. Open crowdsourcing contests solicit community input on a topic in order to identify potential improvements and implement creative solutions. The prototype included a local, gay-friendly, STI physician finder tool and online psychological consulting services. Semistructured focus group discussions were conducted with MSM to ask for their feedback on the platform, and a short survey was administered following discussions. Thematic analysis was used to analyze the data in NVivo, and we developed a codebook based on the first interview. Double coding was conducted, and discrepancies were discussed with a third individual until consensus was reached. We then carried out descriptive analysis of the survey data.

Results: A total of 34 participants attended four focus group discussions. The mean age was 27.3 years old (SD 4.6). A total of 32 (94%) participants obtained at least university education, and 29 (85%) men had seen a doctor at least once before. Our survey results showed that 24 (71%) participants had interest in using the online health services platform and 25 (74%) thought that the system was easy to use. Qualitative data also revealed that there was a high demand for gay-friendly healthcare services which could help with care seeking. Men felt that the platform could bridge gaps in the existing HIV or STI service delivery system,
specifically by identifying local gay-friendly physicians and counselors, providing access to online physician consultation and psychological counseling services, creating space for peer support, and distributing pre-exposure prophylaxis and sexual health education.

**Conclusions:** Crowdsourcing can help develop a community-centered online platform linking MSM to local gay-friendly HIV or STI services. Further research on developing social media–based platforms for MSM and evaluating the effectiveness of such platforms may be useful for improving sexual health outcomes.

(JMIR Public Health Surveill 2019;5(4):e13027) doi:10.2196/13027
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**Introduction**

HIV prevalence has steadily increased among men who have sex with men (MSM) in China. According to a national estimate, the prevalence increased from 1.2% in 2003 to 7.8% in 2016 [1]. However, healthcare seeking behaviors and engagement in clinical services among MSM are often suboptimal. Many MSM living with HIV in China have poor retention along the HIV care continuum [2]. Limited knowledge of HIV and HIV care, stigma against people living with HIV and against nonheterosexual practices, and lack of navigation guidance in the health system are commonly identified factors that contribute to attrition along the HIV care cascade [3-6]. A Chinese study also revealed men’s concerns about inadvertent disclosure of their sexual orientation [7].

Electronic health technologies (ie, electronic Health [eHealth]) have become a common platform for behavioral interventions because of their wide coverage, convenience, and low cost [8]. eHealth programs use an electronic device or information technologies to provide their services [9]. Among MSM, eHealth interventions may be even more appealing because of the anonymity and the protection of their confidentiality.

Many MSM in China use the internet to find sexual partners, creating an opportunity for online sexual health promotion [10]. Several studies suggest that MSM are interested in using eHealth tools for HIV prevention or sexual health promotion and would be willing to share personal information on the use of such apps [11,12]. A cross-sectional survey of MSM in the United States in 2015 found that over 80% of the participants had an interest in embedding tools for finding lesbian, gay, bisexual, transgender, and queer (LGBTQ)-friendly doctors, and for directly consulting with physicians, into their social apps [13]. Lists of LGBTQ-friendly physicians are now available in the United States [14] and several other high-income countries [15,16]. However, there has not been as much research done on the development of eHealth interventions that help men find gay-friendly physicians in middle-income countries.

Given the need for improving MSM’s linkage to services, we developed a prototype of a platform designed to be embedded within a popular gay social app (Blued) in China. The goal of the platform was to facilitate higher rates of healthcare utilization among MSM by identifying local gay-friendly health services. The platform presents Blued users with a list of gay-friendly doctors endorsed by community members who have used their services. The platform allows users to seek online counseling or schedule in-person appointments. The purpose of this study was to evaluate the acceptability of the platform and ask for user feedback through focus group discussions with young MSM in two major cities in Southern China.

**Methods**

**Participant Recruitment**

Both convenience and purposive sampling strategies were used to recruit men who were willing to share their experiences and perspectives. By using a qualitative approach, we did not aim to generalize the study results to the wider community but instead to have a better understanding of some key issues. In focus group discussions, group interactions and dynamics facilitate rich information generation, which can help establish a range of perceptions on a topic of interest [17]. Thus, we conducted a total of four focus groups, each made up of 8-10 MSM, to evaluate the platform. Two focus groups were conducted in Shenzhen and two were conducted in Guangzhou, both cities in Southern China's Guangdong Province. Men were recruited through local community-based organizations (CBOs) that work with MSM in Shenzhen and Guangzhou. Recruitment was conducted both on-site and via an announcement on WeChat, an instant messaging mobile app which has a widespread posting function like Twitter. Participants were considered eligible for the study if they met the following criteria: (1) aged 18 years or older; (2) born biologically male; (3) have had sex with a man at least once; and (4) currently residing in Guangzhou or Shenzhen, China. Other purposive sampling criteria included whether they disclosed their sexual orientation to others (yes/no), whether they had ever been tested for HIV before (yes/no), and past experiences of seeing a physician (within 1 year, 1-2 years, 2-5 years, and never saw a physician before).

**Platform Development**

The prototype of the health-seeking mobile platform was developed based on submissions to an open crowdsourcing contest, which was held from March 1, 2018 to March 25, 2018. Open crowdsourcing contests ask for community input on a topic to identify potential improvements and implement creative solutions [18,19]. The contest was promoted through social media announcements on WeChat. We solicited submissions about the function, content, and design of the platform, but specifically, we collected ideas for the name, logo, slogan, and features of the platform. Figure 1 shows the start page of the...
prototype, which includes the name, logo, and slogan. Submissions were voted on by the public through social media and then evaluated by a panel consisting of public health researchers, a representative from a local LGBT CBO, and a Blued developer. Using the winning name, slogan, logo, and function content, we created a prototype for a health seeking platform tailored for MSM. Please see Multimedia Appendix 1 for details on the contest.

The mobile platform, as the most exceptional design product of the contest, had the following main functions: (1) it could identify local sexually transmitted infections (STI) physician services; (2) it provided online psychological consulting services; and (3) it created a network for peer communication and support. The local physician finder connected users to nearby gay-friendly physicians, and users could sort and view physician profiles by specialty (HIV and other STIs), user recommendations, and distance from their location. For the consulting feature, users could choose different forms of service delivery, including online, via phone call, and via an in-person appointment. The psychological consulting service feature aimed to provide support and mental health care for MSM navigating life as a sexual minority in China (eg, psychologists might provide advice on methods for disclosing sexual orientation to friends and family). Peer communication and support aimed to facilitate peer-led online communications within the platform, and users could anonymously ask and answer questions about sexual health, coming out, health services, and so on.

Figure 1. Start page of the prototype.

Focus Group Discussion

The focus group discussions were conducted in a private conference room and facilitated by two researchers experienced in qualitative research. Each interview lasted between one and two hours. Snacks and drinks were provided to ease participant burden and build rapport. We explained the purpose of the study and stressed confidentiality to participants, and written consent was obtained before the focus group discussion began. Then, we played a video showing the features of the online healthcare seeking platform and asked the men to share their reactions (see Multimedia Appendix 2). The focus group discussions focused on evaluating the acceptability and feasibility of the early product of the crowdsourcing contest rather than the contest method. A topic guide was used to guide the overall structure of the interview, but discussions were kept relatively open, and participants were invited to provide any feedback they thought might be relevant for improving the platform. A short survey on the acceptability and usability (perceived ease of use) of the platform was collected following the focus group discussions. Perceived ease-of-use is an important construct of usability and positively affects user acceptability of information technology [20]. The survey was used to triangulate the qualitative findings as an approach to enhance validity. Each participant received a small monetary award of ¥50 (7.50 United States Dollars) for...
their participation. We ceased focus group discussions once we reached thematic saturation.

**Data Analysis**

The focus group discussions were audio-recorded and transcribed, then a thematic analysis of the transcripts was conducted [21]. We developed an initial code framework based on the interview guide and applied this code to the first interview. In addition to predetermined codes, during the first coding process we also used an inductive coding approach to allow unexpected codes to emerge from the raw data. The revised codebook, consisting of predefined and inductive-derived codes, was then applied to the remaining transcripts. All transcripts were double coded by DW and PZ, and discrepancies were discussed with a third independent individual (WH). We then read and organized the coded text to find themes and subthemes, and selected relevant quotes were then translated into English. NVivo 12 software (QSR International, Melbourne) was used to carry out all qualitative data analysis. Descriptive analysis was conducted to analyze survey data using SPSS version 25 (IBM, New York).

**Ethical Statement**

This study received approval from institutional review boards at the University of North Carolina at Chapel Hill and Southern Medical University Dermatology Hospital.

**Results**

**Participant Characteristics**

A total of 34 participants attended four focus group discussions. Table 1 shows the participants characteristics. The mean age was 27.3 years old (SD 4.6). At the time of the focus group discussions 18 (53%) men were living in Guangzhou and 16 (47%) men were living in Shenzhen. A total of 33 (97%) individuals self-identified as male and one self-identified as female. In addition, 32 (94%) had obtained at least a university education, 7 (21%) men were students, and 20 (59%) earned an annual salary of $14,052 or less. Overall, 27 (79%) men took at least one HIV test in the past 12 months, and 29 (85%) men had seen a doctor at least once before. Among them, 18/29 (62%) had never disclosed their sexual orientation to health professionals and 15/29 (52%) were satisfied with their last physician encounter.
Table 1. Demographic characteristics of focus group discussion participants in China, 2018 (N=34).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years (mean, SD)</td>
<td>27.3 (4.6)</td>
</tr>
<tr>
<td>City, n (%)</td>
<td></td>
</tr>
<tr>
<td>Guangzhou</td>
<td>18 (53)</td>
</tr>
<tr>
<td>Shenzhen</td>
<td>16 (47)</td>
</tr>
<tr>
<td>Gender identity, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>33 (97)</td>
</tr>
<tr>
<td>Female</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Sexual orientation, n (%)</td>
<td></td>
</tr>
<tr>
<td>Men who only have sex with men</td>
<td>32 (94)</td>
</tr>
<tr>
<td>Bisexual</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Not sure</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Highest education, n (%)</td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>2 (6)</td>
</tr>
<tr>
<td>University</td>
<td>27 (79)</td>
</tr>
<tr>
<td>Postgraduate</td>
<td>5 (15)</td>
</tr>
<tr>
<td>Annual income (USD), n (%)</td>
<td></td>
</tr>
<tr>
<td>&lt;3516</td>
<td>6 (18)</td>
</tr>
<tr>
<td>3516-8784</td>
<td>7 (21)</td>
</tr>
<tr>
<td>8784-14052</td>
<td>7 (21)</td>
</tr>
<tr>
<td>&gt;14052</td>
<td>14 (41)</td>
</tr>
<tr>
<td>Employment status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>7 (21)</td>
</tr>
<tr>
<td>Employed</td>
<td>26 (77)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
</tr>
<tr>
<td>Han</td>
<td>32 (94)</td>
</tr>
<tr>
<td>Non-Han</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Number of HIV tests done in past 12 months, n (%)</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>7 (21)</td>
</tr>
<tr>
<td>1</td>
<td>10 (29)</td>
</tr>
<tr>
<td>2</td>
<td>11 (32)</td>
</tr>
<tr>
<td>4 or above</td>
<td>6 (18)</td>
</tr>
<tr>
<td>Last time saw a physician, n (%)</td>
<td></td>
</tr>
<tr>
<td>Within 1 year</td>
<td>25 (74)</td>
</tr>
<tr>
<td>1-2 years</td>
<td>3 (9)</td>
</tr>
<tr>
<td>2-5 years</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Never</td>
<td>5 (15)</td>
</tr>
<tr>
<td>Sexual orientation disclosure to your physician (N=29), n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>11 (38)</td>
</tr>
<tr>
<td>No</td>
<td>18 (62)</td>
</tr>
<tr>
<td>Degree of satisfaction with last experience of seeing a doctor time (N=29), n (%)</td>
<td></td>
</tr>
<tr>
<td>Very satisfied</td>
<td>5 (17)</td>
</tr>
</tbody>
</table>
Acceptability

Table 2 shows participants’ responses to the survey questions. We found that 24/34 (71%) participants showed interest in using an online health services platform, and the prototype of the platform we presented was highly acceptable to our participants. Qualitative interviews revealed that there was a high demand for gay-friendly healthcare services, and men commented that a platform linking online and offline gay-friendly healthcare services would encourage healthcare seeking behaviors.

Further, privacy and confidentiality were considered to be well protected by the security measures of the platform. For example, participant 2 from group one in Shenzhen commented that the:

two most important features of this platform are privacy protection and gay-friendly services.

Perceived Usability

About three quarters (25/34, 74%) of men thought that the system was easy to use and only one (3%) commented that he would need technical support to be able to use it. Half of them regarded the various functions of the platform as well integrated. Most men (28/34, 82%) felt confident about using it.

Specific Functions of the Platform

We asked for participants’ views towards the functions of the prototype, specifically about physician consultation services, psychological support and consulting services, and peer communication and support. Participants tended to view peer communication and support as a part of psychological counselling services. Additionally, we found that men were interested in pre-exposure prophylaxis (PrEP) services and sexual health education.

Physician Consultation Services

Participants discussed the various forms and timing of service delivery, quality of services, and desirable types of health services. Many men showed preferences for audio or video consultations compared to text-image consultations, as the former was thought to be more efficient (Multimedia Appendix 3, Box 2, Quotes 1 and 2). Others felt a combination of all forms would be most acceptable (Multimedia Appendix 3, Box 2, Quote 3). Participants expressed concerns about delayed service delivery via the platform due to the demands of a physician’s schedule (Multimedia Appendix 3, Box 2, Quote 4). Appointment services may mitigate such concerns and would be important for ensuring prompt service delivery (Multimedia Appendix 3, Box 3, Quote 5).
Men expressed a desire for services relevant to sexual health and homosexual practices from the platform. Several particular services were preferred, including HIV or STI testing and treatment, anorectal services, urology, and relevant dermatological services (Multimedia Appendix 3, Box 2, Quote 8). One group in Shenzhen described that long-term, follow-up services were especially necessary for elderly patients and those living with chronic conditions, such as people living with HIV (Multimedia Appendix 3, Box 2, Quote 9 and 10).

Psychological Support and Consultations

To facilitate a more comprehensive analysis, we divided this issue of psychological services into peer support and professional consultations. Participants acknowledged that there is a great need for mental health care, but that gay-friendly psychological services were lacking (Multimedia Appendix 3, Box 3, Quotes 1 and 2). Some attributed nondisclosure of sexual orientation to the health professions’ lack of capacity to deal with mental health issues (Multimedia Appendix 3, Box 3, Quote 3). A man from group 1 in Guangzhou said that:

>You can provide peer counselling first, then move to professionals. [Participant 2]

According to the same participant, peer counselling was “free and easier to find”, while “professional consultation services are more expensive”. Another participant from group 1 responded:

>They (professionals) are standing in a high position and looking down, and we would feel pressure or even be subject to discrimination, which makes it worse. [Participant 1]

However, other men from group 2 in Guangzhou disagreed, saying that “peers are far from professional” (Participant 1). Professional psychological consultations were considered to be most useful as a resource for the coming out process and for treating mental disorders such as depression (Multimedia Appendix 3, Box 3, Quotes 4 and 5).

Pre-Exposure Prophylaxis

Additionally, although not an aspect of the prototype design, men mentioned the necessity of providing both educational information and accessibility for PrEP. Group 1 in Guangzhou mentioned that “both PrEP and PEP services should be strengthened” and this platform could be a good channel for promotion and education. However, risk compensation, like having more condomless sex, was also recognized by our participants (group 1 in Guangzhou).

Sexual Health Education

Health education about HIV and sexual health was thought to be an important platform function. This function is particularly important for those who have recently identified as gay and have limited knowledge about safe sex practices. Men suggested that such a feature include information about HIV, methods of HIV prevention, and other safe sex practices (Multimedia Appendix 3, Box 4, Quotes 1 and 2). Providing educational information about HIV might generate interest in using the platform because of its relevance to potential users’ daily lives (Multimedia Appendix 3, Box 4, Quote 3). They also showed interest in information about coping with HIV infection and navigating life either as, or with, a partner living with HIV (Multimedia Appendix 3, Box 4, Quote 4).

Discussion

Principal Results

Many MSM delay seeking necessary healthcare and have difficulty finding gay-friendly physician services, and few interventions focus on linking MSM to local health services in low- and middle-income countries. We collected qualitative and survey data to evaluate men’s acceptability and usability of a crowdsourced social media–based eHealth intervention tailored to MSM. This study extends the literature by evaluating men’s acceptability of an online health service prototype that aims to link MSM to local health services in China.

We found that an online healthcare platform which links online to offline services was highly acceptable among our participants. This is consistent with previous research in China [12] and the United States [22]. We identified three main reasons for strong interest in the platform. First, as an online platform tailored to MSM, it provided a channel for anonymously seeking sexual health services, which may have mitigated some of the hesitation about using facility-based services [23], as men are fearful of health professional discrimination in traditional clinics [24]. Second, a platform where men can comfortably disclose their sexual history holds promise for reducing such fears and facilitating help seeking. Third, the crowdsourced platform provided a mechanism to compile all local, gay-friendly, sexual, and psychological health services into a single platform. This simplified the process of finding a gay-friendly doctor.

We also found that most men felt the platform was easy to use and were confident in their ability to use it, which is like findings from previous literature on eHealth platforms supporting HIV patient self-management [25]. Levels of ease-of-use in health information technology significantly affect a customer’s intention to engage [26], and it is important for MSM to continue using a health app over time [27]. We developed the prototype platform based on our previous crowdsourcing contests. Crowdsourcing is an effective approach to improve community engagement in sexual health promotion and HIV prevention programs [28,29]. This community-centered platform design approach may contribute to a user-friendly health information product; however, another reason may be that our participants were young adults who were well educated and skilled at using complicated products. The usability of the prototype platform among elderly groups, those with poor health literacy, or those with little experience with using mobile phones is still unknown.

Men in our study desired help in finding physicians and services related to PrEP. This is consistent with earlier findings of high demand for PrEP among MSM in China [30]. PrEP services are not currently approved by the China Food and Drug
Administration and are largely unavailable in the country, but several pilot programs in developed cities suggest that there is growing demand [31]. Strong evidence has confirmed the efficacy of PrEP in preventing HIV acquisition in key populations [32], and the World Health Organization recommends PrEP for use in MSM [33]. Thus, incorporating information about PrEP into eHealth platforms may be useful.

Limitations

Our study has several limitations. First, we evaluated men’s acceptability and perceived usability by describing the platform, showing a short video, and providing a PowerPoint presentation. Men were not able to download the platform within the Blued environment, however, acceptance of various platforms was found, in earlier research, to be correlated to actual eHealth use [34]. Second, a qualitative study design has limited generalizability. Quantitative evaluations are needed to further determine community acceptance. Additionally, our focus group discussions only recruited men from two Chinese cities. Our subjects were mainly young, had higher education, and had a higher income. Thus, the results may not reflect views of MSM with different sociodemographic backgrounds and in other social contexts. Finally, we assessed one major construct of usability and did not evaluate other aspects such as learnability, operability, and understandability. Usability should be more comprehensively evaluated when the platform becomes available for men to use.

Implications

More research is called for to help develop eHealth programs to meet MSM’s needs for sexual health services. Linking local, gay-friendly health services to MSM via social media platforms may be a promising approach to encourage necessary healthcare seeking. Further developing the platform, monitoring actual use by MSM, and refining the platform are also worthy of exploration. In addition, PrEP services are an important strategy to prevent HIV spread and the men in our study showed a great interest in PrEP, which both indicates a need to introduce it into China’s healthcare system and the establishment of supportive policies. Preparing men for PrEP by incorporating relevant information and services into the platform is also worthy of consideration. Meanwhile, integrating a gay-friendly physician finder with an MSM social networking app may introduce ethical concerns, as approval from the Chinese Food and Drug Administration is necessary for online health service provision. In summary, developing platforms that can be embedded into social media apps for MSM may be useful for improving the HIV care cascade and sexual health.
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Abstract

Background: Epicenters of harmful drug use are expanding to US rural areas, with rural young adults bearing a disproportionate burden. A large body of work suggests that place characteristics (eg, spatial access to health services) shape vulnerability to drug-related harms among urban residents. Research on the role of place characteristics in shaping these harms among rural residents is nascent, as are methods of gathering place-based data.

Objective: We (1) analyzed whether young rural adults who used drugs answered self-administered Web-based mapping items about locations where they engaged in risk behaviors and (2) determined the precision of mapped locations.

Methods: Eligible individuals had to report recently using opioids to get high; be aged between 18 and 35 years; and live in the 5-county rural Appalachian Kentucky study area. We used targeted outreach and peer-referral methods to recruit participants. The survey asked participants to drop a pin in interactive maps to mark where they completed the survey, and where they had slept most; used drugs most; and had sex most in the past 6 months. Precision was assessed by (1) determining whether mapped locations were within 100 m of a structure and (2) calculating the Euclidean distance between the pin-drop home location and the street address where participants reported sleeping most often. Measures of central tendency and dispersion were calculated for all variables; distributions of missingness for mapping items and for the Euclidean distance variable were explored across participant characteristics.

Results: Of the 151 participants, 88.7% (134/151) completed all mapping items, and ≥92.1% (>139/151) dropped a pin at each of the 4 locations queried. Missingness did not vary across most participant characteristics, except that lower percentages of full-time workers and peer-recruited participants mapped some locations. Two-thirds of the pin-drop sex and drug use locations were less than 100 m from a structure, as were 92.1% (139/151) of pin-drop home locations. The median distance between the pin-drop and street-address home locations was 2.0 miles (25th percentile=0.8 miles; 75th percentile=5.5 miles); distances were shorter for high-school graduates, staff-recruited participants, and participants reporting no technical difficulties completing the survey.

Conclusions: Missingness for mapping items was low and unlikely to introduce bias, given that it varied across few participant characteristics. Precision results were mixed. In a rural study area of 1378 square miles, most pin-drop home addresses were near a structure; it is unsurprising that fewer drug and sex locations were near structures because most participants reported engaging in these activities outside at times. The error in pin-drop home locations, however, might be too large for some purposes. We offer several recommendations to strengthen future research, including gathering metadata on the extent to which participants zoom in on each map and recruiting participants via trusted staff.
Introduction

Epicenters of harmful drug use in the United States are shifting from cities to rural areas; rural young adults bear the brunt of these epidemiologic transitions [1]. Since the mid-1990s, rates of nonmedical prescription opioid use and heroin use have surged among young adults in rural areas. As a result, young adults in rural areas are now at the forefront of the national hepatitis C virus (HCV) epidemic, and their children bear a disproportionate burden of neonatal abstinence syndrome [2,3].

A large body of theoretical and empirical work suggests that characteristics of the activity spaces of people who use drugs shape their drug use patterns, drug-related harms, and health service use. Activity spaces are defined as “local areas within which people move or travel in the course of their daily activities” [4]. The Risk Environment Model, Social Ecological Model, Andersen’s Behavioral Model of Health Care Utilization, and other theoretical frameworks posit that characteristics of places (eg, census tract poverty rates and income inequality in states) powerfully affect health behavior and health service use [5-7]. Evidence supports these propositions among those living in cities. For example, urban people who use drugs are more likely to use health care services that are closer to where they live, and those living in areas with greater densities of dilapidated buildings are more likely to overdose [8,9].

Documenting the characteristics of the activity spaces of young adults who use drugs can elucidate why some people who use drugs are more likely to engage in risk behavior than others and can strengthen planning efforts to ensure spatial access to health care services. The methods to measure activity spaces were, however, developed in urban environments and are predicated on assumptions that may not hold for rural populations. For example, studies of activity spaces often require that participants travel to the study storefront, either to take part in an interviewer-administered survey about activity spaces or to retrieve a global positioning system (GPS) unit (which later needs to be returned). Traveling to a storefront may, however, be difficult in rural areas, where travel distances are longer on average than they are in cities; public transportation is rare; and low-income residents (including young adults who use drugs) often lack cars [10-12]. Moreover, methods that require participants to travel with a GPS unit that records their movements may not be acceptable to people who use drugs who engage in illegal behavior. Survey-based methods of capturing activity spaces may also fail. These surveys tend to query specific addresses where an activity occurs, or the nearest intersection. In rural areas, however, activities may occur in places that have no street address (eg, in a forest, by a lake), and intersections are relatively rare.

Interactive digital maps embedded in a Web-based survey might, however, prove a valid alternative method of capturing activity spaces of rural young adults who use drugs. Young adults in rural areas report high rates of internet use [13]. Web-based interactive maps bypass the need to travel to a storefront or carry a GPS unit and would not require that participants report street addresses or intersections. This method has proved feasible for men who have sex with men and generates relatively precise geospatial data [14]. This method’s feasibility for young adults who use drugs is, however, unknown, as is the validity of the resulting geospatial data. Technical difficulties navigating digital interactive maps and hesitation to disclose the locations of illegal or stigmatizing behaviors could impact data quality.

Here, we test the feasibility of using self-administered interactive digital maps embedded in a Web-based survey to capture risk-related activity spaces of rural, young adults who use drugs, and the precision of the resulting geospatial data. We define risk-related activity spaces as the local areas within which people move or travel in the course of their daily activities while engaging in drug-related and sexual risk behaviors. Participants were invited to drop pins in these digital maps to mark particular locations (eg, where they have slept most and where they have misused prescription opioids most). Specifically, our analyses were designed to explore the following questions:

1. Do participants report technical difficulties while completing Web-based mapping items?
2. Do participants answer mapping questions about their risk-related activity spaces, and does item completion vary by participant characteristics, including sociodemographic characteristics and drug-related behaviors?
3. How precise are pin-drop mapping data about the locations where participants live and engage in risk-related behaviors?

Methods

Survey Overview

Questions about activity spaces, sociodemographic characteristics, and technical difficulties were queried as part of a self-administered Web-based survey about risk of HIV and HCV infection and overdose. This survey was administered between August 27, 2017 and July 31, 2018 to young adults who use drugs living in rural Appalachian Eastern Kentucky, a region with high rates of HCV and overdoses [2,15]. The Web-based survey was programmed in SurveyGizmo [16].

Eligibility and Recruitment

To be eligible to take part in the self-administered Web-based survey, individuals had to be aged between 18 and 35 years; currently live in 1 of the 5 rural Appalachian Kentucky counties studied here; and report recent (past 30 days) use of an opioid to get high; opioids included heroin, prescription pain pills (eg, Percocet), and medication-assisted therapies (eg, buprenorphine).
Participants were recruited using targeted outreach and Web-based peer-referral methods. Targeted outreach strategies included (1) holding neighborhood cookouts in areas with high rates of overdoses and other drug-related harms; (2) disseminating information about the study through community partners and through staff working in another local study of adults who use drugs (the “CARE2HOPE” study); and (3) posting flyers in places where young adults who use drugs might spend time (eg, gas stations, health departments, and social service offices). Regardless of recruitment method, participants completed a Web-based screener to determine eligibility; eligible and interested individuals provided consent online and completed the Web-based survey. Surveys were self-administered and could be completed at the place and on the device of the participant’s choosing (eg, mobile in a car, tablet at home, or computer at the CARE2HOPE storefront). Toward the end of the survey, participants were asked if they were interested in referring people to be screened for the study. Participants who agreed to help recruit were emailed or texted electronic recruitment coupons with a unique identifier that they could forward to others. Participants received US $10 for each of the first 3 eligible people they referred. Referred individuals, in turn, completed the Web-based screener, and eligible and consenting individuals took part in the Web-based survey and were given the opportunity to recruit others. Participants received US $30 for completing the survey.

As eligibility was ascertained online, we created an intensive Web-based screener to reduce fraud. This screening process included a quiz on the county the individual reported living in, and a quiz on the dose, appearance, and cost of the opioid they reported using most frequently in the past 30 days.

Measures

Measures analyzed here included sociodemographic items (eg, age and gender); activity space pin-drop mapping items; and technical problems encountered during the survey.

Mapping Activity Space Locations

Before launching the survey, we conducted cognitive interviews with 4 young adults who met the survey’s eligibility criteria. These individuals completed the pin-drop mapping items in the presence of study staff and shared insights into how to address future participants’ concerns on disclosing the locations of highly sensitive and sometimes illegal behaviors and how to clarify mapping instructions. Suggestions (eg, highlight data confidentiality) were incorporated into the final survey’s mapping items.

A secure digital map for each item was embedded in the Web-based survey, and participants were instructed to drop a pin on each map as close to the correct location as they felt comfortable (Figure 1). We created mapping items to capture 6 locations for each participant:

- Pin-drop home location: “Show us on the map where you have slept most in the past 6 months.”
- Pin-drop injection location: “Show us on the map the place where you have injected heroin or prescription pain pills the most often in the past 6 months.”
- Pin-drop noninjection opioid use location: “Show us on the map the place where you have taken heroin or prescription pain pills to get high WITHOUT INJECTING THEM the most often in the past 6 months.”
- Pin-drop transactional sex location: “Show us on the map where you have had VAGINAL or ANAL sex with someone to get drugs, money, housing or other resources most often in the past 6 months.”
- Pin-drop sex location (nontransactional): “Show us on the map where you have had vaginal or anal sex that was NOT in exchange for drugs, money, housing, or other resources most often in the past 6 months.”
- Pin-drop survey completion location: “Show us on the map where you are now.”

The consent form noted that individuals could skip items without jeopardizing their incentive.

During the analysis phase, we merged the items querying opioid injection location and smoking or snorting location into a single drug use location variable; participants who shared data on both were assigned to their injection location. Due to a coding error in the survey, individuals who reported only oral ingestion were not asked the noninjection drug use location item (N=45).

Each mapping item contained instructions about how to navigate the map, including how to zoom closer and remove an incorrectly dropped pin. All maps were centered in the county that contained the largest city in the study area.

The location where participants slept most was queried first (pin-drop home location). Every subsequent mapping item first asked whether the location was the same as the person’s home. Participants responding affirmatively skipped that mapping item, and their home location was used as the response, assessed using either the pin-drop home location or, if that was missing, the street address they entered into the screener for the place where they had slept most in the past 6 months. The survey was programmed so that participants skipped mapping items for behaviors in which they had not engaged in the past 6 months (eg, participants who had not engaged in transactional sex in the past 6 months were not asked to map the location of this behavior). All pins were automatically geocoded to their latitude and longitude in SurveyGizmo.
Measuring Precision

We assessed the precision of pin-dropped locations in 2 ways:

1. Using Google Maps, we manually assessed whether or not each pin-drop location was located within 100 m of a structure. Unpublished qualitative data from young adults who use opioids to get high and live in these counties suggested that, while they may use drugs or have sex outside at times, they greatly prefer to engage in these behaviors inside (eg, their home or their partner’s home). In this rural area with county-level population densities ranging from 31 to 84 people per square mile, the vast majority of the surface area does not have structures; randomly dropped pins would thus not be near a structure.

2. We calculated the Euclidean distance (ie, as the crow flies) between the pin-drop home location and the street address (street-address home location) where participants reported sleeping most in the past 6 months, an item queried in the screener. Street addresses were geocoded to their latitude and longitude location (96% match).

Assessing Technical Challenges

Participants answered questions about technical problems experienced while completing the survey, including while dropping pins on the maps. Technical problems queried included yes or no items on frozen screens, internet connectivity, and problems saving answers. Questions specific to the mapping items included the following: maps were slow to load, maps would not zoom in or out, and trouble dropping a pin on the map in the correct place.

Analysis

We used several methods to detect and eliminate fraud [17]. First, the survey experienced an onslaught of entries during two 48-hour periods from individuals who reported living in the same house. A scan of the house suggested that it could not be home to so many people, and so we excluded all participants who completed the survey during those periods who listed that house as their address (N=49 entries excluded). Next, we applied components of a fraud-detection protocol created by Ballard and colleagues to identify fraud in Web-based surveys [17]. We investigated repeated names and dates of birth across entries and inconsistencies in names within entries. This excluded another 12 entries. Finally, we eliminated individuals who completed the survey implausibly rapidly (<10 min for people who injected; <8 min for others), excluding another 6 entries. The final sample included 151 participants.

Descriptive statistics were used to explore distributions of variables across this sample of 151 participants. Chi-square, independent t-tests for age and monthly income, and Fisher exact tests were used to detect group differences in the likelihood of responding to mapping items, and in the distance between the address-based home location and pin-drop home location (precision analysis). Variables of interest included a range of sociodemographic characteristics (age, educational attainment, homelessness status, car access, parenting status, and whether the participant lived in the county on which the maps were centered); injection drug use status; criminal justice involvement; and recruitment method (eg, peer referral, CARE2HOPE staff). The number of people who reported transactional sex (N=55) was too small to support analyses of the correlates of missingness and precision.

We limited the sample for the precision analyses in 2 ways:

1. Each participant’s street-address home location was queried in the screener and at several points in the survey. To help ensure that the street-address home location could be considered the gold standard against which pin-drop home locations were compared, we restricted the sample to participants who reported the same street address on the
screener and on at least one survey item capturing home address (N=96).

2. In a corollary analysis, we further reduced the sample to participants who reported no technical difficulties completing the survey (N=80) to try to capture threats to precision above and beyond these technical difficulties.

We used ArcGIS 10.6 Network Analyst to calculate distances and activity spaces [18]. Statistical analyses were conducted in SAS version 14.2 [19].

Ethics
The Emory institutional review board (IRB) approved study protocols, and the University of Kentucky’s IRB deferred to this Board. A Certificate of Confidentiality was secured to protect data from subpoena.

Results
Sample Overview
A total of 151 valid surveys were completed. On average, survey participants were aged 28.9 years (standard deviation [SD] 4.1), and 61.6% (93/151) were men (Table 1). Consistent with the racial or ethnic composition of the area, 96.7% (146/151) of participants identified as white, and 98.7% (150/151) identified as non-Hispanic. The sample was deeply impoverished: the median monthly income was US $300 (interquartile range: US $664), and almost half (45.0% [68/151]) were currently homeless (ie, living on the street, or in a car, park, abandoned building, or shelter). Two-thirds of participants were recruited via CARE2HOPE staff contact; 27.8% (42/151) was recruited via peer referral. Over 70% (109/151) of the sample had used heroin in the past 6 months; 51.7% (78/151) reported using prescription pain pills to get high in the past 6 months. Two-thirds of the sample reported injecting drugs in the past 6 months.
Table 1. Participant characteristics and difficulties encountered while completing an online survey, for a sample of young adult residents of rural Appalachian Kentucky who used opioids to get high (N=151).

<table>
<thead>
<tr>
<th>Participant characteristic</th>
<th>Valuesa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>28.9 (4.1)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Man</td>
<td>93 (61.6)</td>
</tr>
<tr>
<td>Woman</td>
<td>58 (38.4)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>146 (96.7)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>4 (2.7)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (0.7)</td>
</tr>
<tr>
<td>Hispanic/Latino ethnicity, n (%)</td>
<td>1 (0.7)</td>
</tr>
<tr>
<td>Homeless, n (%)</td>
<td>68 (45.0)</td>
</tr>
<tr>
<td><strong>Educational attainment, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>46 (30.5)</td>
</tr>
<tr>
<td>High-school graduate</td>
<td>59 (39.1)</td>
</tr>
<tr>
<td>Some college or associate’s degree</td>
<td>40 (26.5)</td>
</tr>
<tr>
<td>College graduate or higher</td>
<td>3 (2.0)</td>
</tr>
<tr>
<td><strong>Employment status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Full-time</td>
<td>27 (17.1)</td>
</tr>
<tr>
<td>Part-time</td>
<td>28 (17.7)</td>
</tr>
<tr>
<td>Other</td>
<td>103 (65.2)</td>
</tr>
<tr>
<td>Monthly income (US $), mean (SD)</td>
<td>300 (664)</td>
</tr>
<tr>
<td>Usually drive myself where I need to go, n (%)</td>
<td>69 (45.7)</td>
</tr>
<tr>
<td>Caregiver to a child, n (%)</td>
<td>29 (19.2)</td>
</tr>
<tr>
<td>History of arrest, n (%)</td>
<td>60 (39.7)</td>
</tr>
<tr>
<td>Injected drugs to get high (past 6 months), n (%)</td>
<td>100 (66.2)</td>
</tr>
<tr>
<td><strong>Primary drugs used (multiple responses possible), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Heroin</td>
<td>109 (72.2)</td>
</tr>
<tr>
<td>Methamphetamines</td>
<td>89 (58.9)</td>
</tr>
<tr>
<td>Buprenorphine or methadone</td>
<td>92 (60.9)</td>
</tr>
<tr>
<td>Opioid prescription pain pills</td>
<td>78 (51.7)</td>
</tr>
<tr>
<td>Gabapentin or Neurontin</td>
<td>60 (39.7)</td>
</tr>
<tr>
<td>Prescription sedatives/tranquilizers</td>
<td>40 (26.5)</td>
</tr>
<tr>
<td>Crack or cocaine</td>
<td>34 (22.5)</td>
</tr>
<tr>
<td>Live in the most populous county (ie, where maps centered), n (%)</td>
<td>118 (78.2)</td>
</tr>
<tr>
<td><strong>Recruitment method, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Staff contact</td>
<td>100 (66.2)</td>
</tr>
<tr>
<td>Peer referral</td>
<td>42 (27.8)</td>
</tr>
<tr>
<td>Other</td>
<td>9 (6.0)</td>
</tr>
<tr>
<td><strong>Device used to complete the survey, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Mobile phone</td>
<td>72 (48.3)</td>
</tr>
<tr>
<td>Computer</td>
<td>43 (28.9)</td>
</tr>
<tr>
<td>Tablet</td>
<td>16 (10.7)</td>
</tr>
</tbody>
</table>
Technical Challenges While Completing the Survey

More than three-fourths (78.8% [119/151]) of the sample reported that they had had no problems completing the Web-based survey (Table 1). Of those who reported a problem, the most commonly reported problems were that the maps were slow to load (6.6% [10/151]); that it was difficult to drop the pin in the correct location (6.6% [10/151]); and that it was hard to use the zoom feature on the maps (ie, zoom in or out; 5.3% [8/151]).

Activity Space Missingness Analysis

Of the 151 participants, 88.7% (134/151) dropped pins for all locations they were asked to locate. All 151 participants were asked to drop a pin where they had slept most in the past 6 months, and 92.1% (139/151) dropped a pin in answer to this question (Figure 2; Table 2). Participants who worked full time were less likely to complete this item than part-time workers or others (78% [18/23], 92% [22/24], and 95% [89/94], respectively), as were participants who did not live in the county where the map was centered (76% [25/33] vs 96.6% [114/118]). Participants recruited by CARE2HOPE staff were more likely to drop a pin at their home than participants recruited by peers or others (96% [96/100], 83% [35/42], and 89% [8/9], respectively). There was a borderline statistically significant relationship (P=.07) suggesting that participants who had good car access were less likely to drop a pin at their home than others (87% [60/69] vs 96% [79/82]).

All 151 individuals were asked to map their current location (ie, where they were completing the survey), and 96.0% (145/151) reported this location either by dropping a pin or by noting it was the same location as their home (Table 2). There was a borderline statistically significant relationship (P=.09) suggesting that people who were recruited by CARE2HOPE staff members were more likely to report this location (98% [98/100] for staff referral; 93% [39/42] for peer referral; 89% [8/9] for other referral methods). Missingness on current location did not vary systematically by any other participant characteristics, including age, gender, homeless status, or educational attainment.
Figure 2. Location data missingness flowchart.
Table 2. Patterns of completion for pin-drop mapping items of home location and current location, completed by a sample of young adults in rural Appalachian Kentucky who use opioids to get high (N=151). Some percentages do not sum to 100% because of some individuals refused to answer select items.

<table>
<thead>
<tr>
<th>Participant characteristics</th>
<th>Home</th>
<th></th>
<th>Current location</th>
<th></th>
<th>$P$ value</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>[.85]</td>
<td>[.44]</td>
</tr>
<tr>
<td>Dropped pin</td>
<td>28.9 (4.1)</td>
<td></td>
<td>Dropped pin</td>
<td>28.8 (4.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Did not drop pin</td>
<td>28.7 (4.3)</td>
<td></td>
<td>Did not drop pin</td>
<td>30.2 (3.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>[.21]</td>
<td>[.68]</td>
</tr>
<tr>
<td>Man</td>
<td>88 (94.6)</td>
<td></td>
<td>Man</td>
<td>90 (96.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Woman</td>
<td>51 (87.9)</td>
<td></td>
<td>Woman</td>
<td>55 (94.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Homeless, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>[.35]</td>
<td>[.41]</td>
</tr>
<tr>
<td>Yes</td>
<td>61 (89.7)</td>
<td></td>
<td>Yes</td>
<td>64 (94.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>77 (95.1)</td>
<td></td>
<td>No</td>
<td>79 (97.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>High-school graduate, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>[.75]</td>
<td>[.65]</td>
</tr>
<tr>
<td>No</td>
<td>43 (93.5)</td>
<td></td>
<td>No</td>
<td>44 (95.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>93 (91.2)</td>
<td></td>
<td>Yes</td>
<td>99 (97.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Employment status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>[.04]</td>
<td>[.31]</td>
</tr>
<tr>
<td>Full-time</td>
<td>18 (78.3)</td>
<td></td>
<td>Full-time</td>
<td>21 (91.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Part-time</td>
<td>22 (91.7)</td>
<td></td>
<td>Part-time</td>
<td>23 (95.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>89 (94.7)</td>
<td></td>
<td>Other</td>
<td>91 (96.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Monthly income (US $), median (IQR)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>[.16]</td>
<td>[.94]</td>
</tr>
<tr>
<td>Dropped pin</td>
<td>650 (300)</td>
<td></td>
<td>Dropped pin</td>
<td>300 (664)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Did not drop pin</td>
<td>100 (593)</td>
<td></td>
<td>Did not drop pin</td>
<td>300 (600)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Usually drive myself, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>[.07]</td>
<td>[.41]</td>
</tr>
<tr>
<td>Yes</td>
<td>60 (87.0)</td>
<td></td>
<td>Yes</td>
<td>65 (94.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>79 (96.3)</td>
<td></td>
<td>No</td>
<td>80 (97.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Caregiver, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>[.39]</td>
<td>[.99]</td>
</tr>
<tr>
<td>Yes</td>
<td>26 (89.7)</td>
<td></td>
<td>Yes</td>
<td>28 (96.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>105 (94.6)</td>
<td></td>
<td>No</td>
<td>108 (97.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>History of arrest, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>[.63]</td>
<td>[.63]</td>
</tr>
<tr>
<td>Yes</td>
<td>58 (96.7)</td>
<td></td>
<td>Yes</td>
<td>59 (98.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>68 (89.5)</td>
<td></td>
<td>No</td>
<td>73 (96.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Live in county where map centered, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>[.001]</td>
<td>[.12]</td>
</tr>
<tr>
<td>Yes</td>
<td>114 (96.6)</td>
<td></td>
<td>Yes</td>
<td>115 (97.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>25 (75.8)</td>
<td></td>
<td>No</td>
<td>30 (90.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Injected (past 6 months), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>[.99]</td>
<td>[.99]</td>
</tr>
<tr>
<td>Yes</td>
<td>94 (94.0)</td>
<td></td>
<td>Yes</td>
<td>98 (98.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>41 (91.1)</td>
<td></td>
<td>No</td>
<td>45 (100.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Recruitment method, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>[.03]</td>
<td>[.09]</td>
</tr>
<tr>
<td>Staff contact</td>
<td>96 (96.0)</td>
<td></td>
<td>Staff contact</td>
<td>98 (98.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Peer referral</td>
<td>35 (83.3)</td>
<td></td>
<td>Peer referral</td>
<td>39 (92.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>8 (88.9)</td>
<td></td>
<td>Other</td>
<td>8 (88.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Device used, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>[.77]</td>
<td>[.34]</td>
</tr>
<tr>
<td>Mobile phone</td>
<td>66 (91.7)</td>
<td></td>
<td>Mobile phone</td>
<td>69 (95.8)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Of the 143 participants who had been sexually active in the past 6 months, 93.7% (134/143) marked the place where they had (nontransactional) sex most often in the past 6 months, either by dropping a pin or by reporting that the location was the same location as their home (Table 3). People recruited by CARE2HOPE staff members or through other methods were more likely to report this location than other participants (97% [89/92] for staff referral; 100% [8/8] for other means; and 86% [36/42] for peer referral), as were participants who reported living in the county where the map was centered (96.5% [110/114] vs 83% [24/29]). Missingness on this item did not vary by other participant characteristics, though there were borderline statistically significant relationships (.05 ≤ P ≤ .10) suggesting that women (P = .09) and housed (P = .08) individuals were more likely to report this location and that people who were employed full time were less likely to do so (P = .08).

Of the 106 participants who were asked the drug use location item, 93.4% (99/106) either dropped a pin in this location or reported that it was the same location as their home. Missingness varied by the device participants used to complete the survey, with higher completion rates for this item among participants using computers or mobile phones (100% [28/28] and 96% [52/54], respectively) than tablets and other devices (78% [7/9] and 85% [11/13], respectively). Participants who lived in the county the map was centered on were more likely to complete this item (96% [78/81] vs 84% [21/25]). Missingness on this item did not vary systematically by other participant characteristics.
Table 3. Patterns of completion for pin-drop mapping items of sex location and drug use location completed by a sample of young adults in rural Appalachian Kentucky who use opioids to get high (N=151). Some percentages do not sum to 100% because of some individuals refused to answer select items.

<table>
<thead>
<tr>
<th>Participant characteristics</th>
<th>Sex location</th>
<th>Drug use location</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dropped pin</td>
<td>$P$ value</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>.87</td>
<td>.83</td>
</tr>
<tr>
<td>Dropped pin</td>
<td>28.8 (4.1)</td>
<td>29.1 (4.3)</td>
</tr>
<tr>
<td>Did not drop pin</td>
<td>29.0 (4.0)</td>
<td>29.4 (3.6)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td>.09</td>
<td>.60</td>
</tr>
<tr>
<td>Man</td>
<td>78 (90.7)</td>
<td>61 (92.4)</td>
</tr>
<tr>
<td>Woman</td>
<td>56 (98.3)</td>
<td>38 (95.0)</td>
</tr>
<tr>
<td>Homeless, n (%)</td>
<td>.08</td>
<td>.70</td>
</tr>
<tr>
<td>Yes</td>
<td>57 (89.1)</td>
<td>44 (91.7)</td>
</tr>
<tr>
<td>No</td>
<td>75 (97.4)</td>
<td>54 (94.7)</td>
</tr>
<tr>
<td>High-school graduate, n (%)</td>
<td>.99</td>
<td>.19</td>
</tr>
<tr>
<td>No</td>
<td>40 (93.0)</td>
<td>25 (100.0)</td>
</tr>
<tr>
<td>Yes</td>
<td>91 (93.8)</td>
<td>72 (91.1)</td>
</tr>
<tr>
<td>Employment status, n (%)</td>
<td>.08</td>
<td>.36</td>
</tr>
<tr>
<td>Full-time</td>
<td>18 (81.8)</td>
<td>14 (87.5)</td>
</tr>
<tr>
<td>Part-time</td>
<td>22 (95.7)</td>
<td>18 (100.0)</td>
</tr>
<tr>
<td>Other</td>
<td>84 (95.5)</td>
<td>59 (92.2)</td>
</tr>
<tr>
<td>Monthly income (US $), median (IQR)</td>
<td>.28</td>
<td>.20</td>
</tr>
<tr>
<td>Dropped pin</td>
<td>300 (635)</td>
<td>300 (600)</td>
</tr>
<tr>
<td>Did not drop pin</td>
<td>100 (400)</td>
<td>2.5 (800)</td>
</tr>
<tr>
<td>Usually drive myself, n (%)</td>
<td>.74</td>
<td>.71</td>
</tr>
<tr>
<td>Yes</td>
<td>63 (92.7)</td>
<td>48 (92.3)</td>
</tr>
<tr>
<td>No</td>
<td>71 (94.7)</td>
<td>51 (94.4)</td>
</tr>
<tr>
<td>Caregiver, n (%)</td>
<td>.99</td>
<td>.57</td>
</tr>
<tr>
<td>Yes</td>
<td>27 (96.4)</td>
<td>22 (100.0)</td>
</tr>
<tr>
<td>No</td>
<td>98 (94.2)</td>
<td>72 (94.7)</td>
</tr>
<tr>
<td>History of arrest, n (%)</td>
<td>.70</td>
<td>.69</td>
</tr>
<tr>
<td>Yes</td>
<td>53 (96.4)</td>
<td>42 (95.5)</td>
</tr>
<tr>
<td>No</td>
<td>68 (93.2)</td>
<td>49 (92.5)</td>
</tr>
<tr>
<td>Live in county where map centered, n (%)</td>
<td>.02</td>
<td>.05</td>
</tr>
<tr>
<td>Yes</td>
<td>110 (96.5)</td>
<td>78 (96.3)</td>
</tr>
<tr>
<td>No</td>
<td>24 (82.8)</td>
<td>21 (84)</td>
</tr>
<tr>
<td>Injected (past 6 months), n (%)</td>
<td>.38</td>
<td>.22</td>
</tr>
<tr>
<td>Yes</td>
<td>91 (96.8)</td>
<td>77 (97.5)</td>
</tr>
<tr>
<td>No</td>
<td>40 (93.0)</td>
<td>21 (91.3)</td>
</tr>
<tr>
<td>Recruitment method, n (%)</td>
<td>.05</td>
<td>.17</td>
</tr>
<tr>
<td>Staff contact</td>
<td>89 (96.7)</td>
<td>70 (95.9)</td>
</tr>
<tr>
<td>Peer referral</td>
<td>36 (85.7)</td>
<td>23 (88.5)</td>
</tr>
<tr>
<td>Other</td>
<td>9 (100.0)</td>
<td>6 (85.7)</td>
</tr>
<tr>
<td>Device used, n (%)</td>
<td>.59</td>
<td>.03</td>
</tr>
<tr>
<td>Mobile phone</td>
<td>64 (91.4)</td>
<td>52 (96.3)</td>
</tr>
</tbody>
</table>
Two-thirds of the pin-drop sex and drug use locations were within 100 m of a structure, as were 92.1% (128/139) of pin-drop home locations. As noted, we restricted the precision analysis of the distance between pin-drop home location and street-address home location to participants whose screener-reported home address was identical to the home address they reported on at least one other survey item (N=96). The median Euclidean distance between the pin-drop home location and the street-address home location was 2.0 miles (25th percentile: 0.8 miles; 75th percentile: 5.5 miles). The distance between these 2 home locations varied by educational attainment, recruitment method, injection status, and experiencing technical difficulties with the survey (Table 4). Specifically, the median distance was smaller for high-school graduates (1.6 miles for high-school graduates vs 2.5 miles for people who did not graduate high school); for people recruited by staff (1.8 miles for staff recruits; 4.0 miles for peer recruits; 11.3 miles for other recruitment methods); for people who injected drugs (1.9 miles for people who currently injected vs 3.6 miles for others); and for participants reporting no technical difficulties with the Web-based survey (1.8 miles vs 5.6 miles). There was a borderline statistically significant (.05<P<.09) relationship suggesting that participants completing the mapping items on tablets had a longer median distance (1.9 miles if completed on a computer; 2.1 miles on a mobile phone; 6.8 miles on a tablet).

Analyses that excluded participants reporting technical difficulties generated medians and 25th percentiles that were similar to those generated by the full sample (Table 4; N=80), but the values of the 75th percentiles were slightly lower than in the full sample. For example, the 75th percentile of the distance measure for participants who usually drove themselves was 2.8 miles in the reduced sample, whereas it was 6.5 miles in the full sample; it was 4.4 miles for women in the restricted sample, whereas it was 6.3 miles for women in the full sample. Individual-level correlates were similar across both samples.
### Table 4. Distributions of the number of miles between pin-drop home locations and street-address home locations for a sample of young adults living in rural Appalachian Kentucky who use opioids to get high.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Sample (N=96)</th>
<th>Sample restricted to participants who reported no technical problems completing the survey (N=80)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Percentile</td>
<td>25th</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td>27.0</td>
</tr>
<tr>
<td>Gender</td>
<td>P value</td>
<td>.57</td>
</tr>
<tr>
<td>Man</td>
<td></td>
<td>1.1</td>
</tr>
<tr>
<td>Woman</td>
<td></td>
<td>0.5</td>
</tr>
<tr>
<td>Homeless</td>
<td>P value</td>
<td>.56</td>
</tr>
<tr>
<td>Yes</td>
<td></td>
<td>1.2</td>
</tr>
<tr>
<td>No</td>
<td></td>
<td>0.6</td>
</tr>
<tr>
<td>High-school graduate</td>
<td>P value</td>
<td>.03</td>
</tr>
<tr>
<td>Yes</td>
<td></td>
<td>1.7</td>
</tr>
<tr>
<td>No</td>
<td></td>
<td>0.5</td>
</tr>
<tr>
<td>Employment status</td>
<td>P value</td>
<td>.23</td>
</tr>
<tr>
<td>Full-time</td>
<td></td>
<td>0.6</td>
</tr>
<tr>
<td>Part-time</td>
<td></td>
<td>1.8</td>
</tr>
<tr>
<td>Other</td>
<td></td>
<td>0.8</td>
</tr>
<tr>
<td>Monthly income (US $)</td>
<td>P value</td>
<td>.57</td>
</tr>
<tr>
<td>Yes</td>
<td></td>
<td>100.0</td>
</tr>
<tr>
<td>No</td>
<td></td>
<td>1.0</td>
</tr>
<tr>
<td>Usually drive myself</td>
<td>P value</td>
<td>.93</td>
</tr>
<tr>
<td>Yes</td>
<td></td>
<td>0.8</td>
</tr>
<tr>
<td>No</td>
<td></td>
<td>0.9</td>
</tr>
<tr>
<td>Caregiver</td>
<td>P value</td>
<td>.48</td>
</tr>
<tr>
<td>Yes</td>
<td></td>
<td>0.4</td>
</tr>
<tr>
<td>No</td>
<td></td>
<td>1.1</td>
</tr>
<tr>
<td>History of arrest</td>
<td>P value</td>
<td>.75</td>
</tr>
<tr>
<td>Yes</td>
<td></td>
<td>0.8</td>
</tr>
<tr>
<td>No</td>
<td></td>
<td>0.8</td>
</tr>
<tr>
<td>Injected (past 6 months)</td>
<td>P value</td>
<td>.047</td>
</tr>
<tr>
<td>Yes</td>
<td></td>
<td>0.8</td>
</tr>
<tr>
<td>No</td>
<td></td>
<td>0.8</td>
</tr>
<tr>
<td>Live in county where map centered</td>
<td>P value</td>
<td>.48</td>
</tr>
<tr>
<td>Yes</td>
<td></td>
<td>0.8</td>
</tr>
<tr>
<td>No</td>
<td></td>
<td>0.8</td>
</tr>
<tr>
<td>Recruitment method</td>
<td>P value</td>
<td>.03</td>
</tr>
<tr>
<td>Staff contact</td>
<td></td>
<td>0.7</td>
</tr>
<tr>
<td>Peer referral</td>
<td></td>
<td>1.3</td>
</tr>
<tr>
<td>Other</td>
<td></td>
<td>2.0</td>
</tr>
<tr>
<td>Device used</td>
<td>P value</td>
<td>.07</td>
</tr>
<tr>
<td>Mobile phone</td>
<td></td>
<td>0.6</td>
</tr>
<tr>
<td>Computer</td>
<td></td>
<td>1.2</td>
</tr>
<tr>
<td>Tablet</td>
<td></td>
<td>3.4</td>
</tr>
<tr>
<td>Other</td>
<td></td>
<td>0.7</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

In this sample of rural young adults who use opioids to get high, we find that self-administered pin-drop maps hold some promise as a tool to capture information on risk-related activity spaces. Response rates to mapping items were high, and most pin-drops were near structures, but the distance between pin-drop home locations and street-address home locations might be unacceptably large for some subpopulations and analytic purposes. We describe and contextualize these results and offer recommendations to strengthen future research.

Though participants were told that they could still receive their incentive if they skipped items, almost 90% of participants dropped pins for all the locations for which they were eligible, and item-specific response rates exceeded 92%. These results suggest that analyses of mapping items in Web-based surveys with rural young adults who use drugs should be as adequately powered as analyses of other survey items.

These high response rates may be attributed, in part, to the prominence of the study’s federal Certificate of Confidentiality in the survey. These Certificates “…protect the privacy of research subjects by prohibiting disclosure of identifiable, sensitive research information to anyone not connected to the research except when the subject consents or in a few other specific situations” [20]. Past research with rural people who use drugs suggests that they view these certificates as trust agreements that signal that the data will be kept private [21]. We ensured that the Certificate figured prominently in the survey. In addition to describing the Certificate in the informed consent, the survey contained repeated reminders about this certificate, and we strategically placed these reminders before sections querying sensitive and illegal behavior.

Past research has found that willingness to respond to location items varies by sociodemographic characteristics, a pattern that may introduce systematic bias [14]. Here, we found borderline statistically significant relationships suggesting that men and homeless individuals were less likely to report the location where they had sex. As Vaughan and colleagues have found [14], reporting this location may be particularly sensitive because it may reveal the identity of an intimately known person, if sex occurs at a primary partner’s home. Homeless individuals may be especially likely to have sex at another person’s home; possibly, heterosexual men were protective of female partners if they tended to have sex at this partner’s home. Individuals who were employed full time were less likely to drop pins at their sex and home locations, perhaps because they were especially fearful of losing their job if survey data became public.

We also found that response rates varied by whether individuals were recruited by staff members, and whether the individual lived in the county where the maps were centered. Past qualitative research conducted in rural Kentucky with people who use drugs provides possible explanations for the recruitment findings. Participants in that qualitative study reported that they would be more likely to disclose location data if they had a strong rapport with interview staff [21]. Our recruitment cookouts were designed to provide opportunities for potential participants to develop rapport with study staff. Cookouts were low-threshold community events in which local residents could choose if and when to approach study staff; if they chose to visit the cookout, they could sit, dine, and chat with study staff and other community residents before deciding whether to self-administer the Web-based screener. We also recruited at the CARE2HOPE project’s storefront; CARE2HOPE is conducted with local people who use drugs and staffed by team members who clearly communicate respect for the dignity of people who use drugs. The rapport developed with study staff at the cookouts and in the CARE2HOPE storefront may have increased participants’ willingness to report sensitive data. In contrast, when peers recruited participants into the study, they did so via digital peer referral (ie, invitations sent by text messages and emails). Individuals recruited through this method may have had multiple concerns, including about the authenticity of the texted or emailed coupons, and about the trustworthiness of faceless researchers. Overall, however, there were few differences in response rates by participant-level characteristics, including age, income, homeless status, or educational attainment, indicating that responses to these items should not be systematically biased by these participant characteristics.

Maps were centered on the county with the largest population size, and people living outside this county were more likely to have missing data on their home location and their sex and drug use locations. We attribute this missingness pattern to problems navigating the maps across the large 5-county surface area (1378 square miles).

We analyzed the precision of pin-drop home locations in 2 ways: examining their proximity to structures and assessing their distance from self-reported street addresses. In a set of rural counties where the vast majority of the 1378 square mile surface area is empty of structures, a high percentage (92%) of participants’ pin-drop home locations were within 100 m of a

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Sample (N=96)</th>
<th>Sample restricted to participants who reported no technical problems completing the survey (N=80)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reported technical problem with survey</td>
<td>0.04</td>
<td>—a</td>
</tr>
<tr>
<td>Yes</td>
<td>1.6</td>
<td>—</td>
</tr>
<tr>
<td>50th</td>
<td>5.6</td>
<td>—</td>
</tr>
<tr>
<td>75th</td>
<td>7.8</td>
<td>—</td>
</tr>
<tr>
<td>No</td>
<td>0.8</td>
<td>—</td>
</tr>
<tr>
<td>25th</td>
<td>1.8</td>
<td>—</td>
</tr>
<tr>
<td>50th</td>
<td>4.5</td>
<td>—</td>
</tr>
</tbody>
</table>

Not applicable.
structure. These pin-drops were, however, a median of 2 miles from their reported home address. There is no gold standard for an acceptable magnitude of error for pin-drops, and this magnitude may vary by purpose. Errors of ≤2 miles between the pin-drop location and the actual location may be acceptable for analyses designed to identify optimal locations of health and social service sites in rural areas, which may necessarily be many miles from most potential clients’ homes. Errors of this magnitude, however, may be unacceptably large when investigators are characterizing exposures whose influence depends on close proximity (eg, abandoned buildings). A median error of 2 miles may indicate that participants had trouble navigating to the precise point where their home was located or might have intentionally masked their home location. Supporting the latter interpretation and perhaps for the reasons offered above to explain correlations of missingness and staff recruitment, distances were shorter for staff-recruited participants. Supporting the former interpretation, participants experiencing no technical difficulties or participants who graduated from high school had smaller mapping errors. Rerunning the distance analysis on the subset of participants who reported no technical difficulties resulted in somewhat lower 75th percentile values, suggesting that there were fewer random pin-drops for this subgroup. Although people who injected drugs had shorter distances between their pin-drop and address-based home locations, this may have been an artifact of recruitment method: people who injected were disproportionately likely to have been recruited by staff (P = .008).

We found that 64% of pin-drop sex and drug use locations were within 100 m of a structure, a figure that is lower than the 92% found for pin-drop home locations. We conducted post hoc analyses of survey items querying the specific settings where participants engage in risk behaviors, and these post hoc analyses indicate that many participants reported having sex and using drugs outside in the past 6 months, though our unpublished qualitative data had suggested that they preferred to engage in these behaviors inside. For example, 26% reported having sex in a car; 7% reported having sex in a cemetery; and 11% reported having sex in another outdoor location. More than half of the sample (55.4%) reported injecting drugs in a car in the past 6 months; approximately one-fourth reported injecting in a cemetery and one-third reported injecting in another outdoor location. Many participants thus appear to use drugs and have sex in locations that may in fact have been far from a structure.

Few participants reported difficulties completing pin-drop items: 79% reported no technical problems with the Web-based survey whatsoever, and less than 7% of participants endorsed for any mapping-specific difficulties. We note, though, that other rural areas and other populations (eg, older rural adults) may have a poor internet service. For these populations, Web-based mapping items might load slowly or might not load at all; in addition, members of these populations may be unfamiliar with Web-based maps and thus less able to successfully navigate through them.

Limitations
Analyses were conducted on a convenience sample and thus might not be representative of the underlying population of young adults living in the 5-county area who use opioids to get high. Findings may not generalize to older people who use drugs, who may have poorer access to the internet and may be less able to navigate pin-drop maps because of poorer digital literacy [22]. Our measures of activity locations did not encompass the full range of activities in which this population engages (eg, locations where they socialized, shopped, and worked). Our measure did, however, capture locations that people who use drugs may be especially reluctant to disclose. In addition, we did not query the street address for drug use and sex locations and thus could not compare pin-drop and street-address locations for these activities. As noted, however, many participants used drugs and had sex outside in places without street addresses. Same-source bias is a possible limitation for our effort to assess the precision of pin-drop home locations using street address data: individuals may have simply reported someone else’s home address and dropped a pin at that location. A high percentage (45%) of participants in this sample reported being homeless. Homeless populations are heterogeneous and may vary in ways that influence the geographic locations where they sleep and engage in risk behaviors, the characteristics of these places, and their willingness to report geospatial information. Future research should develop a larger sample of homeless individuals that is sufficiently powered to explore these variations.

Conclusions and Recommendations
Research methods must keep pace with expanding drug-related crises in rural areas. As public health theories and interventions increasingly recognize the roles of place characteristics in shaping disease and health service use [5-7], researchers have started using pin-drop maps to capture activity spaces among urban populations [14,23]. This analysis suggests that, with some methodologic improvements, pin-drop maps may also be a promising method of collecting data on risk-related activity spaces among rural young adults who use drugs, a population that is understudied and yet at high risk of a host of adverse health outcomes. Specific recommendations to strengthen pin-drop methods to define activity spaces in this population include the following:

- Clearly describing certificates of confidentiality and strategically highlighting it at various points in the survey
- Recruiting participants via staff who are trained to treat people who use drugs with dignity
- Centering maps on the county where the participant lives. This may require that survey programmers have significant technical skills
- Offering the option of completing mapping items with a staff member, if participants have not graduated from high school or encounter technical difficulties
- Gathering metadata on the number of attempts needed to drop each pin (or the number of seconds needed to drop each pin), and whether this number correlates with precision measures
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• Including survey items querying participant concerns about providing specific location data for each location type
• Gathering metadata or self-report data on the extent to which participants zoom in or out on each map.

Future research should also expand the range of locations queried (eg, places where people who use drugs socialize, work, shop, worship, and seek health and social services) and populations sampled (eg, older rural people who use drugs) and continue to assess the extent to which missingness and precision vary across and within these new places and populations. As this novel line of inquiry advances into these new places and populations, conducting formative research (eg, cognitive interviews, as was done here) will be vital to address concerns about human subjects’ protections, and to identify—and develop strategies to overcome whenever possible—barriers and potential biases in responses.
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Abstract

Background: Arbaeenia mass gathering (MG) in Karbala, Iraq, is becoming one of the largest MGs in the world. The health care infrastructure in Iraq is inadequately prepared to serve the health needs of the millions of pilgrims.

Objective: This study aimed to describe the temporary health care facilities installed and run by the local community to provide health care services to Arbaeenia pilgrims in Karbala, Iraq.

Methods: A survey was conducted in all community-based health care facilities located along part of Najaf to Karbala road within Karbala governorate. A structured questionnaire was answered through an interview with the workers and direct observation. Data were collected on staff profile, type of services provided, use of basic infection control measures, medical equipment, drugs and supplies, and the most commonly encountered medical problems.

Results: The total number of health care facilities was 120, staffed by 659 workers. Only 18 (15.0%, 18/120) facilities were licensed, and 44.1% (53/120) of the workers were health professionals. The health care workers provided different services including dispensing drugs (370/1692, 21.87%), measuring blood pressure and blood sugar (350/1692, 20.69%), and caring for wounds and injuries (319/1692, 18.85%). Around 97% (116/120) health facilities provided services for musculoskeletal disorders and only 16.7% (20/120) provided services for injuries. The drugs available in the clinic were analgesics, drugs for gastrointestinal and respiratory diseases, and antibiotics, with an availability range of 13.3% to 100.0%. Infection control practices for individual protection, environmental sanitation, and medical waste disposal were available in a range of 18.1% to 100.0%.

Conclusions: Community-based health care facilities experienced a profound shortage of trained human resources and medical supplies. They can significantly contribute to health services if they are adequately equipped and follow standardized operation procedures.

(JMIR Public Health Surveill 2019;5(4):e10905) doi:10.2196/10905
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Introduction

Background

Mass gathering (MG) is the assembly of a large organized or unorganized population in a limited space for a specified period, which often strains available resources and services [1]. The World Health Organization (WHO) also defines MGs as “events attended by a sufficient number of people to strain the planning and response resources of a community, state or nation” [2]. The purpose of the assembly is often for a religious, sport, or social event.

MGs occur frequently around the world and pose a whole spectrum of challenges on local country systems. The public health systems can be compromised during MGs if not well prepared even in countries with appropriate resources to prevent and control endemic diseases [3]. Regardless of the type of MGs, various health problems were reported among MG participants and local communities who are at risk of acquiring infectious diseases or injuries [4-8]. Proper planning before the event can help to prevent causalities and health problems. Countries with abundant resources often develop disaster preparedness plans to address MGs; however, many developing countries cannot afford to allocate adequate resources for such events and may seek assistance from other countries [9].

The provision of basic health care and emergency services is essential for the safety of MG attendees. In Iraq, the task of providing these services is under the authority of the Ministry of Health (MOH).

In Iraq, millions of people gather annually on the 20th day of the lunar month of Safar in Karbala for the remembrance of Arbaeen of Imam Hussain from different countries, mainly from Iran, Afghanistan, Pakistan, and Arab Gulf countries, in addition to several millions of people from most provinces of Iraq walking for hundreds of kilometers en route to Karbala (Karbala is located 100 km southeast of the capital, Baghdad, with a population of approximately 1.2 million inhabitants) over many days that make them at risk of airborne, foodborne, and waterborne diseases and injuries. The Arbaeenia MG is expected to increase in size once the political and security situation of the country stabilizes, as the operation department at MOH declared that the density of participants increased during previous years. The country’s capacity to support the health needs of the MG participants is a concern as the health care infrastructure in Iraq has been negatively impacted by ongoing wars and sanctions affecting the country since the 1990s. Health care facilities have been destroyed during violent conflict, some of which have been rebuilt. In addition, Iraq has lost approximately 50% of its workforce of physicians since 1990. There were 34,000 physicians registered in the Iraqi Medical Association in 1990, and only 16,000 physicians were registered in 2008 [10]. The local health care infrastructure in Karbala struggles to meet the needs of the local community and is ill-prepared to serve the health needs of the millions of participants in the Arbaeenia MG. Information on the public health in MGs is needed to support the government in planning for Arbaenia; however, there have been few formal studies conducted on MGs in Iraq [11]. Adequate preparedness plans are essential for handling medical emergencies during the Arbaeenia MG to prevent causalities and harm to population health.

Objectives

This study aimed to describe the temporary health care facilities installed and run by the local community and provide health care services to the Arbaeenia MG attendees in Karbala, Iraq, as a first step for mapping available resources.

Methods

A cross-sectional survey was conducted from December 5, 2014, to December 14, 2014, to describe the health care services provided by the local community to participants in the Arbaeenia MG in Karbala, Iraq. Najaf and Karbala are neighboring governorates, and the distance between Najaf City (capital of Najaf governorate) and Karbala city (capital of Karbala governorate) is 80 km; 22 km are within the boundaries of Karbala governorate. All community-based health care facilities located along these 22 km within Karbala boundaries were chosen in this study. These health care facilities belonged to civil society organizations called Mawakeb Committees. They offered participants voluntary free-of-charge services such as food and bed as well as basic primary health care services. These facilities were visited and examined after the consent was obtained as part of the study.

Data Collection Tool

A structured questionnaire was used to collect information on the facilities, staff profile, type of services provided, and inventory of medical equipment and supplies. Data were collected by 5 trained data collectors, and information was collected through interviews with the health workers and observations. The questionnaire was pilot tested before the study was implemented.

Through the questionnaire and observation, information was collected on the health care facilities including licensure status given by the MOH, type of building, type of service offered (dispensing medicine, dressing and suturing wounds and injuries, blood pressure and blood sugar measurements, minor operations, and others), documentation and access to ambulance and mobile clinic services, and availability of clean running water.

In addition, the availability and expiration dates of drugs were recorded. Information on the number of doses and duration of antibiotics dispensed was collected, and their expiration dates were verified. Data collectors also obtained information on the health care facility staff, including age, gender, education, and occupation. Health care workers were asked to indicate the type of medical services they offered to the MG participants. Health care workers were also asked if the facility provided services to MG participants on 4 commonly expected illnesses: respiratory diseases, chronic diseases, injuries, and musculoskeletal disorders.

Information was collected on infection control measures and if these measures were used on all event days, including medical waste management; personal protection measures such as washing hands with soap or using alcohol and wearing...
disposable gloves, face masks, and goggles; and environmental sanitation. An inventory of medical equipment was also conducted.

Statistical Analysis
The data were entered and analyzed in Epi Info 7 developed by US Centers for Diseases Control and Prevention, Atlanta, Georgia. We estimated the mean age and average score of medical services, drugs, infection control measures, medical services, and medical equipment, in addition to the percentage distribution of health care facility attributes, primary health care services offered by the facilities, availability of drugs, and the sociodemographics of the health workers. We calculated the distribution of the primary health care services by category of health workers, available drugs, available medical equipment, and infection control materials by licensure status of the health care facility. Fisher exact test was used to compare the percentages. A $P$ value of less than .05 was considered statistically significant.

Results
There were 120 health care facilities along the 22 km, toward Karbala from Najaf, that were included in the study. Only 18 (15.0%, 18/120) health care facilities were concrete buildings, whereas the majority (85.0%, 102/120) were tents or caravans. Moreover, 18 facilities (15.0%, 18/120) had MOH licenses, and 87 (72.5%, 87/120) had an identifiable health care facility signage. Presence of mobile clinic or ambulance services in proximity of the surveyed facilities was found only in less than 40% of the outlets.

Sociodemographic Characteristics
A total of 659 health care workers staffed these health care facilities, 164 (24.9%) for the licensed and 495 (75.1%) for the unlicensed health care facilities. Of the total health care workers, 293 (44.5%, 293/659) were health care professionals. The mean age of the health care workers was 37 years (range: 15-85 years), 84.9% were male (560/659), and 52.5% (349/659) had postsecondary education. Of the 164 health workers staffing the licensed facilities, 101 (61.6%) were health care professionals, compared with 192 (38.8%) professional health care workers in the unlicensed facilities (Table 1).

<table>
<thead>
<tr>
<th>Sociodemographic variables</th>
<th>Workers at the facilities</th>
<th>Total (N=659), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Licensed facility (N=164), n (%)</td>
<td>Unlicensed facility (N=495), n (%)</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>132 (80.5)</td>
<td>428 (86.5)</td>
</tr>
<tr>
<td>Female</td>
<td>32 (19.5)</td>
<td>67 (13.5)</td>
</tr>
<tr>
<td>Educational level</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Illiterate</td>
<td>3 (1.8)</td>
<td>20 (4.0)</td>
</tr>
<tr>
<td>Primary</td>
<td>4 (2.4)</td>
<td>68 (13.7)</td>
</tr>
<tr>
<td>Secondary</td>
<td>47 (28.7)</td>
<td>166 (33.5)</td>
</tr>
<tr>
<td>Postsecondary</td>
<td>110 (67.1)</td>
<td>241 (48.7)</td>
</tr>
<tr>
<td>Occupation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physician-pharmacist</td>
<td>8 (4.9)</td>
<td>33 (6.7)</td>
</tr>
<tr>
<td>Other health professionals</td>
<td>93 (56.7)</td>
<td>159 (32.1)</td>
</tr>
<tr>
<td>Nonhealth staff</td>
<td>63 (38.4)</td>
<td>303 (61.2)</td>
</tr>
</tbody>
</table>

Diseases Categories
Around 97% of health facilities (116/120) provided services for musculoskeletal disorders, 55.8% (67/120) provided services for gastrointestinal disorders, 23.3% (28/120) for respiratory disorders, 28.3% (34/120) for noncommunicable diseases and 16.7% (20/120) for injuries.

Provided Health Services
Health care workers provided some medical services to the participants of the Arbaeenia MG en route to Karbala (Table 2), which included dispensing drugs (21.87%, 370/1692%), dressing and stitching wounds and injuries (18.85%, 319/1692), measuring blood pressure/blood sugar (20.69%, 350/1692), and providing injections (16.67%, 282/1692). The majority of these medical services were provided by paramedical health workers (257%), and 81.3% (301/371) of massaging services were provided by nonhealth care workers (Table 2).
Table 2. Distribution of provided medical services by type of personnel working at the community-based healthcare facilities during Arbaeenia mass gathering in Karbala, Iraq, 2014.

<table>
<thead>
<tr>
<th>Medical services</th>
<th>Type of personnel working at community-based healthcare facilities</th>
<th>Total responses (n=1692), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Physician-pharmacist, n (%)</td>
<td>Other health care professionals, n (%)</td>
</tr>
<tr>
<td>Dispensing drugs</td>
<td>40 (10.8)</td>
<td>212 (57.3)</td>
</tr>
<tr>
<td>Dressing or stitching</td>
<td>30 (9.4)</td>
<td>203 (63.6)</td>
</tr>
<tr>
<td>Measuring blood pressure or blood sugar</td>
<td>31 (8.9)</td>
<td>212 (60.6)</td>
</tr>
<tr>
<td>Injections</td>
<td>14 (5.0)</td>
<td>197 (69.9)</td>
</tr>
<tr>
<td>Providing massage</td>
<td>2 (0.5)</td>
<td>68 (18.3)</td>
</tr>
</tbody>
</table>

Available Medications

In terms of drug availability, analgesics, antispasmodic, antidiarrhea, antibiotics, and ointments (antibiotics, antiallergy, and others) were available in more than 90% of the health care facilities (Table 3). The antihypertensive drugs, oral hypoglycemic medicines, and cough syrups were available in less than 60% of the health care facilities. None of the drugs were expired. There was a wide disparity between the licensed and unlicensed facilities in the availability of all 10 drugs, 39% and 6%, respectively. On a scale of 0-10, the average number of drugs available in the health care facility was 7.3 (73%).

According to the inventory of medical equipment, 72.5% (87/120) of the facilities had a sphygmomanometer, 69.2% (83/120) had a glucometer, and 63.3% (76/120) had a stethoscope (Table 3). Less than 45% of the facilities had the remaining medical equipment: thermometer, tongue depressor, and torch. On a scale of 10, the average number of equipment available in the facility was 5 (50%). The average number varied by the type of facility, 7.4 (74%, 7.4/10) for licensed and 4.6 (46%) for unlicensed facilities.

Table 3. Types of drugs and medical equipment available at the community-based health care facilities during Arbaeenia mass gathering in Karbala, Iraq, 2014.

<table>
<thead>
<tr>
<th>Drugs and medical equipment</th>
<th>Type of facility</th>
<th>Total (N=120), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Licensed (N=18), n (%)</td>
<td>Not licensed (N=102), n (%)</td>
</tr>
<tr>
<td>Drugs</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Analgesics</td>
<td>18 (100)</td>
<td>102 (100.0)</td>
</tr>
<tr>
<td>Antispasmodics</td>
<td>18 (100)</td>
<td>90 (88.2)</td>
</tr>
<tr>
<td>Antiemetic</td>
<td>15 (83)</td>
<td>79 (77.5)</td>
</tr>
<tr>
<td>Antidiarrheal</td>
<td>17 (94)</td>
<td>91 (89.2)</td>
</tr>
<tr>
<td>Antihypertensive</td>
<td>12 (67)</td>
<td>56 (54.9)</td>
</tr>
<tr>
<td>Oral hypoglycemic</td>
<td>12 (67)</td>
<td>59 (57.8)</td>
</tr>
<tr>
<td>Antibiotics</td>
<td>16 (89)</td>
<td>96 (94.1)</td>
</tr>
<tr>
<td>Ointments</td>
<td>18 (100)</td>
<td>94 (92.2)</td>
</tr>
<tr>
<td>Cough syrup</td>
<td>14 (78)</td>
<td>56 (54.9)</td>
</tr>
<tr>
<td>Oral rehydration salt</td>
<td>8 (44)</td>
<td>8 (7.8)</td>
</tr>
<tr>
<td>Medical equipment</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stethoscope</td>
<td>16 (89)</td>
<td>60 (58.8)</td>
</tr>
<tr>
<td>Thermometer</td>
<td>10 (56)</td>
<td>43 (42.2)</td>
</tr>
<tr>
<td>Sphygmomanometer</td>
<td>17 (94)</td>
<td>70 (68.6)</td>
</tr>
<tr>
<td>Glucometer</td>
<td>15 (83)</td>
<td>68 (66.7)</td>
</tr>
<tr>
<td>Light source</td>
<td>11 (61)</td>
<td>23 (22.6)</td>
</tr>
<tr>
<td>Tongue depressor</td>
<td>11 (61)</td>
<td>18 (17.7)</td>
</tr>
</tbody>
</table>

Infection control practices

Table 4 shows the infection control practices in the health care facilities. Washing hands with soap and using antiseptic materials were practices observed by all facilities (100.0%, 120/120). Percentage availability and observed differences of the other 9 tracer elements were found to be much higher at licensed facilities and statistically significant, except for using...
disposable gloves and syringes and presence of a surgical set. Apart from facilities that only dispensing drugs, 90.5% (95/105) of remaining facilities used disposable syringes, 79.0% (83/105) used disposable latex gloves, 44.8% (47/105) used alcohol swabs for cleaning hands, and 41.9% (44/105) had surgical sets. The remaining infection control measures—medical waste disposal box, environmental disinfectants, facemask, and medical coat—were practiced in less than 22% of the facilities (Table 4). Only 5% of the facilities practiced all the infection control measures, 18% for the licensed and 2% for the unlicensed facilities. The average score of the infection control practices was 5.1 on a scale of 10 (51%), 7.8 (78%) for licensed and 4.6 (46%) for unlicensed facilities.

### Table 4. Availability of infection control measures at the community-based health care facilities during Arbaeenia mass gathering in Karbala, Iraq, 2014.

<table>
<thead>
<tr>
<th>Infection prevention control measures</th>
<th>Type of facility</th>
<th>Not licensed (N=88), n (%)</th>
<th>Total (N=105), n (%)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Washing hands with soap</td>
<td>Licensed (N=17), n (%)</td>
<td>88 (100)</td>
<td>105 (100.0)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Alcohol-based hand rub</td>
<td>Licensed (N=17), n (%)</td>
<td>30 (34)</td>
<td>47 (44.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Wear disposable latex gloves</td>
<td>Licensed (N=17), n (%)</td>
<td>67 (76)</td>
<td>83 (79.0)</td>
<td>.08</td>
</tr>
<tr>
<td>Use disposable syringes</td>
<td>Licensed (N=17), n (%)</td>
<td>79 (90)</td>
<td>95 (90.5)</td>
<td>.49</td>
</tr>
<tr>
<td>Safety box—medical waste</td>
<td>Licensed (N=17), n (%)</td>
<td>10 (11)</td>
<td>19 (18.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Receptacle with cover</td>
<td>Licensed (N=17), n (%)</td>
<td>20 (23)</td>
<td>33 (31.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Use environmental disinfectants</td>
<td>Licensed (N=17), n (%)</td>
<td>8 (9)</td>
<td>16 (15.2)</td>
<td>.001</td>
</tr>
<tr>
<td>Use antiseptic materials</td>
<td>Licensed (N=17), n (%)</td>
<td>88 (100)</td>
<td>105 (100.0)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Presence of a surgical set</td>
<td>Licensed (N=17), n (%)</td>
<td>33 (38)</td>
<td>44 (41.9)</td>
<td>.03</td>
</tr>
<tr>
<td>Wear face masks</td>
<td>Licensed (N=17), n (%)</td>
<td>9 (10)</td>
<td>19 (18.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Wear a medical coat</td>
<td>Licensed (N=17), n (%)</td>
<td>10 (11)</td>
<td>22 (21.0)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(^a\)Clinics that provide only drug dispensing were excluded from the analysis.

### Discussion

#### Principal Findings

This study shows that the participants in the Arbaeenia MG had access to some form of health care services through facilities on the route to Karbala. The area covered by the study constituted one-fourth of the distance of the road from Najaf to Karbala, which is considered the main road taken by most of the participants, especially those from southern provinces and who come through the Najaf airport, whereas the remaining three-fourths of the road had a similar distribution to the distance covered by the study. Hence, approximately 460 facilities could be available to serve the 14 million visitors with a facility to population ratio of 1:30,000 [12]. This ratio is below the ratio of primary health care units to population in Iraq (ie, 1:10,000) [13]. Other studies indicate a similar facility-population ratio, that is, 7.4:100,000 [14]. Using a similar assumption as above, the expected number of health care workers available to serve the visits could be approximately 2400, with a health worker to population ratio of approximately 1:6000. Limiting the total expected health workers to expected health professionals of 1065, the adjusted health worker to population would be 1:13,000. This is comparable with the ratio of professional health workers to population in Iraq, that is, 1:15,000. These estimates show that participants in the MG had similar access to health care workers as the general population. The health care facility to population ratio for the visitors is worse than that offered to the Iraq population [15].

The MG participants received limited medical emergency services from the health workers in the health care facilities, including injury management and dispensing drugs. Only one-tenth of the facilities had all the commonly used drugs for the situation. These drugs treat gastrointestinal, respiratory, and common chronic diseases such as hypertension and diabetes, which are common among the participants in Arbaeenia. Similarly, pain killers, antibiotics, and ointments used for multiple illnesses are needed when addressing the health needs of large masses that are at risk of respiratory infections and musculoskeletal pains because of walking long distances [16]; however, 32% of those who dispensed drugs were nonhealth care staff (Table 2), and this malpractice was reported in the Middle East countries [17-19], Saudi Arabia [20], and even in developed countries [21-25]. One-third and one-tenth of the Iraq population aged 25 years and older have hypertension and diabetes, respectively, and drugs to control the 2 diseases were available in almost three-fifths of the facilities [15]. Medical equipment for measuring blood pressure and blood sugar was also available in three-fourth of the health care facilities. For handling medical emergencies, only two-fifths of the facilities had access to mobile clinics and ambulance services for transporting patients to appropriate hospitals, which may not be adequate.

The facilities practiced infection control measures for individual protection, environmental sanitation, and disposing medical waste. However, only one-fifth of the facilities practiced all the identified infection control measures to protect individuals and environment and for proper disposal of medical wastes. The
licensed facilities are relatively better than nonlicensed facilities in this area (Table 4). All facilities should practice all the infection control measures required to control the spread of infections and prevent hazards from the environmental and medical wastes. Medical waste disposal should follow special procedures developed by WHO [3,26]; however, less than one-fifth of the health facilities visited had a safe box for disposing medical wastes, which constituted one-half of the licensed facilities. Overall, there were weak medical waste disposal practices and infection control measures. The health facilities can be fertile grounds for spreading infectious diseases to the participants in the Arbaeenia MG and potentially within the region and at a global level.

MGs require well-planned health care services that are executed effectively, including outpatient care services for minor illnesses, care for medical emergencies, and access to ambulance services and designated hospitals for referrals. The temporary health care services for the MG participants traveling to Karbala were set up by local communities without guidance from the MOH. Thus, facility staffing, supply of drugs and medical equipment, and other necessary materials such as infection control materials were established without necessary compliance with MOH standards. The risk of mass causalities is high, and the government should develop an assessment and response preparedness plan that engages the temporary health clinics for future MGs to prevent causalities and health risks. As the event occurs every year, medical education for physicians and other paramedics should include management of medical problems related to MGs.

Limitations
The main limitation is difficulty in conducting the study among 80 km distances from Najaf to Karbala; therefore, the study was conducted by taking a convenience sample that covered only one-fourth of the distance of the road.

This is the first assessment of community-based health care facilities and resources serving the Arbaeenia MG participants traveling to Karbala. Further assessment of the adequacy, quality, appropriateness, and preparedness to respond to mass causalities is needed.
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Abstract

Background: Arbaeenia is the largest religious mass gathering organized annually in Karbala city, Iraq, and is attended by 8-14 million people. Outbreaks of communicable diseases are a significant risk due to overcrowding and potential food and water contamination. Syndromic surveillance is often used for rapid detection and response to disease outbreaks.

Objective: This study was conducted to identify the main communicable diseases syndromes among pilgrims during the Arbaeenia mass gathering in Wassit governorate, Iraq, in 2014.

Methods: This cross-sectional study was conducted in the 40 mobile clinics established within Wassit governorates along the road to Karbala during the Arbaeenia mass gathering. Six communicable disease syndromes were selected: acute watery diarrhea, bloody diarrhea, fever and cough, vomiting with or without diarrhea, fever and bleeding tendency, and fever and rash. A simple questionnaire was used to directly gather basic demographics and the syndromic diagnosis from the attendees.

Results: A total of 87,865 patients attended the clinics during the 10-day period, with an average of 219 patients/clinic/day. Approximately 5% (3999) of the attendees had communicable diseases syndromes: of these, 1693 (42%) had fever and cough, 1144 (29%) had acute diarrhea, 1062 (27%) presented with vomiting with or without diarrhea, 100 (2%) had bloody diarrhea. The distribution of the syndromes did not vary by age or gender. Stool specimen cultures for Vibrio cholerae performed for 120 patients with acute diarrhea were all negative.

Conclusions: Syndromic surveillance was useful in determining the main communicable diseases encountered during the mass gathering. Expansion of this surveillance to other governorates and the use of mobile technology can help in timely detection and response to communicable disease outbreaks.
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Introduction

Mass gatherings are defined as preplanned public events that are held for a limited time period and attended by more than 25,000 people. Mass gatherings can be festivals, religious activities, sporting events, concerts, political rallies, or other events. The duration of the event could range from several hours to several days [1].
Mass gatherings create favorable conditions for infectious disease transmission [2]. Participants in mass gatherings are at risk of infection, with the potential to transmit diseases to their local communities after returning from the event. Mass gatherings may also exacerbate noncommunicable disease conditions, which may lead to emergencies and hospital admissions [3]. Infectious disease outbreaks are common during mass gatherings [4-6]. Severe respiratory infections are major causes of hospitalizations during mass gatherings such as Hajj [7-10]. National surveillance systems are often incapable of monitoring the public health threats from mass gatherings [11]. Although mass gatherings pose challenges to health care systems worldwide [12], they provide an opportunity to strengthen both emergency and routine surveillance and response systems, which can benefit countries long after the event [13].

Several religious mass gatherings occur on an annual basis in Iraq, drawing up to 10 million pilgrims at a time. The mass gathering known as “Arbaeenia” is one of the largest annual mass gatherings in the world, during which individuals may walk up to 600 km through Iraqi governorates to visit the Imam Hussein’s shrine in Karbala to commemorate the 40th day after his martyrdom [14].

The use of appropriate surveillance systems ensures timely information management for effective planning and response to infectious diseases threats during the pilgrimage [15]. The influx of people places a strain on existing surveillance and response systems, and due to the media and political attention generated by mass gatherings, the adverse consequences of any negative health event may be greatly magnified [13].

As part of the health services delivered to pilgrims, Iraq’s Ministry of Health set up mobile clinics along the main roads leading to Karbala to provide ambulatory health services to the pilgrims. Public health surveillance during mass gatherings is essential to detect and respond to disease epidemics that could have pandemic potential, in a timely manner. Syndromic surveillance makes preliminary clinical information available in a much more timely manner and avoids a potentially lengthy delay required for definitive, laboratory-confirmed diagnoses.

Currently, the routine national surveillance system for the main communicable diseases in Iraq is not implemented in the temporary mobile clinics during mass gatherings events, as these clinics are more concerned with provision of basic curative services. To fill the gap in disease surveillance in these clinics, we introduced the syndromic surveillance that covers a spectrum of communicable diseases of concern to the national public health system during mass gatherings.

The objective of this study was to identify the main communicable disease syndromes reported among mass gathering attendees who seek care from the mobile clinics in Wassit governorate during the Arbaeenia mass gathering event. Information obtained from this study is expected to enhance future planning of mass gathering events and develop an effective surveillance system for the mass gatherings.

### Methods

We conducted this cross-sectional study during the Arbaeenia mass gathering that occurred on December 1-10, 2014, in Wassit governorate, Iraq. Wassit governorate is located in the middle of Iraq. Kut city is the center of the governorate, 180 km south of the capital Baghdad. The area of Wassit governorate is 17,012 km², and the population is 1,240,930 people.

The study was conducted in the 40 mobile clinics that were set up in Wassit governorate along the 140-km road from the southern borders of Wassit, with Misan governorate to the northern borders along Babylon governorate. Throughout the country, these mobile clinics are established during the mass gathering event and provided only ambulatory curative services to the pilgrims. Only a small proportion of these clinics are run by medical doctors.

In this study, a basic communicable disease surveillance system was started in these 40 clinics after obtaining official approval from Iraq’s Ministry of Health. Six communicable disease syndromes were selected: acute watery diarrhea, bloody diarrhea, fever and cough, vomiting with or without diarrhea, fever and bleeding tendency, and fever and rash.

A short form was developed to gather data from all patients who attended these mobile clinics and presented with any of the six syndromes. The form included the age (classified only in two categories: <5 years and >5 years), sex, the total number of patients attending the mobile clinic, and the diagnosis of communicable diseases classified into the six syndromes listed above. The information in the form was recorded in the mobile clinic’s registry book. All the health workers working in these clinics received a short training by the communicable disease surveillance officers in Wassit governorate on how to fill the form and call the surveillance officers when needed, based on the guidelines of the Iraq Communicable Diseases Control Centre.

Data entry and analysis were performed using Epi Info 7 software (Centers for Disease Control and Prevention, Atlanta, Georgia). Frequency distribution of different communicable disease syndromes and their distribution by age, sex, and days of data collection was performed.

### Results

A total of 87,865 patients attended the mobile clinics in the 10-day period when the pilgrims walked through Wassit governorate on their way to Karbala city. The number of average daily attendees was 8786 patients, with 219 patients/clinic/day. There were 3999 patients with different communicable disease syndromes, constituting 4.6% of the total patients who attended the mobile clinics. Table 1 shows the number and proportion of patients who attended the clinic for the selected communicable disease syndromes.

Approximately 2% (1693/87,865) of the pilgrims attended the clinics for fever and cough, 1.3% (n=1144) attended for acute diarrhea, and 0.11% (100/87,865) attended for bloody diarrhea. During the 10 days of observation, none of the attendees to the...
mobile clinics presented with fever and rash or fever and bleeding syndromes. Moreover, 120 (10.5%) stool samples were randomly collected from patients with acute diarrhea for culture of *Vibrio cholerae*, all of which tested negative.

Fever and cough constituted the major proportion of communicable diseases presented at the mobile clinics (1693/3999, 42.3%), followed by acute diarrhea (1144/3999, 28.6%), vomiting with or without diarrhea (1062/3999, 26.6%), and bloody diarrhea (100/3999, 2.5%).

The reported syndromes were almost similarly distributed between the two age groups and both sexes, except acute diarrhea, where 61% (699/1144) of the cases were reported among attendees aged >5 years (Table 2).

The time distribution of the four syndromes is displayed in Figure 1. The highest proportion of the four syndromes was reported on the second day. Apart from the small increase in the proportion of fever and cough and vomiting on the eighth day and acute diarrhea on the ninth day, there was a gradual decrease over the study days.

Table 1. Distribution of communicable disease syndromes among mobile clinics attendees during the Arbaeenia mass gathering in Wasit, Iraq, in 2014 (N=87,865).

<table>
<thead>
<tr>
<th>Communicable disease syndrome</th>
<th>Total mobile clinic attendees, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fever and cough</td>
<td>1693 (1.93)</td>
</tr>
<tr>
<td>Acute diarrhea</td>
<td>1144 (1.30)</td>
</tr>
<tr>
<td>Vomiting with or without diarrhea</td>
<td>1062 (1.21)</td>
</tr>
<tr>
<td>Bloody diarrhea</td>
<td>100 (0.11)</td>
</tr>
<tr>
<td>Fever and rash</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Fever and bleeding</td>
<td>0 (0.0)</td>
</tr>
</tbody>
</table>

Table 2. Distribution of syndromes by sex and age groups at the Arbaeenia mass gathering in Wasit, Iraq, in 2014.

<table>
<thead>
<tr>
<th>Syndrome</th>
<th>Gender</th>
<th>Age group</th>
<th>Total, n</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Male, n (%)</td>
<td>Female, n (%)</td>
<td>&gt;5 years, n (%)</td>
</tr>
<tr>
<td>Fever and cough</td>
<td>804 (47.5)</td>
<td>889 (52.5)</td>
<td>802 (47.4)</td>
</tr>
<tr>
<td>Acute diarrhea</td>
<td>550 (48.1)</td>
<td>594 (51.9)</td>
<td>699 (61.1)</td>
</tr>
<tr>
<td>Vomiting with or without diarrhea</td>
<td>502 (47.3)</td>
<td>560 (52.7)</td>
<td>502 (47.3)</td>
</tr>
<tr>
<td>Bloody diarrhea</td>
<td>55 (55.0)</td>
<td>45 (45.0)</td>
<td>52 (52.0)</td>
</tr>
<tr>
<td>Total</td>
<td>1911 (47.8)</td>
<td>2088 (52.2)</td>
<td>2055 (51.4)</td>
</tr>
</tbody>
</table>

Figure 1. Distribution of the patients with reported communicable diseases syndromes over the 10-day study period in the Arbaeenia mass gathering in Wasit, Iraq, in 2014.
Discussion

Despite the increasing number of people attending the Arbaeenia mass gathering, the preventive health services, particularly surveillance, of important diseases that harbor the risk of mortality and potential spread is far beyond that expected for this important mass gathering. This is the first study that highlighted an attempt to initiate communicable disease surveillance during this mass gathering using the syndromic approach. Syndromic surveillance was used in mass gatherings besides its use to detect outbreaks such as the H1N1 influenza pandemic [16,17].

The study focused on six important communicable disease syndromes, considering the country’s common disease context. The findings of the study highlighted the importance of syndromes of respiratory and gastrointestinal infections. Although these infections were expected, considering the exposure of the mass gathering attendees to the crowded and unhygienic environments, which create favorable conditions for transmission of respiratory and food borne diseases, the proportion of the attendees with these syndrome was less than that expected.

Apart from the Early Warning, Alert and Response Network surveillance system that uses the syndromic approach and is implemented in a number of camps for the internally displaced people in northern Iraq, the national surveillance system for communicable diseases in Iraq reported diseases rather than syndromes. This reduced the value of comparing our findings to the national figures of communicable disease surveillance.

Fever and cough syndrome is caused by many pathogens that are transmitted mainly from person to person through the respiratory tract, and it was the leading reported syndrome in this study. The Arbaeenia mass gathering in the year of the study took place during the wintertime, which could explain the high proportion of respiratory syndrome in the study.

Many pathogens including bacterial, parasitic, or viral pathogens can lead to acute diarrhea; the most dangerous pathogen of interest during mass gatherings is V. cholerae. Fortunately, all collected stool samples tested negative for V. cholerae. In a previous study conducted in the country, Escherichia coli and Salmonella species were the predominant causes of acute diarrhea [18]. Acute diarrhea and vomiting in the mass gathering could be related to an unhygienic environment of serving foods and drinks. All foods and drinks served to the pilgrims are freely provided by the local people, but they are all unlicensed by the health authorities, with minimal monitoring and auditing. In general, acute diarrhea diseases affected young children more than older adults; we found that the number of affected individuals aged>5 years was higher than that of children aged<5 years. Besides the narrow grouping of ages into only <5 years and >5 years, we did not have a denominator, and the mass gathering clinics only reported incident cases of these syndromes.

Fever and rash syndrome, which might indicate measles or rubella, were not reported in this study. This finding coincided with the fact that southern Iraq was free of measles and rubella in 2014. There were also no cases of fever and bleeding syndrome. In Iraq, the most common cause of hemorrhagic fever is the tick-borne Crimean-Congo hemorrhagic fever, a few cases of which are reported annually. The winter season does not support transmission of this disease.

The observed peak of the four syndromes on the second day of surveillance that immediately followed a very low proportion on the first day is more likely due to overattendance after launching the clinics rather than a coincident outbreak of the four syndromes together. The investigation performed later by the surveillance officers did not reveal any clustering of cases in particular mobile clinics.

We can conclude that the syndromic surveillance of communicable diseases, installed during mass gatherings can provide timely data on important communicable disease of concern to public health officials, which, in turn, can help in timely response. It is also useful in determining the main communicable disease syndromes and their profile. This can help in developing preparedness plans for the coming mass gatherings. Iraq’s Ministry of Health should to expand this surveillance to other governorates involved in the mass gathering event and upgrade it by using mobile technology that can help in having detailed data on different diseases and injuries and ensure a timely response.

The study has some limitations. The population at risk for communicable disease syndromes was not known; thus, the rates of syndromes could not be estimated. The age group>5 years clubs together people of a wide age range with varied risk, which limits the comparison of syndromes by age. Since this study was limited to Wasit governorate and 40 mobile clinics, it is difficult to generalize the results to all mobile clinics in the country that provided basic medical services to the Arbaeenia mass gathering attendees.
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Abstract

Background: Millions of pilgrims attend Arbaeenia mass gathering (MG) in Iraq each year. Thousands of individuals work voluntarily at temporary rest areas (locally called Mawakib), distributed in most of Iraq governorates, to provide food and other services to the MG attendees. The potential for improper handling of food at Mawakib increases the risk of waterborne and foodborne diseases.

Objective: This study was aimed to assess the knowledge, attitude, and practices (KAP) of food handlers in Mawakibs in Baghdad city during Arbaeenia MG.

Methods: A random sample of 100 Mawakibs was selected in Baghdad, 50 from the eastern side (Rusafa) and 50 from the western side (Kerkh), and five food handlers were randomly selected from each Mawakib. A questionnaire was used to collect demographic data and KAP for food safety and personal hygiene. The questionnaire included 25 questions addressing knowledge, 10 addressing attitudes, and 14 addressing practices of the food handlers with respect to food safety and personal hygiene. Questions on knowledge and attitudes were answered through direct interview with the food handlers, whereas the questions on practices were answered through direct observation while handling or serving the food. SPSS version 20 (IBM SPSS Statistics 20) was used for data analysis and describing proportions.

Results: There was a varied knowledge of food safety practices among the individuals interviewed. On a scale of 3, the overall average score for both the attitude and practices for food safety and personal hygiene was 2, which corresponds to fair attitude and practices. The attitudes varied significantly by location, age group, and education, whereas the practices varied by location, age groups, employment, and previous experiences.

Conclusions: The food handlers had unsatisfactory attitudes and practices toward food handling and personal hygiene. Their participation in food handling at Mawakib carries a potential risk of spreading foodborne and waterborne diseases. All individuals intending to serve in Mawakib as food handlers should be licensed from the Ministry of Health after completing a formal training in food safety and personal hygiene.

(JMIR Public Health Surveill 2019;5(4):e10922) doi:10.2196/10922
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Introduction

Background
Mass gatherings (MGs) are defined as the congregation of as few as 1000 individuals to upwards of 25,000 in a specific location for a designated period [1]. Such occurrences put a strain on the local resources, such as food, drinks, accommodation, and health care, and can pose a health risk to the population. Infectious diseases, such as foodborne and waterborne diseases, are considered a major public health concern during MGs, along with road traffic accidents, other injuries, and terrorism [2]. However, limited data are available on foodborne and waterborne disease outbreaks during MGs, largely because of poor health surveillance systems and limited research on population health during MGs.

Poor food safety and personal hygiene are the main risk factors for foodborne and waterborne illnesses; food handlers play an important role with regard to these risk factors [3]. Contaminated hands are vehicles for enteric virus transmissions, and food preparation and handling affect the safety of the food served [4]. In Iraq, religious MGs occur throughout the year, mainly in Karbala, Najaf, and Baghdad. Arbaeenia is the largest religious MG that annually convenes in Karbala, where more than 10 million people, mainly from Iraq, visit Imam Hussein’s shrine in Karbala. Attendees walk hundreds of kilometers for many days to reach Karbala city.

Faith-based organizations and the general public are the main providers of water, food, shelter, accommodation, and, to a certain extent, health services in rest areas for pilgrims, locally called Mawakibs. Most of the individuals preparing and serving food are not certified food handlers, and Mawakibs are not regularly inspected by health authorities. The number of Mawakibs providing different services during the MGs has greatly increased over the last few years [5].

Objectives
The objective of this study was to assess the knowledge, attitude, and practices (KAP) of Mawakib food handlers with respect to food safety and personal hygiene during the Arbaeenia MG in Baghdad, Iraq, 2014.

Methods

Study Design
To assess the KAP of Mawakib food handlers with respect to food safety and hygiene, we conducted this cross-sectional study in Baghdad during the Arbaeenia MG, December 5 to December 9, 2014. A simple random sample of 100 Mawakibs was selected from a list, which included the names and locations of these Mawakibs; 50 from Rusafa (eastern side of Baghdad) and 50 from Kerkh (western side of Baghdad). A total of 5 food handlers were selected from each Mawakib to participate in the study. Overall, 8 surveyors were trained to collect the data. The study was approved by the research committee of Iraq’s Ministry of Health. The Mawakibs were selected after obtaining a list of all the Mawakibs and assigning them a sequential number to draw a random sample according to the calculated sample size.

Questionnaire
A questionnaire was used to collect data on the 3 domains of KAP. The questionnaire also collected data on sociodemographics and previous experience in food handling. Previous experience was defined as any former serving or food handling during similar events and MGs. The questionnaire was translated from English into Arabic (local dialect) and translated back to English to ensure accurate translation.

The questionnaire had 49 questions in total. Overall, 25 questions addressed the knowledge of food safety and personal hygiene. Furthermore, 10 questions addressed the attitudes toward food safety and personal hygiene habits while handling and serving food. A total of 14 questions addressed the practices of food handlers on food safety and hygiene when serving food to the visitors of the Mawakib during Arbaeenia MG. The knowledge and attitude sections of the questionnaire were completed through face-to-face interview, during which the data collectors verbally asked the questions to the study participants and then recorded their answers. The practices section of the questionnaire was completed by the data collectors based on their observations of the food handling practices.

The knowledge section of the questionnaire required yes or no responses. The practices and attitude sections required a response of always, sometimes, rarely, or never refused. We assigned a score of 3 to always, a score of 2 to sometimes, a score of 1 to rarely, and 0 to never. However, refused and missing responses were excluded from the analysis.

Data Analysis
Data were coded and entered into Epi Info 7 (CDC's Epi Info 7) and SPSS version 20 (IBM Corp, Armonk, NY, USA) was used for data analysis. The percentage of food handlers who correctly answered the questions was calculated in the knowledge domain. For the questions on attitude and practices, the average scores were calculated for the responses to each question, in addition to the overall average score. The attitude and practices sections were categorized into poor, fair, and good, corresponding to the average scores of <1.5, 1.5 to 2.4, and 2.5 to 3, respectively.

The percentage of respondents with poor, fair, or good attitudes and practices was estimated by sociodemographics. Chi-square tests and Fisher exact tests were used to test the association between KAP and sociodemographics. A P value of less than .05 was considered statistically significant.

Results

Food Handlers’ Characteristics
A total of 504 food handlers were interviewed. One data collector interviewed 6 instead of 5 food handlers in 4 Mawakibs. The food handlers were predominately male, in total 498 (98.8%, 498/504). The average age of the food handlers was 37 (SD 12) years. Furthermore, 50.4% (254/504) had secondary or postsecondary education. Only 3.2% (16/504) were basically full-time food handlers (Table 1).
Table 1. Distribution of the food handlers during Arbaeenia mass gathering in Baghdad, Iraq, by sociodemographic characteristics and previous experience in food handling (N=504).

<table>
<thead>
<tr>
<th>Sociodemographic characteristics</th>
<th>Statistics, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>6 (1.2)</td>
</tr>
<tr>
<td>Male</td>
<td>498 (98.8)</td>
</tr>
<tr>
<td><strong>Location</strong></td>
<td></td>
</tr>
<tr>
<td>Karkh</td>
<td>252 (50.0)</td>
</tr>
<tr>
<td>Rusafa</td>
<td>252 (50.0)</td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
</tr>
<tr>
<td>Illiterate</td>
<td>58 (11.5)</td>
</tr>
<tr>
<td>Presecondary</td>
<td>192 (38.1)</td>
</tr>
<tr>
<td>Secondary</td>
<td>161 (31.9)</td>
</tr>
<tr>
<td>Postsecondary</td>
<td>93 (18.5)</td>
</tr>
<tr>
<td><strong>Employment</strong></td>
<td></td>
</tr>
<tr>
<td>Full-time food handler</td>
<td>16 (3.2)</td>
</tr>
<tr>
<td>Unemployed or retired</td>
<td>14 (2.8)</td>
</tr>
<tr>
<td>Full-time employee</td>
<td>131 (25.9)</td>
</tr>
<tr>
<td>Student</td>
<td>62 (12.3)</td>
</tr>
<tr>
<td>Day laborer</td>
<td>281 (55.8)</td>
</tr>
<tr>
<td><strong>Previous experience in food handling</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>143 (28.4)</td>
</tr>
<tr>
<td>Yes</td>
<td>361 (71.6)</td>
</tr>
</tbody>
</table>

**Knowledge**

The percentage of food handlers who correctly answered questions related to food safety and personal hygiene ranged from 8% to 100%. Poor knowledge was mainly related to storing food using ice baths, contaminating food with watches and rings that were worn, and food poisoning from eating perishables left out (Table 2).

Knowledge scores of the study participants were categorized into 3 categories: poor, fair, and good. The results of this score categorization and the statistical association with background variables are shown in Table 3. Knowledge of food handlers about food safety and personal hygiene was significantly associated with location ($P=.001$) and job ($P=.04$); full time employees had the best knowledge scores.
Table 2. Responses to questions on knowledge by the study participants (N=504).

<table>
<thead>
<tr>
<th>Number</th>
<th>Knowledge items</th>
<th>Correct answer, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>It is OK to mix raw meat with processed ones.</td>
<td>41 (8.1)</td>
</tr>
<tr>
<td>2</td>
<td>Consumption of food in any container can be delayed.</td>
<td>44 (8.7)</td>
</tr>
<tr>
<td>3</td>
<td>Ice baths—used as cooling systems—are not safe to store food for a prolonged time.</td>
<td>167 (33.5)</td>
</tr>
<tr>
<td>4</td>
<td>Wearing rings and watch can contaminate food.</td>
<td>396 (78.6)</td>
</tr>
<tr>
<td>5</td>
<td>Eating perishables left out for more than 2 hours at room temperature can lead to food poisoning.</td>
<td>396 (78.7)</td>
</tr>
<tr>
<td>6</td>
<td>Multiple food tastings from the same dish can contaminate the dish with contagious microbes.</td>
<td>403 (80.3)</td>
</tr>
<tr>
<td>7</td>
<td>Multiple people drinking from the same cup can contaminate the cup with contagious microbes.</td>
<td>407 (82.9)</td>
</tr>
<tr>
<td>8</td>
<td>Certain ways of handling food can cause food poisoning and encourage the growth of bacteria, viruses, and parasites</td>
<td>426 (84.7)</td>
</tr>
<tr>
<td>9</td>
<td>It is essential for food handlers to have a dry storage unit.</td>
<td>422 (85.3)</td>
</tr>
<tr>
<td>10</td>
<td>Food handler with a cold can contribute to the spread of diseases while handling food.</td>
<td>431 (85.7)</td>
</tr>
<tr>
<td>11</td>
<td>Infected wound can increase the risk of food poisoning while handling food.</td>
<td>448 (88.9)</td>
</tr>
<tr>
<td>12</td>
<td>Food handler with a fever can contribute to the spread of diseases while handling food.</td>
<td>452 (89.7)</td>
</tr>
<tr>
<td>13</td>
<td>Open sores can contribute to the spread of diseases while handling food.</td>
<td>462 (91.7)</td>
</tr>
<tr>
<td>14</td>
<td>Vaccination is important to prevent the spread of diseases.</td>
<td>466 (93.3)</td>
</tr>
<tr>
<td>15</td>
<td>Washing body frequently is important.</td>
<td>469 (94.6)</td>
</tr>
<tr>
<td>16</td>
<td>Smoking is a bad practice while handling food at Mawakibs.</td>
<td>481 (95.6)</td>
</tr>
<tr>
<td>17</td>
<td>Food handlers should avoid preparing food if they are suffering from vomiting.</td>
<td>487 (96.6)</td>
</tr>
<tr>
<td>18</td>
<td>Proper food covering can help prevent contamination.</td>
<td>488 (96.8)</td>
</tr>
<tr>
<td>19</td>
<td>Food handlers should avoid preparing food if they are suffering from diarrhea.</td>
<td>493 (97.8)</td>
</tr>
<tr>
<td>20</td>
<td>Food preparation must be done using clean equipment.</td>
<td>493 (97.8)</td>
</tr>
<tr>
<td>21</td>
<td>Tidying hair and trimming finger nails contribute to your health positively.</td>
<td>494 (98.0)</td>
</tr>
<tr>
<td>22</td>
<td>It is a good practice to use disposal utensils when serving food.</td>
<td>495 (98.2)</td>
</tr>
<tr>
<td>23</td>
<td>The cooking equipment should be washed immediately after use.</td>
<td>496 (98.6)</td>
</tr>
<tr>
<td>24</td>
<td>Washing hands should be a frequent practice.</td>
<td>501 (99.4)</td>
</tr>
<tr>
<td>25</td>
<td>Food preparation must be done using potable water.</td>
<td>503 (99.8)</td>
</tr>
</tbody>
</table>
Table 3. Distribution of study participants by knowledge levels and background variables.

<table>
<thead>
<tr>
<th>Background variables</th>
<th>Knowledge levels</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Poor, n (%)</td>
<td>Fair, n (%)</td>
<td>Good, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Location</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Karkh (N=252)</td>
<td>2 (0.8)</td>
<td>30 (11.9)</td>
<td>220 (87.3)</td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td>Rusafa (N=252)</td>
<td>24 (9.5)</td>
<td>117 (46.4)</td>
<td>111 (44.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age group (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.22</td>
</tr>
<tr>
<td>&lt;20 (N=30)</td>
<td>3 (10)</td>
<td>13 (43)</td>
<td>14 (47)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20-39 (N=275)</td>
<td>15 (5.5)</td>
<td>71 (25.8)</td>
<td>189 (68.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>40-59 (N=181)</td>
<td>7 (3.9)</td>
<td>56 (30.9)</td>
<td>118 (65.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥60 (N=18)</td>
<td>1 (6)</td>
<td>7 (39)</td>
<td>10 (56)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education level</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.57</td>
</tr>
<tr>
<td>Illiterate (N=58)</td>
<td>2 (3)</td>
<td>21 (36)</td>
<td>35 (60)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subsecondary (N=192)</td>
<td>13 (6.8)</td>
<td>55 (28.6)</td>
<td>124 (64.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secondary (N=161)</td>
<td>9 (5.6)</td>
<td>43 (26.7)</td>
<td>109 (67.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Higher education (N=93)</td>
<td>11 (12)</td>
<td>16 (17)</td>
<td>76 (82)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Job</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.04</td>
</tr>
<tr>
<td>Full-time food handler (N=16)</td>
<td>1 (6)</td>
<td>8 (50)</td>
<td>7 (44)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unemployed/retired (N=14)</td>
<td>0 (0)</td>
<td>4 (29)</td>
<td>10 (71)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time employee (N=131)</td>
<td>3 (2.3)</td>
<td>18 (13.7)</td>
<td>110 (83.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Student (N=62)</td>
<td>4 (6)</td>
<td>16 (26)</td>
<td>42 (68)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Day laborer (N=281)</td>
<td>8 (2.8)</td>
<td>52 (18.5)</td>
<td>221 (78.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Previous experience</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.09</td>
</tr>
<tr>
<td>No (N=143)</td>
<td>7 (4.9)</td>
<td>32 (22.4)</td>
<td>104 (72.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes (N=361)</td>
<td>19 (5.3)</td>
<td>115 (31.9)</td>
<td>227 (62.9)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Attitude

On a 3-point scale, the overall average score of the questions on attitude was 2. A total of 6 questions had an average score of 2, and 4 questions had 3. The distribution of responses to attitude questions is shown in Table 4.

The overall attitude of food handlers toward food safety and personal hygiene while handling and serving food was scored as fair.

Attitude scores of the study participants were categorized into 3 categories: poor, fair, and good. The results of this score categorization and the statistical association with background variables are shown in Table 5. Attitude scores were significantly associated with location (better in Kerkh; \(P=.001\)), age \((P=.01)\), education \((P=.008)\), and previous experience with food handling \((P=.03)\).
### Table 4. Distribution of responses to questions on attitude.

<table>
<thead>
<tr>
<th>Number</th>
<th>Attitude items</th>
<th>Always, n (%)</th>
<th>Sometimes, n (%)</th>
<th>Rarely, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Staying home instead of going to Mawakib to serve food when having vomiting</td>
<td>373 (74.0)</td>
<td>81 (16.1)</td>
<td>50 (9.9)</td>
</tr>
<tr>
<td>2</td>
<td>Staying home instead of going to Mawakib to serve food when having diarrhea</td>
<td>373 (74.0)</td>
<td>81 (16.1)</td>
<td>50 (9.9)</td>
</tr>
<tr>
<td>3</td>
<td>Staying home instead of going to Mawakib to serve food when having open sores</td>
<td>383 (76.0)</td>
<td>66 (13.1)</td>
<td>55 (10.9)</td>
</tr>
<tr>
<td>4</td>
<td>Not wearing rings and watch during food handling</td>
<td>373 (74.0)</td>
<td>96 (19.1)</td>
<td>35 (6.9)</td>
</tr>
<tr>
<td>5</td>
<td>Staying home instead of going to Mawakib to serve food when having an infected wound</td>
<td>393 (78.0)</td>
<td>61 (12.1)</td>
<td>50 (9.9)</td>
</tr>
<tr>
<td>6</td>
<td>Staying home instead of going to Mawakib to serve food when having a cold</td>
<td>403 (80.0)</td>
<td>61 (12.1)</td>
<td>40 (7.9)</td>
</tr>
<tr>
<td>7</td>
<td>Encourage food handlers to get vaccinated</td>
<td>428 (84.9)</td>
<td>45 (8.9)</td>
<td>31 (6.2)</td>
</tr>
<tr>
<td>8</td>
<td>Tidying hair and trimming finger nails</td>
<td>423 (83.9)</td>
<td>76 (15.1)</td>
<td>5 (1.0)</td>
</tr>
<tr>
<td>9</td>
<td>Washing body</td>
<td>443 (87.9)</td>
<td>55 (10.9)</td>
<td>6 (1.2)</td>
</tr>
<tr>
<td>10</td>
<td>Washing hands as necessary</td>
<td>454 (90.1)</td>
<td>45 (8.9)</td>
<td>5 (1.0)</td>
</tr>
</tbody>
</table>

### Table 5. Distribution of the study participants by attitude levels and background variables.

<table>
<thead>
<tr>
<th>Background variable</th>
<th>Attitude levels</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Poor, n (%)</td>
<td>Fair, n (%)</td>
</tr>
<tr>
<td>Location</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kerkh (N=252)</td>
<td>66 (26.2)</td>
<td>100 (39.7)</td>
</tr>
<tr>
<td>Rusafa (N=252)</td>
<td>112 (44.4)</td>
<td>103 (40.9)</td>
</tr>
<tr>
<td>Age group (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;20 (N=30)</td>
<td>13 (43)</td>
<td>10 (33)</td>
</tr>
<tr>
<td>20-39 (N=275)</td>
<td>77 (28.0)</td>
<td>122 (44.4)</td>
</tr>
<tr>
<td>40-59 (N=181)</td>
<td>82 (45.3)</td>
<td>64 (35.4)</td>
</tr>
<tr>
<td>≥60 (N=18)</td>
<td>6 (33)</td>
<td>7 (39)</td>
</tr>
<tr>
<td>Education level</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Illiterate (N=58)</td>
<td>15 (26)</td>
<td>19 (33)</td>
</tr>
<tr>
<td>Subsecondary (N=192)</td>
<td>77 (40.1)</td>
<td>83 (43.2)</td>
</tr>
<tr>
<td>Secondary (N=161)</td>
<td>58 (36.0)</td>
<td>60 (37.3)</td>
</tr>
<tr>
<td>Higher education (N=93)</td>
<td>28 (30)</td>
<td>41 (44)</td>
</tr>
<tr>
<td>Job</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time food handler (N=16)</td>
<td>2 (13)</td>
<td>11 (69)</td>
</tr>
<tr>
<td>Unemployed or retired (N=14)</td>
<td>8 (57)</td>
<td>6 (43)</td>
</tr>
<tr>
<td>Full-time employed (N=131)</td>
<td>45 (34.4)</td>
<td>53 (40.5)</td>
</tr>
<tr>
<td>Student (N=62)</td>
<td>24 (39)</td>
<td>26 (42)</td>
</tr>
<tr>
<td>Day laborer (N=281)</td>
<td>99 (35.2)</td>
<td>107 (38.1)</td>
</tr>
<tr>
<td>Previous experience</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No (N=143)</td>
<td>59 (41.3)</td>
<td>60 (41.9)</td>
</tr>
<tr>
<td>Yes (N=361)</td>
<td>119 (32.9)</td>
<td>143 (39.6)</td>
</tr>
</tbody>
</table>
Practices

The overall average score for responses on practices for food safety and personal hygiene was 2; the average score of 7 of the questions was 2 and the remaining 7 averaged a score of 3 (Table 6). The overall practice of food handlers was therefore fair.

Practice scores of the study participants were categorized into 3 categories: poor, fair, and good. The results of this score categorization and the statistical association with background variables are shown in Table 7. The practice scores were significantly associated with the location (better in Kerkh; \( P=0.001 \)) and previous experience with food handling (\( P=0.001 \)).

Table 6. The distribution of responses to questions on practices.

<table>
<thead>
<tr>
<th>Number</th>
<th>Practice items</th>
<th>Always, n (%)</th>
<th>Sometimes, n (%)</th>
<th>Rarely, n (%)</th>
<th>No response, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Not serving food for visitors, which has been kept in containers for a long time</td>
<td>359 (71.2)</td>
<td>55 (10.9)</td>
<td>30 (6.0)</td>
<td>60 (11.9)</td>
</tr>
<tr>
<td>2</td>
<td>Not using ice baths as a cooling system to store food for a prolonged time</td>
<td>277 (55.0)</td>
<td>76 (15.0)</td>
<td>10 (2.0)</td>
<td>141 (28.0)</td>
</tr>
<tr>
<td>3</td>
<td>Using dry storage unit to store food</td>
<td>418 (83.0)</td>
<td>40 (7.9)</td>
<td>15 (3.0)</td>
<td>81 (16.1)</td>
</tr>
<tr>
<td>4</td>
<td>Not allowing multiple visitors to taste food from the same dish</td>
<td>328 (65.0)</td>
<td>35 (6.9)</td>
<td>10 (2.0)</td>
<td>131 (26.0)</td>
</tr>
<tr>
<td>5</td>
<td>Not allowing multiple visitors to drink from the same cup</td>
<td>328 (65.0)</td>
<td>30 (6.0)</td>
<td>10 (2.0)</td>
<td>136 (27.0)</td>
</tr>
<tr>
<td>6</td>
<td>Not smoking while handling food at Mawakib</td>
<td>333 (66.0)</td>
<td>35 (7)</td>
<td>5 (1)</td>
<td>131 (26)</td>
</tr>
<tr>
<td>7</td>
<td>Not reheating the food more than once before serving it</td>
<td>337 (67.0)</td>
<td>30 (6.9)</td>
<td>45 (8.9)</td>
<td>91 (18.1)</td>
</tr>
<tr>
<td>8</td>
<td>Using disposal units to serve food for visitors</td>
<td>343 (68.0)</td>
<td>25 (5.0)</td>
<td>5 (1.0)</td>
<td>131 (26.0)</td>
</tr>
<tr>
<td>9</td>
<td>Not serving perishables left out for more than 2 hours at room temperature for visitors</td>
<td>338 (67.0)</td>
<td>35 (6.9)</td>
<td>5 (1.0)</td>
<td>126 (25.0)</td>
</tr>
<tr>
<td>10</td>
<td>Washing cooking equipment immediately after use</td>
<td>358 (71.0)</td>
<td>10 (2.0)</td>
<td>5 (1.0)</td>
<td>131 (26.0)</td>
</tr>
<tr>
<td>11</td>
<td>Covering food properly to prevent contamination</td>
<td>358 (71.0)</td>
<td>10 (2.0)</td>
<td>5 (1.0)</td>
<td>131 (26.0)</td>
</tr>
<tr>
<td>12</td>
<td>Preparing food using potable water</td>
<td>358 (71)</td>
<td>15 (3.0)</td>
<td>2 (0.4)</td>
<td>129 (25.6)</td>
</tr>
<tr>
<td>13</td>
<td>Separating raw meat from processed ones</td>
<td>363 (72.0)</td>
<td>10 (2.0)</td>
<td>5 (1.0)</td>
<td>126 (25.0)</td>
</tr>
<tr>
<td>14</td>
<td>Preparing food using clean equipment</td>
<td>368 (73.0)</td>
<td>9 (1.8)</td>
<td>1 (0.2)</td>
<td>126 (25.0)</td>
</tr>
</tbody>
</table>
Table 7. Distribution of the study participants by practice levels and background variables.

<table>
<thead>
<tr>
<th>Background variables</th>
<th>Practice levels</th>
<th></th>
<th></th>
<th></th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Poor, n (%)</td>
<td>Fair, n (%)</td>
<td>Good, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Location</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kerkh (N=252)</td>
<td>58 (23.0)</td>
<td>70 (27.8)</td>
<td>124 (49.2)</td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td>Rusafa (N=252)</td>
<td>119 (47.2)</td>
<td>90 (35.7)</td>
<td>43 (17.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age group (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.08</td>
</tr>
<tr>
<td>&lt;20 (N=30)</td>
<td>13 (43)</td>
<td>8 (27)</td>
<td>9 (30)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20-39 (N=275)</td>
<td>83 (30.2)</td>
<td>88 (32.0)</td>
<td>104 (37.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>40-59 (N=181)</td>
<td>75 (41.4)</td>
<td>60 (33.1)</td>
<td>46 (25.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥60 (N=18)</td>
<td>6 (33)</td>
<td>4 (22)</td>
<td>8 (44)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education level</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.05</td>
</tr>
<tr>
<td>Illiterate (N=58)</td>
<td>16 (28)</td>
<td>20 (34)</td>
<td>22 (38)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subsecondary (N=192)</td>
<td>54 (28.1)</td>
<td>70 (36.5)</td>
<td>68 (35.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secondary (N=161)</td>
<td>65 (40.4)</td>
<td>47 (29.2)</td>
<td>49 (30.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Higher education (N=93)</td>
<td>42 (45)</td>
<td>23 (25)</td>
<td>28 (30)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Job</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.06</td>
</tr>
<tr>
<td>Full-time food handler (N=16)</td>
<td>3 (19)</td>
<td>8 (50)</td>
<td>5 (31)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unemployed or retired (N=14)</td>
<td>6 (43)</td>
<td>6 (43)</td>
<td>2 (14)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time employed (N=131)</td>
<td>38 (29.0)</td>
<td>40 (30.5)</td>
<td>53 (40.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Student (N=62)</td>
<td>31 (50)</td>
<td>15 (24)</td>
<td>16 (26)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Day laborer (N=281)</td>
<td>99 (35.2)</td>
<td>91 (32.4)</td>
<td>91 (32.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Previous experience</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.001</td>
</tr>
<tr>
<td>No (N=143)</td>
<td>33 (23.1)</td>
<td>43 (30.1)</td>
<td>67 (46.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes (N=361)</td>
<td>134 (39.9)</td>
<td>117 (32.4)</td>
<td>100 (27.7)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

The study shows that the food handlers serving Arbaeenia MG attendees had satisfactory knowledge, fair attitudes, and fair practices with respect to food safety and personal hygiene. According to sociodemographics, the attitudes and practices of the food handlers varied.

Correct knowledge regarding food safety and personal hygiene varied among the food handlers. A lack of knowledge on food safety measures, such as proper preparation and storage, carries the risk for potential events of foodborne diseases. Similar findings of lack of knowledge were present in previously conducted KAP studies of food handlers [6,7]. Mawakib food handlers are volunteers and not all the handlers reported prior experience in food handling, which may explain a lack of knowledge in food safety and personal hygiene. Variation in knowledge may be because of the lack of training and information, as reported in similar studies [8,9].

The findings on the attitudes of the food handlers toward food safety and personal hygiene habits were similar to the findings on the practices. Attitudes have an impact on practices, as observed in other KAP studies [10]. Attitudes and practices varied significantly according to location and age, which suggests that attitudes may have shaped the observed practices of the food handlers. The results of this study indicated that the lowest education level (illiterate) had a higher percentage of food handlers with good attitudes toward food safety and personal hygiene than all other education levels. In the domain of practices, food handlers with secondary education had the highest percentage of good practices. These findings suggest that there is no strong correlation between the education level and the attitudes and practices of food handlers; similar findings in previous studies suggest that education level does not influence food safety and personal hygiene [11].

Conclusions

We can conclude that in spite of satisfactory knowledge, the current attitudes and practices of food handlers are not satisfactory; a finding that makes their participation in provision of food for MG attendees in Mawakib a noticeable risk. Iraq’s Ministry of Health is requested to make rigorous standards and licensure mandatory for all individuals intending to serve in Mawakib as food handlers. They have to complete a formal training in food safety and personal hygiene.

The results of this study cannot be generalized on all Mawakibs throughout the country as the study was conducted in only 1
city. Hence, one of the recommendations to the Ministry of Health is to conduct a large-scale survey in all cities affected with the MGs and serving of food to have clear guidance on food safety and the needed regulations.
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Abstract

Background: Millions of Iraqi pilgrims travel annually from the southern governorates to Karbala and pass through Thiqar, Muthana, and Diwania Governorates to join the Arbaeenia mass gathering event. During this event, participants are at high risk for diseases and death and stifle local health care resources. In addition, the mass gathering causes considerable burden on health facilities in the hosting localities.

Objective: This study aims to estimate the disease burden on health facilities caused by the pilgrims passing through Thiqar, Muthana, and Diwania Governorates en route to Karbala in Iraq.

Methods: This cross-sectional study was conducted on all health facilities in three governorates (Thiqar, Muthana, and Diwania) situated along the southern way to Karbala from Basra. The study started on December 11, 2014, and ended on December 24, 2014. The morbidity and mortality were collected from surveillance logbooks and death registers. Drug purchase data were obtained from the personnel in charge of the pharmacies. The study period was divided into three phases on the basis of the timing of the mass gathering event: pre-event, the event, and postevent.

Results: There were 884,834 incidents reported during the study. The majority of incidents were reported during the event phase (95%) and were attended mostly at mobile clinics (77%). The average daily incidents during the pre-event, event, and postevent phases were 4300, 56,040, and 4548 incidents, respectively. Musculoskeletal disorders were the most common illness reported (55%). The average number of daily deaths was 43, 36, and 45 during the pre-event, event, and postevent, respectively, and these values did not differ significantly. Cardiovascular diseases (43.5%), injuries (29.8%), and respiratory illnesses (12%) were the leading causes of deaths. Approximately US $1.3 million was spent on drug purchases during this mass gathering in the three governorates.

Conclusions: The Arbaeenia mass gathering causes a tremendous disease and economic burden on governorates that pilgrims pass through to attend this mass gathering in Karbala. Although Iraq’s Ministry of Health is aware of the high burden of this mass gathering on the health facilities in these governorates, more work is needed to ensure quality services during the event.

(JMIR Public Health Surveill 2019;5(4):e10917) doi:10.2196/10917
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Introduction

The World Health Organization defines mass gatherings as “events attended by a sufficient number of people to strain the planning and response resources of a community, state or nation” [1,2]. Mass gatherings are one of the most significant items on the global health security agenda [3] and can occur spontaneously without previous alerts, such as political rallies, protests, or planned gatherings. They can be either periodic at different localities like the Olympics and World Soccer Cup or repeated events at the same place like the Hajj in Saudi Arabia, which is one of the largest mass gathering worldwide [4].

Studies on mass gatherings have concluded that the event type, duration, attendance, weather, mood, density, and other factors determine the medical services needed. Mass gatherings are a challenge to public health authorities and pose a significant burden for the preparedness and response to potential mass causalities and disease outbreaks [5]. Besides the risk of acquiring different infectious diseases, mass gathering attendees are at an increased risk for injuries that range from mild muscle cramps to severe injuries and exacerbation of pre-existing noncommunicable disease conditions that can be fatal [6-8].

Many religious mass gathering events take place in Iraq annually, mainly in Karbala, Najaf, and Baghdad [9]. The Arbaeenia mass gathering attracts millions of local and international Shiite Muslim pilgrims [10]. Around 3 million pilgrims travel on foot from Basra, Thiqar, Muthana, Diwania, and Babel Governorates to Karbala to join the Arbaeenia mass gathering event [11]. The distance from Basra to Karbala is about 600 km and passes through four governorates (Figure 1).

Methods

We conducted this cross-sectional study on all health facilities including major referral hospitals, primary health care centers and units, faith-based health outlets, government mobile clinics, forensic units, and drugstores located along the road from Basra to Karbala. The selected facilities were limited to three governorates: Thiqar, Muthana, and Diwania. The surface area of Thiqar, Muthana, and Diwaniya governorates is 12,900, 19,980, and 8153 km², respectively, and their population is 2.8, 0.87, and 1.25 million, respectively. The study started on December 11, 2014, and ended on December 24, 2014. In Iraq, this is wintertime, and the weather, in general, is cold and dry with occasional rains. The data were collected in three phases: before the mass gathering event (pre-event), during the mass gathering event (event), and after the mass gathering event (postevent). The duration of data collection for the pre-event, event, and postevent phases was 5 days, 15 days, and 5 days, respectively.
The available surveillance system data were used for the study. Data were collected on health events from seven disease categories—cardiovascular, respiratory, musculoskeletal, gastrointestinal tract, central nervous system (including headache), injuries, and other disorders—were abstracted from surveillance logbooks and forms on a daily basis by using predesigned forms. Deaths from the seven disease categories were abstracted from death registers and coroner offices. Cost data on purchases of antibiotics, analgesics, antihistamines, antispasmodic, cough syrups, ointments, and others during the event phase were collected through direct interviews with the personnel in charge of the pharmacies in these facilities.

We used Epi Info 7 software (Centers for Disease Control and Prevention, Atlanta Georgia) for data entry and analysis. Data were entered daily and cleaned and edited before analysis. We calculated the means, frequencies, and percentages of disease categories and drug expenditures by study phase: pre-event, event, and postevent. The Chi-square test was used to test significant associations among categorical variables at \( P < .05 \), and the Fisher exact test was used when the Chi-square test was not applicable.

### Results

There were 884,834 health incidents attended to at the selected health facilities in the three selected governorates during the study period. The majority were addressed in Diwania governorate health facilities (54.8%), and around 22% and 23% were addressed in the health facilities of Thiqar and Muthana Governorates, respectively. The majority (95%) attended the health facilities during the mass gathering event; 2%, in the pre-event; and 3%, in the postevent (Table 1). Musculoskeletal disorders were the most common disorder reported (55.2%), and injuries were the least commonly reported (3%). Cardiovascular disorders, gastrointestinal illnesses, and respiratory disease illnesses accounted for approximately 9% of the reported diseases (Table 1). The majority of the diseases (77%) were served at mobile clinics and 4.3% were served at hospitals. The disease categories varied significantly among the pre-event, event, and postevent periods (\( P < .001 \)).

### Table 1. Distribution of attendees to health facilities by disease categories, governorate, type of health facilities, and event phases.

<table>
<thead>
<tr>
<th>Factors</th>
<th>Pre-event, n (%)</th>
<th>Event, n (%)</th>
<th>Postevent, n (%)</th>
<th>Total, n (%)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disease category</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Cardiovascular disorders</td>
<td>3246 (15.1)</td>
<td>73,479 (8.7)</td>
<td>3670 (16.1)</td>
<td>80,395 (9.1)</td>
<td></td>
</tr>
<tr>
<td>Central nervous system disorder</td>
<td>1453 (6.8)</td>
<td>33,083 (3.9)</td>
<td>786 (3.5)</td>
<td>35,322 (4.0)</td>
<td></td>
</tr>
<tr>
<td>Gastrointestinal disorder</td>
<td>3143 (14.6)</td>
<td>72,773 (8.7)</td>
<td>2723 (12.0)</td>
<td>78,639 (8.9)</td>
<td></td>
</tr>
<tr>
<td>Injuries</td>
<td>645 (3.0)</td>
<td>23,392 (2.8)</td>
<td>2145 (9.4)</td>
<td>26,182 (3.0)</td>
<td></td>
</tr>
<tr>
<td>Musculoskeletal</td>
<td>4793 (22.3)</td>
<td>478,929 (57.0)</td>
<td>4583 (20.2)</td>
<td>488,305 (55.2)</td>
<td></td>
</tr>
<tr>
<td>Respiratory disorders</td>
<td>4344 (20.2)</td>
<td>64,575 (7.7)</td>
<td>5919 (26.0)</td>
<td>74,838 (8.5)</td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>3876 (18.0)</td>
<td>94,362 (11.2)</td>
<td>2915 (12.8)</td>
<td>101,153 (11.4)</td>
<td></td>
</tr>
<tr>
<td>Governorate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Thiqar</td>
<td>11,180 (52.0)</td>
<td>178,206 (21.2)</td>
<td>7732 (34.0)</td>
<td>197,117 (22.3)</td>
<td></td>
</tr>
<tr>
<td>Muthana</td>
<td>4300 (20.0)</td>
<td>194,177 (23.1)</td>
<td>4071 (17.9)</td>
<td>202,548 (22.9)</td>
<td></td>
</tr>
<tr>
<td>Diwania</td>
<td>6020 (28.0)</td>
<td>468,210 (55.7)</td>
<td>10,938 (48.1)</td>
<td>485,169 (54.8)</td>
<td></td>
</tr>
<tr>
<td>Type of health facility</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mobile clinic or unit</td>
<td>0 (0.0)</td>
<td>682,562 (81.2)</td>
<td>0 (0.0)</td>
<td>682,562 (77.1)</td>
<td></td>
</tr>
<tr>
<td>Public health centers</td>
<td>17,683 (82.2)</td>
<td>129,086 (15.4)</td>
<td>17,090 (75.2)</td>
<td>163,859 (18.5)</td>
<td></td>
</tr>
<tr>
<td>Public hospital</td>
<td>3817 (17.8)</td>
<td>28,945 (3.4)</td>
<td>5651 (24.8)</td>
<td>38,413 (4.3)</td>
<td></td>
</tr>
<tr>
<td>Total number of incidents</td>
<td>21,500 (2.4)</td>
<td>840,593 (95.0)</td>
<td>22,741 (2.6)</td>
<td>884,834 (100.0)</td>
<td></td>
</tr>
</tbody>
</table>

The daily average of events attended in the health facilities increased by 13 times during the mass gathering event compared to pre-event, of which musculoskeletal disorders showed the highest increase (33 times) followed by injuries (12 times). The average daily attendance varied among the pre-event, event, and postevent periods in disease categories (\( P = .001 \); Table 2).
Table 2. Average daily incidents attended by disease categories, governorates, type of health facilities, and event phase.

<table>
<thead>
<tr>
<th>Factors</th>
<th>Pre-event, n (%)</th>
<th>Event, n (%)</th>
<th>Postevent, n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Disease category</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cardiovascular disorders</td>
<td>649 (15.1)</td>
<td>4899 (8.7)</td>
<td>734 (16.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Central nervous system disorder</td>
<td>291 (6.8)</td>
<td>2206 (3.9)</td>
<td>157 (3.5)</td>
<td></td>
</tr>
<tr>
<td>Gastrointestinal disorder</td>
<td>629 (14.6)</td>
<td>4852 (8.7)</td>
<td>545 (12.0)</td>
<td></td>
</tr>
<tr>
<td>Injuries</td>
<td>129 (3.0)</td>
<td>1559 (2.8)</td>
<td>429 (9.4)</td>
<td></td>
</tr>
<tr>
<td>Musculoskeletal</td>
<td>959 (22.3)</td>
<td>31,929 (57.0)</td>
<td>917 (20.2)</td>
<td></td>
</tr>
<tr>
<td>Respiratory disorders</td>
<td>869 (20.2)</td>
<td>4305 (7.7)</td>
<td>1184 (26.0)</td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>775 (18.0)</td>
<td>6291 (11.2)</td>
<td>583 (12.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Governorates</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Muthana</td>
<td>2,236 (52.0)</td>
<td>11,880 (21.2)</td>
<td>1546 (34.0)</td>
<td></td>
</tr>
<tr>
<td>Thiqar</td>
<td>860 (20.0)</td>
<td>12,945 (23.1)</td>
<td>814 (17.9)</td>
<td></td>
</tr>
<tr>
<td>Diwania</td>
<td>1204 (28.0)</td>
<td>31,214 (55.7)</td>
<td>2188 (48.1)</td>
<td></td>
</tr>
<tr>
<td><strong>Type health facility</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mobile clinic or unit</td>
<td>0 (0.0)</td>
<td>45,784 (81.7)</td>
<td>0 (0.0)</td>
<td></td>
</tr>
<tr>
<td>Public health center</td>
<td>1806 (42.0)</td>
<td>6501 (11.6)</td>
<td>3130 (68.8)</td>
<td></td>
</tr>
<tr>
<td>Public hospital</td>
<td>2494 (58.0)</td>
<td>3755 (6.7)</td>
<td>1418 (31.2)</td>
<td></td>
</tr>
<tr>
<td>Total daily average incidents</td>
<td>4300 (100.0)</td>
<td>56,040 (100.0)</td>
<td>4548 (100.0)</td>
<td></td>
</tr>
</tbody>
</table>

During the study period, 975 deaths were reported: 210 pre-event, 540 during the event, and 225 postevent. Cardiovascular diseases, injuries, and respiratory illnesses were the leading causes of death (43.5%, 29.8%, and 12%, respectively; Table 3). The average number of daily deaths in the pre-event phase was 43; 36 deaths were reported during the event, and 45 deaths were reported in the postevent phase. The number of daily average deaths did not vary between the pre-event, event, and postevent periods according to the disease categories.

Table 3. Distribution of average daily deaths by cause of death and event phase.

<table>
<thead>
<tr>
<th>Disease category</th>
<th>Pre-event, n (%)</th>
<th>Event, n (%)</th>
<th>Postevent, n (%)</th>
<th>Total, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cardiovascular disorders</td>
<td>19 (35.6)</td>
<td>17 (31.0)</td>
<td>18 (33.3)</td>
<td>54 (43.5)</td>
</tr>
<tr>
<td>Central nervous system disorder</td>
<td>2 (42.3)</td>
<td>1 (19.2)</td>
<td>2 (38.5)</td>
<td>5 (4.0)</td>
</tr>
<tr>
<td>Gastrointestinal disorder</td>
<td>0 (0.0)</td>
<td>1 (50.0)</td>
<td>1 (50.0)</td>
<td>2 (1.6)</td>
</tr>
<tr>
<td>Injuries</td>
<td>11 (29.9)</td>
<td>11 (30.4)</td>
<td>15 (39.7)</td>
<td>37 (29.8)</td>
</tr>
<tr>
<td>Musculoskeletal</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Respiratory disorders</td>
<td>6 (37.4)</td>
<td>4 (28.0)</td>
<td>5 (34.8)</td>
<td>15 (12.1)</td>
</tr>
<tr>
<td>Others</td>
<td>4 (37.7)</td>
<td>2 (22.6)</td>
<td>4 (39.6)</td>
<td>11 (8.9)</td>
</tr>
<tr>
<td>Average daily death</td>
<td>42 (34.4)</td>
<td>36 (29.3)</td>
<td>45 (36.3)</td>
<td>124 (100.0)</td>
</tr>
</tbody>
</table>

Around US $1.3 million was spent on drug purchases for the mass gathering attendees during this Arbaeenia mass gathering. The highest amount spent on drug purchases was recorded in Muthana Governorate (US $568,333), and the least spent on drug purchases was in Thiqar (US $243,750) Governorate during this mass gathering. Analgesics and antibiotics were on the top of the cost of drug purchased during this mass gathering (US $315,500 and US $242,500, respectively). The least amount of money spent on purchased drug was for antihistamines (US $95,833; Table 4).
### Discussion

The Arbaeenia mass gathering puts a tremendous onus on local health resources. This study demonstrates the extra burden on the health facilities in the three governorates: Muthana, Thiqar, and Diwania. In the pre-event phase, the health attendance was maximum in Thiqar, lower in Diwaniya, and lowest in Muthana. This is a clear reflection of the total population and hence the total attendees at the health outlets.

During the event and postevent phases, the maximum number of attendees was noted in Diwaniya. As demonstrated in the map, Diwaniya is the center of cumulation of attendees coming from the southern governorates, besides the attendees coming through the second southern route from Wasit and Misan Governorates.

There was a 13-fold increase in the number of health incidents addressed the health facilities during the mass gathering event, but the daily average number of deaths during the mass gathering event did not differ from that of the pre-event. The leading causes of deaths were cardiovascular diseases, injuries, and respiratory diseases. Musculoskeletal ailments and injuries were attributed to the increased burden of health events managed at the clinics and hospitals.

The drug expenses incurred during the event were mostly from analgesics and antibiotics. A study by Chang et al [13] shows findings similar to those of this study. These medications are a suitable treatment for the common ailments experienced by the masses walking to Karbala. The journey to Karbala requires several days of walking, resulting in musculoskeletal pain and injuries, which explain the large amount of money spent on analgesics for controlling muscular pain. In addition, a considerable amount of money was used for purchasing antibiotics that mostly attributed to the frequently reported respiratory infection. Moreover, it is worth mentioning that prescribing antibiotics in Iraq, particularly during such an event, did not follow the standards of antibiotics prescription.

The health service burden during such events falls mainly on mobile clinics, where the cases are managed. This could be due to the high occurrence of minor illnesses during mass gathering as well as the accessibility of mobile clinics to the mass gathering participants. The burden on mobile clinics is consistent with that reported in a study from Australia, which shows that only one-fifth of mass gathering attendees are transferred to the hospital [14].

Intense physical activities during mass gatherings, such as walking long distances, could exacerbate cardiovascular diseases and may lead to sudden death. A study during the Hajj mass gathering indicated that cardiovascular disease is one of the leading causes of deaths [15], which was also observed in this study. Injuries were the least reported events but the second leading cause of death, which may indicate that a substantial portion of injuries were fatal.

We can conclude that the Arbaeenia mass gatherings caused a tremendous disease and economic burden to the governorates that the pilgrims pass through. In spite of the high increase in morbidity, there was no change in the pattern of mortality throughout the study period. In spite of the tremendous work done by Iraq Ministry of Health and faith-based organizations to serve pilgrims during mass gatherings, more work is needed to mitigate the burden on the health facilities in all governorates in charge of serving the pilgrims. This should be considered while developing a preparedness plan for the coming mass gatherings.

The study has certain limitations. The study covered only three governorates, which limits generalization of the study findings to other governorates and to Iraq. In addition, the data do not provide all the calculation of rates of event occurrence. Furthermore, information on health care resources in the three governorates was not available to assess the adequacy to manage the increased disease events. Finally, since most of the health outlets were concerned with provision of ambulatory health services, detailed data on risk factors and diseases were not collected.
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Abstract

Background: Medical residents in Jordanian hospitals are involved in many clinical and nonclinical tasks that expose them to various stress factors. High stress and burnout have the potential to negatively impact work performance and patient care, including medication errors, suboptimal care, clinical errors, and patient dissatisfaction.

Objective: This study aimed to determine the perceived stress among medical residents in Jordanian hospitals and its associated risk factors.

Methods: A cross-sectional study was conducted among residents in Jordanian hospitals. A cluster sample of 5 hospitals with residency programs was selected from different health sectors. All residents who were working in the selected hospitals were invited to participate in this study, during the period from April to July 2017. A total of 555 residents agreed to participate in this study, giving a response rate of 84%. The perceived stress scale (PSS) was used for assessment.

Results: A total of 398 male and 157 female residents were included in this study. The mean PSS score in this study was 21.6; 73% (405/555) of the residents had moderate level of stress, and 18% (100/555) had high level of stress. About 6.7% (37/555) of the residents had hypertension, 2.7% (15/555) had diabetes, 3.2% (18/555) had heart disease, and 8.5% (47/555) were anemic. 233 (42%) respondents complained of back pain, and 161 (29%) of the respondents complained of insomnia. Stress was associated with higher workload, sleep deprivation, and dissatisfaction in the relationship with colleagues, with income, and with the program. In multivariate analysis, the following factors were significantly associated with stress: female gender, dissatisfaction with working environment, and facing work-related, academic, and family stressors.

Conclusions: The majority of medical residents in Jordanian hospitals felt nervous and stressed. Conducting stress management programs during residency and improving the work environment are strongly recommended.
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Introduction

Stress and psychosocial risk factors are considered critical issues in the field of occupational health [1]. Occupational stress is understood as the experience of stress that is caused by factors within the occupation or job. Occupational stress is a rational, physical, and emotional deterioration that is brought about by the dissimilarities between the job requirements and the personal skills, capabilities, and competencies. The impact of stress on the physical and mental health, as well as the productivity of
both the organizations and the employees, is a growing concern of organizations. High stress and burnout have the potential to negatively impact work performance and patient care, including medication errors, suboptimal care, clinical errors, and patient dissatisfaction [2,3]. Many studies have looked into the stress and the burnout levels of medical personnel, and an extremely high level of stress has been observed in hospital nurses, surgeons, general practitioners, and resident doctors [4,5]. Physicians are exposed to many stressors, such as the burden imposed by the expectations of a high degree of professionalism, responsibility for patient well-being, and maintenance of relationships with patients and health workers, as well as concerns about medical errors and malpractice litigation [6]. Studies have demonstrated that up to 76% of residents meet the criteria for burnout and that they have expressed career dissatisfaction, as well as concern that they provide suboptimal patient care [1]. Residents report that the working conditions they are subjected to during residency lead to reduced attention, empathy, concern, and sensitivity, and increased irritability, abruptness, and a tendency to objectify patients [7]. The significance of this study emerges from the fact that the quality of health care can be extremely influenced by the stressed health staff. Residency involves long hours, large numbers of patients, and sleep deprivation [8,9]. When the level of stress exceeds a critical level, it can manifest as distress, resulting in psychological morbidity, impairment, and burnout [10]. This study aimed to assess the level of stress among residents and determine the main leading factors causing stress among resident doctors in Jordanian hospitals.

Methods

Study Design

This cross-sectional study was conducted among medical residents trained in different residency programs in Jordan, during the period from April to July 2017. All residents who were enrolled in different sectors, including public, private, and teaching programs, were eligible to be included in the study. Al-Bashir and Prince Hamza hospitals were selected from the public sector, Islamic hospital and Jordan hospital were selected from the private sector, and King Abdullah University hospital was selected from the teaching health sector. All residents who were working in the selected hospitals were invited to participate in this study. A total of 555 residents agreed to participate in this study, giving a response rate of 84%. The ethical approval was obtained from the Institutional Review Board at the Ministry of Health in Jordan.

Data Collection

A self-administrated questionnaire was used to collect the data. The questionnaire included data on sociodemographic characteristics (age, gender, and marital status), residency characteristics (specialty and year), diseases or symptoms experienced by medical residents in the last year, workload (number of inpatients and outpatients treated per day, sleep duration, and quality), recently faced stressors (work related and nonwork related), and job satisfaction. Perceived stress scale (PSS) was used to assess residents’ perception of stress over the past month [11]. The respondents answered each PSS question on a Likert-type scale (never, almost never, sometimes, fairly often, or very often). We scored the answers to questions 1, 2, 3, 6, 9, and 10 by giving a score of 0 to the “never” answers and 4 to the “very often” responses. Questions 4, 5, 7, and 8 were scored by scoring “never” as 4 and “very often” as 0. The PSS score was calculated by summing up the scores of all the individual questions. Scores ranging from 0 to 13 would be considered low stress, scores ranging from 14 to 26 would be considered moderate stress, and scores ranging from 27 to 40 would be considered high perceived stress, with higher scores indicating higher levels of stress. The PSS had good internal consistency among its items, as indicated by an overall Cornbrash alpha value of .76. The study questionnaire was pilot tested on 30 participants (n=30). Necessary changes on the wording and phrasing of the questions were revised according to the pilot study findings. The face and content validity of the study questionnaire were evaluated by 3 experts.

Statistical Analysis

Data were coded and entered through IBM SPSS, version 20, software. Data were described using percentages and means. Variables were displayed through percentage frequency tables. Comparisons between 2 means and more than 2 means were tested for statistical significance by using an independent t test and a 1-way analysis of variance, respectively. General linear model was used to test the factors associated with stress level in the multivariate analysis. A P value <.05 was considered statistically significant.

Results

Characteristics of the Participants

A total of 398 (71.7%, 398/555) male and 157 (28.3%, 157/555) female residents were included in this study. Table 1 shows their sociodemographic and work characteristics.

The average (SD) age was 30.0 (3.0) years. More than half of the respondents were residents in the fields of surgery, internal medicine, pediatrics, and radiology. A majority of the participants (92%, 511/555) worked night shift, and 95.3% (529/555) dealt with emergency cases. The median number of inpatients and outpatients treated by the residents per day was 15 and 35 patients, respectively. Approximately 78.9% (435/555) of the residents reported that they slept for less than 6 hours per day, and only 21.4% (119/555) of the residents reported feeling refreshed after sleep.

Depending on self-reported data, about 6.7% (37/555) of the residents had hypertension, 2.7% (15/555) had diabetes, 3.2% (18/555) had heart disease, 8.5% (47/555) were anemic, and 7.0% (39/555) had lung or breathing problems. 233 (42%) respondents complained of back pain, 161 (29%) complained of insomnia, 83 (15%) of stomach ulcer, 78 (14%) of gastritis, 67 (12%) of emotional problems, and 50 (9%) colitis.

https://publichealth.jmir.org/2019/4/e14238
Table 1. The sociodemographic and work characteristics of medical residents in Jordanian hospitals (N=555).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Statistics, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>398 (71.7)</td>
</tr>
<tr>
<td>Female</td>
<td>157 (28.3)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;30</td>
<td>267 (51.0)</td>
</tr>
<tr>
<td>≥30</td>
<td>257 (49.0)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>323 (58.2)</td>
</tr>
<tr>
<td>Single</td>
<td>232 (41.8)</td>
</tr>
<tr>
<td><strong>Specialty</strong></td>
<td></td>
</tr>
<tr>
<td>Surgery</td>
<td>110 (19.8)</td>
</tr>
<tr>
<td>Internal medicine</td>
<td>85 (15.3)</td>
</tr>
<tr>
<td>Pediatrics</td>
<td>84 (15.1)</td>
</tr>
<tr>
<td>Radiology</td>
<td>61 (11.0)</td>
</tr>
<tr>
<td>Anesthesia</td>
<td>43 (7.7)</td>
</tr>
<tr>
<td>Obstetrics and gynecology</td>
<td>38 (6.8)</td>
</tr>
<tr>
<td>Orthopedics</td>
<td>35 (6.3)</td>
</tr>
<tr>
<td>Others</td>
<td>99 (17.8)</td>
</tr>
<tr>
<td><strong>Residency year</strong></td>
<td></td>
</tr>
<tr>
<td>First</td>
<td>162 (29.2)</td>
</tr>
<tr>
<td>Second</td>
<td>124 (22.3)</td>
</tr>
<tr>
<td>Third</td>
<td>104 (18.7)</td>
</tr>
<tr>
<td>Fourth</td>
<td>103 (18.6)</td>
</tr>
<tr>
<td>Fifth</td>
<td>62 (11.2)</td>
</tr>
<tr>
<td><strong>Night shift per month</strong></td>
<td></td>
</tr>
<tr>
<td>1-5</td>
<td>133 (24.0)</td>
</tr>
<tr>
<td>&gt;5</td>
<td>378 (68.1)</td>
</tr>
<tr>
<td>Deal with emergency cases</td>
<td>529 (95.3)</td>
</tr>
<tr>
<td><strong>Inpatients treated per day</strong></td>
<td></td>
</tr>
<tr>
<td>≤15</td>
<td>282 (50.1)</td>
</tr>
<tr>
<td>&gt;15</td>
<td>241 (49.9)</td>
</tr>
<tr>
<td><strong>Outpatients treated per day</strong></td>
<td></td>
</tr>
<tr>
<td>≤35</td>
<td>258 (50.1)</td>
</tr>
<tr>
<td>&gt;35</td>
<td>257 (49.9)</td>
</tr>
<tr>
<td><strong>Sleep duration (hours)</strong></td>
<td></td>
</tr>
<tr>
<td>≤5</td>
<td>225 (40.8)</td>
</tr>
<tr>
<td>6</td>
<td>210 (38.1)</td>
</tr>
<tr>
<td>7</td>
<td>80 (14.5)</td>
</tr>
<tr>
<td>≥8</td>
<td>36 (6.5)</td>
</tr>
<tr>
<td>Feeling refreshed after sleep</td>
<td>119 (21.4)</td>
</tr>
</tbody>
</table>
Stressors and Satisfaction

Table 2 shows stressors, job satisfaction, and ideation among the study participants. The most commonly reported stressors included work-related, financial, academic, and family stressors. About 70.0% (388/555) of the participants were satisfied with their relationship with colleagues; 21.1% (117/555) of the participants were satisfied with the training program, whereas 14% (78/555) of the participants were dissatisfied. A total of 15.7% (87/555) of the residents frequently considered changing their specialty, and 23.6% (131/555) had frequent thoughts of quitting the medical profession.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Statistics, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comfortable working environment</td>
<td>86 (15.5)</td>
</tr>
<tr>
<td>Satisfied with income</td>
<td>30 (5.4)</td>
</tr>
<tr>
<td>Facing stressors experienced in the last month</td>
<td></td>
</tr>
<tr>
<td>Work related</td>
<td>479 (86.3)</td>
</tr>
<tr>
<td>Financial</td>
<td>345 (62.2)</td>
</tr>
<tr>
<td>Academic</td>
<td>290 (52.3)</td>
</tr>
<tr>
<td>Family</td>
<td>126 (22.7)</td>
</tr>
<tr>
<td>Alienation</td>
<td>74 (13.3)</td>
</tr>
<tr>
<td>Death</td>
<td>19 (3.4)</td>
</tr>
<tr>
<td>Others</td>
<td>82 (14.8)</td>
</tr>
<tr>
<td>Satisfied with the relationships with colleagues</td>
<td>388 (70.0)</td>
</tr>
<tr>
<td>Satisfied with training program</td>
<td>117 (21.1)</td>
</tr>
<tr>
<td>Thoughts of changing specialty</td>
<td></td>
</tr>
<tr>
<td>Very often</td>
<td>87 (15.7)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>198 (35.7)</td>
</tr>
<tr>
<td>Rarely</td>
<td>104 (18.7)</td>
</tr>
<tr>
<td>Never</td>
<td>166 (29.9)</td>
</tr>
<tr>
<td>Thoughts of quitting</td>
<td></td>
</tr>
<tr>
<td>Very often</td>
<td>131 (23.6)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>205 (36.9)</td>
</tr>
<tr>
<td>Rarely</td>
<td>94 (16.9)</td>
</tr>
<tr>
<td>Never</td>
<td>125 (22.5)</td>
</tr>
</tbody>
</table>

Responses to Perceived Stress Scale

A majority of the medical residents (73%, 405/555) had moderate level of stress, 18% (100/555) of the medical residents had high level of stress, and 9% (50/555) had mild level of stress. Table 3 shows the responses to PSS.

During the last month preceding the survey, 76.2% (423/555) of the residents often (“fairly” or “very”) felt nervous and stressed, 44.8% (249/555) felt upset because of unexpected events, 45.8% (254/555) felt angered by circumstances that were beyond their control, 42.4% (235/555) felt unable to control important things in their life, and 44.1% (245/555) felt that difficulties were piling up, which were too high to overcome. In contrast, 34.7% (193/555) of the residents often felt that things were going their way, 20.5% (114/555) felt that they were on top of things, 19.7% (109/555) had often been able to control irritations in their life, and 15.4% (85/555) often felt confident in their ability to handle personal problems.
Table 3. Medical residents’ responses to perceived stress scale in Jordanian hospitals.

<table>
<thead>
<tr>
<th>Perceived stress scale items</th>
<th>Never, n (%)</th>
<th>Almost never, n (%)</th>
<th>Sometimes, n (%)</th>
<th>Fairly often, n (%)</th>
<th>Very often, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>In the last month, how often have you been upset because of something that happened unexpectedly?</td>
<td>41 (7.4)</td>
<td>63 (11.4)</td>
<td>202 (36.4)</td>
<td>150 (27.0)</td>
<td>99 (17.8)</td>
</tr>
<tr>
<td>In the last month, how often have you felt that you were unable to control the important things in your life?</td>
<td>44 (7.9)</td>
<td>96 (17.3)</td>
<td>180 (32.4)</td>
<td>147 (26.5)</td>
<td>88 (15.9)</td>
</tr>
<tr>
<td>In the last month, how often have you felt nervous and “stressed?”</td>
<td>8 (1.4)</td>
<td>19 (3.4)</td>
<td>105 (18.9)</td>
<td>197 (35.5)</td>
<td>226 (40.7)</td>
</tr>
<tr>
<td>In the last month, how often have you felt confident about your ability to handle your personal problems?</td>
<td>99 (17.8)</td>
<td>178 (32.1)</td>
<td>193 (34.8)</td>
<td>68 (12.3)</td>
<td>17 (3.1)</td>
</tr>
<tr>
<td>In the last month, how often have you felt that things were going your way?</td>
<td>25 (4.5)</td>
<td>104 (18.7)</td>
<td>233 (42.0)</td>
<td>129 (23.2)</td>
<td>64 (11.5)</td>
</tr>
<tr>
<td>In the last month, how often have you found that you could not cope with all the things that you had to do?</td>
<td>31 (5.6)</td>
<td>107 (19.3)</td>
<td>234 (42.2)</td>
<td>135 (24.3)</td>
<td>48 (8.6)</td>
</tr>
<tr>
<td>In the last month, how often have you been able to control irritations in your life?</td>
<td>66 (11.9)</td>
<td>195 (35.1)</td>
<td>185 (33.3)</td>
<td>82 (14.8)</td>
<td>27 (4.9)</td>
</tr>
<tr>
<td>In the last month, how often have you felt that you were on top of things?</td>
<td>53 (9.5)</td>
<td>179 (32.3)</td>
<td>209 (37.7)</td>
<td>79 (14.2)</td>
<td>35 (6.3)</td>
</tr>
<tr>
<td>In the last month, how often have you been angered because of things that were outside of your control?</td>
<td>22 (4.0)</td>
<td>75 (13.5)</td>
<td>204 (36.8)</td>
<td>171 (30.8)</td>
<td>83 (15.0)</td>
</tr>
<tr>
<td>In the last month, how often have you felt difficulties were piling up so high that you could not overcome them?</td>
<td>19 (3.4)</td>
<td>96 (17.3)</td>
<td>195 (35.1)</td>
<td>164 (29.5)</td>
<td>81 (14.6)</td>
</tr>
</tbody>
</table>

Thoughts of Changing Specialty and Quitting Work According to Stress Level

Figure 1 shows that a quarter of the residents with high level of stress were always thinking of changing specialty, whereas 43% (239/555) of the residents were sometimes thinking of changing specialty. About two-thirds of the residents (361/555, 65%) with low level of stress had never thought of changing specialty. Figure 2 shows that 37% (205/555) of the residents with high level of stress were always thinking of quitting work, whereas two-thirds (350/555, 63%) of the residents with low level of stress had never thought of quitting work.

Figure 1. Percentage of residents who thought of changing specialty according to stress level.
Stress Level and Its Associated Factors

The mean (SD) of the PSS scores was 21.6 (5.8). The average PSS scores, according to sociodemographic and work characteristics and level of satisfaction, are shown in Table 4.

The average PSS score differed significantly according to gender, specialty, night shifts, number of inpatients treated per day, number of outpatients treated per day, satisfaction with working environment, satisfaction with income, satisfaction with the relationships with colleagues, and satisfaction with training program. Table 5 shows the average PSS score according to stressors experienced by residents. Stress level was significantly associated with work-related stressors, financial stressors, academic stressors, and family-related stressors.

Table 6 shows multivariate analysis of factors associated with mean PSS score. Stress level was significantly higher among females, in those working in uncomfortable environments, and in those with work-related, academic-related, and family-related stressors. Those with anemia also had a higher stress level.
Table 4. The average perceived stress scale score according to sociodemographic and work characteristics and level of satisfaction.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Mean (SD)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td>.49</td>
</tr>
<tr>
<td>&lt;30</td>
<td>21.8 (5.68)</td>
<td>—</td>
</tr>
<tr>
<td>≥30</td>
<td>21.4 (5.86)</td>
<td>—</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Male</td>
<td>21.0 (5.69)</td>
<td>—</td>
</tr>
<tr>
<td>Female</td>
<td>23.3 (5.88)</td>
<td>—</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td>.74</td>
</tr>
<tr>
<td>Married</td>
<td>21.7 (5.63)</td>
<td>—</td>
</tr>
<tr>
<td>Single</td>
<td>21.5 (6.13)</td>
<td>—</td>
</tr>
<tr>
<td>Specialty</td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>Surgery</td>
<td>21.6 (6.30)</td>
<td>—</td>
</tr>
<tr>
<td>Internal medicine</td>
<td>22.2 (5.98)</td>
<td>—</td>
</tr>
<tr>
<td>Pediatrics</td>
<td>22.2 (5.55)</td>
<td>—</td>
</tr>
<tr>
<td>Radiology</td>
<td>20.5 (6.42)</td>
<td>—</td>
</tr>
<tr>
<td>Anesthesia</td>
<td>19.2 (4.92)</td>
<td>—</td>
</tr>
<tr>
<td>Obstetrics and gynecology</td>
<td>23.6 (5.43)</td>
<td>—</td>
</tr>
<tr>
<td>Orthopedics</td>
<td>22.6 (5.14)</td>
<td>—</td>
</tr>
<tr>
<td>Others</td>
<td>21.4 (5.49)</td>
<td>—</td>
</tr>
<tr>
<td>Residency years</td>
<td></td>
<td>.33</td>
</tr>
<tr>
<td>First</td>
<td>21.3 (5.68)</td>
<td>—</td>
</tr>
<tr>
<td>Second</td>
<td>22.5 (5.93)</td>
<td>—</td>
</tr>
<tr>
<td>Third</td>
<td>21.8 (5.96)</td>
<td>—</td>
</tr>
<tr>
<td>Fourth</td>
<td>21.2 (5.94)</td>
<td>—</td>
</tr>
<tr>
<td>Fifth</td>
<td>21.0 (5.64)</td>
<td>—</td>
</tr>
<tr>
<td>Emergency cases</td>
<td></td>
<td>.65</td>
</tr>
<tr>
<td>Yes</td>
<td>21.6 (5.79)</td>
<td>—</td>
</tr>
<tr>
<td>No</td>
<td>22.1 (6.74)</td>
<td>—</td>
</tr>
<tr>
<td>Night shift</td>
<td></td>
<td>.005</td>
</tr>
<tr>
<td>1-5</td>
<td>20.2 (6.17)</td>
<td>—</td>
</tr>
<tr>
<td>&gt;5</td>
<td>22.0 (5.69)</td>
<td>—</td>
</tr>
<tr>
<td>Inpatients treated per day</td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>≤15</td>
<td>21.0 (6.02)</td>
<td>—</td>
</tr>
<tr>
<td>&gt;15</td>
<td>22.3 (5.61)</td>
<td>—</td>
</tr>
<tr>
<td>Outpatients treated per day</td>
<td></td>
<td>.007</td>
</tr>
<tr>
<td>≤35</td>
<td>20.8 (5.88)</td>
<td>—</td>
</tr>
<tr>
<td>&gt;35</td>
<td>22.2 (5.56)</td>
<td>—</td>
</tr>
<tr>
<td>Comfortable working environment</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>17.7 (6.16)</td>
<td>—</td>
</tr>
<tr>
<td>No</td>
<td>22.3 (5.49)</td>
<td>—</td>
</tr>
<tr>
<td>Satisfied with income</td>
<td></td>
<td>.002</td>
</tr>
<tr>
<td>Yes</td>
<td>18.4 (5.94)</td>
<td>—</td>
</tr>
<tr>
<td>No</td>
<td>21.8 (5.78)</td>
<td>—</td>
</tr>
</tbody>
</table>
Table 5. The average perceived stress scale score according to stressors experienced by medical residents in Jordanian hospitals.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Mean (SD)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Satisfied with the relationships with colleagues</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Satisfied</td>
<td>20.9 (5.89)</td>
<td>—</td>
</tr>
<tr>
<td>Dissatisfied</td>
<td>23.5 (5.30)</td>
<td>—</td>
</tr>
<tr>
<td>Not sure</td>
<td>23.4 (5.36)</td>
<td>—</td>
</tr>
<tr>
<td>Satisfied with training program</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Satisfied</td>
<td>19.2 (5.91)</td>
<td>—</td>
</tr>
<tr>
<td>Dissatisfied</td>
<td>22.6 (5.67)</td>
<td>—</td>
</tr>
<tr>
<td>Not sure</td>
<td>21.4 (5.32)</td>
<td>—</td>
</tr>
</tbody>
</table>

Not applicable.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Mean (SD)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Work related</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>22.2 (5.53)</td>
<td><em>a</em></td>
</tr>
<tr>
<td>No</td>
<td>18.1 (6.47)</td>
<td>—</td>
</tr>
<tr>
<td>Financial</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>22.5 (5.92)</td>
<td>—</td>
</tr>
<tr>
<td>No</td>
<td>20.2 (5.42)</td>
<td>—</td>
</tr>
<tr>
<td>Academic</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>23.0 (5.65)</td>
<td>—</td>
</tr>
<tr>
<td>No</td>
<td>20.1 (5.69)</td>
<td>—</td>
</tr>
<tr>
<td>Family</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>23.8 (5.41)</td>
<td>—</td>
</tr>
<tr>
<td>No</td>
<td>21.0 (5.81)</td>
<td>—</td>
</tr>
<tr>
<td>Alienation</td>
<td></td>
<td>.65</td>
</tr>
<tr>
<td>Yes</td>
<td>21.9 (5.92)</td>
<td>—</td>
</tr>
<tr>
<td>No</td>
<td>21.6 (5.83)</td>
<td>—</td>
</tr>
<tr>
<td>Death</td>
<td></td>
<td>.12</td>
</tr>
<tr>
<td>Yes</td>
<td>23.7 (6.25)</td>
<td>—</td>
</tr>
<tr>
<td>No</td>
<td>21.6 (5.81)</td>
<td>—</td>
</tr>
</tbody>
</table>

Not applicable.
Table 6. Multivariate analysis of factors associated with mean perceived stress scale score.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Mean (SE)</th>
<th>95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>20.2 (0.6)</td>
<td>19.0-21.3</td>
<td>.002</td>
</tr>
<tr>
<td>Female</td>
<td>22.0 (0.6)</td>
<td>20.9-23.2</td>
<td>—</td>
</tr>
<tr>
<td><strong>Specialty</strong></td>
<td></td>
<td></td>
<td>.15</td>
</tr>
<tr>
<td>Anesthesia</td>
<td>19.3 (0.9)</td>
<td>17.5-21.1</td>
<td>—</td>
</tr>
<tr>
<td>Radiology</td>
<td>21.1 (0.8)</td>
<td>19.6-22.7</td>
<td>—</td>
</tr>
<tr>
<td>Surgery</td>
<td>21.7 (0.7)</td>
<td>20.3-23.1</td>
<td>—</td>
</tr>
<tr>
<td>Internal medicine</td>
<td>22.0 (0.8)</td>
<td>20.5-23.5</td>
<td>—</td>
</tr>
<tr>
<td>Obstetric</td>
<td>20.8 (1.0)</td>
<td>18.8-22.7</td>
<td>—</td>
</tr>
<tr>
<td>Orthopedic</td>
<td>22.2 (1.0)</td>
<td>20.2-24.3</td>
<td>—</td>
</tr>
<tr>
<td>Pediatric</td>
<td>20.7 (0.7)</td>
<td>19.3-22.2</td>
<td>—</td>
</tr>
<tr>
<td>Others</td>
<td>21.0 (0.7)</td>
<td>19.7-22.3</td>
<td>—</td>
</tr>
<tr>
<td><strong>Comfortable working environment</strong></td>
<td>19.2 (0.7)</td>
<td>17.8-20.5</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>23.1 (0.5)</td>
<td>22.0-24.1</td>
<td>—</td>
</tr>
<tr>
<td>No</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Work related</strong></td>
<td>22.4 (0.5)</td>
<td>21.4-23.8</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>19.9 (0.7)</td>
<td>18.5-21.3</td>
<td>—</td>
</tr>
<tr>
<td>No</td>
<td>20.0 (0.5)</td>
<td>18.9-21.2</td>
<td>—</td>
</tr>
<tr>
<td><strong>Academic related</strong></td>
<td>22.2 (0.5)</td>
<td>21.1-23.2</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>20.0 (0.5)</td>
<td>19.2-21.2</td>
<td>—</td>
</tr>
<tr>
<td>No</td>
<td>19.9 (0.4)</td>
<td>19.1-20.8</td>
<td>—</td>
</tr>
<tr>
<td><strong>Family related</strong></td>
<td>22.3 (0.8)</td>
<td>20.6-23.9</td>
<td>.001</td>
</tr>
<tr>
<td>Yes</td>
<td>19.9 (0.4)</td>
<td>19.1-20.8</td>
<td>—</td>
</tr>
<tr>
<td>No</td>
<td>20.2 (0.5)</td>
<td>19.7-23.3</td>
<td>—</td>
</tr>
</tbody>
</table>

*aNot applicable.

**Discussion**

Work-related stress is very common among health care workers. Health care providers around the world are subject to pressures resulting from a sharp escalation of change, growing economic pressures, technological advances, increasing patient expectations, rationing of health care, and the requirement for more evidence-based and high-quality health care, improved performance, and productivity. It is well documented that health workers experience higher levels of stress and stress-related health problems than other occupational groups [12].

To the best of our knowledge, this study was the first to determine the magnitude of perceived stress among medical residents in Jordan. The study included residents of various specialties from different health sectors. The study showed that the majority of medical residents had a moderate level of stress (405/555, 73%), and 18% (100/555) of the medical residents had a high level of stress. The perceived stress among residents in this study was comparable with the perceived stress reported among residents in other parts of the world. The mean PSS score in this study was 21.6. This mean is almost the same score for 938 medical residents in Saudi Arabia, where they reported a mean score of 22 [13]. Similarly, the mean PSS score was 21.7 in 106 cardiology residents in Argentina [14], and 19.9 among 159 anesthesia residents in Turkey [15]. A lower score of 16.1 had been reported among 168 family medicine residents in the United States [16]. On the other hand, a study among 84 doctors working in a tertiary care teaching hospital in India reported a mean of 18.3, and another study reported a mean of 18 among 303 physicians working in an Asser region in Saudi Arabia [17-19].
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The variations in the PSS score in different studies might be explained by many factors, such as working environment, the specialty, and differences in sociodemographic and cultural characteristics. However, the variations among these studies are not clinically significant.

During the 30 days preceding the survey, 76.2% (423/555) of the residents (“fairly” or “very”) felt nervous and stressed, which can be considered higher than other countries in the region, such as Saudi Arabia, where the 68.2% of the medical residents reported being under stress. On the other side, 19.7% (109/555) of the residents in our sample had often been able to control irritations in their life, in comparison with 34.7% of the Saudi residents [13]. Unfortunately, there is a lack of studies that examine stress among residents in Jordan; therefore, the study compares the findings with the perceived stress among nursing students in Jordan, as the mean of the PSS was 45.9 [20].

According to stress and the personal characteristics, female residents had a significantly higher level of stress than male residents, which was identified by multiregression analysis. There are several studies in agreement with our findings [21,22]. The reasons for this difference should be considered, as more serious consequences might occur among the female physicians who face more workplace adversity compared with males experiencing the same level of occupational stress, in terms of mistrust from the patients, as well as having the dual responsibilities of career and family.

In our multivariate results, stress was significantly associated with anemia; one of the most common symptoms of anemia is a feeling of fatigue and a lack of energy, and although the pathogenesis of anemia-related fatigue remains unclear, some suggest that abnormalities in energy metabolism play a role in inducing fatigue [23]. The relationship between anemia and fatigue is universally accepted. However, early studies were unable to show a clear association between fatigue and hemoglobin levels. There was no evidence of an association between iron deficiency and fatigue in the absence of anemia, suggesting that iron deficiency is not a clinically relevant contributor to fatigue. This gives an important insight for the need to conduct further investigations on the association between anemia and fatigue.

Stress was significantly associated with obstetrics and gynecology residents, surgery, internal medicine, and Pediatrics in most countries. It is a well-known fact that the obstetrics and gynecology residency has the highest prevalence of burnout among all specialties [22]. This is explained by the fact that residency in obstetrics and gynecology in most countries is characterized by sleep deprivation, long weekly working hours, postcall clinical responsibilities, and professional liability insurance crises.

The residents in this study, who shouldered higher workloads (dealing with more patients and working more night shifts) and who suffered from sleep deprivation (sleeping few hours and feeling unrefreshed after sleep), were at higher risk of stress. The findings of this study replicate findings from previous studies that used various stress measurement tools to identify the parameters associated with higher stress in residents, such as prolonged working hours, high patient load, critical patients assigned, night duty, poor sleep duration, and quality, poor work environment, and process failure [13,16]. The importance of prolonged working hours in causing fatigue and sleep deprivation, which consequently caused stress, led to the legal restriction of residents’ weekly working hours in the United States in 2003 [23]. This restriction probably had a positive impact on the well-being of the residents. Nonetheless, another study has shown that prolonged working hours may be responsible for both stress and decreased job satisfaction among residents. Unfortunately, most of the residents never received efficient or professional stress management.

The stressors associated with stress in this study covered the 3 groups of stressors described earlier: institutional, professional, and personal stressors [10]. The respondents’ stress was associated with dissatisfaction with colleagues and dissatisfaction with training program, income, and frequent thoughts of quitting the medical profession. This dissatisfaction might cause the stress or vice versa, which indicates a need for stress management programs during residency.

In conclusion, the degree of work-related stress among residents in Jordanian hospitals is considerably moderate to high. The most important significant risk factors identified by multiregression analysis were the following: facing work-related stressors, academic-related stressors, family-related stressors, and uncomfortable work environment. Establishment of professional counseling for the residents is highly recommended to deal with their issues in a timely manner that would support their needs. This could lead to an enhancement in the working environment.
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Abstract

Background: Multidrug-resistant tuberculosis (MDR-TB) is a major challenge to ending TB occurrence by 2035. In Yemen, the 2011 survey showed an MDR-TB prevalence of 1.4% among new cases and 14.4% among previously treated cases. The National Tuberculosis Control Program (NTCP) established four MDR-TB sentinel surveillance sites in 2013 to monitor the MDR-TB situation. In Yemen, the 2011 survey showed an MDR-TB prevalence of 1.4% among new cases and 14.4% among previously treated cases. The NTCP established four MDR-TB sentinel surveillance sites in 2013 to monitor the MDR-TB situation.

Objective: This study aimed to assess the performance of MDR-TB surveillance and determine its strengths and weaknesses.

Methods: We used the updated Center for Diseases Control and Prevention guidelines for evaluating public health surveillance systems. Interviews were conducted with NTCP managers and Regional MDR-TB centers’ staff using a semistructured questionnaire. We used a 5-point Likert scale to assess the usefulness and other attributes (eg, simplicity and flexibility). The mean percentage was calculated for each attribute and used for the final rank of the performance: poor (<60%), average (60%-80%), and good (>80%).

Results: The MDR-TB surveillance system achieved good performance in usefulness (87%), acceptability (82%), and data quality (91%); average performance in flexibility (61%) and simplicity (72%); and poor performance in stability (55%). The overall performance score was average (74%). Although strong commitment, good monitoring, and well-trained staff are the main strengths, depending on an external fund is a major weakness along with unavailability of the MDR-TB unit at the governorate level.

Conclusions: Although the MDR-TB surveillance system has achieved an average overall performance, more efforts are required to improve its stability by ensuring constant power supply to enable laboratories to perform necessary diagnostic and follow-up tests. Gradual replacement of donors’ funds by the government is recommended. Scaling up of MDR-TB services and removing access barriers are crucial.

(JMIR Public Health Surveill 2019;5(4):e14294) doi:10.2196/14294
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Introduction

Tuberculosis (TB) is one of the major causes of morbidity and mortality worldwide, with more than 10 million newly reported cases and 1.7 million deaths in 2015 [1]. With an estimated 480,000 new multidrug-resistant (MDR) TB cases every year, developing drug resistance to anti-TB drugs becomes a major challenge for the global prospect of ending TB by 2035 [2]. Although MDR-TB is defined as the resistance to rifampicin and isoniazid, extensively drug-resistant TB (XDR-TB) is an MDR-TB with resistance to fluoroquinolone and at least one of the injectable second-line anti-TB drugs [3]. As MDR-TB is more difficult and costly to treat, there are increasing concerns about its continued spread and negative impact on the population and health systems [4]. Effective response to MDR-TB should not only focus on treating drug-susceptible tuberculosis, but also include strong surveillance systems, drug susceptibility testing for all patients with tuberculosis, rapid linkage to effective treatment, and patient-centered care throughout the treatment course [5].

Globally, in 2015, 4% of all new patients and 20% of previously treated patients with TB had MDR-TB. China, India, and the Russian Federation account for nearly half of the global MDR-TB prevalence [6]. The data on MDR - TB from eight countries of the Eastern Mediterranean Region (Egypt, Islamic Republic of Iran, Jordan, Lebanon, Morocco, Oman, Qatar, and Yemen) showed an MDR-TB prevalence of 2.0% among new cases and 35.3% among previously treated cases [7]. Although most countries in the region had established MDR-TB management in line with World Health Organization (WHO) guidance, it estimated that the region has only detected 12% of MDR-TB cases and has enrolled 72% of them on treatment.

In Yemen, TB is the fourth biggest public health problem, with an incidence of 48 per 100,000 people [8]. However, there were no systems in place for the management of MDR in Yemen before 2013, as shown by two surveys performed in 2005 and 2011. The 2004-2005 survey showed an MDR-TB prevalence of 2.9% among new smear-positive cases and 11.3% among previously treated cases compared to 1.4% and 14.4%, respectively, in the 2010-2011 survey [9]. By the end of 2013, the National TB Control Program (NTCP) started the DR-TB Management and Surveillance program. This study aimed to evaluate the performance of MDR-TB surveillance in Yemen and determine its strengths and weaknesses.

Methods

Evaluation Design

A descriptive evaluation study was conducted to assess the performance of MDR-TB surveillance system in Yemen using the Updated CDC guideline for evaluation of public health surveillance system [8]. The study was conducted at Sana’a city from November to December 2016. Data on MDR-TB were collected from the NTCP and the four Regional MDR-TB centers.
Results

Data Flow of Multidrug-Resistant Tuberculosis Surveillance

Figure 1 shows the data flow of the MDR-TB surveillance system, where the suspected case is sent to the nearest regional DR-TB center for lab confirmation and treatment. According to the tests results, the lab sends immediate reports for positive cases to the NTCP to be included in their drug supply for the reporting regional DR-TB. Each regional DR-TB center sends quarterly reports to the NTCP regarding MDR-TB cases during that quarter including lab report, drug supply, and treatment outcome. The NTCP sends quarterly and annual reports to the WHO.

Usefulness

The NTCP managers agreed that the data are useful. They reported that they used the data to estimate needs of the NTCP in terms of drugs and lab tests. Furthermore, all managers agreed that the MDR-TB data are used to estimate the TB magnitude, incidence, and mortality rates in order to monitor the trend of MDR-TB over time; identify areas at greater risk; update and develop the strategic direction for MDR-TB activity; and plan the resources for detection, prevention, and control activities. The usefulness percentage score was 87%, which indicates that the system is useful (Table 1).

Flexibility

All NTCP managers agreed that the system is able to adapt any change in case definition. Four managers (80%) reported that the system is flexible and can be integrated with other surveillance systems. For example, the system is integrated with the HIV program, where all MDR-TB cases are tested for HIV, and positive cases are reported to the HIV program. The flexibility score of the system was 61%, indicating average flexibility (Table 2).

Table 1. The usefulness of the multidrug-resistant tuberculosis surveillance system as assessed by the five managers of the National Tuberculosis Control Program in Yemen.

<table>
<thead>
<tr>
<th>Statements</th>
<th>Score</th>
<th>Proportion</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>The MDR-TB(^a) data are used to estimate the MDR-TB magnitude, incidence, and mortality rates</td>
<td>4.4</td>
<td>88</td>
<td>Good</td>
</tr>
<tr>
<td>The data are used to monitor the trend of MDR-TB spread over time</td>
<td>4.0</td>
<td>80</td>
<td>Good</td>
</tr>
<tr>
<td>The data are used to identify areas at greater risk</td>
<td>4.2</td>
<td>84</td>
<td>Good</td>
</tr>
<tr>
<td>The data are used for planning the resources for detection, prevention, and control activities</td>
<td>4.6</td>
<td>92</td>
<td>Good</td>
</tr>
<tr>
<td>The data are used to update and develop the strategic direction for MDR-TB activity</td>
<td>4.4</td>
<td>88</td>
<td>Good</td>
</tr>
<tr>
<td>The collected data are used to estimate the drugs and laboratory test needed</td>
<td>5.0</td>
<td>100</td>
<td>Good</td>
</tr>
<tr>
<td>The data are used to identify research priorities</td>
<td>4.0</td>
<td>80</td>
<td>Good</td>
</tr>
<tr>
<td>Average</td>
<td>4.4</td>
<td>87</td>
<td>Good</td>
</tr>
</tbody>
</table>

\(^a\)MDR-TB: multidrug-resistant tuberculosis.

Table 2. The flexibility of the multidrug-resistant tuberculosis surveillance system as assessed by the five managers of the National Tuberculosis Control Program in Yemen, 2016.

<table>
<thead>
<tr>
<th>Statements</th>
<th>Score</th>
<th>Proportion</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>The system can be adapted to accommodate addition/change to case definitions.</td>
<td>4.0</td>
<td>80</td>
<td>Good</td>
</tr>
<tr>
<td>The system can be integrated with other surveillance such as HIV</td>
<td>3.6</td>
<td>72</td>
<td>Good</td>
</tr>
<tr>
<td>The system is not affected by outside funding</td>
<td>1.6</td>
<td>32</td>
<td>Poor</td>
</tr>
<tr>
<td>Average</td>
<td>3.1</td>
<td>61</td>
<td>Average</td>
</tr>
</tbody>
</table>
Stability
All participants said that unscheduled outages have been rarely occurred before the war. Three (60%) managers said that the system would collapse if the donor fund stops. The stability of the system was poor, as evidenced by the stability score of 55% (Table 3).

Weakness and Strength of the Multidrug-Resistant Tuberculosis Surveillance System
According to the NTCP managers, the strengths of the system include the program’s commitment to provide a treatment for cases, good monitoring system, well-trained staff, and strong donor support. On the other hand, the managers stated that dependence on the external fund is a major weakness of the system, especially if stopped. Other weaknesses included unavailability of the MDR-TB center at the governorate level, absent inpatient department, no refresher training or training for new staff, absence of an electronic system, no trained staff for data analysis at the regional MDR-TB centers levels, and no constant electrical power supply for the lab.

Simplicity
All the 16 regional MDR-TB staff agreed that the case definitions are easy and clear. Although 71% reported that the guidelines are easy and understandable, 50% reported that it is preferable to have these guidelines written in Arabic. Regarding data collection, 44% respondents reported that this is difficult because, sometimes, the data are needed to call the patient and 66% reported that the data require regular follow-up. All the respondents agreed that transferring data to the NTCP is easy. However, 56% of the respondents reported that there is shortage in lab tests, especially the routine follow-up lab tests (eg, liver function, renal function, and eye and hearing tests) that are only available at the Sana’a regional MDR-TB center. The majority (94%) stated that they received training only once in 2014, and all stated that they need refresher training. The simplicity attribute has been scored 72%, which means that the system is average in simplicity (Table 4).

Table 3. The stability of the multidrug-resistant tuberculosis surveillance system as assessed by the five managers of the National Tuberculosis Control Program in Yemen.

<table>
<thead>
<tr>
<th>Statements</th>
<th>Score</th>
<th>Proportion</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unscheduled outages/electrical power off rarely occur</td>
<td>1.4</td>
<td>28</td>
<td>Poor</td>
</tr>
<tr>
<td>You have your own source</td>
<td>1.6</td>
<td>32</td>
<td>Poor</td>
</tr>
<tr>
<td>There is planned resources for maintenance of the system</td>
<td>4.0</td>
<td>80</td>
<td>Poor</td>
</tr>
<tr>
<td>The system is stable even with cutting foreign fund</td>
<td>1.4</td>
<td>28</td>
<td>Poor</td>
</tr>
<tr>
<td>Trained staff rarely turnover</td>
<td>4.0</td>
<td>80</td>
<td>Good</td>
</tr>
<tr>
<td>Data release regularly</td>
<td>4.0</td>
<td>80</td>
<td>Good</td>
</tr>
<tr>
<td>Average</td>
<td>2.7</td>
<td>55</td>
<td>Poor</td>
</tr>
</tbody>
</table>

Table 4. The simplicity of the multidrug-resistant tuberculosis surveillance system as assessed by 16 service providers in Yemen.

<table>
<thead>
<tr>
<th>Statements</th>
<th>Mean score</th>
<th>Percentage score</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case definition is available and easy to apply</td>
<td>4</td>
<td>80</td>
<td>Good</td>
</tr>
<tr>
<td>You have easy guide to use</td>
<td>3.5</td>
<td>70</td>
<td>Average</td>
</tr>
<tr>
<td>Registers or form is easy to fill</td>
<td>4</td>
<td>80</td>
<td>Good</td>
</tr>
<tr>
<td>Collecting case detailed information don’t need telephone or visit</td>
<td>3</td>
<td>60</td>
<td>Poor</td>
</tr>
<tr>
<td>Data compiling time, place and person.</td>
<td>4</td>
<td>80</td>
<td>Good</td>
</tr>
<tr>
<td>Collecting data do not need much time</td>
<td>3</td>
<td>60</td>
<td>Poor</td>
</tr>
<tr>
<td>You received training on MDR surveillance</td>
<td>3.8</td>
<td>76</td>
<td>Average</td>
</tr>
<tr>
<td>Transferring data to high level is very easy</td>
<td>4</td>
<td>80</td>
<td>Good</td>
</tr>
<tr>
<td>Data do not need regular follow up</td>
<td>2.6</td>
<td>52</td>
<td>Poor</td>
</tr>
<tr>
<td>Registers and forms always available</td>
<td>4</td>
<td>80</td>
<td>Good</td>
</tr>
<tr>
<td>Laboratory media, solutions and equipment always available</td>
<td>2.7</td>
<td>52</td>
<td>Poor</td>
</tr>
<tr>
<td>No shortage in supplying drugs happened</td>
<td>3.5</td>
<td>70</td>
<td>Average</td>
</tr>
<tr>
<td>Average</td>
<td>3.6</td>
<td>70</td>
<td>Average</td>
</tr>
</tbody>
</table>

aMDR: multidrug resistant.
Acceptability

All the respondents indicated that they receive quarterly incentives for their work and that they are willing to continue participating in the MDR-TB surveillance system. Overall, 81% of the respondents were satisfied. Acceptability scored 82%, which indicates that the system has good acceptability (Table 5).

Data Quality

By reviewing the regional Sana’a city DR-TB center’s registers and cases files, we found that 5% and 20% had missing data, respectively. However, comparison of data on case files and register did not show any discrepancies.

Overall Performance of the Multidrug-Resistant Tuberculosis Surveillance System

The performance of the surveillance system is illustrated in Table 6.

Discussion

MDR-TB is a growing concern for TB programs, especially in developing countries [13]. Therefore, evaluation of MDR-TB surveillance is crucial. Our findings demonstrated good performance regarding the usefulness, especially for estimating the need for drugs to ensure case enrollment. It is also useful to ensure proper diagnosis and treatment for MDR-TB cases, which is one of the main goals for NTCP.

Based on the findings of this study, the flexibility of the system is average, as it can accommodate changes in case definitions and any updated guidelines. For example, case definition of rifampicin-resistant TB was added after GenXpert was introduced as a recommendation by the WHO [14]. Similar findings were reported from a previous evaluation in Pakistan that found that the MDR-TB surveillance can integrate with other systems [15].

Regarding the stability, we found that the MDR-TB surveillance system is unstable, mainly due to its sole dependence on donor support with a lack of governmental support. Furthermore, the frequent electricity cutoff in addition to the shortage of laboratory equipment at the regional centers negatively influenced the performance and made the system unstable, thereby affecting its sustainability. Therefore, constant power supply should be ensured for labs and appropriate laboratory equipment are essential.

The MDR-TB surveillance system seems like a simple system. Nevertheless, multiple registers and reports and the lack of a computerized system could make data collection more difficult. The acceptability of MDR-TB surveillance is good, which is reflected through the good data quality. The good acceptability might be a result of quarterly incentives for staff. However, cessation of such incentives will negatively impact acceptability and data quality. Previous similar evaluation in Pakistan found that both data quality and acceptability are good.

This study has some limitations. It did not shed light on the quantitative attributes and did not cover XDR-TB. Those limitations are attributed to the unavailability of all required lab tests for XDR-TB in addition to the specificity of MDR-TB that leads to inapplicability of some lab-related quantitative attributes.

In conclusion, the MDR-TB surveillance system provides useful data. However, dependence on donor funds affects stability and sustainability. MDR-TB centers or units should be expanded...
It is also recommended that constant power supply for labs is supplied and that there is a decrease in sole dependence on donor support through gradual replacement with governmental support.
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Abstract

Background: The most common religious mass gatherings in the Middle East are the Hajj at Mecca in Saudi Arabia, which occurs annually, and the Arbaeenia in Karbala. The importance of developing public health surveillance systems for mass gatherings has been previously emphasized in other reports.

Objective: This study aimed to describe the common illnesses and health conditions affecting people during the Arbaeenia mass gathering in Iraq in 2016.

Methods: A total of 60 data collectors took part in the field data collection over a period of 11 days, from November 12, 2016 to November 22, 2016. Data were collected from 20 health outlets along the major route from Najaf to Karbala (10 health facilities in each governorate). Two digital forms, the Health Facility Survey and the Case Survey, were used for data collection.

Results: A total of 41,689 patients (33.3\% female and 66.7\% male) visited the 20 health care facilities over a period of 11 days from November 12, 2016 to November 22, 2016. More than three quarters of patients (77.5\%; n=32,309) were between 20-59 years of age, more than half of patients were mainly from Iraq (56.5\%; n=23,554), and about 38.9\% (n=16,217) were from Iran. Patients in this study visited these health care facilities and presented with one or more conditions. Of a total 41,689 patients, 58.5\% (n=24,398) had acute or infectious conditions and symptoms, 33.1\% (n=13,799) had chronic conditions, 23.9\% (n=9974) had traumas or injuries, 28.2\% (n=11,762) had joint pain related to walking long distances, and 0.3\% (n=133) had chronic dermatologic conditions.

Conclusions: The Arbaeenia mass gathering in 2016 exerted a high burden on the Iraqi health care system. Therefore, efforts must be made both before and during the event to ensure preparedness, proper management, and control of different conditions.

\textit{(JMIR Public Health Surveill 2019;5(4):e14510)} doi:10.2196/14510
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**Introduction**

The World Health Organization (WHO) defines mass gatherings as "events attended by a number of people sufficient to strain the planning and response resources of a community, state or nation[1]."

Such occurrences put a strain on local resources like food, drinks, accommodations, and health care, and they can pose a health risk to the population. Masses gather for many reasons, including religious activities, festivals, sporting events, and political rallies, among other reasons. The most common religious mass gatherings in the Middle East are the Hajj at Mecca in Saudi Arabia, which occurs annually, and the Arbaeenia in Karbala.

Iraq hosts one of the largest religious mass gatherings in the world. Every year, people from around the world visit Karbala in Iraq to observe the death anniversary of Imam Hussain ibn Ali, who was a revered Muslim leader. Millions of people gather at the Arbaeenia to mark this important event. The approximate number of visitors increased from 3 million people in 2003 to 25 million in 2016, with about 20% coming from countries other than Iraq [2]. According to 2014 estimates, Karbala City, where the gathering is hosted, has a local population of about 1.1 million individuals in an area of approximately 43.7 km² [3,4].

Like other types of mass gatherings, the large number of individuals at this event poses communicable disease health risks and strains the limited health care infrastructure and services of the area. The risk of transmission and importing infectious diseases is high during the mass gathering, due to poor border crossing security [5]. The growing number of individuals who attend the event annually, the changing dates of the anniversary, and the short duration of the event highlight the importance of national and local authorities having preparedness plans in place and the resources to effectively manage the gathering. However, services for the Arbaeenia mass gathering, including health care, are not well developed in Iraq, thus hampering the ability of workers to both stop the spread of pathogens and detect and respond to outbreaks in a timely manner [6].

Although this mass gathering has complex challenges and is associated with an elevated risk for illnesses, there have been few studies done on the burden of religious mass gatherings on Iraq’s local health care resources. The importance of developing public health surveillance systems in mass gatherings was previously emphasized in other reports [7]. Therefore, the Eastern Mediterranean Public Health Network (EMPHNET) collaborated with the Iraq Field Epidemiology Training Program (FETP) and the Iraq Ministry of Health to apply real-time surveillance to several common health conditions (infectious or acute conditions, injuries, and chronic diseases) during the Arbaeenia mass gathering in Iraq between November 12, 2016 and November 22, 2016. This study aims to describe the common illnesses and health conditions affecting people during the Arbaeenia mass gathering in Iraq in 2016.

**Methods**

A total of 60 data collectors took part in the field data collection over a period of 11 days (between November 12, 2016 and November 22, 2016). Data were collected from 20 health care facilities along the major route from Najaf to Karbala (10 health care facilities in each governorate). All patients that visited the facilities over this period of 11 days were interviewed. Figure 1 shows the map indicating the major routes for visitors travelling on foot during the annual mass gathering. EMPHNET conducted one set of training for the team of survey supervisors, which was followed by two subsequent sets of training by supervisors for data collectors in both Najaf and Karbala. The team of data collectors were overseen and supported technically by four surveillance supervisors (two in each governorate).

A total of 20 tablets were provided to the field team (1 for each health care facility), and the Data4Action platform was used to put the survey tool on the tablets. The information technology team at EMPHNET, with input from the technical team, worked on digitizing the survey tool for real-time surveillance. Two forms (the Health Facility Survey and the Case Survey) were published online at 12:00 midnight on November 12, and the official surveillance activity (field data entry) started at 8:00 AM on November 12, 2016. For data that needed to be entered for testing purposes (eg, in case of the tablets malfunctioning), the data collectors were told to put [TEST] in response to the very last question on the last page of the Case Survey Form before submission. Those TEST case entries were later dropped from the analysis.

Given the simplicity of the survey form, the duration of each case interview ranged from as short as 15 seconds to a few minutes. However, the average duration of the interviews was about 1 minute and 21.3 seconds. This is a valuable piece of information for planning any similar events on an even larger scale.

The case form included information on facility identification (ID), medical staff ID, case ID, age of patients in years, gender, and educational level. The health conditions or complaints (Symptomatic Surveillance) included acute infectious conditions like acute watery diarrhea, acute bloody diarrhea, vomiting with or without diarrhea, fever and cough or flu, fever and bleeding tendency, and fever and rash. Dermatological conditions including itching and skin rash without fever were part of the form. We included conditions related to trauma and walking for long distances, like wounds, blisters, accidental injuries (fracture, car, trolley, or araba accident, overcrowding, falling, etc), and joint pain. Health complaints related to chronic conditions like blood pressure and blood glucose problems, ischemic heart pain or symptoms, and asthma symptoms were also included.
The two teams of surveillance supervisors (in both Najaf and Karbala) were told to provide regular daily briefings to the technical support team. These daily briefs were sent at the end of each day (usually after 5:00 PM) via email. Any major highlights of the day were included in these briefs. These highlights included, but were not limited to, the following: overcrowding of cases in any of the health care facilities during that specific day, issues faced by data collectors alongside their solutions from the supervisors’ team, specific challenges in the field, how support was sought from the central or technical team, and so on.

Real-time access to the collected online data was provided to the surveillance supervising team in Iraq. This enabled the technical staff to watch the data collection in real time and take any actions in case the need arose. The field data collection officially ended at midnight on November 21, although some cases were recorded during the early morning hours of November 22.

Extensive algorithms and carefully structured logical formulas were used throughout the database to clean, validate, process, and prepare the data for analysis. All implausible values were dropped during the data cleaning process. Global Positioning System coordinates of all locations (such as countries of origin, or governorate in case they came from inside Iraq) were added to the dataset to enable visualization of the spatial data on map. For this study, data were analyzed using SPSS (IBM Corp, Armonk) and described using percentages and graphs. Excel (Microsoft, Redmond) was used to develop the graphs.

Results

Patients’ Characteristics

A total of 41,689 patients (33.3% female and 66.7% male) attended the 20 health care facilities over a period of 11 days between November 12, 2016 and November 22, 2016. The total number of patients, according to each facility, ranged from 383 to 4,346, showing that some health facilities recorded considerably more cases than the others due to their locations. More than three quarters of patients (77.5%; n=32,309) were between 20-59 years of age. A total of 41,482 patients had information on their nationality. More than half of patients were from Iraq (56.5%; n=23,554), 38.9% (n=16,217) were from Iran, and 1.4% (n=584) were from Bahrain, followed by small percentages of people from Lebanon, Saudi Arabia, Kuwait, Pakistan, India, Oman, and Afghanistan, and a total of 45 cases were recorded from 21 other countries. Among the recorded 23,444 Iraqis, the largest proportion of people (65.5%; n=15,356) came from Basra, Najaf, Dhi Qar, and Maysan governorates.

Main Conditions and Complaints at Presentation

Overview

Patients visited the health care facilities for one or more conditions. Of a total of 41,689 patients, 58.5% (n=24,398) had acute or infectious conditions and symptoms, 33.1% (n=13,799) had chronic conditions, 23.9% (n=9,974) had traumas or injuries, 28.2% (n=11,762) had joint pain related to walking long distances, and 0.3% (n=133) had chronic dermatologic conditions.
Acute or Infectious Conditions and Symptoms

There were 24,398 patients with acute or infectious conditions and symptoms during the event. About two thirds of those patients (68.5%; n=16,711) had fever and cough or flu. Other major categories were food poisoning cases with vomiting and diarrhea (6.3%; n=1526), acute dermatological conditions including itching and skin rash without fever (6.0%; n=1465), acute watery diarrhea (5.0%; n=1214), and fever and rash (2.6%; n=624). Table 1 shows the distribution of acute or infectious conditions and symptoms among patients who attended health care facilities for these conditions during Iraq’s Arbaeenia mass gathering in 2016.

Table 1. The distribution of acute or infectious conditions among patients who attended health care facilities for these conditions during Iraq’s Arbaeenia Mass Gathering, November 2016.

<table>
<thead>
<tr>
<th>Acute conditions or symptoms</th>
<th>Count, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fever and cough or flu</td>
<td>16,711 (68.49)</td>
</tr>
<tr>
<td>Food poisoning</td>
<td>1526 (6.25)</td>
</tr>
<tr>
<td>Acute bloody diarrhea</td>
<td>1470 (6.03)</td>
</tr>
<tr>
<td>Acute dermatological conditions</td>
<td>1465 (6.01)</td>
</tr>
<tr>
<td>Acute watery diarrhea</td>
<td>1214 (4.98)</td>
</tr>
<tr>
<td>Fever and bleeding tendency</td>
<td>982 (4.03)</td>
</tr>
<tr>
<td>Fever and rash</td>
<td>624 (2.56)</td>
</tr>
<tr>
<td>Other acute illnesses</td>
<td>2610 (10.69)</td>
</tr>
</tbody>
</table>

Chronic Conditions

The reasons for visiting health care facilities among those with chronic conditions included problems such as hypertension (55.3%), diabetes mellitus (26.1%), asthma (11.8%), ischemic heart pain or symptoms (3.5%), and other chronic illnesses.

Traumas and Injuries

Out of the total 9974 cases of injuries, the most prevalent complaints reported were blisters due to walking long distances (68.5%; n=6836), wounds (26.2%; n=2614), accidental injuries (4.3%; n=424), and fractures (1%; n=100).

Discussion

Main Findings

This study showed that the Arbaeenia mass gathering placed tremendous pressure on local health care resources and extra burden on health care facilities in Iraq. A total of 41,689 patients visited the 20 health care facilities during a period of 11 days throughout the mass gathering. Of those, 58.5% (n=24,398) had acute or infectious conditions, 33.1% (n=13,799) had chronic conditions, 23.9% (n=9974) had traumas or injuries, 28.2% (n=11,762) had joint pain related to walking long distances, and 0.3% (n=133) had dermatologic conditions.

Mass gatherings create favorable conditions for infectious disease transmission. This study showed that more than half (58.5%) of patients presented with acute symptoms or infectious conditions. Other studies have previously emphasized that there is an increased risk of infectious disease outbreaks during mass gatherings [8-10]. The risk of infectious disease outbreaks during mass gatherings is high because people are exposed to crowded and unhygienic environments, and most of the individuals preparing and serving food are not certified food handlers. Water and food safety, and compliance with health conditions, should be ensured both before and during the event. Food handlers should be trained and provided with working guidelines for safe food handling, and their practices should be inspected and monitored during the event.

Mass gatherings may also exacerbate noncommunicable diseases (NCDs) and chronic conditions, which may lead to emergencies and hospital admissions [11]. The incidence of severe acute cardiovascular events is more than doubled during mass gatherings for people exposed to intense stress [12-14]. High rates of morbidity and mortality from NCDs, including cardiovascular diseases, diabetes mellitus, and asthma, have previously been reported during the Hajj mass gatherings. Our study showed that 33.1% (n=13,799) of people that visited any health care facilities for chronic conditions had problems including hypertension, diabetes mellitus, asthma, and ischemic heart disease or symptoms. Walking long distances, changes in daily activities, and intense physical activity during mass gatherings may also worsen any preexisting conditions. Moreover, poor adherence to diet and medications could negatively affect NCD control, particularly asthma, hypertension, diabetes mellitus and ischemic heart diseases.

About one quarter (23.9%; n=9974) of patients presented at health care facilities with traumas or injuries. Most injuries occurring during mass gatherings are due to overcrowding [15,16]. Other important causes of injuries include some people practicing self-harm, like laceration of their scalp using sharp knives or other risky practices, because of cultural or religious beliefs [17]. Moreover, the journey to Karbala requires several days of walking, resulting in musculoskeletal pain and injuries. This might explain why our findings showed that one quarter of patients presented with joint pain. Given the high percentage of injuries during this event, the government should prepare traffic plans, enforce traffic safety and security laws, assign special streets for visitors that direct them away from traffic, raise visitors’ awareness regarding road safety, improve ambulance services, and train volunteers on emergency first aid and safe transportation of injured people.
Conclusions
In conclusion, the Arbaeenia mass gathering in 2016 exerted a high burden on the health care system of Iraq. Therefore, efforts must be made both before and during the event to ensure preparedness, proper management, and control of different conditions. Such activities should include determining the essential services to be provided, determining the organizational structure of medical units and their human resources, creating a standard list for needs, essential medical equipment, and drugs, and inspecting the availability of the preceding requirements during mass gatherings. Moreover, other activities should ensure proper disposal of medical waste as well as infection control practices. Other recommendations include encouraging scientific research into the subject of mass gatherings to gather more information on their effects. Regarding a health surveillance and documentation system, there needs to be improvement in the process of documenting medical cases, which can be achieved by applying documented referral systems from medical units to other institutes, and documenting drug prescriptions, medical needs, and other logistic issues to calculate their financial costs. Furthermore, all districts that are visited by mass gathering attendees are urged to provide various forms of support (ie, financial, logistical, human resources), considering the density of the visitors. Finally, renewing the communicable syndromic surveillance system in medical units during mass gathering events, constructing complementary laboratories in major medical centers, providing transportation, and ensuring transportations of specimens to central laboratories are all recommended measures.

Conflicts of Interest
None declared.

References
11. Karami M. Public health surveillance and hajj pilgrimage as a mass gathering. Iran J Public Health 2013 Jul 01;42(7):791-792 [FREE Full text] [Medline: 24455498]
Abbreviations

**EMPHNET:** Eastern Mediterranean Public Health Network  
**FETP:** Field Epidemiology Training Program  
**ID:** identification  
**NCD:** noncommunicable disease  
**WHO:** World Health Organization
Impact of Training of Primary Health Care Centers’ Vaccinators on Immunization Session Practices in Wasit Governorate, Iraq: Intervential Study

Ali Sadiq Amily, MBChB; Faris Lami, MBChB, PhD, FFPH; Yousef Khader, BDS, MSc, MSPH, MHPE, FFPH, ScD

IMMUNIZATION SESSION, WASIT DIRECTORATE OF HEALTH, IRAQ

Department of Community and Family Medicine, College of Medicine, Baghdad University, Baghdad, Iraq

Faculty of Medicine, Jordan University of Science & Technology, Irbid, Jordan

Corresponding Author:
Ali Sadiq Amily, MBChB
Immunization Section
Wasit Directorate of Health
Iraqi Ministry of Health
Tamooz
Kut
Iraq
Phone: 964 7813928919
Email: amily_ali@yahoo.com

Abstract

Background: Immunization averts more than 2.5 million deaths of children annually. The World Health Organization (WHO) and the United Nations Children’s Fund estimates of immunization coverage in Iraq in 2015 revealed a 58% coverage for the third dose of the diphtheria-tetanus-pertussis vaccine and a 57% coverage for the measles vaccine. High-quality immunization session practices (ISPs) can ensure safer, more effective vaccination and higher coverage rates.

Objective: The goal of this study was to assess the impact of training of primary health care centers’ (PHCs) vaccinators on the quality of ISPs.

Methods: This was an interventional study conducted on 10 (18%) PHCs in Wasit Governorate. Two PHCs were randomly selected from each health district. ISPs were assessed by direct on-job observation, using modified WHO immunization session checklists. Findings were grouped into seven domains: vaccine and diluent management, cold chain management, session equipment, registration, communication, vaccine preparation and administration, and waste management. The vaccinators were enrolled in a one-day training session using the WHO module, “Managing an Immunization Session”, and one month later a second assessment was conducted using the same tools and techniques. We then calculated the median differences of the domains’ scores.

Results: A total of 42 vaccinators were trained, with 25 (60%) of them having graduated from technical health institutes, but only 15 (36%) having had previous training on standard ISPs. Following training, a significant improvement was noticed in three domains: vaccines and diluents management ($P=.01$), cold chain management ($P=.01$) and vaccine preparation and administration ($P=.02$).

Conclusions: The training of the PHCs’ vaccinators for a single day was effective in improving some ISPs. We would recommend using this training module, or a more in-depth one, for other PHCs to improve utilization of immunization services.

(JMIR Public Health Surveill 2019;5(4):e14451) doi:10.2196/14451
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Introduction

Vaccination is one of the greatest public health achievements [1], with the greatest impact on human health and longevity compared to any other [2]. Apart from safe water, nothing other than vaccination, not even antibiotics, has had such a major effect on the reduction of mortality and on population growth [3]. Globally, vaccines prevent more than 2.5 million deaths of children each year [4], with one good example being the global reduction in deaths from measles by 79% between 2000 (651,600 deaths) and 2015 (134,200 deaths) [5].

Although vaccines are considered safe, they are not risk-free, and adverse events following vaccination may occasionally occur. Public trust in vaccine safety is key to the success of any vaccination program [1], thus, health care professionals must develop and maintain the highest possible competency with vaccination procedures. However, this process is becoming increasingly difficult due to a lack of resources and to continuous pressure on professionals’ time. Knowledge is vital in maintaining comprehensive vaccination programs and strengthening best practices during daily work, and the goal is to use this knowledge to build vaccinators’ abilities and to improve immunization session practices (ISPs) [6].

Unfortunately, in Iraq, enrolling newly assigned vaccinators in routine training courses is not part of their training system, and while this might happen occasionally it is not scheduled. Thus, vaccinators can handle the challenges they may encounter during routine daily work by getting into close contact with senior vaccinators, at their sites, to gain further skills and build up their skills.

In addition to factors related to knowledge, skills, attitudes, and training of health care professionals, another factor that may play a role in strengthening vaccination competence is the vaccination environment. It should be quiet, safe, spacious, warm, private, and soundproof. However, excess amounts of work and staff shortages may weaken this competence [6].

World Health Organization (WHO) and United Nations Children’s Fund (UNICEF) estimates of immunization coverage in Iraq in 2015 revealed a 58% coverage for the third dose of diphtheria-tetanus-pertussis vaccine, a 63% coverage for the third dose of oral polio vaccine, and a 57% coverage for the first dose of measles containing vaccine [7] against a 95% national target for each antigen [8]. Ensuring high quality ISPs can lead to safer and more effective vaccination as well as higher coverage rates. Thus, it is of paramount importance to assess these practices and to ensure they are all the best quality, particularly when, according to our knowledge, such an assessment had never been done before in Iraq or in Wasit governorate.

The aim of this study was to assess ISPs in selected primary health care centers (PHCs) in Wasit governorate and to assess the impact of training of their vaccinators on the quality of ISPs.

Methods

Study Design and Setting

This interventional study was conducted in 10 PHCs in Wasit Governorate, one of the 18 governorates in Iraq. Wasit is in eastern Iraq, 160 km to the south east of the capital, Baghdad. It occupies an area of 17,153 km², with a total population of 1,149,059. It has six health districts: Kut-1 (10 PHCs), Kut-2 (13 PHCs), Hai (10 PHCs), Suwayrah (13 PHCs), Numaniyah (3 PHCs), and Aziziyah (6 PHCs).

The 10 (18%) PHCs were selected by simple random sampling from the six health districts in Wasit Governorate. Two PHCs were randomly selected from each health district (except for Numaniyah and Aziziyah districts, as they were instead treated as a single district and only two PHCs were randomly selected from both). All the selected PHCs regularly provide immunization services.

We visited each of these PHCs once to assess ISPs with direct on the job observation, using modified WHO immunization session checklists [9]. Then, the vaccinators were enrolled in a one-day, UNICEF-funded training program using the WHO module Managing an Immunization Session [9]. The same tools and techniques were used again one month later to assess ISPs in the same PHCs.

Immunization Session Checklists

We developed three checklists using Epi Info 7 (Centers for Disease Control and Prevention [CDC], Atlanta) based on the WHO immunization session checklist [9], the WHO checklists for vaccines and immunization [10], and the national guidelines for vaccines and immunization [8,11,12]. The developed checklists were a checklist for setting up the immunization session (see Multimedia Appendix 1), a checklist for the conduct of the immunization session (see Multimedia Appendix 2), and a checklist for concluding the immunization session (see Multimedia Appendix 3). These checklists were used to assess 62 ISPs.

Immunization Session Practices

ISPs are the tasks a health worker needs to perform to ensure the quality of an immunization session. They covered the following aspects: preparation for the session, communication with clients and caregivers during each encounter, assessment of infants before vaccination, correct technique for giving vaccines, closing the session, and recording data [9]. Each of the 62 ISPs was given a score of one when correctly practiced, or zero if not. For analytic purposes, these ISPs were grouped into seven domains: Vaccine and diluent management (12 ISPs), cold chain management (6 ISPs), session equipment (7 ISPs), card review and registration (14 ISPs), communication with clients and caregivers (4 ISPs), vaccine preparation and administration (14 ISPs), and waste management (5 ISPs).

Questionnaires

Two questionnaires were developed using Epi Info 7. The first was the vaccinator’s questionnaire, which was used to collect data on health care workers’ (HCWs) age, gender, level of education (classified as intermediate school, high school, nursing
school, technical health institute, college of nursing, and nonmedical college), number of years of working in the field of immunization, and if they received any formal training on standard ISPs. The second questionnaire was used to collect information from PHCs, such as the district’s name, the number of doctors in the PHC, the number of vaccinators working in the immunization unit, the number of people served by the PHC according to 2016 population, and the average daily number of people receiving vaccinations in the PHC.

Training Program

Vaccinators in the selected PHCs were enrolled in a one-day training program that was conducted in the hall of the Center for Training and Development-Wasit Directorate of Health. A total of 42 vaccinators from the selected sites were trained after dividing them into two groups, with each group including half the number of vaccinators working in each PHC (in order to not create a shortage in the manpower working in the immunization unit in any of these PHCs on the day of training). The first group received training on Monday, November 28, 2016 and the second on Wednesday, November 30, 2016.

The training material was adopted from the WHO immunization training resource, Managing an Immunization Session [9]. We translated this module into Arabic and presented it as a PowerPoint show supported by three video clips about: (1) how to give the Bacille Calmette-Guerin vaccine to an infant; (2) the correct technique for giving intramuscular injections to infants; and (3) how to manage the immunization session as a whole. The presentation also had many pictures that were adopted from the CDC website.

Ethical approval was obtained from the Public Health Department at Wasit Directorate of Health, and UNICEF funded the training over its two days with an average cost of about 35 United States Dollars per vaccinator.

Statistical Analysis

First, collected data were entered into Epi Info 7 (because the checklists and questionnaires were developed using the software), and then further processing and analyses were done using Excel (Microsoft, Redmond) to calculate the mean and median scores for each domain. Each single domain had a specific number of ISPs that were each given a score of one when correctly practiced or zero if not. After that, the mean and median for all practices contained in a single domain were calculated, giving a final score for that domain which ranged from 1-0 for the perfect domain and for the least achieving one, respectively. The above calculation was performed twice, once before and another time following the training. Then, the differences between pre- and posttraining domains' scores were calculated and the Wilcoxon signed-rank test was used to determine statistical significance. A $P < .05$ was considered statistically significant.

Results

The study was conducted among 10 PHCs with 42 vaccinators. A total of 25/42 vaccinators (60%) had graduated from technical health institutes (two years following high school). All others had a lower education level, and none were college graduates. Only 15 (36%) of them had previous training on ISPs. The range of years of experience as vaccinators was 1-25 years, with a median of 3 years. Overall, 10 (24%) of the vaccinators were newly assigned, with less than one year of experience in the field of immunization. The main characteristics of the studied PHCs and vaccinators are shown in Tables 1 and 2, respectively.

Among the 10 studied PHCs, six (60%) showed a statistically significant improvement in immunization session practices following the training of vaccinators, two (20%) showed an improvement that was not significant, and the remaining two (20%) PHCs showed some unexpected decline in their ISP scores (Table 3).

Table 1. Characteristics of 10 primary health care centers in Wasit Governorate, 2016.

<table>
<thead>
<tr>
<th>Primary health care center</th>
<th>District</th>
<th>Doctors, n</th>
<th>Vaccinators, n</th>
<th>Catchment area population, n</th>
<th>Vaccinators’ density (vaccinators/10,000 people)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Badr Ul-Kubra</td>
<td>Kut-1</td>
<td>3</td>
<td>4</td>
<td>33,934</td>
<td>1.2</td>
</tr>
<tr>
<td>Badra</td>
<td>Kut-1</td>
<td>4</td>
<td>4</td>
<td>15,605</td>
<td>2.6</td>
</tr>
<tr>
<td>Falahiyah</td>
<td>Kut-2</td>
<td>0</td>
<td>3</td>
<td>40,865</td>
<td>0.7</td>
</tr>
<tr>
<td>Al-Hakiem</td>
<td>Kut-2</td>
<td>2</td>
<td>3</td>
<td>11,500</td>
<td>2.6</td>
</tr>
<tr>
<td>Muwaffaqiyah</td>
<td>Hai</td>
<td>3</td>
<td>6</td>
<td>33,107</td>
<td>1.8</td>
</tr>
<tr>
<td>Asskary</td>
<td>Hai</td>
<td>3</td>
<td>5</td>
<td>22,307</td>
<td>2.2</td>
</tr>
<tr>
<td>Numaniyah</td>
<td>Numaniyah and Aziziyyah</td>
<td>5</td>
<td>11</td>
<td>72,403</td>
<td>1.5</td>
</tr>
<tr>
<td>Ahrar</td>
<td>Numaniyah and Aziziyyah</td>
<td>3</td>
<td>3</td>
<td>26,588</td>
<td>1.1</td>
</tr>
<tr>
<td>Mazraa</td>
<td>Suwayrah</td>
<td>3</td>
<td>2</td>
<td>10,660</td>
<td>1.9</td>
</tr>
<tr>
<td>Shuhaymiyah</td>
<td>Suwayrah</td>
<td>3</td>
<td>1</td>
<td>19,189</td>
<td>0.5</td>
</tr>
</tbody>
</table>
Table 2. Characteristics of vaccinators working in 10 primary health care centers in Wasit Governorate, 2016 (N=42).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Distribution, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>22 (52)</td>
</tr>
<tr>
<td>Female</td>
<td>20 (48)</td>
</tr>
<tr>
<td><strong>Educational status</strong></td>
<td></td>
</tr>
<tr>
<td>Technical health institute</td>
<td>25 (60)</td>
</tr>
<tr>
<td>Nursing school</td>
<td>14 (33)</td>
</tr>
<tr>
<td>High school</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Intermediate school</td>
<td>2 (5)</td>
</tr>
<tr>
<td><strong>Service duration</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;1 year</td>
<td>10 (24)</td>
</tr>
<tr>
<td>1-5 years</td>
<td>20 (48)</td>
</tr>
<tr>
<td>&gt;5 years</td>
<td>12 (28)</td>
</tr>
<tr>
<td><strong>Previous training on immunization session practices</strong></td>
<td></td>
</tr>
<tr>
<td>Trained</td>
<td>15 (36)</td>
</tr>
<tr>
<td>Not trained</td>
<td>27 (64)</td>
</tr>
</tbody>
</table>

Table 3. The change in scores of immunization session practices following training of vaccinators in 10 primary health care centers in Wasit Governorate, 2016.

<table>
<thead>
<tr>
<th>Primary health care center</th>
<th>Pretraining, mean (SD)</th>
<th>Posttraining, mean (SD)</th>
<th>Change, mean (SD)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Badr Ul-Kubra</td>
<td>0.73 (0.45)</td>
<td>0.63 (0.49)</td>
<td>−0.10 (0.47)</td>
<td>.11</td>
</tr>
<tr>
<td>Badra</td>
<td>0.63 (0.49)</td>
<td>0.76 (0.43)</td>
<td>0.13 (0.50)</td>
<td>.045</td>
</tr>
<tr>
<td>Falahiyyah</td>
<td>0.71 (0.46)</td>
<td>0.68 (0.47)</td>
<td>−0.03 (0.48)</td>
<td>.60</td>
</tr>
<tr>
<td>Al-Hakiem</td>
<td>0.60 (0.49)</td>
<td>0.84 (0.37)</td>
<td>0.24 (0.59)</td>
<td>.002</td>
</tr>
<tr>
<td>Muwaffaqiyah</td>
<td>0.68 (0.47)</td>
<td>0.84 (0.37)</td>
<td>0.16 (0.52)</td>
<td>.02</td>
</tr>
<tr>
<td>Asskary</td>
<td>0.76 (0.43)</td>
<td>0.84 (0.37)</td>
<td>0.08 (0.49)</td>
<td>.20</td>
</tr>
<tr>
<td>Numaniyah</td>
<td>0.56 (0.50)</td>
<td>0.66 (0.48)</td>
<td>0.10 (0.39)</td>
<td>.06</td>
</tr>
<tr>
<td>Ahrar</td>
<td>0.60 (0.49)</td>
<td>0.94 (0.25)</td>
<td>0.34 (0.48)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mazraa</td>
<td>0.53 (0.50)</td>
<td>0.92 (0.27)</td>
<td>0.39 (0.49)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Shuhaymiyah</td>
<td>0.53 (0.50)</td>
<td>0.85 (0.36)</td>
<td>0.32 (0.47)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>0.632 (0.081)</td>
<td>0.795 (0.108)</td>
<td>0.163 (0.160)</td>
<td>.01</td>
</tr>
</tbody>
</table>

There were varying degrees of improvement among the domains following the training. Three domains that were originally among the lowest scoring showed the most significant improvement, including: vaccine and diluent management, cold chain management, and vaccine preparation and administration. Other domains with higher scores included: session equipment, waste management, and card review and registration. These later domains showed a less remarkable and statistically nonsignificant improvement. Despite originally being a mid-level domain with a mean 0.5 (SD 0.5), communication with clients and caregivers increased only a small, nonsignificant amount following the training (Table 4).

All ISPs, with the percentage of PHCs correctly practicing them as well as the difference following the training, are shown in Table 5.
Table 4. The change in scores of immunization session practices, by domains, following training of vaccinators in 10 primary health care centers in Wasit Governorate, 2016.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Pretraining Mean (SD) Median</th>
<th>Posttraining Mean (SD) Median</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vaccine and diluent management</td>
<td>0.5 (0.1) 0.5</td>
<td>0.8 (0.1) 0.8</td>
<td>.01</td>
</tr>
<tr>
<td>Cold chain management</td>
<td>0.3 (0.2) 0.3</td>
<td>0.8 (0.3) 1.0</td>
<td>.01</td>
</tr>
<tr>
<td>Session equipment</td>
<td>0.9 (0.1) 0.9</td>
<td>0.9 (0.1) 0.9</td>
<td>.26</td>
</tr>
<tr>
<td>Communication with clients and caregivers</td>
<td>0.5 (0.5) 0.4</td>
<td>0.6 (0.4) 0.6</td>
<td>.67</td>
</tr>
<tr>
<td>Card review and registration</td>
<td>0.7 (0.1) 0.7</td>
<td>0.8 (0.1) 0.8</td>
<td>.13</td>
</tr>
<tr>
<td>Vaccine preparation and adminstration</td>
<td>0.6 (0.1) 0.6</td>
<td>0.8 (0.1) 0.8</td>
<td>.02</td>
</tr>
<tr>
<td>Waste management</td>
<td>0.8 (0.2) 0.8</td>
<td>0.8 (0.1) 0.8</td>
<td>.52</td>
</tr>
</tbody>
</table>
Table 5. Percentage of primary health care centers (PHCs) with standard immunization session practices (ISPs) in Wasit Governorate, 2016

<table>
<thead>
<tr>
<th>Domains and ISP</th>
<th>PHCs with pretraining standard practices (%)</th>
<th>PHCs with posttraining standard practices (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Vaccine and diluent management</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vaccine quantity checked</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Vaccines out refrigerator in required quantity</td>
<td>50</td>
<td>60</td>
</tr>
<tr>
<td>Vaccines out refrigerator in order</td>
<td>20</td>
<td>80</td>
</tr>
<tr>
<td>Diluent quantity matched</td>
<td>50</td>
<td>60</td>
</tr>
<tr>
<td>Diluent type matched</td>
<td>90</td>
<td>100</td>
</tr>
<tr>
<td>Label checked</td>
<td>10</td>
<td>70</td>
</tr>
<tr>
<td>Expiry date checked</td>
<td>10</td>
<td>70</td>
</tr>
<tr>
<td>VVM(^a) checked</td>
<td>40</td>
<td>60</td>
</tr>
<tr>
<td>Unopened vials returned to refrigerator</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Unopened vials returned to USE FIRST(^b) box</td>
<td>20</td>
<td>80</td>
</tr>
<tr>
<td>Opened vials discarded</td>
<td>90</td>
<td>100</td>
</tr>
<tr>
<td>Vaccine stock for next session</td>
<td>40</td>
<td>50</td>
</tr>
<tr>
<td><strong>Cold chain management</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Icepacks conditioned</td>
<td>0</td>
<td>80</td>
</tr>
<tr>
<td>Freeze indicator checked</td>
<td>40</td>
<td>90</td>
</tr>
<tr>
<td>Carrier conditioned icepacks</td>
<td>0</td>
<td>80</td>
</tr>
<tr>
<td>Carrier vaccine vials in middle</td>
<td>70</td>
<td>70</td>
</tr>
<tr>
<td>Carrier pad on top</td>
<td>30</td>
<td>70</td>
</tr>
<tr>
<td>Carrier lid closed tightly</td>
<td>40</td>
<td>80</td>
</tr>
<tr>
<td><strong>Session equipment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AD(^c) syringes collected</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Reconstitution syringes collected</td>
<td>90</td>
<td>90</td>
</tr>
<tr>
<td>Safety box collected</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>AEFF(^d) medications collected</td>
<td>40</td>
<td>50</td>
</tr>
<tr>
<td>Permanent register collected</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Daily register collected</td>
<td>90</td>
<td>100</td>
</tr>
<tr>
<td>New cards collected</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td><strong>Card review and registration</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Review DOB(^e) and age</td>
<td>90</td>
<td>100</td>
</tr>
<tr>
<td>Review vaccines previously received</td>
<td>70</td>
<td>100</td>
</tr>
<tr>
<td>Review vaccines eligible for</td>
<td>90</td>
<td>90</td>
</tr>
<tr>
<td>Permanent register ID(^f)</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Permanent register DOB</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Permanent register address</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>Permanent register date and dose of vaccine</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Permanent register date and dose of vitamin A</td>
<td>80</td>
<td>60</td>
</tr>
<tr>
<td>Daily register vaccine dose</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Daily register vaccine information</td>
<td>20</td>
<td>40</td>
</tr>
<tr>
<td>Card registered given vaccine</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Domains and ISP</td>
<td>PHCs with pretraining standard practices (%)</td>
<td>PHCs with posttraining standard practices (%)</td>
</tr>
<tr>
<td>----------------------------------------</td>
<td>---------------------------------------------</td>
<td>-----------------------------------------------</td>
</tr>
<tr>
<td>Card marked date of next immunization</td>
<td>70</td>
<td>100</td>
</tr>
<tr>
<td>Summary report</td>
<td>20</td>
<td>40</td>
</tr>
<tr>
<td>Children missed vaccination listed</td>
<td>80</td>
<td>40</td>
</tr>
<tr>
<td>Communication with clients and caregivers</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Client and caregiver greeted</td>
<td>70</td>
<td>60</td>
</tr>
<tr>
<td>Messaged date of next visit</td>
<td>50</td>
<td>70</td>
</tr>
<tr>
<td>Messaged AEFI</td>
<td>40</td>
<td>50</td>
</tr>
<tr>
<td>Messaged what to do in AEFI</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>Vaccine preparation and administration</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wash hands with soap</td>
<td>10</td>
<td>60</td>
</tr>
<tr>
<td>Vaccine prepared on clean table</td>
<td>90</td>
<td>90</td>
</tr>
<tr>
<td>Reconstituted with correct type of diluent</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Reconstituted with correct quantity of diluent</td>
<td>90</td>
<td>100</td>
</tr>
<tr>
<td>Reconstituted with new disposable needle and syringe</td>
<td>80</td>
<td>100</td>
</tr>
<tr>
<td>Reconstitution needle and syringe disposed in safety box immediately</td>
<td>70</td>
<td>90</td>
</tr>
<tr>
<td>Membrane or opening not touched</td>
<td>40</td>
<td>90</td>
</tr>
<tr>
<td>Reconstituted vial in pad of vaccine carrier</td>
<td>20</td>
<td>60</td>
</tr>
<tr>
<td>Fill syringe just before administration</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Alcohol not used</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Needle not touched</td>
<td>90</td>
<td>90</td>
</tr>
<tr>
<td>Recommended technique</td>
<td>50</td>
<td>90</td>
</tr>
<tr>
<td>Correct injection site</td>
<td>50</td>
<td>90</td>
</tr>
<tr>
<td>Contraindication checked</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>Waste management</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AD syringe disposed immediately</td>
<td>80</td>
<td>100</td>
</tr>
<tr>
<td>AD syringe disposed without recapping</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Safety box within reach of Staff</td>
<td>80</td>
<td>100</td>
</tr>
<tr>
<td>Safety box closed when full</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Safety box out of reach of children</td>
<td>30</td>
<td>20</td>
</tr>
</tbody>
</table>

a VVM: vaccine vial monitor.
b USE FIRST: a box in the refrigerator to which unopened vaccine vials with acceptable VVMs should be returned at the end of the session to be used first in the next session.  
c AD: auto-disable.  
d AEFI: adverse event following immunization.  
e DOB: date of birth.  
f ID: identification.

discussion

Six (60%) of the studied sites showed significant improvement in ISPs following the training of their vaccinators. The most significant improvement was in the domains that got the lowest scores during the first assessment, which included: vaccine and diluent management, cold chain management, and vaccine preparation and administration. The posttraining assessment revealed an overall small improvement in ISPs’ mean score, from 0.63 (SD 0.08) to 0.80 (SD 0.11), which might be related to what was concluded by one review evaluating the effects of educational meetings (eg, courses, conferences, lectures, workshops), in that any improvement they cause is most likely to be small [13].

All the studied PHCs were major ones (supposed to be run by physicians) and all were supplying immunization services through routine sessions on a regular basis. The observed number of vaccinators working in these sites is not relative to
the number of people whom they serve. This might cause the quality of the provided health service to vary, because the imbalance in the supply, deployment, and composition of human resources may lead to a lack of equality in the provision of health services [14]. On the other hand, health care systems managing a balanced provider workload and staff mix may result in better patient care delivery [15].

Ten (24%) of the vaccinators were new to working in immunization units, with an average service duration of less than one year. Thus, it was expected that those vaccinators would be less competent as they had less practical work experience [6]. While training could improve their professional practice and the health care outcomes for their patients [13], lack of training for 27 (64.3%) of the vaccinators might seriously affect their competence, thus resulting in low quality practices.

The two PHCs that showed decline following training were further assessed to discover the causes behind it. One of these PHCs was unexpectedly supplied with a large quantity of influenza vaccine, and to dispense the vaccine as fast as they could the vaccinators decided to vaccinate everybody attending the PHC, regardless of their risk status for influenza. The postraining assessment was implemented during this time, while many people were inside the immunization room with no control over their entry or presence, which negatively affected vaccinators’ performance. In the second PHC, two of the three trained vaccinators were immediately moved away following the training and were replaced by only one of the newly assigned staff. Thus, the immunization unit lost much of its workforce as well as the skills gained from the training, which had an obvious adverse effect on the vaccinators’ performance and on ISPs.

The three significantly improved domains were those dealing with aspects related to the vaccine itself: handling, storage, preparation, and administration. Practices under these domains might be considered (from vaccinators’ perspectives) the most important and might have the most major consequences on the vaccinees. Other practices that might be considered of less serious impact showed a less remarkable, statistically nonsignificant improvement. The impact of educational meetings may be smaller for outcomes that health professionals may perceive as not having serious consequences for patients compared to outcomes that they may perceive as having moderately or highly serious consequences for patients [13]. On the other hand, our training was supported by three video clips as well as many pictures dealing with the practices belonging to the three most improved domains, which might help the vaccinators be more competent in these areas.
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The WHO states that ice pack conditioning is a process that takes time and advanced planning, but cold chain surveys have shown that this practice is widely ignored [16]. This was the exact situation in our settings, revealing that ice pack conditioning was the most problematic among cold chain practices.

Adrenaline was not available in half of our sites even following the training, even though it is the responsibility of the health district to supply its PHCs with these adverse events following immunization (AEFI) medications. Thus, for this practice to improve it might require the health district to include these drugs in its priority list that could be bought from the local market when they are not centrally supplied by the department of pharmaceuticals and medical equipment, a measure that the system never allows a PHC to do independently. Thus, this practice might be considered a complex behavior (complexity of behavior may depend on whether there was a need for change by the individual, a communication change, or a change in systems and thus, whenever a change in the system is required to change certain behavior, the latter might be considered more complex) that is unlikely to change much [13].

In one study conducted in the United Kingdom, they found that communication strategies to date have lacked clear evidence of efficacy in vaccination settings [17]. In our settings, communication with clients and caregivers only improved a little with training, which is like the results of another study conducted in Vietnam where 83.3% of health care providers do not communicate about vaccination when giving an injection [18].

From all of the above, we can conclude that ISPs were doing variably in our immunization sites before training, but none were being practiced to standard. Training of vaccinators was effective in improving some practices, especially those dealing with the technical aspect of vaccination (ie, vaccine management, cold chain management, and vaccine preparation and administration). However, it is important to remember that the pre- and postraining assessments were each conducted during a single visit in any of the selected sites, which might be a limitation of the study. In addition, the vaccine coverage rate was not included in the study even though it is an important variable that might be correlated to ISPs, leaving open the possibility for another study to be conducted.

Therefore, we would recommend this training, after some refinement, for other PHCs in Wasit governorate and on the national level, as well as for other countries or settings that use the Arabic language, to improve vaccinators’ abilities and thus ISPs.
Multimedia Appendix 1
Checklist for setting up the immunization session.

Multimedia Appendix 2
Checklist for the conduct of the immunization session.

Multimedia Appendix 3
Checklist for concluding the immunization session.
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Abstract

Background: The frequency of occurrence of extrapulmonary tuberculosis (EPTB) has been increasing globally over the last two decades. In Morocco, EPTB cases account for 46% of the patients reported with a new episode of tuberculosis (TB). Lymph node TB (LNTB) is the most common form of EPTB. In line with the guidelines of the National TB Program, the diagnosis is mainly based on clinical evidence, including histopathology.

Objective: This study aimed to evaluate the yield of histopathology testing in the diagnosis of LNTB.

Methods: This cross-sectional, prospective study was conducted among patients with cervical lymph node who were enrolled in the study from November 2016 to May 2017 in three regions of Morocco. We compared the outcomes of histopathological testing with those of bacteriology. Sensitivity (Se), specificity (Sp), positive predictive value (PPV), and negative predictive value (NPV) of histopathology testing were calculated. Culture and Xpert tests were used as the gold standard Laboratory Testing.

Results: A total of 262 patients were enrolled in this study. The Se, Sp, PPV, and NPV of histopathology testing were 95.6% (129/135), 64.6% (82/127), 74.1% (129/174), and 93.2% (82/88), respectively, in the presence of granuloma with or without caseous necrosis and were 84.4% (114/135), 74.8% (95/127), 78.1% (114/146), and 81.9% (95/116), respectively, in the presence of granuloma with caseous necrosis. The granuloma with caseous necrosis was associated with increased PPV and Sp of histopathology testing (P<.05).

Conclusions: The presence of the granuloma with caseous necrosis in the histopathological examination had significantly improved the yield of histopathology testing for the diagnosis of LNTB. The findings recommend to maintain histopathology testing in establishing the LNTB diagnosis and to explore other techniques to improve it.
Tuberculosis (TB) continues to challenge the international community. The global burden is estimated by the World Health Organization (WHO) at 10.4 million incident cases in 2016 [1]. The proportion of extrapulmonary TB (EPTB) cases has not exceeded 15% among all notified patients with TB for many years [1-3]. However, there are some differences across the WHO regions and across countries within these regions. The WHO Eastern Mediterranean Region (EMR) has the highest percentage of notified EPTB cases; 22% to 24% of patients diagnosed with TB each year have EPTB [1-3]. Among the EMR countries, Tunisia has the highest proportion of EPTB cases with 60% [3]. Significantly, high proportions are also reported in Algeria (63%), Syria (47%), Egypt (43%), and Saudi Arabia (26%) [1].

In Morocco, TB remains a major problem of public health. The WHO estimates for the year 2016 indicate that approximately 36,000 people were affected with a new episode of TB, with an estimated incidence of 103 per 100,000 population [1]. The National TB Program (NTP) of Morocco reported for the same year that 31,542 patients were diagnosed with a new episode of TB, and the notified incidence was 90 per 100,000 population [4]. The frequency of EPTB cases was high and accounted for 46% of all notified cases with a new episode of TB [1]. Between 1980 and 2016, the proportion of notified EPTB cases increased from 23% to 46% [5]. Lymph node TB (LNTB) is the most frequent form of EPTB and represents 37% of all EPTB cases reported in 2016 in Morocco.

According to the NTP guidelines of Morocco, the diagnosis of LNTB should be based on clinical arguments, including histopathological evidence. In fact, the diagnosis of 90% of notified LNTB cases is established through histopathology testing; bacteriological evidence contributes rarely to setting the diagnosis of LNTB [5]. Histopathology tests typically show epithelioid granulomas with or without caseous necrosis, which are usually used by clinicians as a strong argument to establish the diagnosis of TB. However, this histopathological aspect is not bacteriological evidence for TB and is encountered not only in TB but also in many other diseases such as sarcoidosis, leprosy, schistosomiasis, syphilis, and others.

The histopathology is highly sensitive but not very specific for TB diagnosis, in general. Therefore, using histopathology alone may result in a false diagnosis of EPTB. In addition, EPTB is characterized by a low presence of Mycobacterium tuberculosis (MTB) within the tissues because of an anaerobiosis environment. Therefore, the identification of MTB in biopsy fragments, through bacteriological techniques such as a culture or polymerase chain reaction (PCR), is not easy because of the paucibacillary nature of biopsies, and these examinations cannot provide optimal sensitivity [6]. This study aimed to evaluate the yield of histopathology testing for the diagnosis of LNTB in Morocco to help the NTP readjust the ongoing clinical procedures used to establish the diagnosis of LNTB.

**Methods**

**Study Design**

We conducted a cross-sectional, prospective study from November 2016 to May 2017 in otolaryngology outpatient departments belonging to 4 university hospitals in 3 regions of Morocco (Rabat, Casablanca, and Fez). These regions have a high notified incidence of TB and appropriate laboratory facilities for histopathology and well-developed TB laboratory capacities. The study compares the outcomes of histopathological tests with those of bacteriological examinations using a culture and Xpert tests as the gold standard. The Xpert test was combined with the culture to strengthen the bacteriological gold standard, as its sensitivity (Se) and specificity (Sp), using lymph node biopsies, were, respectively, 96.6% and 88.9% [7].

**Sample**

The study population consisted of all consenting patients with cervical lymph nodes, irrespective of their age and gender, for whom a biopsy was indicated to carry out histopathological testing to establish a diagnosis, including that of TB. All patients for whom the biopsy was contraindicated were excluded.

**Sample Size**

In 2015, approximately 2000 new cases of LNTB were notified in 3 regions. Using an expected proportion of the bacteriological confirmation with histopathological characteristics suggesting TB of 68% [6], the sample size needed an alpha of .05, and power of 80% was estimated at 262 study participants.

**Laboratory Testing**

Each lymph node biopsy carried out was examined by a histopathology test and by a culture on the Lowenstein-Jensen (LJ) solid medium and Xpert testing to provide the bacteriological evidence associated with TB. A bacteriological examination was considered positive when a culture or Xpert test or both were positive in a lymph node biopsy. A bacteriological examination was considered as negative when a culture and Xpert test were both negative in a lymph node biopsy. A histopathology test was considered positive when its outcome shows a presence of inflammatory granuloma with or without caseous necrosis. The presence of caseous necrosis in the granuloma was considered as suggestive of TB, whereas its absence as less suggestive, without ruling out the possibility of TB diagnosis. A histopathology test was considered negative when it shows no granuloma with or without nonspecific inflammatory lesions.

**Data Collection**

The data to describe the population study were collected using a questionnaire filled by consenting patients, which included
the demographic data (age, sex, and residence area [rural or urban area]), the socioeconomic data (education level, occupation/job, and income), and the clinical characteristics (previously treated for TB [having received TB medicines for ≥1 month], contacts of TB patients [household contacts or having close contact with TB patients], affected by diabetes, and HIV status). The results of histopathological and bacteriological tests were collected in the laboratories involved in the study using specific results sheets. All the staff involved in the process of data collection were trained to use the case definitions and collect the relevant information, in line with the study protocol, to standardize the data collection process.

Informed consent was obtained for each study participant, and all data obtained during the study were treated confidentially. The study was approved by the National Ethical Committee established by the Ministry of Health of Morocco.

Data Analysis

The data were coded, verified, and analyzed using Epi Info version 7.2.1.0 (developed by Centers for Disease Control and Prevention in Atlanta, Georgia, US). We calculated the Se, Sp, positive predictive value (PPV), and negative predictive value (NPV) for each of the histopathological outcomes, namely (1) the granuloma with or without caseous necrosis and (2) the granuloma with caseous necrosis. To calculate these indicators, the outcomes of the histopathological tests were compared with the results of the gold standard (the culture and Xpert test). A chi-square test was used for the comparison of proportions. A chi-square test was considered statistically significant when the $P$ value is less than .05.

Results

Sociodemographic and Clinical Characteristics

The study enrolled 262 patients with cervical lymph nodes from the following locations: 41.2% (108/262) in Casablanca, 35.1% (92/262) in Fez, and 23.7% (62/262) in Rabat. Their mean age was 25 years. Among the study participants, 151 were females (58.1%, 151/260), with a sex ratio (male/female) of 0.72. A total of 223 (87.4%, 223/255) patients were living in urban areas, 26 (10.2%, 26/255) were previously treated for TB, 6 (2.4%, 6/255) had diabetes, and 2 (1.7%, 2/115) were HIV positive (Table 1).
Table 1. Sociodemographic and clinical characteristics of study population.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Patients with lymph node (N=262), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age group (years; n=244)</strong></td>
<td></td>
</tr>
<tr>
<td>0-14</td>
<td>63 (25.8)</td>
</tr>
<tr>
<td>15-44</td>
<td>150 (61.5)</td>
</tr>
<tr>
<td>\geq45</td>
<td>31 (12.7)</td>
</tr>
<tr>
<td><strong>Gender (n=260)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>109 (41.9)</td>
</tr>
<tr>
<td>Female</td>
<td>151 (58.1)</td>
</tr>
<tr>
<td><strong>Residency area (n=255)</strong></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>223 (87.4)</td>
</tr>
<tr>
<td>Rural</td>
<td>32 (12.6)</td>
</tr>
<tr>
<td><strong>Education (n=231)</strong></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>49 (21.2)</td>
</tr>
<tr>
<td>Coranic school</td>
<td>4 (1.7)</td>
</tr>
<tr>
<td>Primary school</td>
<td>72 (31.2)</td>
</tr>
<tr>
<td>Secondary school</td>
<td>75 (32.5)</td>
</tr>
<tr>
<td>University</td>
<td>31 (13.4)</td>
</tr>
<tr>
<td><strong>Income (n=171)</strong></td>
<td></td>
</tr>
<tr>
<td>Stable</td>
<td>17 (9.9)</td>
</tr>
<tr>
<td>Not regular</td>
<td>34 (19.9)</td>
</tr>
<tr>
<td>No income</td>
<td>120 (70.2)</td>
</tr>
<tr>
<td><strong>Contact TB(^a) patient (n=243)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>25 (10.3)</td>
</tr>
<tr>
<td>No</td>
<td>218 (89.7)</td>
</tr>
<tr>
<td><strong>Previously treated for TB (n=255)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>26 (10.2)</td>
</tr>
<tr>
<td>No</td>
<td>229 (89.8)</td>
</tr>
<tr>
<td><strong>Diabetes (n=255)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>6 (2.4)</td>
</tr>
<tr>
<td>No</td>
<td>249 (97.6)</td>
</tr>
<tr>
<td><strong>HIV status (n=115)</strong></td>
<td></td>
</tr>
<tr>
<td>Positive rapid test</td>
<td>2 (1.7)</td>
</tr>
<tr>
<td>Negative rapid test</td>
<td>113 (98.3)</td>
</tr>
</tbody>
</table>

\(^a\)TB: tuberculosis.

**Outcomes of Histopathological and Bacteriological Examinations**

Among the 262 enrolled patients, 174 (66.4%) had a positive histopathology test (granuloma with and without caseous necrosis), among whom 146 (83.9%, 146/174) had granuloma with caseous necrosis. Xpert testing was positive for 124 study participants (47.3%, 124/262) and culture, for 27 (10.3%, 27/262; Table 2).
Table 2. Histology, culture, and GeneXpert results.

<table>
<thead>
<tr>
<th>Diagnostic technique</th>
<th>Patients with lymph nodes (N=262), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive histology</td>
<td>174 (66.4)</td>
</tr>
<tr>
<td>Granuloma with caseous necrosis</td>
<td>146 (83.9)</td>
</tr>
<tr>
<td>Granuloma without caseous necrosis</td>
<td>28 (16.1)</td>
</tr>
<tr>
<td>Negative histology</td>
<td>88 (33.6)</td>
</tr>
<tr>
<td>GeneXpert</td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>124 (47.3)</td>
</tr>
<tr>
<td>Negative</td>
<td>138 (52.7)</td>
</tr>
<tr>
<td>Culture</td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>27 (10.3)</td>
</tr>
<tr>
<td>Negative</td>
<td>235 (89.7)</td>
</tr>
</tbody>
</table>

Histology Performances Compared With the Gold Standard

The Se, Sp, PPV, and NPV were 95.6% (129/135), 64.6% (82/127), 74.1% (129/174), and 93.2% (82/88), respectively, for the outcomes of histopathological tests, showing granuloma with or without caseous necrosis, whereas the Se, Sp, PPV, and NPV were 84.4% (114/135), 74.8% (95/127), 78.1% (114/146), and 81.9% (95/116), respectively, for the granuloma with caseous necrosis (Table 3). The PPV and Sp of histopathological outcomes were significantly higher for granuloma with caseous necrosis than for granuloma with or without caseous necrosis ($P=.02$ and $P<.001$, respectively).

Table 3. Performances of different histological entities in the diagnosis of lymph node tuberculosis.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Histological entities</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Granuloma with or without caseous necrosis, n/N (%)</td>
</tr>
<tr>
<td></td>
<td>N</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>135</td>
</tr>
<tr>
<td>Specificity</td>
<td>127</td>
</tr>
<tr>
<td>Positive predictive value</td>
<td>174</td>
</tr>
<tr>
<td>Negative predictive value</td>
<td>88</td>
</tr>
</tbody>
</table>

Discussion

EPTB has much less visibility than pulmonary TB and receives less attention because of its low infectiousness [8,9]. However, it is a serious problem of public health because of its increasing frequency for the last 2 decades [1] and therefore contributing to morbidity, mortality, and disability associated with TB. Significant variations in reporting notified EPTB cases have been observed among WHO regions and countries [1,3]. They might be related to differences in clinical practices to establish a diagnosis of EPTB, registration, and cases reporting.

In the context of Morocco, undertaking biopsy and histopathological testing is fully integrated in the clinical practices to establish the diagnosis of LNTB; the diagnosis of 90% of LNTB cases is based on histopathology evidence, whereas bacteriology testing is rarely used to confirm TB diagnosis [5] because of the very low yield of microscopy and time-consuming procedures to perform a culture on lymph node specimens; Xpert testing on such specimens has been recently introduced in the NTP services.

Our study has assessed the performances of histopathology against the established bacteriological gold standard. In general, the results of the study are comparable with those of other similar studies. In our study, the culture made on lymph node biopsies was positive in 10.3% (27/262) cases. According to the various studies, the culture positivity varied from 10% to 69%; it was 10.8% in Tunisia [10] and 45% in a study by Marais et al [11]. Other similar comparative studies had shown a positive culture of 22% [12], 26% [13], and 44% [14]. In these studies, a culture was performed on an LJ solid medium. Although a culture is the gold standard for the diagnosis of EPTB, a negative culture outcome cannot exclude the LNTB diagnosis [15].

Several studies reported Xpert testing on extrapulmonary biopsies with a positive outcome for TB of 11.5% [10], 33%, and 39% [10,14]. In our study, 47.3% (124/262) of Xpert tests performed on lymph node specimens were MTB positive.

The granuloma with caseous necrosis was observed in 83.9% (146/174) of the patients whose histopathology tests show a granuloma, irrespective of the caseous necrosis status. This proportion was more important than what was reported in the study by Lisbet et al (42.5%) [16]. Although a culture of MTB
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is generally used as a reference standard to validate the performance of new diagnostic tests, this test has a limited Se in extrapulmonary tissues [17]. In lymph node biopsies, the Se has been estimated at 71% to 88% whereas Sp, at 100% [18]. In our study, Xpert testing was used in addition to a culture to strengthen the bacteriological gold standard because its Se for EPTB ranged from 75% to 100% and its Sp, from 99% to 100% [19,20]. Its Se and Sp, using lymph node biopsies, were 96.6% and 88.9%, respectively [7]. Therefore, the gold standard based on a culture and Xpert testing may still have some limitations to evaluate the performance of histopathology in the diagnosis of LNTB.

With regard to the bacteriological gold standard used in our study, the outcomes of histopathology in favor of LNTB diagnosis were significantly better in the presence of granuloma with caseous necrosis than in the presence of granuloma with or without caseous necrosis.

Our study findings report that the Se, Sp, PPV, and NPV were 84.4% (114/135), 74.8% (95/127), 78.1% (114/146), and 81.9% (95/116), respectively, when the histopathological testing showed a granuloma with caseous necrosis, whereas these indicators were 95.6% (129/135), 66.4% (174/262), 74.1% (129/174), and 93.2% (82/88), respectively, when it showed a granuloma with or without caseous necrosis. These results were comparable with a study using a culture alone as the gold standard; this study carried out in Ethiopia reported an Se, an Sp, a PPV, and an NPV of 92%, 88%, 77%, and 97%, respectively, for LNTB when histopathology testing identifies a granuloma with or without caseous necrosis [21]. The Sp and PPV in our study were higher than those in another study using PCR as the gold standard with Se, Sp, PPV, and NPV estimated at 92%, 37%, 60%, and 81%, respectively [22]. The Se and Sp in our study were similar to those reported in another study (96% and 78%, respectively) [23].

Our study reported a 78% PPV in the presence of a granuloma with caseous necrosis; this indicates that 22% of patients might be considered as having LNTB whereas their culture and/or Xpert test are negative. The presence of caseous necrosis may represent a more comfortable argument for the diagnosis of LNTB than the situation when it is absent; however, it is still not compelling evidence that allows clinicians to set the diagnosis of LNTB with confidence because a significant proportion of the patients might not have TB (22% in our study).

The NPV exceeded 90% in the presence of granuloma with or without caseous necrosis and 83% in the presence of granuloma with caseous necrosis. Therefore, the proportion of false-negative cases would be 10% to 17%.

In conclusion, the presence of granuloma with caseous necrosis in a histopathological examination had significantly improved the yield of histopathology for the diagnosis of LNTB. The evaluation of clinical practices, including the histopathological examination in the diagnosis of LNTB in Morocco, indicates a better yield of histopathology when the histopathological testing shows a granuloma with caseous necrosis. Therefore, it is recommended to maintain the histopathology testing to establish the diagnosis of LNTB, explore other diagnosis techniques, and duplicate this study in other country settings.
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Abstract

Background: The Eastern Mediterranean Public Health Network, supported by the Biosecurity Engagement Program, contributed significantly to strengthening the preparedness and response to the emerging and re-emerging infections in the region.

Objective: This study aimed to determine the gaps, challenges, and priorities for preventing the emerging and re-emerging infections, with a focus on biosafety and biosecurity in four countries of the region, namely, Egypt, Iraq, Jordan, and Morocco.

Methods: A total of two different methods were used to determine the gaps and priorities for preventing the emerging and re-emerging infections. The first method was a rapid assessment for the preparedness and response to the emerging and re-emerging infections in four countries of the region, with a focus on biosafety and biosecurity. The second method was a face-to-face round table meeting of the participating teams for two days, where the teams from all countries presented their countries’ profiles, findings, priorities, and gaps based on the countries’ assessments.

Results: The assessment and meeting resulted in several priorities and recommendations for each of the countries in the areas of legislation and coordination, biosafety and biosecurity, surveillance and human resources, case management and response, infection control and prevention, and risk communication and laboratory capacity.

Conclusions: Many recommendations were relatively consistent throughout, including improving communication or building collaborations to improve the overall health of the country.
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Introduction

Background

The Eastern Mediterranean region is a hotspot for emerging and re-emerging infectious diseases [1]. Almost half of the countries in the region have witnessed epidemics from emerging infectious diseases over the past years [2]. Many outbreaks were detected, investigated, and contained in some countries of the region in the last few years, including yellow fever [3], Middle East respiratory syndrome [4], cholera [5], avian influenza A (H5N1) infection [6], dengue fever [7], and chikungunya [8-10]. These epidemics had a high burden on the health system and the socioeconomic development of the region.

The risk of the emerging and re-emerging infectious diseases has increased significantly in the past years owing to different factors, some of which are related to humanitarian emergencies,
wars, fragile health systems, weak surveillance, and limited laboratory diagnostic capacity [11]. A high number of internally displaced persons and refugees living in overcrowded and overburdened spaces, with little or no access to basic health care services [12], has contributed to the emergence and reemergence of epidemic diseases in the region [13].

The regional preparedness, response, and control efforts face major challenges such as poor vector surveillance capacities, lack of integrated vector management approaches, weak multidisciplinary and intersectoral collaboration, and the absence of comprehensive preparedness and response plans.

Protecting people’s health by combating outbreaks remains a national priority for all countries in the region. This is also important to ensure maximum protection of the people against the international spread of these diseases and its role in global health security. A regional collective approach to address the emerging and re-emerging infections as a health security issue will permit the rapid detection of novel biological threats and assist in identifying innovative and locally crafted solutions for the management of these disease threats, both from a security and safety perspective as well as from a disease control standpoint.

Objectives
The Eastern Mediterranean Public Health Network (EMPHNET), supported by the Biosecurity Engagement Program, contributed significantly to strengthening the preparedness and response to the emerging and re-emerging infections in the region. This study aimed to determine the gaps, challenges, and priorities for preventing the emerging and re-emerging infections, with a focus on biosafety and biosecurity in 4 countries of the region, namely, Egypt, Iraq, Jordan, and Morocco.

Methods
Gaps and Priorities Identification
A total of two different methods were used to determine the gaps and priorities for preventing the emerging and re-emerging infections in 2015. The first method was a rapid assessment for preparedness and response to the emerging and re-emerging infections in 4 countries of the region, with a focus on biosafety and biosecurity. The second method was a face-to-face round table meeting of the participating teams for two days, where the teams from all the countries presented their countries’ profiles, findings, priorities, and gaps based on the countries’ assessments.

Rapid Assessment
The EMPHNET team developed a questionnaire to obtain up-to-date information on the status of the participating countries regarding preparedness and other capacities required to detect and respond to the outbreaks of the emerging and re-emerging infections. The team comprised experts in emerging and re-emerging infections, biosafety and biosecurity, outbreak investigation, and response. The questionnaire tackled the following areas: legislation and coordination (4 questions), biosafety and biosecurity (13 questions), surveillance and human resources (12 questions), case management and response (2 questions), infection control and prevention (7 questions), risk communication (4 questions), and laboratory capacity (4 questions). The questionnaire included yes, no, remarks and percentage for responses and a section for listing the priorities and gaps for urgent consideration. It was structured as Web-based link that was sent to the focal points of each participating county. The focal points met with their respective teams in their own countries and filled the questionnaire. The individuals included in the country teams that responded to the questionnaire were surveillance officers, animal health officers, officers from the Central Public Health Laboratory, International Health Regulations (IHR) focal points, communicable diseases control officers, and Field Epidemiology Training Program (FETP) coordinators.

Round Table Meeting
A round table on Preventing Emerging and Re-emerging Infections, which aimed at improving the biorisk management and best practices in relation to disease control efforts for emerging pathogens, was conducted. The round table session was intended for the public health officials from the region as part of strengthening the preparedness and response to emerging and re-emerging infections. The organizing team invited director generals, senior surveillance officers, animal health officers, directors of the Central Public Health Laboratories, IHR focal points, director for communicable diseases, FETP coordinators, and senior officers of the United Nations Relief and Works Agency’s health section to participate in the round table meeting. In this round table meeting, the experts gave an overview of the region and provided some information on the main known threats to the region; then, the countries’ representatives presented their countries’ profiles and findings of the rapid assessments. The country teams discussed their findings and the countries’ strengths, gaps, weaknesses, and recommendations. The representatives, delegates, and facilitators of all countries came up with areas of priority for immediate consideration and areas for short- or long-term consideration. Finally, they recommended several short-, medium-, and long-term activities to improve the preparedness and response to the emerging and re-emerging infectious diseases’ threats at the subregional level. At the round table sessions, special attention was given to biosafety, biosecurity, and biorisk management issues related to the emerging and re-emerging infections. The organizing team transcribed discussions, comments, questions, and answers throughout the round table.

Results
Responses of Countries
On the basis of the rapid assessment responses and the round table discussions of the representatives from Egypt, Iraq, Jordan, and Morocco, the major gaps, challenges, and priorities for the different focus areas are discussed below.

Legislation and Coordination
The countries’ representatives reported that they have a public health law that allows for the detection and investigation of the emerging and re-emerging diseases’ cases and outbreaks, an
assigned high-level intersectoral coordination body at the national level, and a functional emergency operations center at the central level. Overall, 3 countries confirmed that they have a biorisk management plan and that they update their plans regularly. Moreover, 3 countries reported that they regularly conduct risk assessment of major health facilities at the national level. Morocco reported that they do not have a biorisk management plan, and Iraq reported that they do not have mechanisms to detect any violation of the biorisk management plan. Iraq also reported that they do not conduct regular risk assessment of major health facilities.

**Biosafety and Biosecurity**

All countries reported that they have logbooks to record toxins and biological agents where necessary, measures are in place to identify and manage risk associated with general safety, staff are handling dangerous substances with enough care, and their general surveillance systems are based on proper risk assessment. In addition, they reported that they have enough controls in place for the physical security of infectious materials of all kinds commensurate with the assessed risks.

**Surveillance and Human Resources**

Countries reported that they have comprehensive public health surveillance systems, and 2 out of the 4 countries reported that they have early warning and response surveillance systems as well. The surveillance system in Jordan reports on weekly and monthly basis, but outbreaks are reported immediately. The frequency of reporting of surveillance sites in Iraq, Morocco, and Egypt are immediate and daily for notifiable diseases and weekly and monthly for other diseases. In addition, all countries reported that the public health surveillance systems are linked with animal health surveillance systems. Furthermore, 3 out of the 4 countries reported that their public health surveillance systems are linked with response units and the same number reported that they have rapid response teams at the provincial and governorate levels. Iraq reported that the surveillance system is not linked with response teams, and Morocco reported that they do not have rapid response teams at the provincial and governorate levels. All countries reported that they have specific investigation, response, and medical teams for the management of emerging and re-emerging infections, which have capacities for contact tracing, isolation, and quarantine. Furthermore, 3 countries revealed that they have a regular feedback system to health facilities, whereas Jordan reported informal feedback system.

**Case Management and Response**

Only 2 countries reported that they have generic protocols for the treatment of the emerging and re-emerging infections. Countries lacking these protocols were Morocco and Egypt. All countries reported that they have updated protocols for the sample collection of the emerging and re-emerging infections. A total of 3 countries reported that they completed the risk assessment of main laboratories; in addition, the same number reported that the risk mitigation and control measures in the laboratories are in place, and they confirmed that the standard operating procedures (SOPs) for waste management in laboratories are practiced. Furthermore, they reported that they have strong links with the regional reference laboratories.

**Infection Control and Prevention**

A total of 3 out of the 4 countries reported that they have a national infection prevention and control program. All countries reported that they have trained provincial infection control and prevention teams, a national policy for medical waste management, and enough personal protective equipment for general use and for the use of infection control and prevention teams. Morocco reported that they do not have a functional infection control and prevention program at the ministry level and that no entity regularly reports on the status of the national infection control and prevention goals and strategies.

**Risk Communication and Laboratory Capacity**

A total of 2 out of the 4 countries reported that they have World Health Organization–certified (WHO-certified) point of entry, whereas Jordan and Egypt reported not having any WHO-certified point of entry. All participating countries reported that they have a national risk communication plan, well-known national spokesperson, and 2-way real-time communication with media.

The participants of the round table highlighted that the interdisciplinary coordination and communication within the health sector and throughout the board with other actors are weak. They also agreed that the responses to the events are not on time. They mentioned that the delay in the detection of first few cases (surveillance), sample collection, transportation and confirmation, and the limited technical resources and financial means are major challenges to provide a proper response to public health events. Participating representatives also reported that they face multidrug-resistant infections in their countries. In addition, they identified gaps in specimen packaging and shipment and raised concerns over public health surveillance and other capacities required for the points of entry and exist in all countries. Risk communication and involvement of media were identified to be weak. The media tend to publish unrealistic negative news more than the realities in the field, as reported.

The public health laboratories are functioning in Iraq but with limited diagnostic kits and limited laboratory supplies. Jordan’s team identified other problems, such as limited number of qualified trained personnel and high staff turnover rates, which lead to under reporting or incomplete reporting of surveillance data, biosafety events and incidents, financial shortfall for procurement of infection control materials, and financial shortfalls in implementing infection control measures. The main gaps identified by the Moroccan team included the lack of institutional link with animal health surveillance and the inadequate coordination to implement an integrated surveillance system for zoonotic diseases between the Ministry of Health and the Ministry of Agriculture (animal husbandry).

**Discussion**

**Principal Findings**

Representatives from the participating countries reported that they have surveillance systems, laboratories, and infection
control and prevention programs in place, although these systems were not perfect and needed support in many areas. Strengthening of the surveillance systems by adding components such as the disease early warning system was one of the requests. The risk assessment and risk mitigation of main health facilities and laboratories should be conducted regularly. Bridges for communication and collaboration between animal and human health to detect, confirm, and respond to outbreaks of animal origin should be built or improved at the national levels. The limitation of these findings is that they may not reflect all or the most pressing gaps, challenges, and priorities of the countries.

Many recommendations were relatively consistent throughout; they included improving the communication or building collaborations to improve the overall health of the country. The general recommendations by countries can be summarized as follows:

- Improve coordination, communication, and interaction among partners, stakeholders, and donors and adopt a systematic approach based on the accepted national and regional guidelines and standards while dealing with emerging and re-emerging infections
- Establish outbreak management teams, and not only outbreak investigation teams, to improve timely and effective response
- Develop and agree on the detailed SOPs for operational issues and challenges
- Strengthen the links with mass media and user-friendly social media
- Improve and strengthen public health surveillance systems.

**Highlights by Country**

The country-specific priorities and recommendations are presented in Textbox 1.
Textbox 1. Country-specific priorities and recommendations to support the prevention of emerging and re-emerging diseases.

**Egypt**
- Review the surveillance and response system
- Improve and update public health surveillance guidelines
- Establish and improve electronic surveillance systems, for example, early warning system and event-based surveillance
- Develop general and generic guidelines and protocols for the management of emerging and re-emerging infections
- Improve biosafety and biosecurity through training and capacity building of concerned staff
- Technical and financial support to establish disease early warning system
- Technical and financial support to establish event-based surveillance and its related guidelines
- Build capacity through training
- Technical and financial support to prepare and devise national preparedness and response to outbreaks and pandemics

**Iraq**
- Stronger links between animal and human health surveillance systems
- Response strategies should include animal health authorities to implement better response measures while facing zoonotic diseases
- Specific trainings activities, for example, training of rapid response teams and refresher trainings, are required for better response to outbreaks and events
- Review, assessment, and evaluation of the infection control and prevention programs
- Improve connections and links with regional and global laboratory networks to improve the on-time detection and confirmation of diseases and improve the specimen transportation and delivery
- National communication and risk communication strategies should be developed
- Biorisk management plan should be developed, enforced, and implemented and a mechanism should be emplaced to detect any breach of the biorisk management plan and its related standard operating procedures
- Training of health care workers on biosafety and biosecurity and emerging and re-emerging infections
- Coordination meetings with the neighboring countries on the emerging and re-emerging infections such as Ebola
- Provision of laboratory diagnostic kits, training, and monetary motivation

**Jordan**
- Improve the awareness of decision and policy makers and obtain their commitment to improve available gaps
- Improve biorisk management (biosafety and biosecurity risk management) by a national plan implementation
- Strengthen infection control and prevention in hospitals
- Establishment of public health surveillance systems at the point of entries and improve the shipment of biological samples
- Improve laboratory capacity for the early detection of the emerging and re-emerging infections
- Training of health care workers on biorisk management (biosafety and biosecurity), emerging and re-emerging infections, and importance of surveillance and timely reporting

**Morocco**
- Update the existing public health law in Morocco
- Establish a multidisciplinary and multisectorial technical committee responsible for documenting, monitoring, and tracking the international epidemiological situations, conducting risk analysis, and prioritizing the emerging diseases that have a greater risk in Morocco
- Develop specific programs or guides to be able to act upon the emerging diseases
- Bridge gaps and improve communication between animal and human health services to pave road for establishing an animal/human health unit in the Ministry of Health
- Establish a national program with all components for infection prevention and control
- Improve surveillance system by updating the list of notifiable diseases
- Improve the laboratory-based surveillance system to monitor the activities of certain pathogens and improve the diagnostic capacity
- Conduct refresher training activities for health professionals
• Conduct seroprevalence studies to estimate the prevalence of diseases such as leptospirosis, brucellosis, West Nile fever, and dengue fever in Morocco

• Establishment of animal/human health unit (zoonotic diseases unit)

• Develop a national plan to prevent health care–associated nosocomial infections
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Abstract

Rapid response teams (RRTs) are essential to contain the harmful effects of emergency situations and to coordinate actions in the fragile environment of the Eastern Mediterranean region (EMR). The Global Health Development and the Eastern Mediterranean Public Health Network (EMPHNET) implemented RRTs to fill the human resources gap and to enable the member states to build their capacity in rapid assessment and response to public health events to reduce human suffering. To build the capacity of the member states in the field of rapid response and to build a strong team of rapid response specialists at the regional level, EMPHNET implemented this initiative at two levels. The first was a basic regional RRT course (July 2012). It was an introductory course for the selected candidates to provide insight and to enhance the knowledge and skills needed to be part of an RRT. The training included 32 participants from nine EMR countries. The course was designed to allow the facilitators and selection committee to select 15 to 20 potential candidates for the advanced RRT course. The second was the advanced RRT course (September 2010 to October 2012) for training the trainers and preparing the RRTs for deployment. A series of RRT training workshops were held, with more than 650 health staff from 12 countries trained. In all workshops that were conducted during 2016-2017, the trainees showed significant improvement in their knowledge and skills.

(JMIR Public Health Surveill 2019;5(4):e14349) doi:10.2196/14349
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Outbreaks and Conflict

In 2017, more than 76 million people were directly or indirectly affected by political conflict, war, displacement, environmental threats, famine, and natural disasters across the Eastern Mediterranean region (EMR) [1]. These conflicts and threats have resulted in many infectious disease outbreaks because of overcrowded living conditions, limited access to safe water and sanitation, and limited access to health care services [2]. Such threats necessitate effective rapid response mechanisms, training, equipment, and access to information [3].

With the 2005 revisions of the International Health Regulations (IHR, 2005), epidemic alerts and responses are critical to ensuring global health security [4]. Consequently, rapid response teams (RRTs) are essential to contain the harmful effects of emergency situations and to coordinate actions in the fragile environments, such as that of the EMR. The Centers for Disease Control and Prevention and the World Health Organization (WHO) recommended RRT training to rapidly contain outbreaks, such as avian influenza outbreaks in Southeastern Asia and the Middle East. According to the WHO’s assessments, the EMR needs better coordination of qualified individuals and
increased capacity to detect and respond to disease outbreaks in a timely manner. Such individuals can serve in RRTs.

Rapid Response Teams Initiative in the Eastern Mediterranean Region

RRT is a multistage collaborative project initiated by the Global Health Development (GHD) and the Eastern Mediterranean Public Health Network (EMPHNET) to fill the human resources gap and to enable the member states to build their capacity in rapid assessment and response to public health events to reduce human suffering. The GHD/EMPHNET had established the RRT initiative in 2012 to support the countries of EMR to effectively respond to public health events, including emerging infectious diseases and other biological threats in line with IHR [4]. The RRT initiative aims to increase the alert, investigation, and response capacity of the countries’ public health workforce, particularly graduates of the Field Epidemiology Training Program and the Public Health Empowerment Program, from both human and animal health sectors. Moreover, it aims to develop internal expertise in emergency preparedness and response operation, which will contribute to building stronger preparedness and response capacity of the countries and contribute to health security at the national, regional, and global levels. In addition, RRTs aimed to improve disease surveillance, outbreak investigation, and public health responses to disasters and disease outbreaks in the EMR, utilize skilled human resources in the EMR by developing a roster of well-trained RRTs at the national and subnational levels, and increase linkages among the public health institutions in the EMR for cross-border investigations of diseases/outbreaks.

Strategy of Capacity Building in Rapid Response Teams

To build the capacity of the member states in the field of rapid response and to build strong teams of multisectoral rapid response specialists, EMPHNET first supported an intercountry training workshop, followed by the provision of technical support to some countries to replicate the training and build their rapid response framework (RRT at national and subnational levels). The intercountry workshop was a basic RRT course (July 1 to July 5, 2012). It was an introductory course for the selected candidates to provide insight and enhance the knowledge, competencies, and skills needed to be part of an RRT. The training included 32 participants from 9 EMR countries. The course was a good opportunity for the GHD/EMPHNET to identify potential future regional RRT members, as well as 15 to 20 potential candidates for the RRT course replication in respective countries. This activity was followed by an advanced RRT course (September 16 to October 4, 2012), where potential future regional RRT members were targeted. The advanced course was conducted over a 3-week duration and trained 19 professionals demonstrating commitment, knowledge, and enthusiasm to perform fieldwork under diverse situations.

The RRT trainings tackled issues related to the composition of an outbreak team, intersectoral coordination, IHR, surveillance systems, outbreak investigation and control measures, risk assessment, risk communication, role of the laboratory in outbreak investigation, biosafety and biosecurity, data management and report writing, and soft skills, among other topics.

After the regional RRT network was developed and fully functional, the trained RRT members continued training the national RRTs. The number and composition of these teams depended on each country’s needs. The EMPHNET aimed to provide a response platform at the national and subnational levels. The teams included epidemiologists, laboratory technicians, and other qualified public health officers from the ministries of health and individuals from the ministries of agriculture, including those who were working in animal husbandry, veterinary medicine, and disaster management. The strategy in training these national RRTs was to enable subregional trainings that mobilize a larger number of people and maximize resources where they are most needed.

Achievements

The EMPHNET has successfully conducted both introductory and advanced courses on RRT training in the EMR. The introductory course included 32 participants from 9 countries: Afghanistan, Egypt, Iraq, Jordan, Lebanon, Saudi Arabia, Pakistan, Sudan, and Yemen. EMPHNET conducted a pretest, 3 quizzes, and a posttest, with a class average of 58.7%, 80.3%, and 89.6%, respectively. Comparison of pretests and posttests demonstrated an average class improvement of 30.9%. The participants’ grading of the workshop demonstrated a high level of satisfaction based on the postworkshop satisfaction survey. More than 95% of the participants strongly agreed that the workshop met their expectations.

On the basis of the results of the basic RRT training course, 19 participants scored at least 72% on the posttest and, therefore, they were qualified for the more extensive and advanced training. The 19 individuals included 4 from Yemen; 3 each from Afghanistan and Iraq; 2 each from Lebanon, Pakistan, Sudan, and Jordan; and 1 from Saudi Arabia. The evaluation of the 3-week advanced course also demonstrated a high level of satisfaction among the participants. The goal of these courses was to develop a highly qualified public health RRT to be ready to respond to disease outbreaks in the region and arrange subsequent RRT trainings at the national and provincial/governorate levels in their respective countries. This worked toward achieving the ultimate goal of having qualified regional and national RRTs in the EMR.

A series of RRT training workshops were held, where more than 650 health staff from 12 countries were trained. In all 10 workshops that were conducted during 2017-2018, the trainees showed significant improvement in their knowledge and skills, evaluated using pretest and posttest assessments (Table 1).
Table 1. The average pretest and posttest scores for participants who participated in 10 rapid response teams training workshops during 2016-2018.

<table>
<thead>
<tr>
<th>Country</th>
<th>Date</th>
<th>Trainees, n</th>
<th>Pretest score (%), mean (SD)</th>
<th>Posttest score (%), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Egypt</td>
<td>April 24 to April 28, 2016</td>
<td>24</td>
<td>60 (13)</td>
<td>68 (7)</td>
</tr>
<tr>
<td>Egypt</td>
<td>July 29 to August 2, 2018</td>
<td>30</td>
<td>56 (11)</td>
<td>84 (6)</td>
</tr>
<tr>
<td>Egypt</td>
<td>September 23 to September 27, 2018</td>
<td>30</td>
<td>16 (9)</td>
<td>93 (3)</td>
</tr>
<tr>
<td>Egypt</td>
<td>April 14 to April 19, 2018</td>
<td>24</td>
<td>62 (10)</td>
<td>86 (12)</td>
</tr>
<tr>
<td>Egypt</td>
<td>July 8 to July 12, 2018</td>
<td>30</td>
<td>77 (11)</td>
<td>95 (3)</td>
</tr>
<tr>
<td>Tunisia</td>
<td>May 1 to May 11, 2018</td>
<td>73</td>
<td>60 (6)</td>
<td>69 (7)</td>
</tr>
<tr>
<td>Tunisia</td>
<td>November 6 to November 10, 2017</td>
<td>35</td>
<td>62 (10)</td>
<td>77 (6)</td>
</tr>
<tr>
<td>Sudan</td>
<td>June 24 to June 28, 2018</td>
<td>40</td>
<td>53 (8)</td>
<td>74 (14)</td>
</tr>
<tr>
<td>Morocco</td>
<td>October 30 to November 3, 2017</td>
<td>32</td>
<td>62 (10)</td>
<td>77 (6)</td>
</tr>
<tr>
<td>Jordan</td>
<td>March 12 to March 16, 2017</td>
<td>24</td>
<td>61 (15)</td>
<td>76 (8)</td>
</tr>
</tbody>
</table>

Conclusions

Through the RRT initiative, the GHD/EMPHNET has developed a highly qualified public health RRT, which can roll out subsequent RRT trainings at the national and provincial/governorate levels in the EMR countries and contribute to responding to unexpected events in the region. For this developed capacity to be sustained and functional, the RRTs will need to be continuously engaged with the activities of public health stakeholders by participating in different efforts such as outbreak investigations or even simulation exercises.
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Abstract

Background: After 2 years of war that crippled the capacity of the Yemeni National Health System and left only 45% of health facilities functioning, Yemen faced increasing vaccine-preventable disease (VPD) outbreaks and may be at high risk of polio importation.

Objective: The aim of this study was to determine the impact of the 2015 war on the immunization coverage of children under 1 year.

Methods: Data on vaccination coverage for 2012-2015 were obtained from the national Expanded Program on Immunization (EPI). The vaccination coverage was calculated at the national and governorate levels by dividing the number of actually vaccinated children by the estimated population of children under 1 year.

Results: Although there was an increase from 2012 to 2014 in the national coverage for penta-3 vaccine (82% in 2012 vs 88% in 2014) and measles vaccine (70% in 2012 vs 75% in 2014), the coverage was still below the national target (>95%). Furthermore, the year 2015 witnessed a marked drop in the national coverage compared with 2014 for the measles vaccine (66% in 2015 vs 75% in 2014), but a slight drop in penta-3 vaccine coverage (84% in 2015 vs 88% in 2014). Bacillus Calmette–Guérin vaccine also showed a marked drop from 73% in 2014 to 49% in 2015. These reductions were more marked in governorates that witnessed armed confrontations (eg, Taiz, Lahj, and Sa’dah governorates). On the other hand, governorates that did not witness armed confrontations showed an increase in coverage (eg, Raymah and Ibb), owing to an increase in their population because of displacement from less secure and confrontation-prone governorates.

Conclusions: This analysis demonstrated the marked negative impact of the 2015 war on immunization coverage, especially in the governorates that witnessed armed confrontations. This could put Yemen at more risk of VPD outbreaks and polio importation. Besides the ongoing efforts to stop the Yemeni war, strategies for more innovative vaccine delivery or provision and fulfilling the increasing demands are needed, especially in governorates with confrontations. Enhancing EPI performance through supportable investments in infrastructure that was destroyed by the war and providing decentralized funds are a prerequisite.

(JMIR Public Health Surveill 2019;5(4):e14461) doi:10.2196/14461
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Introduction

Background

Vaccination, one of the greatest achievements in medicine and public health, has greatly reduced morbidity, mortality, and health care costs [1]. Although many developing countries have seen a major reduction in vaccine-preventable diseases (VPD) owing to sustained use of vaccines, vaccination has not reached its full potential and at least 2 million people die every year from VPD [2]. Therefore, for vaccination programs to be effective, high rates of coverage must be maintained.

The World Health Organization and the United Nations Children’s Fund developed the Global Immunization Vision and Strategy (GIVS) 2006-2015. One of the set goals of GIVS for any country is to reach at least 90% national vaccination coverage and at least 80% vaccination coverage in every district or equivalent administrative unit [3].

In Yemen, the strategy for the national Expanded Program on Immunization (EPI) 2011-2015 was to reach 95% coverage at the national level, and not less than 80% for diphtheria, tetanus, and pertussis at the district level by 2015 [4]. However, a major demographic challenge for reaching this target is a very scattered population, with more than 130,000 population sites all over the country [5]. Although, the political crisis that started in 2011 with the Arab Spring had negatively affected the health system and accessibility to health services, including vaccination, the political situation stabilized after 2012. However, in March 2015, a major war broke out and left only 45% of health facilities functioning. Yemen, which had a fragile health care system before the onset of war, did not have the infrastructure to withstand such a catastrophe and is currently on the brink of collapse. In the past 2 years, continuous war has led to the destruction of health care facilities and has made access to the ones standing difficult for those in need. Before the war, Yemen had a relatively stable vaccination rate reaching 70% to 80% of the target population; however, this dropped remarkably after the war [6,7]. VPD such as measles, cholera, and diphtheria saw a sudden surge after the beginning of the war [7-11]. Polio importation in such a critical situation also remains a major threat not only for Yemen but also for its neighboring countries.

Objective

This study aimed to determine the immunization coverage of the children under 1 year, during the 2015 war.

Methods

A soft copy of data aggregated by EPI during 2015-2015 was obtained from EPI in Excel format, which collected data from all 23 governorates, 333 districts, and 3096 vaccination sites in Yemen. The data included the following variables: the total population, targeted children, and the number of vaccinated children by each vaccine type and governorate. The vaccination coverage was calculated at the national and governorate levels by dividing the number of actually vaccinated children by the estimated population of children under 1 year. The governorates were divided into confrontation and nonconfrontation governorates depending on the battle on the ground. Analysis was carried out using Epi Info 7.2 (CDC) and Excel. Data were described using graphs and percentages.

Results

The immunization coverage increased for penta-3 vaccine and measles coverage of vaccination (MCV) during 2012-2014, but coverage dropped in 2015. Compared with the national target, the coverage was still below the national target (Figures 1 and 2).

Figure 1. Immunization coverage for penta-3 vaccine compared to the national target, 2012-2015.
Immunization coverage for measles compared to the national target, 2012-2015.

The first table in Multimedia Appendix 1 summarizes the immunization coverage by vaccine type for 2012-2015, which shows some increase in the coverage from 2012 to 2014 for all vaccines; however, there is a drop in the coverage in the year 2015 that witnessed the war (out of 3096 vaccination sites, 2577 sites reported of providing vaccination).

The second table in Multimedia Appendix 1 shows penta-3 vaccine coverage by governorates. There was an increase in the vaccination coverage in most governorates between 2011 and 2014, except for some governorates such as Al Jawf and Sa’dah. With the eruption of war in 2015, there was a marked drop in the vaccination coverage in some governorates such as Al Jawf, Sa’dah, Lahj, and Taiz. On the other hand, some governorates showed an increase in the coverage (eg, Ibb, Raymah, and Sana’a governorates).

Discussion

Principal Findings

Despite recent progress in vaccination coverage in Yemen, a very scattered population, with more than 130,000 population sites all over the country, poses a major challenge. Furthermore, the current political situation and insecurity have negatively affected the progress. Our findings showed a gradual increase in the coverage of penta-3 vaccine and MCV during 2012-2014, compared with the year 2011 that witnessed the political crises and the Arab Spring. Such an increase might be owing to the relative political stability and improvement of security after the uprising came to a successful conclusion. However, Al Jawf and Sa’dah governorates did not show such an increase as they continue to suffer from insecurity and fights, in addition to having sparse population with difficult access to vaccines and poor community awareness and wrong beliefs regarding immunization. Furthermore, in all these years the coverage was still below the national target and lower than the coverage in the neighboring countries, including Saudi Arabia (96%) and Oman (99%), but better than that in Somalia (65%).

The coverage remarkably dropped in 2015 owing to the eruption of the war. Such a drop was more apparent in governorates that witnessed confrontations such as Sa’dah, Lahj, and Taiz. For example, Taiz governorate showed a drop in penta-3 vaccine coverage from (102,455/110,755) 92.51% in 2014 to (83,182/113,353) 73.27% in 2015 and Sa’dah from (17,511/26,779) 65.64% to (13,849/27,754) 49.90%. However, the coverage increased in Ibb and Raymah governorates that were less affected by the war and showed an increase in their population because of displacement from less secure and confrontation-prone governorates. For example, Raymah showed an increase in penta-3 vaccine coverage from (15,868/18,255) 86.92% to (19,871/18,810) 105.64% and Ibb from (93,106/99,919) 93.18% to (103,435/102,417) 100.99% in 2015.

Conclusions

In conclusion, this analysis shows the marked negative impact of the 2015 war on immunization coverage, especially in the governorates that witnessed armed confrontations. This could put Yemen at more risk of VPD outbreaks and polio importation. Besides the ongoing efforts to stop the Yemeni war, strategies for more innovative vaccine delivery/provision and fulfilling the increasing demands are needed, especially in governorates with confrontations. Enhancing EPI performance through supportable investments in infrastructure that was destroyed by the war and providing decentralized funds are a prerequisite. Further studies to assess the effect of continuous war on vaccination coverage and to measure the resilience are recommended.
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Abstract

The many challenges in the Eastern Mediterranean region put the involved countries at risk of polio transmission and affect their ability to meet progress targets in eliminating vaccine-preventable diseases. The Global Health Development (GHD) and Eastern Mediterranean Public Health Network (EMPHNET) are working together on the project “Strengthening sustainable public health capacity in the Eastern Mediterranean region for polio eradication and routine immunization activities” with an overall goal of improving routine immunization, eradicating poliovirus, and controlling/eliminating or eradicating other vaccine-preventable diseases in the Eastern Mediterranean region. The aim of this manuscript is to describe the project and the achievements of GHD/EMPHNET over the last 3 years (2016-2018) to build effective surveillance and immunization systems in the Eastern Mediterranean region through the development of a sustainable and competent public health system to eradicate polio and control/eliminate vaccine-preventable diseases. This project assists the targeted Eastern Mediterranean region countries to build effective surveillance and immunization systems in an effort to expand their capacities to eradicate polio and control/eliminate other vaccine-preventable diseases. The project is streamlined with the Global Polio Eradication Initiative, the Centers for Disease Control and Prevention’s Strategic Framework for Global Immunization 2016-2020, and the Polio Eradication and Endgame Strategic Plan 2013-2018. The project also supports the Global Health Security Agenda by focusing on efforts to accelerate progress toward a world safe and secure from infectious disease threats. Project activities were designed to respond to countries’ needs and assist them in building their institutional and workforce capacity to effectively plan, implement, and evaluate activities to eradicate polio and strengthen routine immunization activities. The project activities covered a set of areas including surveillance of acute flaccid paralysis and other vaccine-preventable diseases, family and community engagement, workforce capacity building, improvement of data quality, management and use of information systems, use of polio assets to control/eliminate other vaccine-preventable diseases, support of countries to develop national strategies, piloting of innovative initiatives, program evaluation and accountability, and immunization strengthening.
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Introduction

The global efforts to eradicate polio since the launch of the Global Polio Eradication Initiative in 1988 have resulted in a 99% decrease in the number of reported wild polio cases [1]. The Eastern Mediterranean region aimed at achieving at least 90% routine immunization coverage nationally and 80% in every district by 2020 to be in line with the Global Vaccine Action Plan [2]. The Eastern Mediterranean region countries had a remarkable achievement in improving the routine vaccination coverage. However, several Eastern Mediterranean region countries experience immense challenges due to political unrest, complex emergencies and humanitarian crises, and socioeconomic hardships affecting this region. Thus, many of these countries witness a significant population movement, mainly because of forced displacement, flow of large numbers of asylum seekers, and refugees and migration of workers. These challenges have been associated with the collapse of health care systems; limited institutional and human resources; and disruption of surveillance, outbreak response, immunization systems, and other disease control measures [3]. The infrastructure damage, loss of trained personnel, and equipment shortages in the affected countries resulted in an increased vulnerability of the populations to communicable diseases [4,5].

The political crisis and wars in the region caused coverage of the Diphtheria, Tetanus, and Pertussis (DTP3) vaccine and third dose of oral polio vaccine (OPV3) to drop from 86% in 2010 to 80% in 2015, with wide inter- and intracountry differences. The quality of storage and cold-chain management, suboptimal compliance with recommended microplanning activities [6,7], insufficient funding, lack of transportation, and insecurity were the main challenges to the routine immunization programs in the region [8].

The challenges in the region put the countries at risk of polio transmission and affect their ability to meet progress targets in eliminating vaccine-preventable diseases (VPDs). Therefore, maintaining the minimal standardized performance of the Expanded Program on Immunization (EPI) in each of the targeted countries is essential to overcome the current and potential challenges. In this respect, strengthening of health systems requires improving accessibility and affordability of services as part of the universal health care efforts.

Countries in the Eastern Mediterranean region are at different levels of risk of polio transmission. Two countries within this region remain polio endemic (Afghanistan and Pakistan); other Eastern Mediterranean region countries are either ranked as very-high-risk (Syria, Yemen, and Somalia) or high-risk (Iraq, Sudan, and Libya) countries, and the remaining are classified as low-risk countries.

The Global Health Development (GHD) and the Eastern Mediterranean Public Health Network (EMPHNET) are working together on the project “Strengthening sustainable public health capacity in the Eastern Mediterranean region for polio eradication and routine immunization activities” with an overall goal of improving routine immunization, eradicating poliovirus, and controlling/eliminating or eradicating other VPDs in the Eastern Mediterranean region. The project is a 5-year funded project by the Centers for Disease Control and Prevention (CDC).

The aim of this paper is to describe the project and the achievements of GHD/EMPHNET over the last 3 years (2016-2018) in building effective surveillance and immunization systems in the Eastern Mediterranean region through the development of a sustainable and competent public health capacity to eradicate polio and control/eliminate VPDs.

Project Overview

This project aims at assisting the Eastern Mediterranean region countries to build effective surveillance and immunization systems in an effort to expand their capacities to eradicate polio and control/eliminate other VPDs. Sustainability of services, on the other hand, is an essential part of the projects’ activities, where government involvement and community engagement play a major role in shaping national health policies to respond to the immunization-related challenges. Thus, the project is streamlined with the Global Polio Eradication Initiative, the CDC Strategic Framework for Global Immunization 2016-2020, the Polio Eradication and Endgame Strategic Plan 2013-2018, and the national policies and multiyear plans in relation to immunization. The project also supports the Global Health Security Agenda by focusing on efforts to accelerate progress toward a world safe and secure from infectious disease threats.

Project activities were designed to respond to countries’ needs and assist them in building their institutional and workforce capacity to effectively plan, implement, and evaluate activities to eradicate polio and strengthen routine immunization interventions. Accordingly, geographic targeting was initiated to prioritize the neediest populations in high-risk countries as well as countries that have specific weaknesses in their national systems but are not sufficiently addressed and do not receive adequate external support. The project activities covered a set of areas including surveillance of acute flaccid paralysis and other VPDs, family and community engagement, workforce capacity building, improvement in data quality, management and use of information systems, use of polio assets to control/eliminate other VPDs, supporting countries to develop national strategies, piloting of innovative initiatives, program evaluation and accountability, and immunization strengthening.

The project adopts the Global Polio Eradication Initiative strategies to assist countries to strengthen routine immunization services, maintain highly sensitive acute flaccid paralysis surveillance, and sustain polio eradication functions.

Project Planning and Management

GHD/EMPHNET recruited and hired qualified staff at the headquarter and country levels to work with targeted countries for establishing connections with stakeholders in these countries. All core project staff hired were trained on EMPHNET policies and procedures, project strategy, objectives, and work plan.

Building on GHD/EMPHNET’s human resources assets in the region, Field Epidemiology Training Program graduates and residents were involved in the project’s activities to ensure
sustainability and efficient implementation of the activities. Information sharing was guaranteed to all concerned health workers through the network of health care professionals, and data were timely provided to field workers.

Subregional and country-specific work plans to strengthen polio eradication and routine immunization were developed for six countries in the Eastern Mediterranean region. The subregional and country-specific work plans were developed by more than 20 experts and representatives from ministries of health of Jordan, Yemen, Iraq, Egypt, Afghanistan, and Somalia and EMPHNET key partners—World Health Organization (WHO) and United Nations Children’s Fund (UNICEF). The development of the subregional and country-specific work plans was preceded by providing countries with a set of reporting format, collecting a set of information-rich resources from the countries, analyzing the collected information and existing situation, and identifying the gaps and unmet needs in routine immunization services and polio eradication and the proposed solutions. In the years 2016 and 2017, three regional workshops were conducted and attended by a total 78 participants from different countries including Jordan, Yemen, Iraq, Egypt, Sudan, Lebanon, Morocco, Sudan, Tunisia, Afghanistan, Pakistan, and Somalia. The workshops aimed to strengthen polio eradication and routine immunization, build a pool of consultants, and analyze the training needs.

Conducting Research to Inform Vaccine Preventable Disease Eradication, Surveillance, and Routine Immunization Activities

A Cross-Sectional Serosurvey Among Children Aged <5 Years in Jordan

A serosurvey was conducted to assess population immunity in Jordan’s high-risk areas following the Middle East Polio outbreak response. GHD/EMPHNET, in collaboration with the CDC and Jordan’s Ministry of Health conducted a 5-day training for the data collectors, phlebotomists, and EPI managers to conduct the household serosurvey in 2016. The study sample included 479 children below 5 years of age from high-risk areas in the 12 governorates of Jordan and 277 children from Syrian refugee camps. The serosurvey provided data on immunization coverage in Jordan, determined the unimmunized pockets of children in high-risk areas, and estimated the population’s immunity levels to polio and other VPDs viruses. The seroprevalence among children in high-risk areas and refugee camps was 98% and 100%, respectively, for the three types of polio virus (types 1, 2, and 3). In addition, all children in Jordan, regardless of nationality, received three doses of OPV and three doses of inactivated polio vaccine during the first 9 months of life. The demand for these vaccines in Jordan was reported to be high. Results also indicated the Jordan Ministry of Health’s vigilance in locating and vaccinating high-risk populations has been successful in maintaining high levels of vaccination, which has, in turn, maintained high population immunity and averted polio outbreaks despite the influx of Syrian refugees. The study results primarily provided decision makers in Jordan with scientific evidence necessary to make informed decisions on effective interventions to prevent poliovirus outbreaks.

Vaccination Coverage Survey in Iraq

One of the unmet needs in routine immunization identified by Iraq Ministry of Health is the unavailability of reliable data for immunization coverage in Baghdad Resafa and the recurrent outbreaks of VPDs over the past 3 years. Iraq experienced two cases of polio in 2014 and a measles outbreak in 2015-2016 and was more severely affected by the mumps outbreak in 2016. GHD/EMPHNET closely worked with Iraq Ministry of Health officials to conduct immunization coverage evaluation survey in Baghdad Resafa. The survey protocol and tools were revised and finalized by GHD/EMPHNET and the WHO based on the standard WHO guidelines. GHD/EMPHNET supported a two-day training for 20 teams of data collectors. The survey provided data on the immunization coverage among children aged 12-23 months and identified the causes of never or delayed vaccination. The survey served as a baseline to monitor vaccination coverage and provide reliable and accurate data needed to strengthen the routine vaccination strategies and plans.

Training Needs of Expanded Program on Immunization Staff

GHD, in collaboration with the CDC, conducted a training needs analysis to identify capacity building and the training needs of EPI staff in the five targeted countries: Morocco, Tunisia, Jordan, Egypt, and Sudan. The necessary tools were developed based on the Analysis, Design, Development, Implementation, and Evaluation Framework to help countries prioritize their training needs. GHD successfully conducted the training needs analysis workshop that was attended by 20 participants, 4 from each target country (Morocco, Tunisia, Jordan, Egypt, and Sudan). The participants included Directors, EPI Managers, EPI training and supervision officers, VPD surveillance officers, and EPI focal persons at the provincial/governorate level from each country. During the workshop, countries successfully presented their situation analysis and a summary of their country’s training needs.

The Afghanistan Demand Creation Project

GHD/EMPHNET worked with the CDC on the activities of the Afghanistan Demand Creation Project (DCP). The DCP aimed to determine the effect of a three-pronged intervention on knowledge, attitudes, and practices toward routine immunization and polio, Supplementary Immunization Activities in Afghanistan, and determine the effect of the interventions on vaccine demand/uptake in Afghanistan. GHD/EMPHNET assisted in developing the training package for data collectors and supported the preintervention knowledge, attitudes, and practices survey and the development of interpersonal communication materials including materials for voice messages. In total, 1040 households from 20 districts (10 case districts and 10 control districts) were surveyed. The main findings of the baseline knowledge, attitudes, and practices survey were translated into local language and shared with field supervisors, which enabled them to address weaknesses in these areas during the community-based intervention. Following the completion of the preintervention baseline survey, GHD
continued supporting and overseeing the community-based interventions in close collaboration with the Afghanistan field teams, Ministry of Public Health, and the CDC. GHD developed health communication training package material that was used to train Community Health Workers and community members on delivering effective and culturally appropriate immunization messages as well as developing voice messages. This was followed by successfully conducting the Communications Training of Trainers Workshop in 2017. A total of four DCP field supervisors in the eastern region and southern region and two national emergency operations center focal points were trained.

The DCP field supervisors conducted follow-up and field visits to the targeted districts. During these visits, supervisors collected feedback on the community intervention field activities, the mobile voice messages, and replacing the inactive phone numbers with the active phone numbers to ensure that voice messages reach the targeted audience. A total of 548 individuals were reached through the community meetings. The messages were broadcasted over 5 days per week over a month. The community-based intervention and broadcasting of mobile health messages were completed by the end of January 2018.

In total, 133 persons in Afghanistan were trained on data collection, analysis, and reporting (19 trained on advanced techniques in data management, analysis, and reporting; 98 trained on the EPI Management Information System database to improve the quality of EPI data; 6 trained on postintervention knowledge, attitudes, and practices survey; and 10 trained on data collection and using Epi Info 7 software).

**Strengthening Routine Immunization and Building the Capacity of Expanded Program on Immunization Staff**

**Training Potential Consultants for Strengthening Routine Immunization**

GHD/EMPHNET planned and successfully conducted a 6-day training workshop to build a pool of potential consultants for strengthening routine immunization at the regional level in 2016. The training workshop was attended by 37 participants selected from eight countries: six from Afghanistan, three from Egypt, five from Iraq, one from Jordan, one from Lebanon, five from Pakistan, eight from Sudan, and eight from Yemen. GHD/EMPHNET and representatives from the CDC, the WHO, UNICEF, the International Federation of Red Cross and Red Crescent Societies, and the Ministry of Health of Oman facilitated the workshop. A list of potential consultants was developed and added to the regional roster of potential consultants in the case of future deployment opportunities.

**Building the Capacity of National/Subnational Expanded Program on Immunization Staff on the Implementation of Routine Immunization Activities**

GHD worked closely with the CDC on implementing training strategy to improve the competencies of EPI staff to contribute to the improvement of EPI activities and achieving national program objectives. The following activities were conducted to build the capacity of staff in targeted countries:

- GHD/EMPHNET supported the Yemen Ministry of Health to conduct an EPI situation analysis and identify implementation strategies for high risk areas. Three 5-days workshops for 54 supervisors of the Routine Immunization and Supplementary Immunization Activity services in 18 districts with low immunization coverage were conducted.
- GHD/EMPHNET supported training workshops to refresh knowledge and skills of vaccinators/health workers in Yemen to provide high-quality immunization services (eighteen 3-day refresher trainings workshops for 329 vaccinators/health workers in districts with low routine coverage).
- Cascade training of frontline health workers from 175 districts in 18 governorates of Egypt were trained on routine immunization.
- Training 25 master trainers in Jordan and 25 master trainers in Iraq on microplanning for routine immunization.
- Eleven training workshops on microplanning for routine immunization and development of microplans for 236 EPI staff from 115 health centers in 10 high-risk provinces and districts in Jordan.
- GHD in cooperation with the Ministry of Health successfully conducted 58 cascade training workshops and trained 1188 participants from 10 provinces in Iraq for routine immunization microplanning.

**Expanded Program on Immunization Communication Strategy and Implementation Plans**

GHD supported Yemen and Iraq with the development of an EPI communication strategy and implementation plans. The identified strategic directions were as follows:

- Integrating Primary Health Care programs in health communication–related activities to improve EPI performance and meet the coverage challenges;
- Developing an integrated communication tools for all public health programs, which influence routine immunization/polio coverage;
- Communicating EPI health messages through education programs and curricula of schools and health institutes;
- Supporting studies and researches on communities’ attitudes and behaviors toward immunization;
- Evaluating and supervising all EPI activities in relation to communications and practices;
- Capacity building of health staff, with emphasis on EPI employees, in health communication;
- Unifying the health messages in relation to EPI at all levels to avoid discrepancies and misperceptions;
- Developing national information management tools in relation to health communication with emphasis on EPI;
- Announcing a national alliance for health communication with emphasis on EPI; and
- Ensuring the continuation of health communication at all levels of the health system during emergencies in relation to EPI and redesigning the messages based on local needs.

In Iraq, GHD maintained collaboration and communication with the Iraq Ministry of Health and UNICEF to do all necessary
preparation to support the implementation of the activities. A workshop was conducted on dissemination and development of provincial level plans of the EPI communication strategy. A total of 45 participants from the Ministry of Health directors of immunization and health promotion in 16 provinces, Health Information Officers, and representatives from UNICEF attended the workshop. In January 2018, a workshop to develop the strategic direction and EPI communication strategy was held and attended by 28 persons.

Supportive Supervision and Monitoring

GHD successfully trained a total of 43 managers/supervisors in Iraq and Yemen (23 Iraq Ministry of Health EPI managers/supervisors from 16 provinces, 20 EPI coordinators from 13 northern governorates, and central level EPI supervisors in Yemen) to form a team of supervisors/trainers to train district EPI focal point on supportive supervision, conduct in-service monitoring, and develop provincial and district Supervision & Monitoring (S&M) plans. In addition, GHD supported Yemen’s Ministry of Public Health and Population in conducting a national meeting on EPI monitoring and supervision that was attended by 50 participants from central and governorate levels. In the meeting, participants discussed main strengths, weakness, threats, and opportunities in relation to supervision and monitoring. The following issues were highlighted in the national meeting:

- The supervisory activities play an important role to augment the provision of immunization services.
- With exceptional geographic challenges and limited human resources, periodic intensification of supervision is expected to pave the way for enhanced systematic vaccination outreach, which is now carried out six times per year.
- Intensification of routine immunization and polio activities needs to focus more on remote and difficult-to-access populations that are traditionally underserved by routine services.
- Working with stakeholders for more engagement and community participation is essential to improve the vaccination coverage and maintain Yemen as a polio-free country.
- Coordination in implementing immunization campaigns is a vital element of planning and resource mobilization for periodic intensification of routine immunization.
- Setting priorities, securing funding, and identifying additional partners for joint planning to achieve mutual benefits are all vital elements that require well-designed supervision and monitoring system.

The meeting was concluded with an implementation plan for improving supervision at the national level to be followed with a national training for EPI coordinators from all governorates of Yemen with the support of GHD.

In a workshop held in Iraq, 15 persons attended the workshop and presented EPI supervision results, drafted an improvement plan, developed policy paper and updated S&M tools to assist the Ministry of Health in strengthening routine immunization S&M. On the other hand, GHD successfully conducted three refresher trainings for Afghanistan Ministry of Public Health provincial-level supervisors on conducting supportive supervision and monitoring to strengthen routine immunization performance. The 3-day trainings were conducted for a total of 45 EPI staff from 7 provinces. The strengthening of routine immunization performance activities has continued. Supportive supervision field visits were conducted for 15 provinces by country team in addition to provision of support for provincial supervisors to conduct S&M visits for 345 health facilities within 11 priority provinces.

Appreciative Inquiry for Immunization Adaptation

GHD worked with the CDC to pilot an appreciative inquiry for immunization in Iraq to mobilize local communities and resources and build ownership among these communities with the aim of increasing vaccination coverage. The GHD team conducted a training workshop on appreciative inquiry for immunization adaptation for 30 health promotion EPI staff and other sectors in Baghdad to train and develop skills and abilities to facilitate national-, subnational-, and community-level appreciative inquiry workshops for full immunization and build local communities’ capacities to promote and engage households in full immunization activities and gain their commitment toward ensuring vaccination of every child, followed by two workshops to implement appreciative inquiry initiative. A total of 100 participants (40 in the Al Hur district and 60 in the Al Mahweel district) from the community, the Ministry of Health, nongovernmental organizations, and the development sector attended the workshops. The workshops aimed at developing aspirational goals, strategies, and breakthrough plans for full immunization and strengthen the leadership capacity to effectively mobilize communities toward full immunization in the two selected districts. The district workshops ensured enrollment of the whole system and stakeholders in full immunization initiative in the district, developed clear understanding and know-how about full immunization program, developed overarching vision by community and stakeholders in line with the national vision and strategy, and identified and committed key actions to be taken in communities. Furthermore, they defined the role, responsibility, and function of stakeholders in full immunization initiative and developed collaborative environment between demand and supply side to act together to achieve full immunization. GHD will continue working with the CDC and coordinate with the Iraq Ministry of Health on finalizing the Monitoring and Evaluation plan along with implementing the initiative and its evaluation.

Strengthening Surveillance Systems

Training on Acute Flaccid Paralysis and Vaccine-Preventable Disease Surveillance

GHD, in collaboration with the countries’ Ministries of Health, the CDC, and the WHO, supported the strengthening of the countries’ surveillance system for acute flaccid paralysis, measles, and other VPDs through capacity building activities. These activities aimed to enhance early detection and response to polio virus, measles, and other VPDs, thus supporting in sustaining polio eradication and reducing risks of measles and other VPD outbreaks. A total of 71 persons (37 from Morocco and 34 from Iraq) were trained to be master trainers on acute flaccid paralysis and VPDs surveillance. A total of 1076 persons were trained to conduct surveillance and monitoring activities.
(311 from Iraq, 419 from Yemen, and 346 from Morocco) were trained on acute flaccid paralysis/VPD surveillance.

The training in Yemen aimed at introducing the community-based model in high-risk districts to improve the relationship between communities and the local health system through the technical and administrative link between the volunteers and health care providers and to enhance the reporting system and increase the sensitivity of the epidemiological surveillance, thus improving overall performance of acute flaccid paralysis surveillance. The training in Morocco aimed to address weaknesses, refresh knowledge, build capacity of the newly recruited officers at regional and provincial levels, train focal persons from major educational hospitals, and enhance the capacity of the Field Epidemiology Training Program graduates and residents to provide technical support, mentoring, coaching, and progress monitoring of acute flaccid paralysis surveillance activities against the regional acute flaccid paralysis operational plans and support improving key acute flaccid paralysis surveillance indicators, achieving and sustaining progress.

On the other hand, GHD developed a digital acute flaccid paralysis surveillance system including digital acute flaccid paralysis notification, investigation, and active surveillance forms in Morocco and installed it to the Ministry of Health server. The system was also further developed to generate reports and have a feature of sending email notifications directly to surveillance supervisors once cases are reported. GHD technical support will continue and the development of a mobile app of the system is planned once the system is ready and in use, and the mobile app design will be in synchronization with the system Web version.

Assisting Egypt’s Ministry of Health in Establishing a Congenital Rubella Syndrome Surveillance System

GHD worked with Egypt’s Ministry of Health and Population (MOHP) to establish and support running congenital rubella syndrome surveillance system in Egypt. The congenital rubella syndrome surveillance system will provide the MOHP with surveillance data to monitor the impact of the national rubella vaccination strategy as well as the progress toward rubella/congenital rubella syndrome elimination and take necessary measures to reach targets of rubella elimination. The program was officially launched in Cairo on October 17, 2017, in an official ceremonial event attended by the Deputy Minister, the Director General of Communicable Diseases Control, the EPI Manager, and GHD/EMPHNET senior management alongside the central EPI team and the representatives of the targeted provinces.

Supporting the Congenital Rubella Surveillance System in Afghanistan

As a joint activity with the CDC, GHD logistic support to the congenital rubella syndrome system was provided by contacting the congenital rubella syndrome project coordinator in Afghanistan who supported the implementation of study to determine the burden of congenital rubella syndrome in order to inform the initiation of routine immunization and prospective congenital rubella syndrome surveillance system in Afghanistan.

GHD played a key role in facilitating communication, coordination, and progress follow-up of project activities with the Ministry of Health and the CDC through regular reporting. GHD provided a platform to further engage the Ministry of Health EPI staff in this activity. The congenital rubella syndrome coordinator was provided with capacity-building opportunity to support his work pertaining to cleaning datasets, rechecking/validating data for accuracy, and performing various analysis tasks on datasets. The project coordinator also attended the training workshop on Advanced Techniques in Data Management, Analysis, and Reporting conducted and facilitated by GHD in Afghanistan in June 2017.

Increasing the Number of Programs Focusing on Outbreak Response, Systems Strengthening, and Workforce Development

The Public Health Empowerment Program for Surveillance Polio Officers

As indicated by the Federal Ministry of Health of Sudan, Sudan has a shortage in trained human resources responsible for public health surveillance, and there is a need to empower the management and leadership skills for the workforce at the district levels. To bridge this gap, the Federal Ministry of Health planned to train health workers in 179 localities to build their capacity in areas of public health surveillance, leadership, management, and other public health skills to enable them to undertake additional tasks to support the health system. The Public Health Empowerment Program for Surveillance Polio Officers was accordingly developed to build the capacity of polio and EPI staff to equip themselves with competencies essential to public health surveillance and managerial skills. Thus, the program supported the implementation of polio transitional planning and assisted expansion of the technical capacity of polio program staff to fill gaps in manpower that are usually encountered at the district level for various public health services, without compromising their original roles and functions.

Moreover, GHD developed the curriculum for Yemen’s Public Health Empowerment Program to train governorate surveillance polio officers. GHD conducted an orientation workshop and a stakeholder’s workshop to build consensus on the Public Health Empowerment Program for Surveillance Polio Officers and enhance coordination among partners. The orientation meeting was attended by 39 officials including Directors of Health Offices, Local Council Representatives, and senior officials from the central level. The stakeholders’ workshop was attended by 24 officials and partners including the Minister of Health, Deputy Minister, General Director of Disease Control, other Ministry of Public Health and Population officials, and other partners such as the WHO and UNICEF. The workshop aimed at enhancing coordination among the development partners on the Public Health Empowerment Program for Surveillance Polio Officers in Yemen and to harmonize efforts with the Ministry of Public Health and Population, donors, and development partners for training at the governorate and district levels.
As a result of this program implementation, a total of 22 Public Health Empowerment Program for Surveillance Polio Officers mentors were trained in Yemen and 30 mentors were trained in Sudan. The program trained a total of 101 polio/EPI surveillance officers (83 in Sudan and 18 in Yemen), and it established a solid platform for capacity building at the subnational level, which is planned to target different key public health priorities.

**Vaccination Services at Refugee-Populated and High-Risk Areas in Jordan**

GHD has maintained support to the vaccination center in the Zaatari camp for Syrian refugees. The center provides measles vaccines; OPV and inactivated polio vaccine; Bacillus Calmette–Guérin vaccine; and measles, mumps, and rubella vaccine to children below 2 years of age. The GHD support to the center maintained its engagement in the Syrian crisis health response and improved immunization coverage in the camp.

**Transition Polio Program Assets to Support Reaching Targets for Measles/Rubella Elimination in Egypt**

GHD, in cooperation with the CDC, supported Egypt’s MOHP in strengthening measles and other VPDs surveillance and response through utilization of domestic polio assets for low population immunity for measles in three frontier governorates—Matrouh, Red Sea, and Aswan—and also through provision of evidence-based data and methods of reaching high-risk populations for surveillance and routine immunization. Orientation and training activities were conducted for the central three governorates and five district-level EPI staff as well as for community-level informants. GHD and the MOHP conducted a 1-day orientation for the central 10 EPI epidemiologists in their role to train, supervise, and monitor activities in selected governorates. In total, 149 EPI staff were trained from the three governorates on how to utilize skills and assets from polio eradication to accelerate measles elimination.

**Improving Routine Immunization Performance in Afghanistan**

The continued technical support to the Ministry of Public Health throughout the project period included but was not limited to the collection and analysis of routine immunization coverage reports from provinces and the provision of feedback to the provincial and EPI teams in the eastern, northern, and southeastern regions. Furthermore, support was provided by conducting scientific analysis to inform action by different departments. Highlight of other support completed include training of the Monitoring and Evaluation department staff on the EPI Management Information System; maintenance and reinstallation of the database; participation in a comprehensive EPI performance review study; and data/information collection at national, provincial, and health facility levels. Also, GHD actively participated in the National Emergency Action Plan review meeting with the WHO, UNICEF, Gavi, the Vaccine Alliance, the CDC, and the Ministry of Public Health.

**Conclusions**

The performed projects efficiently contributed to enhancing the acute flaccid paralysis and national surveillance systems in the targeted countries based on the improved indicators. The progress made in the efficient utilization of local resources and strong community engagement toward universal health coverage reveals the importance of building on successful programs to enhance the health system, and polio legacy is an example of this progress. Additionally, addressing high-risk areas with immunization services benefited the targeted communities and vulnerable groups in accessing the basic service package with improved health indicators in the areas of interventions.

In this regard, GHD maintained a successful collaboration with different stakeholders, mainly the CDC, and worked closely to plan, develop, and implement the activities of these projects. To accomplish the tasks associated with the activities, GHD and the CDC identified country-focal persons and introductions were made to further enhance collaboration and coordination. The team members within GHD and the CDC engaged in frequent conference calls and exchanged email communications to organize and coordinate meetings and joint country visits for technical support and training workshops in terms of the production of technical materials and activity plans. The CDC support visits to GHD also allowed face-to-face discussions on project activities, implementation, and long-term plans. Through this cooperation, the CDC project team was always receptive to each country’s perspectives in all discussions and provided support to ensure smooth implementation of activities. GHD also maintained and continued close coordination with ministries of health in Afghanistan, Egypt, Iraq, Jordan, Morocco, Somalia, Sudan, and Yemen. Furthermore, GHD involved key partners in joint meetings and continued coordination efforts to harmonize activities throughout the project implementation with UNICEF and the WHO.
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Abstract

Background: Electronic Disease Early Warning System (eDEWS) is one of the effective programs in epidemiological surveillance.

Objective: This study aimed to identify the strengths and weaknesses of eDEWS in Sana’a governorate, determine its usefulness, and assess its performance in terms of the system attributes, including simplicity, flexibility, data quality, acceptability, representativeness, timeliness, and stability.

Methods: Updated guidelines on the evaluation of public health surveillance from the Center for Disease Control and Prevention (CDC) were used to evaluate the eDEWS in Sana’a governorate. Stakeholders from different levels were interviewed about the performance of the eDEWS.

Results: The overall score for the usefulness of the eDEWS was good (mean=83%). The overall system performance was good (86%). The highest attribute score was 100% for representativeness and the lowest score was 70% for stability. The system simplicity and acceptability were good. Although the system representativeness and flexibility were excellent, the stability was average. System completeness and timeliness were 100%.

Conclusions: In conclusion, eDEWS in Yemen is useful and met its main objective. The overall level of system performance was good.

(JMIR Public Health Surveill 2019;5(4):e14295) doi:10.2196/14295
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Introduction

Background

Communicable diseases remain the most common cause of death, disability, and illness in many developing countries [1]. The most critical step to prevent and control epidemics effectively is the timely detection of outbreaks, which depends on effective disease surveillance systems.

Electronic Diseases Early Warning System (eDEWS) is an electronic system for data collection, compilation, and analysis from the health facilities to detect outbreaks at an early stage and take necessary response measures to prevent or limit disease occurrence. This can minimize the morbidity and mortality owing to communicable diseases through the detection of potential outbreaks at their earliest possible stage and facilitate timely interventions [2,3]. eDEWS is based on a mobile app. It enables health workers to report in real time about public health threats such as acute watery diarrhea, polio (Acute Flaccid Paralysis), measles, meningitis, and viral hemorrhagic fevers,
including Ebola. Through eDEWS, data are collected using software installed on mobile phone, tablets, or laptops and immediately sent to a central level for analysis and rapid response. With faster reporting, increase in the number of patients with diseases of public health concern can be spotted more quickly, enabling prompt follow-up action [4].

Surveillance systems in most of the Eastern Mediterranean countries are traditional and still depend on manual recording, which causes delay in reporting and also missing data. In response to the need for strengthening the existing surveillance systems and improving the speed and efficiency of data collection, analysis, and public health response, World Health Organization (WHO) in collaboration with the Ministries of Health decided to implement the eDEWS in several countries [3,5].

eDEWS was launched in Yemen in March 2013, at 4 governorates, Aden, Lahij, Abyan, and Taiz, in 100 health facilities for 16 priority infectious diseases [5-7].

The various surveillance activities are integrated into 1 system within the broader national health information to enhance the speed and efficiency of data collection, analysis, and public health response [3].

Since the beginning of the War in March 2015, limited access to health care services and a breakdown in safe water supply and sanitation services has triggered the spread of endemic diseases such as malaria and dengue fever, as well as acute diarrheal diseases.

In response to the need for electronic expansion of the existing public health surveillance system and improving the speed and efficiency of data collection, analysis, and public health response, WHO in collaboration with the Ministry of Public Health and Population has scaled up the system in all Yemen’s governorates, with sentinel sites expanded from 408 health facilities in 16 governorates to 1186 facilities in 23 governorates after the third expansion at the end of 2016 [3,8].

**Objective**

This study is the first evaluation study conducted in Sana’a governorate to identify the strengths and weaknesses of eDEWS, determine its usefulness, and assess its performance in terms of the system attributes, including simplicity, flexibility, data quality, acceptability, representativeness, timeliness, and stability.

**Methods**

**Study Design**

The CDC’s updated guidelines [9] on the evaluation of public health surveillance were used to evaluate the eDEWS in Sana’a governorate during November to December 2016. Sana’a governorate was covered by eDEWS in 2015. Its population was 918,379 inhabitants, living in 16 districts. The health facilities were at 25 sites in 2015, and with expansion at the end of 2016, health facilities reached 149 sites. Only the first 25 sites were subjected to the evaluation as the expansion happened few months before this evaluation took place.

**Evaluation Approach**

To conduct the evaluation, stakeholders from different levels (WHO and Ministry of Public Health & Population (MoPHP), eDEWS central, governorate, and health facility levels) were included. Stakeholders at the central level (national coordinator of eDEWS and staff, including data management officer, data follow-up officer, and the Information Technology (IT) officer), governorate level (coordinator), and health facility level (focal points) in 16 districts were included.

**Data Collection**

A total of 4 questionnaires were designed and used to collect data from participants at the 4 levels of eDEWS using face-to-face interview. Each questionnaire comprised items assessing the performance attributes of the system according to the activity of eDEWS at the 4 levels. The assessment of usefulness was limited to governorate, central, and high levels, whereas the assessments of timeliness and completeness were limited only to the central level. Usefulness was assessed by 8 items using 5-point Likert scale (1=strongly disagree, 2=disagree, 3=neutral, 4=agree, and 5=strongly agree) for governorate, central, and high levels. Qualitative and quantitative system attributes were assessed. The qualitative attributes included simplicity, flexibility, acceptability, representativeness, and stability. The quantitative attributes included data quality and timeliness. Weekly reports of eDEWS and available documents of the system were reviewed for completeness and timeliness and to describe the eDEWS surveillance system.

**Data Analysis**

The mean percentage scores for usefulness and other performance attributes were calculated by dividing the sum of the items measuring each performance attribute by the maximum score. The scores were interpreted as excellent (>90%), good (80%-90%), average (60%-79.9%), poor (40%-59.9%), and very poor (<40%). The overall attribute score was calculated by summing all items over all attributes and dividing it by the maximum score. During the analysis, the attitude was considered as positive, if the responses were strongly agree or agree, whereas the attitude was considered as negative, if the responses were strongly disagree or disagree.

**Ethical Issues**

Institution approval for using the program data was obtained from the eDEWS program before beginning the evaluation. Confidentiality of the gathered information was assured by anonymity and using passwords on the computer. Participation was absolutely voluntary.

**Results**

**Description of the Electronic Diseases Early Warning System’s Surveillance System**

The eDEWS is a program in the Diseases Control and Surveillance Directorate. Figure 1 shows the mechanism of the report flow and feedback. eDEWS has 2 main components: (1) immediate alert component for diseases which should be reported within 24 hours after detection such as AFP/polio,
cholera, and hemorrhagic fever and (2) weekly reporting component. Weekly data aggregated by the health facilities are reported through the hierarchy of administrative levels (e.g., health facility sites, governorates, and central level). At the central level, the system is operated by eDEWS national coordinator, data management officer, IT officer, and data follow-up officer. The program has a governorate coordinator in each governorate and focal point in each health site.

Figure 1. The flow of reports and feedback for the electronic disease early warning system (eDEWS) in Sana’a governorate, Yemen.

Usefulness

At the governorate level, the governorate coordinator was asked to appraise the usefulness of eDEWS based on 6 items. The mean percentage was 93% for usefulness. He scored 5 for 5 items and 3 for 1 item. He strongly agreed that the main aim of eDEWS is to detect diseases and outbreaks at an early stage and that data are used to monitor the trends of disease, to estimate the morbidity and mortality for diseases, and to detect outbreaks for rapid action to be taken. However, receiving epidemiological bulletin on time was scored as neutral.

At the high and central levels, the overall score of usefulness was good (mean percentage=83%). All 6 participants strongly agreed that the main aim of eDEWS is the early detection of diseases and outbreaks and all agreed that the data of the system are used to detect morbidity and mortality. All except 1 participant (83.3%) agreed that the data of the system are used to show trends of communicable diseases. In addition, 4 out of 6 (67%) respondents strongly agreed and 2 (33%) agreed that the data are used to facilitate rapid action to be taken. The governorate coordinator was asked to appraise the simplicity of eDEWS according to 13 items. A total of 8 items were scored 5, 1 item was scored 4, 2 items were scored 3, and 1 item was scored 2. The mean percentage of simplicity was 83%, on which the governorate coordinator strongly agreed that the data entry in the electronic system is easy and clear. In addition, he strongly agreed that the notification process and transferring of data to the central level are easy. The coordinator agreed that the data follow-up is necessary, and analysis of data is conducted with respect to person, place, and time. He also reported that he receives a feedback from the central level. However, he reported that the phone and internet are not always available at his site and training courses are not performed frequently.

Performance by Attributes

Simplicity

The responses of 25 focal points on the simplicity items are shown in Table 1. The simplicity items (15 items) were scored positively by 25 focal points. The overall score of simplicity was good (82%).

Acceptability

Table 2 shows the responses of the focal points for each acceptability item (4 items). The overall score of acceptability was 81%, indicating good acceptability.

At the governorate level, the coordinator was asked to appraise the acceptability according to 3 items in which he scored 2 items as 5 and scored 1 item as 3. He strongly agreed that he was willing to support the system and was completely satisfied with eDEWS. However, he was neutral with the program being responsive to his suggestions. The mean percentage of acceptability was 87%.
Table 1. The responses of 25 focal points on the items measuring the simplicity of the electronic disease early warning system in Sana’a governorate, Yemen (N=25).

<table>
<thead>
<tr>
<th>Items</th>
<th>Agree/strongly agree, n (%)</th>
<th>Neutral, n (%)</th>
<th>Disagree/strongly disagree, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case definitions for diseases in eDEWS are available</td>
<td>22 (88)</td>
<td>1 (4)</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Case definitions for diseases in eDEWS are easy to apply</td>
<td>22 (88)</td>
<td>2 (8)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Laboratory tests for each disease are always available in your facility</td>
<td>1 (4)</td>
<td>4 (16)</td>
<td>20 (80)</td>
</tr>
<tr>
<td>The reporting form is clear to fill</td>
<td>23 (92)</td>
<td>1 (4)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>The reporting form is easy to fill</td>
<td>22 (88)</td>
<td>0 (0)</td>
<td>3 (12)</td>
</tr>
<tr>
<td>Data entry in the electronic system or phone is clear</td>
<td>22 (88)</td>
<td>2 (8)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Data entry in the electronic system or phone is easy</td>
<td>22 (88)</td>
<td>2 (8)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Notification process is very easy</td>
<td>16 (64)</td>
<td>7 (28)</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Phone and internet are always available in your facility</td>
<td>15 (60)</td>
<td>7 (28)</td>
<td>3 (12)</td>
</tr>
<tr>
<td>Transferring data to high level is very easy</td>
<td>16 (64)</td>
<td>7 (28)</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Data follow-up is necessary to update data on the cases</td>
<td>23 (92)</td>
<td>0 (0)</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Involving you in training for eDEWS surveillance</td>
<td>19 (76)</td>
<td>4 (16)</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Training courses are performed frequently</td>
<td>20 (80)</td>
<td>4 (16)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>The program provided you with phone to facilitate entering and sending of data</td>
<td>22 (88)</td>
<td>3 (12)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Donors provide you with a monthly account to facilitate entering and sending of data</td>
<td>20 (80)</td>
<td>5 (20)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

*aDEWS: electronic disease early warning system.

Table 2. The responses of 25 focal points on the items measuring the acceptability of the electronic disease early warning system in Sana’a governorate, Yemen (N=25).

<table>
<thead>
<tr>
<th>Items</th>
<th>Agree/strongly agree, n (%)</th>
<th>Neutral, n (%)</th>
<th>Disagree/strongly disagree, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>You are willing to participate in eDEWS* surveillance</td>
<td>24 (96)</td>
<td>1 (4)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>You are completely satisfied with eDEWS as a surveillance system</td>
<td>24 (96)</td>
<td>1 (4)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Responsiveness of the system to your suggestions</td>
<td>20 (80)</td>
<td>4 (16)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>You receive a feedback report from a governorate level</td>
<td>9 (36)</td>
<td>8 (32)</td>
<td>8 (32)</td>
</tr>
</tbody>
</table>

*aDEWS: electronic disease early warning system.

**Representativeness**

At the governorate level, the governorate coordinator was asked to appraise the representativeness of eDEWS based on 2 items; he scored both the items as 5. The mean percentage of representativeness was 100%, in which the participant strongly agreed that the system covered the public and private centers and hospitals (private sites include private hospitals and clinics which have a focal point in each site).

The mean percentage of representativeness in high and central levels was 100%, in which all stakeholders strongly agreed that the system covered the public and private centers and hospitals.

**Stability**

With regard to the stability of eDEWS, the governorate coordinator scored 9 items as follows: 5 for 1 item, 4 for 5 items, 3 for 1 item, and 2 for 2 items. The mean percentage for stability was 71%. The coordinator strongly agreed that there was stable staff, the system was operating in full time, data processing and release were done on a weekly basis, and the electrical power cut rarely occurred because of their own source. He disagreed that the unscheduled outages rarely occurred and that the system would be stable even if the sponsors withdrew their support.

The mean percentage of stability as scored by 6 persons at high and central levels was 69%. All stakeholders agreed that the electrical power cut rarely occurred because of their own source, the staff received monthly incentives to facilitate tasks related to the system, and trained staff were available. A total of 5 out of 6 respondents (83%) were neutral on the unscheduled outage that rarely occurred during the last month. Half of the respondents (50%) disagreed that the system would be stable even if sponsors withdrew their support. All disagreed that there were planned resources for the maintenance of the system.

**Flexibility**

The mean percentage of flexibility reached 91%, in which the 6 stakeholders at high and central levels strongly agreed that the system could accommodate additional information to case...
definition, could be adapted to integrate with other surveillance programs, and could accommodate new health-related events. A total of 5 out of 6 respondents (83%) agreed that the staff could accommodate changes in data with minimum cost and efforts.

Completeness
We checked the completeness of reporting by reviewing the dataset. The reporting rate and completeness during the last 2 months were 100%.

**Timeliness**
According to the responses of the central level, the timeliness of the system was achieved 100%, which was measured as the number of reports that enter the system on time during Sunday evening to Wednesday.

Summary of the System Performance and Strengths and Weaknesses
The overall system performance was good (86%). The highest attribute score was 100% for representativeness and the lowest score was 70% for stability (Table 3).

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Health facilities level, %</th>
<th>Governorate level, %</th>
<th>High and central levels, %</th>
<th>Overall percentage, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simplicity</td>
<td>82</td>
<td>83</td>
<td>N/A</td>
<td>83</td>
</tr>
<tr>
<td>Representativeness</td>
<td>N/A</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Acceptability</td>
<td>81</td>
<td>87</td>
<td>N/A</td>
<td>84</td>
</tr>
<tr>
<td>Flexibility</td>
<td>N/A</td>
<td>N/A</td>
<td>91</td>
<td>91</td>
</tr>
<tr>
<td>Stability</td>
<td>N/A</td>
<td>71</td>
<td>69</td>
<td>70</td>
</tr>
<tr>
<td>Overall percentage</td>
<td>82</td>
<td>86</td>
<td>87</td>
<td>86</td>
</tr>
</tbody>
</table>

*Not applicable.*

All stakeholders at high and central levels were given a chance to express their opinions concerning the strengths and weaknesses of the system. All stakeholders reported that the main strength was the rapid detection and response to diseases and outbreaks. Half of them reported that the data had high accuracy owing to validation that passed through 4 levels and 50% reported that the processing and analysis of data automatically was one of the strengths. On the other hand, all stakeholders in high and central levels said that the main weakness was the network weakness in some remote areas aggravated by war. The director of the system at the central level said “there is no operational cost for maintenance the electronic instruments and mobiles.”

**Discussion**
Our finding revealed that eDEWS is a useful system. This finding is in agreement with the findings of similar evaluations conducted in Sudan [10], Nigeria [11], and Pakistan [12]. However, this finding is not consistent with the eDEWS evaluation that had been conducted in Sana’a city governorate (the capital of Yemen) in 2014, in which the level of usefulness of the system in Sana’a city governorate was poor (54%) [13].

On the basis of the findings of this study, simplicity of the system is good. This finding is in agreement with the findings from previous evaluations in Sana’a city [13] and Madagascar [14].

This study showed that the system had a good acceptability. Similar findings were reported in previous eDEWS evaluations in Sana’a city [13] and in Sudan [10]. The positive appraisal of the system acceptability might be owing to the responsiveness of the program to suggestions and comments of related participants or might be owing to financial support.

The flexibility of the system was found to be excellent. One of the main items of flexibility on which all participants responded positively was the integration of eDEWS with other surveillance programs. Similarly, eDEWS evaluation in Sana’a city [13] and in the Pacific Island countries and territories [15] reported excellent flexibility.

According to the opinions of stakeholders, our evaluation revealed that the stability of the system is average. Poor eDEWS stability was reported in previous evaluation reports in Sana’a city and Madagascar [14]. The low stability found in our study might be explained by that the system relies on the supporting donors completely.

In our evaluation, the completeness was 100% and the reporting rate was 100% in the last 2 months. This finding is in agreement with the finding of a previous eDEWS evaluation in Sana’a city, which revealed that the completeness was 100% [13].

Timeliness in our evaluation received a score of 100%. With regard to timeliness, our finding is nearly in agreement with Sana’a city’s evaluation findings which revealed that the timeliness of the system was 92% in 2014. A study in Madagascar [14] revealed that the timeliness of the system was 68% in 2011.

This evaluation did not include the actual quantitative analysis for some attributes such as positive predictive value and sensitivity. With regard to data quality, accuracy was not assessed owing to the obstacles of comparing the hard reporting forms data with the soft reporting forms data.

In conclusion, our study indicated that eDEWS is a useful system and the overall performance according to the studied attributes was good. As our evaluation was limited to health facilities before the expansion, further evaluation after the expansion is recommended for generalizing the findings on all.
sites. It is recommended that sending feedback to health facilities focal points should be done in a regular and timely basis (weekly). As the program is completely supported by donors, strengthening the stability of the system by ensuring governmental support is recommended.
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Abstract

Background: Acute flaccid paralysis (AFP) surveillance is an essential strategy for poliovirus eradication.

Objective: This study aimed to evaluate the performance of the AFP surveillance system in Yemen from 2010 to 2015, identify components that require strengthening, and compare the indicators by year and governorates.

Methods: This descriptive study was based on secondary analysis of AFP surveillance data reported during 2010-2015 from all Yemeni governorates. The World Health Organization (WHO) minimum performance standards were used to evaluate the performance of the AFP surveillance system.

Results: A total of 3019 AFP cases were reported between January 2010 and December 2015. At the national level, AFP surveillance achieved WHO targets throughout the evaluating period for the nonpolio AFP rate of cases per 100,000 members of the population younger than 15 years of age, proportion of AFP cases reported within 7 days, proportion of AFP cases investigated within 48 hours of notification, proportion of AFP cases with two adequate stool specimens, and proportion of stool specimens from which nonpolio enterovirus was isolated. However, the proportion of specimens that arrived at the central level within 3 days of the first sample collection and the proportion of stool specimens with results sent from the reference laboratory within 28 days of receipt did not reach targets in 2011 and 2015, respectively.

Conclusions: The AFP surveillance system in Yemen has met most of the WHO indicator levels. Nevertheless, the evaluation showed areas of weakness regarding the arrival of specimens at the central level within 3 days of the first sample collection and delays in processing of the results and submitting feedback by the laboratory. Therefore, there is a need to strengthen the follow-up of specimens submitted to the laboratory.

(JMIR Public Health Surveill 2019;5(4):e14413) doi:10.2196/14413
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Introduction

Background

Polio is a highly infectious disease caused by an enterovirus that is transmitted through the fecal-oral route or, less frequently, by a common vehicle. It affects the nervous system and can cause total paralysis in a matter of hours [1]. Paralytic polio occurs in less than 1% of children infected with poliovirus. The paralysis can cause weakness of the limbs, usually in the legs, and while some patients subsequently recover, around two-thirds suffer permanent paralysis [2]. Among those paralyzed, 5%-10% die when their breathing muscles become immobilized [1]. Polio mainly affects children under 5 years of age. Polio cases have decreased by over 99% since 1988, from an estimated 350,000 cases in more than 125 endemic countries to 74 reported cases in 2015. Recently, polio has become endemic in three countries: Afghanistan, Pakistan, and Nigeria [1,3]. There are three types of polio virus: type 1, type 2, and type 3. Cases of type 3 dropped to the lowest level, where the last case was reported in November 2012 in Nigeria [1].

Acute flaccid paralysis (AFP) is a clinical syndrome characterized by rapid onset of weakness, including weakness of respiratory function and swallowing, progressing to maximum severity within several days to weeks. This weakness is considered flaccid (ie, no spasticity) because the lesion affects the lower motor neuron, decreasing muscle tone and diminishing tendon reflex [4,5]. Because poliomyelitis causes AFP, highly sensitive surveillance for AFP with immediate case investigation and specimen collection are critical for the detection of wild poliovirus circulation, with the ultimate objective of polio eradication. AFP surveillance is also critical for polio-free certification [4,6,7].

Acute Flaccid Paralysis Surveillance in Yemen

Yemen is located in the Middle East on the southern tip of the Arabian Peninsula, bordered on the west side by the Red Sea, on the north side by Saudi Arabia, on the south side by the Arabian Sea, and on the northeast side by Oman. The area is 527,970 km² in size. In 2016, the total population of Yemen was about 26 million and the population of children less than 15 years of age was estimated to be 13.3 million. Yemen is divided into 22 governorates and 333 districts. The AFP surveillance system covers all 22 governorates, 333 districts, and about 1857 reporting sites, including the main hospitals and health centers in the country.

The AFP surveillance system was launched in Yemen in 1998 as part of the polio eradication initiative announced by the World Health Organization (WHO) in 1988. The last poliovirus outbreak in Yemen was in February 2005, when 479 cases of wild polio were reported during that outbreak; the last case reported was in February 2006. Yemen had three different outbreaks of circulating vaccine-derived polio viruses (VDPV) since April 2011: one type 2 VDPV and two separate emergencies of type 3 VDPV outbreaks [8].

Evaluation Rationale

Regular analysis of data generated from an AFP surveillance system is important in evaluating and improving the performance of the system. This ensures optimal performance of the system and guarantees timely detection of wild poliovirus reimportation. The WHO has developed a set of performance indicators in order to ensure that AFP surveillance is adequately conducted to accurately guide the polio eradication initiative [4,6,7]. To our knowledge, the AFP surveillance system has not yet been evaluated at the central level; it was evaluated only in the Ibb and Hadramout governorates [9,10]. This study aimed to evaluate the performance of the AFP surveillance system in Yemen from 2010 to 2015, identify components that require strengthening, and compare the indicators by year and governorates.

Methods

This descriptive study was based on secondary data of AFP surveillance from all Yemeni districts and governorates over 6 years: 2010-2015. WHO standard indicators were used as reference to evaluate the performance of the AFP surveillance system [4].

The following seven WHO standard indicators were used:

1. Annualized nonpolio AFP rate: ≥2 AFP cases/100,000 members of the population under 15 years of age.
2. Adequacy of stool specimens: proportion (≥80%) of AFP cases with two adequate stool specimens.
3. Timeliness of case notification: proportion (≥80%) of AFP cases reported within 7 days.
4. Timeliness of case investigation: proportion (≥80%) of AFP cases investigated within 48 hours of notification.
5. Timeliness of specimen's arrival at the central level: proportion (≥80%) of specimens that arrived at the central level less than 3 days from first sample collection.
6. Nonpolio enterovirus isolation rate: proportion (≥10%) of stool specimens from which nonpolio enterovirus was isolated.
7. Timeliness of specimen processing in the laboratory: proportion (≥80%) of stool specimens with results sent from Naval Medical Research Unit Three (NAMRU-3) less than 28 days after receipt.

Data were analyzed using Microsoft Excel software. Descriptive analyses were conducted to describe the epidemiology of AFP in Yemen and to generate statistics based on the standard WHO-specified performance indicators for AFP surveillance.

Results

Distribution of Acute Flaccid Paralysis Cases

A total of 3019 AFP cases were reported between January 2010 and December 2015. Most cases were from Alhudaidualah (363/3019, 12.02%) and Ibb (274/3019, 9.08%), while Almahara had the lowest number of cases (29/3019, 0.96%). Figure 1 shows the distribution of AFP cases by governorate in Yemen from 2010 to 2015. A total of 20.34% of cases (614/3019) were
reported in 2013 and 12.79% (386/3019) were reported in 2011 (see Figure 2).

Figure 1. Distribution of acute flaccid paralysis (AFP) cases by governorate in Yemen from 2010 to 2015.
Figure 2. Distribution of acute flaccid paralysis (AFP) cases per year in Yemen from 2010 to 2015.

Performance Indicators at the National Level

Table 1 shows the performance indicators of the AFP surveillance system in Yemen from 2010 to 2015. All performance indicators of the AFP surveillance system reached the WHO standard indicator levels in 2010, 2012, and 2014. In 2011, the proportion of specimens that arrived at the central level less than 3 days from the first sample collection was below the WHO standard indicator of 80%. During this year, this indicator level was achieved only in 75% of specimens. In addition, the proportion of stool specimens with results sent from the laboratory less than 28 days after receipt was 76% in 2013 and 48% in 2015, which are lower than the WHO standard indicator of 80%.

Table 1. Performance indicators of the acute flaccid paralysis (AFP) surveillance system, Yemen, 2010-2015.

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Target</th>
<th>2010</th>
<th>2011</th>
<th>2012</th>
<th>2013</th>
<th>2014</th>
<th>2015</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nonpolio AFP detection rate/100,000 population members under 15 years of age, number of cases</td>
<td>≥2</td>
<td>3.9</td>
<td>3.4</td>
<td>4.0</td>
<td>5.1</td>
<td>4.6</td>
<td>4.1</td>
</tr>
<tr>
<td>Proportion of AFP cases reported within 7 days, %</td>
<td>280</td>
<td>89</td>
<td>85</td>
<td>84</td>
<td>82</td>
<td>86</td>
<td>85</td>
</tr>
<tr>
<td>Proportion of AFP cases investigated within 48 hours of notification, %</td>
<td>280</td>
<td>100</td>
<td>100</td>
<td>99</td>
<td>100</td>
<td>98</td>
<td>99</td>
</tr>
<tr>
<td>Proportion of AFP cases with two adequate stool specimens, %</td>
<td>280</td>
<td>97</td>
<td>91</td>
<td>93</td>
<td>91</td>
<td>95</td>
<td>91</td>
</tr>
<tr>
<td>Proportion of specimens that arrived at the central level within 3 days of first sample collection, %</td>
<td>280</td>
<td>92</td>
<td>75</td>
<td>91</td>
<td>87</td>
<td>87</td>
<td>85</td>
</tr>
<tr>
<td>Proportion of stool specimens from which nonpolio enterovirus was isolated, %</td>
<td>210</td>
<td>17</td>
<td>16</td>
<td>22</td>
<td>17</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>Proportion of stool specimens with results sent from laboratory within 28 days of receipt by laboratory, %</td>
<td>280</td>
<td>84</td>
<td>85</td>
<td>88</td>
<td>76</td>
<td>83</td>
<td>48</td>
</tr>
</tbody>
</table>

Performance Indicators at the Governorate Level

Nonpolio Acute Flaccid Paralysis Detection Rate per 100,000 Members of the Population Under 15 Years of Age

The nonpolio AFP detection rate in all governorates met the WHO standard indicator level of ≥2 AFP cases per 100,000 members of the population under 15 years of age during the sixth year. Both Almahara and Rimah governorates had the highest nonpolio AFP rates while Taiz had the lowest rate (see Figure 3).
Proportion of Acute Flaccid Paralysis Cases Investigated Within 48 Hours of Notification

Similar to nonpolio AFP detection rate, the percent of AFP cases that were investigated within 48 hours of notification met the WHO standard indicator level of ≥80% in all governorates during the evaluation years.

Adequacy Rate of Stool Specimens

A total of 17 out of 22 governorates (77%) achieved the WHO standard indicator level (≥80%) of proportion of AFP cases with two adequate stool specimens. A total of 5 governorates (23%) failed to achieve this indicator level, namely, Abyan, Alhuaidah, Amran, and Dhamar.

Proportion of Acute Flaccid Paralysis Cases Notified Within 7 Days

Only 9 out of 22 governorates (41%) notified officials of AFP cases within 7 days at the WHO standard indicator rate of ≥80% during the evaluation years.

Proportion of Stool Specimens From Which Nonpolio Enterovirus Was Isolated

Aljawf and Hajjah were the only governorates that met the WHO standard indicator level of ≥80% of stool specimens from which nonpolio enterovirus was isolated during all evaluation years. Although Alhuaidah, Lahj, and Sana’a governorates failed to reach the WHO standard indicator level in 1 year, they were considered the top 3 governorates regarding this indicator, following Aljawf and Hajjah.

Proportion of Specimens That Arrived at the Central Level Less Than 3 Days of the First Sample Collection

The proportion of specimens that arrived at the central level within 3 days from the first sample collection reached the WHO standard indicator level (≥80%) in 7 of the 22 governorates (32%) during all evaluation years. These governorates were Alhalah, Hadramout Sayeun, Lahj, Rimah, Sa’adah, Sana’a, and Taiz. The other 15 governorates failed to achieve this indicator level in some years.

Proportion of Stool Specimens With Results Sent From the Laboratory Less Than 28 Days After Receipt

In 2015, this WHO standard indicator level was not achieved by any of the governorates. In 2013, this indicator level was achieved by only 5 out of 22 (23%) governorates (see Figure 4).
Discussion

Principal Findings

During the study period, Yemen was facing a threat of polio reintroduction from countries where the virus was still circulating [8]. A strong AFP surveillance system is critical for the early detection of wild poliovirus circulation, with the ultimate objective of polio eradication. The findings of this study showed that the nonpolio AFP detection rate reached the WHO standard indicator level (≥2 AFP cases/100,000 members of the population under 15 years of age) throughout the study period. Furthermore, on disaggregating the nonpolio AFP rates by governorates, all governorates performed well. These results indicate that the AFP surveillance system was sensitive and able to detect any polio case reimported into the country during the study period [4,7]. Compared with other studies in different countries and periods, the nonpolio AFP rate in Yemen was similar to that in Sierra Leone (2005-2012) [11] and Akwa Ibom State, Nigeria (2004-2009) [12], and higher than that in Iraq (1997-2011) [13], Hamdan, Iran (2002-2009) [14], South Africa (2005-2009) [15], Italy (1997-2007) [16], and Brazil (1990-2000) [17].

Increasing the proportion of AFP cases notified within 7 days increases the chance of timely investigation and response needed to prevent further transmission of infection. This study showed that the proportion of AFP cases notified within 7 days in Yemen was slightly higher than the WHO standard of ≥80% throughout the study period. This finding is better than that from Iraq (1997-2011) [13]. The positive performance of this indicator indicates that there would be a better chance of collecting stool specimens within 14 days.

The AFP surveillance system succeeded in investigating more than 98% of AFP cases within 48 hours of notification at the national level and more than 96% at the governorate level, exceeding the WHO standard indicator level of ≥80%. These proportions are higher than the reported proportions from South Africa and Iraq and are similar to the proportions reported in Akwa Ibom State, Nigeria [12,15]. When investigating AFP cases, many important data are collected, such as notification data, clinical case history, and vaccination status; collection of two adequate stool specimens also occurs at this time.

The proportion of AFP cases with collection of two adequate stool specimens is an important indicator for any AFP surveillance system. In this study, Yemen’s AFP surveillance system exceeded this indicator level throughout the study period. The rate of adequate specimens collected in Yemen was 93% of total cases. This rate was high when compared to that in many countries around the world. However, 5 out of 22 (23%) governorates were not strong in this indicator. A total of 13 out of 22 (59%) governorates that failed to surpass the WHO standard indicator level (≥80%) of AFP cases notified within 7 days were able to reach the WHO standard indicator level (≥80%) of AFP cases with collection of two adequate stool specimens, except the Alhudaidah governorate in 2013.

At the national level, the proportion of specimens that arrived at the central level within 3 days of the first sample collection reached the WHO standard indicator level (≥80%) during all evaluation years except 2011 (75%), when a political revolution occurred. Because of that revolution, the internal situation of the country deteriorated, the main roads were closed, and fuel supply deliveries decreased and sometimes stopped. As a result, the proportion of specimens that arrived at the central level within 3 days of the first sample collection decreased dramatically from 2010 (92%) to 2015 (85%). This performance was also reflected at the governorate level, where most of the governorates failed to maintain the specimens’ arrival rate above the WHO standard. Surprisingly, Sana’a City failed to achieve this indicator level for 4 years out of 6, although that was at the central level of the system.

After the arrival of stool specimens at the central level, they were sent to the NAMRU-3 laboratory in Egypt for diagnosis.
Nonpolio enterovirus should be isolated from at least 10% of stool specimens received at the laboratory in order to meet WHO standards [4,7]. This indicator evaluated the quality of the reverse cold chain process and how well the laboratory was able to perform the routine isolation of enterovirus. Yemen's AFP surveillance system would have been able to achieve this indicator level throughout the study period; however, the electricity was suspended for some lengthy periods in the country, particularly in 2011. Only 2 governorates out of 22 (9%)—Aljawf and Hajjah—achieved this indicator level during the entire study period, while 20 (91%) governorates failed in some of the years: 13 governorates in 1 year, 2 governorates in 2 years, and 5 governorates in 3 years. The diagnosis of AFP cases and the feedback via results from the NAMRU-3 to Yemen's AFP surveillance system is an essential step to control and investigate polio outbreaks when they occur. The performance of the NAMRU-3 failed to fulfill the WHO standard indicator level (≥80%) regarding sending back results within 28 days of stool specimen receipt in 2013 and 2015. This performance standard indicator level was achieved less in Yemen than in Iraq, Nigeria, and South Africa [2,13,15].

Conclusions

The AFP surveillance system in Yemen has met most of the WHO standard indicator levels. One of its weaknesses is the delay in receiving results from NAMRU-3 laboratory. This delay could lead to negative consequences regarding detection of poliovirus. Supporting the reference lab in Yemen in testing AFP specimens is strongly recommended.
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