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Abstract

Background: Information from historical infectious disease outbreaks provides real-world data about outbreaks and their impacts on affected populations. These data can be used to develop a picture of an unfolding outbreak in its early stages, when incoming information is sparse and isolated, to identify effective control measures and guide their implementation.

Objective: This study aimed to develop a publicly accessible Web-based visual analytic called Analytics for the Investigation of Disease Outbreaks (AIDO) that uses historical disease outbreak information for decision support and situational awareness of an unfolding outbreak.

Methods: We developed an algorithm to allow the matching of unfolding outbreak data to a representative library of historical outbreaks. This process provides epidemiological clues that facilitate a user’s understanding of an unfolding outbreak and facilitates informed decisions about mitigation actions. Disease-specific properties to build a complete picture of the unfolding event were identified through a data-driven approach. A method of analogs approach was used to develop a short-term forecasting feature in the analytic. The 4 major steps involved in developing this tool were (1) collection of historic outbreak data and preparation of the representative library, (2) development of AIDO algorithms, (3) development of user interface and associated visuals, and (4) verification and validation.

Results: The tool currently includes representative historical outbreaks for 39 infectious diseases with over 600 diverse outbreaks. We identified 27 different properties categorized into 3 broad domains (population, location, and disease) that were used to evaluate outbreaks across all diseases for their effect on case count and duration of an outbreak. Statistical analyses revealed disease-specific properties from this set that were included in the disease-specific similarity algorithm. Although there were some similarities across diseases, we found that statistically important properties tend to vary, even between similar diseases. This may be because of our emphasis on including diverse representative outbreak presentations in our libraries. AIDO algorithm evaluations (similarity algorithm and short-term forecasting) were conducted using 4 case studies and we have shown details for the Q fever outbreak in Bilbao, Spain (2014), using data from the early stages of the outbreak. Using data from only the initial 2 weeks, AIDO identified historical outbreaks that were very similar in terms of their epidemiological picture (case count, duration, source of exposure, and urban setting). The short-term forecasting algorithm accurately predicted case count and duration for the unfolding outbreak.
Conclusions: AIDO is a decision support tool that facilitates increased situational awareness during an unfolding outbreak and enables informed decisions on mitigation strategies. AIDO analytics are available to epidemiologists across the globe with access to internet, at no cost. In this study, we presented a new approach to applying historical outbreak data to provide actionable information during the early stages of an unfolding infectious disease outbreak.

(JMIR Public Health Surveill 2019;5(1):e12032) doi:10.2196/12032
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Introduction

Challenges in Outbreak Investigation

Infectious diseases continue to be a leading cause of mortality worldwide despite substantial advances in public health [1]. Disease outbreaks are not bound by national borders and can have far-reaching economic and social impacts. Therefore, early detection and monitoring are key to curtailing unfolding outbreaks. Tools and analytics that improve situational awareness can aid communication in the initial stages of an outbreak and enable effective decisions for outbreak control [2].

Traditionally, historical outbreak data have been used to enhance and develop disease forecasting models. For example, when modeling influenza, Viboud et al utilized the method of analogs, which uses weighted vectors of historical time series data that match current activity to build forecasts 1 to 10 weeks ahead [3]. Relatedly, Sugihara and May utilized a library of historical measles and chickenpox outbreaks to understand historical patterns in variation and develop short-term forecasting models [4]. In addition, extrapolation of retrospective data has proven useful in resource-poor areas, for example, to establish levels of antimicrobial resistance in areas with minimal surveillance [5]. More broadly, historical disease data are often used for model parameter estimation [6-8]. Data used are often not confined to epidemiological data. For example, climate data have been used to develop convolution models that are affected by environmental factors, such as malaria, dengue, and cholera [9]. However, these data are typically difficult to use owing to poor organization and integration. Extracting relevant information from official reports is time consuming.

Epidemiological data are rarely easily accessible or available in an easily analyzed format. There are efforts to circumvent these issues, such as Project Tycho [10,11] and Gideon [12], but these Web applications have limitations. Project Tycho is currently limited to data from the National Notifiable Disease Surveillance System in the United States and Gideon offers its data for a fee, which may prove to be prohibitive for some public health users. Furthermore, neither provide information to contextualize or describe historical outbreaks nor the tools to meaningfully relate a present situation to a past one.

Rapid, Facile Decision Support Using Historical Data

To the authors’ knowledge, there have been no previous formal attempts to build a decision-support application based on historical data. However, historical analogies have been utilized for disease projection and forecasting. In 2010, Haiti experienced its first cholera outbreak in over 100 years, months after being struck by an earthquake that damaged its infrastructure and gave rise to poor sanitary conditions [13]. In the days following the first case notifications, the US Centers for Disease Control and Prevention (CDC) contextualized the Haiti outbreak by comparing it with a similar outbreak in Peru [14]. As more surveillance data became available and forecasting models were developed, more complex projections were established. However, quick comparisons, such as the historical analogy model that provided a notification to the Ministere de la Sante Publique de la Population of Haiti of the need to prepare for a large epidemic [15].

Currently, internet access is widely available around the globe. More than 40% of the world’s population has access to the World Wide Web [16]. Hence, Web-based analytics that facilitate outbreak investigation have the potential to improve outbreak control around the world. In this study, we presented a Web-based visual analytic called Analytics for the Investigation of Disease Outbreaks (AIDO) available under the domain name bsvgateway.org [17], which has been developed to facilitate situational awareness in the early stages of an infectious disease outbreak. AIDO allows matching of unfolding outbreak data to a representative library of historical outbreaks and provides epidemiological clues that facilitate a user’s understanding of an unfolding outbreak and enables informed decisions on mitigation actions. This tool currently has analytics for 28 infectious diseases and contains a browse library for an additional 11 diseases. We described the methodology used to develop this tool and illustrated the utility of the tool using 4 case studies, one of which is described in detail. We offer AIDO as a rapid, easy-to-use no cost analytic for outbreak investigation and short-term forecasting.

Methods

To develop AIDO, we used the following iterative process: (1) collect historical outbreak data; (2) develop AIDO algorithms; (3) develop the user interface, additional visuals, and functionalities; and (4) perform verification and validation. In this section, we have described the process for developing a disease-specific representative historical outbreak library, the associated algorithms, and the AIDO interface.

Collect Historical Outbreak Data

AIDO contains representative outbreak data for 39 diseases (Multimedia Appendix 1). We defined a representative library as one that includes outbreaks with a broad range of cumulative case counts, outbreak durations, diverse circumstances, and which occur in a variety of locations. Outbreak data were identified using official academic and government data, as well as
as retrospective studies. Data sources included ProMED [18,19], CDC [20], World Health Organization [21,22], Eurosurveillance [23], European Centre for Disease Prevention and Control Disease Reports [24], and government Ministry of Health databases (available from Biosurveillance Resource Directory under the domain name bsygateway.org) [25], as well as other scholarly journals available on PubMed and Google Scholar. If data were only available in the graphical form (eg, graphs in a PDF report or peer-reviewed publication), plots were digitized using PlotDigitizer [26].

To be considered for inclusion in a disease library, outbreak data must contain (1) a time series of case counts, (2) enough associated data to perform property analysis (described below), and (3) enough metadata to annotate the outbreak (described below). To apply analytics to a disease library, there must be (1) a minimum of 10 outbreaks included per disease library and (2) sufficient data to complete the property identification protocol (described below). Our analytics rely on a robust library; therefore, it is necessary to have a minimum threshold. A total of 10 outbreaks were considered to be a reasonable lower limit and produced reasonable results. In general, outbreaks that occurred during or after the year 2000 were prioritized for inclusion to represent current natural and built environments. However, in cases of rare diseases, outbreaks from previous years were included to achieve the minimum threshold for analysis (eg, both Ebola and Marburg libraries include outbreaks that occurred before 2000).

In addition to the outbreak time series, detailed information on factors that influenced the outbreak was also collected and used to describe each outbreak. Information collected included index case, important dates, the vector (if applicable), transmission routes, pathogen classification, case definition, geographic and historical information, and identified risk factors and control measures that were implemented.

Algorithm Development

Similarity Algorithm

The similarity algorithm identifies outbreaks similar to the user’s unfolding situation through a similarity score that is computed as a sum of values assigned to weighted properties specific to a disease. The algorithm has 3 components: (1) disease-specific properties; (2) weights calculated for each property; and (3) computation of the weighted sum by the AIDO algorithm. Here, we have described the statistical process used to identify properties, the procedure used to weight properties for relative importance, and the final equation used in this algorithm. Diseases with less than 10 outbreaks do not have an associated similarity algorithm and are represented in AIDO as browse-only.

Property selection: In AIDO, properties are characteristics that influence the case count or duration of outbreaks. In essence, these are the population-level signatures that help match a user’s situation to outbreaks in our library. There were 3 types of properties: (1) categorical (eg, vaccination status: 90% to 100%, 80% to 89%, 50% to 79%, and less than 50%), (2) continuous (eg, physician density: range of values 0.1 to 10), and (3) binary (eg, population movement: yes or no). Properties were discretized if extant literature supported categorization of continuous variables. We identified 27 different properties that were used to evaluate outbreaks across all diseases for their effect on case count and duration of an outbreak. These properties and their definitions are included in Table 1. Properties were further categorized into 3 domains.
<table>
<thead>
<tr>
<th>Name (variable type)</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Domain: population</strong></td>
<td></td>
</tr>
<tr>
<td>Population (continuous)</td>
<td>Population of affected location as a continuous variable</td>
</tr>
<tr>
<td>Population (categorical)</td>
<td>Population of affected location. Discretized into groups based on orders of magnitude</td>
</tr>
<tr>
<td>Disease status (binary)</td>
<td>Endemicity status (ie, endemic or nonendemic to the region) during the time of the outbreak</td>
</tr>
<tr>
<td>Rural versus urban (binary)</td>
<td>Binary categorization of the relative population density of the outbreak’s location</td>
</tr>
<tr>
<td>Age stratification (categorical)</td>
<td>Relevant age categories or median age of reported cases. (Varies by disease; groupings are identified using published literature)</td>
</tr>
<tr>
<td>Special population group (binary)</td>
<td>Binary (yes or no) indicator describing if the outbreak occurred in the general population or a particular group with a specific common exposure or risk factor</td>
</tr>
<tr>
<td>Vaccination status (categorical)</td>
<td>Vaccine coverage (%) of the country and/or region of interest</td>
</tr>
<tr>
<td>Population movement (binary)</td>
<td>Indication of whether or not large-scale population movement (eg, mass migration and influx of a refugee population) was an influential component of the outbreak</td>
</tr>
<tr>
<td>Sex (continuous)</td>
<td>Fraction of cases in males (identified using the literature)</td>
</tr>
<tr>
<td><strong>Domain: location</strong></td>
<td></td>
</tr>
<tr>
<td>Climate (categorical)</td>
<td>Climate type corresponding to the location of interest, represented as the first letter of the Köppen-Geiger climate classification key (A, B, C, D, and E) [27,28]</td>
</tr>
<tr>
<td>Season (categorical)</td>
<td>Time of year (Spring, Summer, Autumn, and Winter) during which the majority of the outbreak occurred</td>
</tr>
<tr>
<td>Precipitation (categorical)</td>
<td>Precipitation category corresponding to the location of interest, represented as the second letter in the Köppen-Geiger climate classification (f, m, s, W, S, T, and F)</td>
</tr>
<tr>
<td>Rainy versus dry (binary)</td>
<td>Binary indicator describing the typical weather patterns (ie, rainy or dry) in the location at the start of the outbreak</td>
</tr>
<tr>
<td>Natural disaster (binary)</td>
<td>Binary indicator describing if a natural disaster appeared to be associated with the onset of the outbreak</td>
</tr>
<tr>
<td>Human Development Index (HDI; categorical or continuous)</td>
<td>HDI in the location and year of interest [29]. Both categorical and continuous values were tested. In the event that both properties were significantly related to outcomes, categorical values were preferred because of they are more usable within the user interface.</td>
</tr>
<tr>
<td>Physician density (continuous)</td>
<td>Physician density per 1000 persons in the year of interest, or the most recent year reported [30]</td>
</tr>
<tr>
<td><strong>Domain: disease</strong></td>
<td></td>
</tr>
<tr>
<td>Pathogen source (categorical)</td>
<td>Main source of exposure to the pathogen of interest</td>
</tr>
<tr>
<td>Outbreak curve (categorical)</td>
<td>Type of outbreak as reflected in the outbreak curve shape (point source, common source, and propagated outbreak)</td>
</tr>
<tr>
<td>Vector type (categorical)</td>
<td>The most relevant genus/species/classification of the disease vector</td>
</tr>
<tr>
<td>Case fatality rate (CFR; continuous)</td>
<td>Percent of fatal cases</td>
</tr>
<tr>
<td>Attack rate (continuous)</td>
<td>Number of new cases per 1000 persons</td>
</tr>
<tr>
<td>Case definition (categorical)</td>
<td>Classification of reported cases (suspected, probable, confirmed, or any combination thereof)</td>
</tr>
<tr>
<td>Disease presentation classification (categorical)</td>
<td>Description of clinical disease presentation (eg, bubonic plague and pneumonic plague)</td>
</tr>
<tr>
<td>Animal contact (binary or categorical)</td>
<td>Reported contact with potentially infectious animal (used for zoonotic diseases). Can be binary (yes or no) or categorical (ie, contact with particular animal), depending on the level of data available in literature</td>
</tr>
<tr>
<td>Contamination source (categorical)</td>
<td>Product or site epidemiologically linked to the outbreak (used for foodborne illnesses)</td>
</tr>
<tr>
<td>Transmission mode (categorical)</td>
<td>Mode of transmission that best characterizes the majority of disease spread during the outbreak (eg, airborne and direct contact)</td>
</tr>
<tr>
<td>Outbreak source proximity (categorical)</td>
<td>Geographic proximity of cases to a known or likely source of contamination</td>
</tr>
<tr>
<td>Outbreak pathogen (categorical)</td>
<td>Etiological agent</td>
</tr>
</tbody>
</table>
Available data for all properties were collected for each outbreak in AIDO. Statistical analyses were used to identify which properties separated outbreaks on the basis of outbreak size or duration for use in the similarity algorithm described in the following equation:

\[
\text{Outbreak similarity score} = \sum_{i=1}^{K} s_w \cdot m_i \cdot \left( \frac{x_i - x_{\text{user}}}{s_{x_i}} \right) \cdot \left( \frac{m_i}{w_i} \right) \cdot 100
\]

where \(s_w\) is the weight of parameter \(s\), \(m_i\) is the outbreak’s match score of parameter \(i\) (ie, how well the outbreak’s value for parameter \(i\) matches the user’s value provided in the query form), \(x_i\) is the outbreak's value of parameter \(i\), \(x_{\text{user}}\) is the user’s value, \(s_{x_i}\) is the standard deviation of parameter \(i\), and \(w_i\) is the weight of parameter \(i\), with \(\sum w_i = 1\).

The sum of all weights was set to 1. A more detailed description of the weighting algorithm is given in Multimedia Appendix 2.

Outbreak similarity scores are generated using this simple weighted sum such that \(0 \leq s \leq 1\) and the sum of all \(w_i = 1\), which ensures that \(0 \leq s \leq 1\). Here, \(s\) is the outbreak’s similarity score, \(K\) is the number of parameters considered, \(w_i\) is the weight of parameter \(i\), and \(m_i\) is the outbreak’s match score of parameter \(i\) (ie, how well the outbreak’s value for parameter \(i\) matches the user’s value provided in the query form). Note that although this equation returns a score, \(s\), between 0 and 1, AIDO displays scores as percentages (ie, \(s \cdot 100\)).

Statistical analyses were conducted to determine which properties to include in the disease specific similarity algorithm based on relationships with outbreak magnitude and duration. A conclusion that there is a meaningful association (ie, statistical significance or a strong enough correlation) indicates that this property helps to distinguish outbreaks of different magnitude or length from one another, and thus can be used to find outbreaks most similar to a user’s data. The results from the property analysis do not reflect or intend to imply any causative relationship between a property and outbreaks of a given disease. A statistical association is merely reflective of a property’s relative ability to discriminate between outbreaks of different sizes and lengths.

To perform the statistical analysis, a series of statistical tests were automated using R (R-foundation) [31]. Properties were segregated into their variable type: binary, categorical (multilevel), or continuous. Figure 1 illustrates the process by which these statistical analyses were completed for categorical variables. For a given disease, after identifying all properties listed in Table 1, statistical assessments first measured whether or not the data met the assumptions of normality for the distribution of residuals as well as equality of variance (homoscedasticity) by performing the Shapiro-Wilk and Brown-Forsythe tests, respectively. For continuous variables, only the distribution of the residuals was assessed, and for instances where the distribution was normal (Shapiro-Wilk test), a Pearson correlation was run. A Spearman correlation was performed on properties with non-normal distributions. We assume that all values for dependent property variables (both case count and duration) are independent, as we did not have any prior knowledge that these values are dependent on one another in any way. As our data are curated from available scientific literature and published official reports from different locations across different years, we assume all individual values to be independent from other values and outbreaks in our library.

Following assessments of normality and homoscedasticity, statistical tests of association, depending on variable type, were performed (either T-test, one-way analysis of variance (ANOVA), or Pearson or Spearman correlation) to assess each property’s relationship with both case count and duration, independently. A test and ANOVA \(F\) test results were assessed at a significance level of 0.05, whereas a correlation above 0.30 was considered a meaningful association [32]. Properties that did not meet these criteria were excluded from the similarity algorithm, whereas those that did meet these criteria were included.

Weight calculation for selected properties: In the previous sections, analyses of outbreak data have been dedicated to determining which properties correlate most strongly with the duration and number of cases in the outbreaks of a given disease. The ultimate goal of these properties is to allow AIDO to sort the historical outbreaks based on the user’s input. The exact process used to create this ranking is described in later sections, but in short, the similarity algorithm is a function that maps the case count, duration, and disease-specific properties of the user’s input and the historical outbreak to a number between 0 and 1. The set of values that are used by the similarity score are referred to as parameters. These include the user’s input for case count and duration.

After determining which parameters would be included in the algorithm, a modified sensitivity analysis was used to determine the weights for each parameter. The sensitivity analysis determines the relative importance of selected parameters to size and duration of the outbreak. For all algorithms, the first 2 parameters are case count and duration, which were given the greatest weight and were not considered in the processing done for the weighting algorithm. For the additional disease-specific properties, weights were calculated using an automatic algorithm that compares each outbreak to all other outbreaks for a given disease. The effect of each property on the ranking of outbreaks in the library was evaluated. If removing a property had a large effect on the order of the outbreaks, it was inferred that the excluded property was important and should be given a greater weight. This evaluation was conducted for all properties for a given disease, and relative ranking or weights were determined. The sum of all weights was set to 1. A more detailed description of the process is given in Multimedia Appendix 2.
Additional Analytics

In addition to the similarity algorithm, AIDO includes a number of other visual analytics designed to enhance situational awareness. Use of these analytics is illustrated in the Results section, Case Study, and associated figures.

Short-term forecasting: The AIDO disease library can also be used to perform short-term forecasting using the method of analogs (similar to, but simplified from, the study of Viboud et al described above [3]) approach. As a first step in this method, the cumulative case count curves for all outbreaks for the disease of interest were aligned in time. The distance criterion used in AIDO is simpler than that used in Viboud et al; in AIDO, because outbreaks are first deliberately aligned in time and because AIDO stores representative outbreaks and not all outbreaks, all available outbreaks are used in the analysis (ie, without using all outbreaks, there would not be enough data to attempt the analysis). The mean and SD at each time point were calculated and fit to a normal distribution. This distribution was then used to find the median, 50% prediction interval (PI) and 90% PI at each time unit. AIDO institutes a lower bound of zero (case counts cannot be below zero). To customize the forecast to the user, each case count is weighted in proportion to its outbreak similarity score; thus, case counts in outbreaks that are scored higher weigh more than case counts in outbreaks that are scored lower. To achieve this, AIDO computed weighted mean and SD values, which were then used as the normal distribution’s parameters.

AIDO currently requires at least 10 data points at each time point. Once there are fewer than 10 data points, the forecast stops. If necessary, AIDO will use cubic B-spline interpolation to handle time series interval granularity issues. For example, if there are both monthly and weekly data, cubic B-spline interpolation will be used to fill in the gaps in the monthly data so that they can be used alongside the weekly data. AIDO interpolates at the finest resolution present in each outbreak library; although interpolating epidemiological data may introduce errors into the forecasting algorithm, the authors felt that because the method of analogs is already a rough forecasting component that enables a user to compare their values to the values in AIDO’s historical outbreak database. Rather than employing a specific anomaly detection algorithm, AIDO offers a simple visual approach to guide the user’s analysis and identify anomalies. We display the user’s value among all outbreak values so that the user can visually see where their values lie. For example, for discrete variables, we draw a pie chart and highlight the section that the user falls into; if the user’s slice represents only 5% of all outbreaks, for example, then this may be indicative of an anomaly. For continuous variables, we plot all outbreak points and show the corresponding box plot and highlight the user’s value; here, an anomaly may be if the user’s point lies within the outliers. An anomaly for the user’s data is easily seen through such visualizations and directs the user’s attention to key features of their unfolding event that may warrant further investigation.

Owing to data sparsity issues and significant differences between disease presentations, AIDO focuses on a qualitative, rather than quantitative, anomaly detection approach that requires user engagement and interpretation. Future work, however, could include automated quantitative anomaly detection results. There are a number of unsupervised anomaly detection algorithms that could be explored [35]. For example, classifier-adjusted density estimation (CADE) is a promising nonparametric unsupervised anomaly detection algorithm [36,37]; CADE and many other such algorithms, however, often require a significant volume of data for analysis, which can prove to be difficult when epidemiological data are used.

Developing the User Interface, Additional Visuals, and Functionalities

AIDO functionalities are written in Python [38] using the Django [39] Web framework and PostgreSQL [40] for the backend. Bootstrap [41], jQuery [42], and Plotly [43] are used on the front end for overall user interface design or functionality and graphs. The AIDO homepage and various features of the user interface are described in the Results section.

Outbreak comparisons, browsing and related outbreaks: An outbreak comparison graph is displayed on each result page that shows the point estimate for user’s values in comparison to the 5 outbreaks listed on that page. In addition to the analytics

\[ S = \frac{\sum_{i=1}^{K} w_i \cdot m_i}{\sum_{i=1}^{K} w_i} \]

presents a simple custom forecast of cumulative disease incidence based on user input and our library of historical outbreak curves.

Anomaly detection: AIDO features an anomaly detection component that enables a user to compare their values to the values in AIDO’s historical outbreak database. Rather than employing a specific anomaly detection algorithm, AIDO offers a simple visual approach to guide the user’s analysis and identify anomalies. We display the user’s value among all outbreak values so that the user can visually see where their values lie. For example, for discrete variables, we draw a pie chart and highlight the section that the user falls into; if the user’s slice represents only 5% of all outbreaks, for example, then this may be indicative of an anomaly. For continuous variables, we plot all outbreak points and show the corresponding box plot and highlight the user’s value; here, an anomaly may be if the user’s point lies within the outliers. An anomaly for the user’s data is easily seen through such visualizations and directs the user’s attention to key features of their unfolding event that may warrant further investigation.

Owing to data sparsity issues and significant differences between disease presentations, AIDO focuses on a qualitative, rather than quantitative, anomaly detection approach that requires user engagement and interpretation. Future work, however, could include automated quantitative anomaly detection results. There are a number of unsupervised anomaly detection algorithms that could be explored [35]. For example, classifier-adjusted density estimation (CADE) is a promising nonparametric unsupervised anomaly detection algorithm [36,37]; CADE and many other such algorithms, however, often require a significant volume of data for analysis, which can prove to be difficult when epidemiological data are used.

Developing the User Interface, Additional Visuals, and Functionalities

AIDO functionalities are written in Python [38] using the Django [39] Web framework and PostgreSQL [40] for the backend. Bootstrap [41], jQuery [42], and Plotly [43] are used on the front end for overall user interface design or functionality and graphs. The AIDO homepage and various features of the user interface are described in the Results section.

Outbreak comparisons, browsing and related outbreaks: An outbreak comparison graph is displayed on each result page that shows the point estimate for user’s values in comparison to the 5 outbreaks listed on that page. In addition to the analytics

\[ S = \frac{\sum_{i=1}^{K} w_i \cdot m_i}{\sum_{i=1}^{K} w_i} \]

presents a simple custom forecast of cumulative disease incidence based on user input and our library of historical outbreak curves.
provided, the interface allows users to explore the outbreaks available in each library without making use of the analytic components. We refer to this as browsing the library. Utility of these features were evaluated in the case study detailed in the Results section.

We noted in our analysis of representative libraries that some outbreaks in our libraries have meaningful relationships between each other. For example, there are some instances of outbreaks that were related because of common exposure to contaminated food that is spread to multiple locations in a country. Other times, outbreaks might be related by virtue of an individual seeding a new outbreak of the same illness in a new location. AIDO provides such information to the user if this option is selected in the analytic.

Performing Verification and Validation
Verification of AIDO was performed using more than 200 automated tests. These tests are run automatically every time the code base is changed, allowing an alarm to be raised before deployment if an error in the codebase is detected. In addition, we performed two manual tests after implementation of disease-specific algorithms in AIDO. The first uses data for outbreaks already in the library to verify a 100% similarity match between identical outbreaks. The second uses outbreaks that were not included in the library as test case scenarios. Here, we qualitatively observe if the highest matching outbreaks are similar to the situation from the test outbreak.

AIDO also underwent extensive user interface evaluation and user experience testing by several external entities such as Massachusetts Institute of Technology Lincoln Labs, a user interface design class from the University of Washington, the Fusion Division within the Office of the Assistant Secretary for Preparedness and Response in the US Department of Health Human Services, Science and Technology Directorate in the US Department of Homeland Security, community health epidemiologists in the state of New Mexico, US CDC, and the National Bio-surveillance Integration Center.

Results

Disease Libraries and Algorithm Properties
Currently, AIDO contains 673 outbreaks across 39 different diseases. Figure 2 illustrates the geographic breadth and multicontinent coverage of outbreaks for 4 diseases (measles, Q fever, dengue, and chikungunya). Multimedia Appendix 1 provides data on the total number of outbreaks, geographical distribution, and algorithm properties for all diseases in AIDO. The properties identified for the similarity algorithms for the 4 diseases are shown in Table 2. Unsurprisingly, precipitation and climate were identified as relevant properties for mosquito-borne diseases such as chikungunya and dengue. Vaccination coverage was found to be important for measles outbreaks and animal-specific properties were considered important for Q fever (a zoonotic disease).
Figure 2. Geographic spread of historical libraries for four diseases. Points are proportional in size to the number of outbreaks in that country within our library.
Table 2. Measles, Q fever, dengue, and chikungunya algorithm properties.

<table>
<thead>
<tr>
<th>Disease</th>
<th>Algorithm Properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measles</td>
<td>Vaccination status (country)</td>
</tr>
<tr>
<td></td>
<td>Vaccination status (region)</td>
</tr>
<tr>
<td></td>
<td>Physician density</td>
</tr>
<tr>
<td></td>
<td>Climate</td>
</tr>
<tr>
<td>Q fever</td>
<td>Animal contact</td>
</tr>
<tr>
<td></td>
<td>HDI(^a)</td>
</tr>
<tr>
<td></td>
<td>Affected animal</td>
</tr>
<tr>
<td></td>
<td>Outbreak source proximity</td>
</tr>
<tr>
<td>Dengue</td>
<td>Physician density</td>
</tr>
<tr>
<td></td>
<td>Climate</td>
</tr>
<tr>
<td></td>
<td>Population (discrete)</td>
</tr>
<tr>
<td>Chikungunya</td>
<td>Precipitation</td>
</tr>
<tr>
<td></td>
<td>HDI</td>
</tr>
</tbody>
</table>

\(^a\)HDI: Human Development Index.

Statistically significant algorithm properties for the 4 diseases highlighted in the study are given.

An analysis of properties identified for diseases with similar characteristics was conducted to identify trends in properties across similar diseases Multimedia Appendix 3 show the comparison of properties for mosquito-borne diseases and vaccine preventable diseases that are part of the AIDO library. Although there are some similarities across diseases, we find that statistically important properties tend to vary, even between similar diseases, which one may not expect given common modes of transmission such as mosquitoes as vectors or vaccine-preventable diseases. This may be due to our emphasis on including diverse representative outbreak presentations in our libraries.

Case Study: Q Fever Outbreak in Bilbao, Spain 2014

To describe a plausible use case in AIDO, we present a case study on a Q fever outbreak in Bilbao, Spain, in 2014. This outbreak was described in depth by Alonso et al [44]. This disease and outbreak combination was selected because available data were detailed enough to illustrate multiple features of AIDO.

AIDO user input data: Q fever was selected as the disease of interest from the AIDO homepage and the following information was used to populate the user input form (Figure 3). This outbreak occurred among workers at a waste-sorting plant in Bilbao, Spain, between February and April 2014. Approximately 10 cases were reported in the first 2 weeks of the outbreak [44]. The plant employed about 100 employees, was located in a municipality, and the patients did not report regular contact with animal hosts [44]. The human development index (HDI) for Spain in 2014 was 0.834 [28]. Information about animal hosts and proximity to the farm was not available during the early stages of this outbreak and was left blank. Figure 3 also shows the ability to sort the AIDO library for Q fever based on date and distance from location and illustrates the expanded filter results that can be used to narrow down outbreaks with specific properties.

Analysis of AIDO output: After completion of the similarity algorithm computation, the AIDO output showed the top matching outbreaks in the outbreak comparison graph and details of the five most similar outbreaks on page 1 (Figure 4). An example of information provided for each outbreak in AIDO is given here. In this case study, the outbreak comparison graph showed that the 5 most similar outbreaks had cumulative cases ranging from 10 to 100 cases and a total duration of 2 weeks to 6 months. The Q fever outbreak reported from Italy in 1993 and United Kingdom (2000) were the most similar outbreaks (80% and 79% similarity, respectively; Figure 4 shows the Italian outbreak). A radar plot is used to illustrate computation of the similarity score. This plot can be accessed through the view this outbreak’s detailed score hyperlink under the epidemic curve graph. Further examination of the metadata showed that both outbreaks were caused by environmental exposure (sheep migration and contaminated strawboard in a factory office, respectively). This is similar to the probable cause of the outbreak in Bilbao, animal remains that had contaminated the waste-sorting environment at a factory [44].

The other 3 outbreaks with the highest similarity score included outbreaks from Hungary in 2013 (77%), Iraq in 2005 (75%), and Canada in 1987 (69%). The outbreak factors revealed that these epidemics also occurred among small groups of people associated by work and that the case count and duration were similar. Analysis using the anomaly detection features (Figure 5 top panel) showed that the case study outbreak parameters fell within the normal range for natural outbreaks and revealed high likelihood of the waste materials of sheep and goats as the cause of this outbreak. The short-term forecasting algorithm predicted a mean cumulative case count of 50 to 100 cases (Figure 5 bottom panel). Figure 6 shows AIDO outbreaks sorted by date and distance from the location (Spain).
Using AIDO’s analysis, it could be hypothesized that the case study outbreak in Spain was likely to have 30 to 50 cases during the initial one to two months of the outbreak. This was confirmed by Alonso et al, who showed that the Spanish outbreak reported 45 cases from February 17 to April 27, 2014 [44]. The short-term forecast analysis in AIDO accurately predicted the expected case count and duration for the unfolding outbreak using only data from the initial 2 weeks. This case study shows that AIDO can be used during initial stages of an outbreak with minimum input data and information on expected case count and duration, and possible causes can be gleaned from the analysis. AIDO analysis can be performed iteratively as the outbreak progresses.

The AIDO Q fever library did not contain any related outbreaks. Figure 7 describes the related outbreak feature by showing the various outbreaks connected to the France 2008-2011 measles outbreak. These graphs provide information on the timeline associated with the start of related outbreaks and alerts the user on the possibility of the unfolding outbreak being part of a larger phenomenon. The view related outbreaks hyperlink under relevant outbreaks provides access to the related outbreak information.

All disease libraries in AIDO were evaluated using multiple case studies similar to the Q fever case study presented above. Details on 3 additional case studies for chikungunya [45], measles [46], and dengue [47-49] are given in Multimedia Appendix 4. These case studies also demonstrate the utility of AIDO analysis during the unfolding stage (3 to 4 weeks) of an outbreak to identify possible case count, duration, and distinctive features during the epidemic.

**Figure 3.** AIDO data input forms. Panel A shows the AIDO home page and a drop down menu with Q-fever selected. This page also contains links to a tutorial, frequently asked questions, and a feedback form. Panel B shows the user input form, filled with data for the Bilbao outbreak. Panel C shows the filter options available for analysis.
Figure 4. AIDO case study: Q-fever outbreak in Bilbao, Spain in 2014. Panel A shows the outbreak comparison graph for the five most similar outbreaks, and a point estimate reflecting the user's situation in this context. Here, line colors with higher saturation correspond to higher similarity. In panel B, the graph shows an outbreak time series for a Q Fever outbreak in Italy in 1993. Panel C shows a breakdown of the similarity score between the user's unfolding outbreak and the historical outbreak. All graphs presented in AIDO are interactive and available for download in multiple formats.

Figure 5. Additional analytics—anomaly detection and short-term forecast. Panel A illustrates two types of graphs used in the anomaly detection tab. Continuous variables (e.g., average cases per day, population at risk, or total cases) are shown as box plots. Discrete or categorical variables (e.g., season or affected animal) are shown as pie charts. The example presented shows that the case study outbreak is similar to other outbreaks included in our library. Panel B shows short term forecasting using the method of analogs. The data shown here can be used to estimate cumulative case count. This figure also demonstrates how data points are aligned for the short-term forecast.
Figure 6. Browse functionality. This figure demonstrates browse functionality by date and by location available on AIDO.
**Figure 7.** Example of the related outbreak interface. Here, we show outbreaks related to the France 2008-2011 measles epidemic. All graphs presented in AIDO are interactive and available for download in multiple formats.

**Discussion**

AIDO presents relevant outbreak data in a visually concise manner with graphs and point estimates of the user’s input scenario in the context of the historical outbreak. Its analysis can provide an estimated case count and duration (short-term forecasting) and outbreak control measures that were effective.
in the past and AIDO facilitates delivery of outbreak information in an easy-to-interpret format.

AIDO is intended for members of the infectious disease surveillance community, both at the global level as well as the local level. A nongovernmental organization studying an ongoing outbreak can use this tool to analyze the scope of a current outbreak in any part of the world and devise control strategies that have proven effective in similar historical outbreaks. An individual physician may find this tool useful in understanding their case counts in a wider context and help facilitate their decision-making process on reporting relevant data to authorities. Individual analysts or local epidemiologists can use this tool as an aid in accessing the ongoing outbreak with increased situational awareness on what happens in their region and in similar regions around the world. In effect, this feature provides a projection of how the outbreak may unfold and could be considered a form of forecasting.

The algorithms and visuals available in AIDO inform users about the historical and geographical context of outbreaks for a given disease. The analysis also increases a user’s knowledge on diverse outbreak scenarios associated with a given disease. This information may enhance understanding on possible routes for outbreak progression (eg, transportation-associated global transmission). The related outbreak feature of AIDO can be utilized to generate hypotheses on next hot spots for a given outbreak and improve surveillance efforts in those locations. The anomaly detection algorithm on AIDO was specifically designed to detect anomalous presentations of an unfolding outbreak, perhaps biothreat scenarios. External evaluators of AIDO described it as research at fingertips for analysts or users. AIDO can also be used in education or training of epidemiologists.

Historical data have been used to develop epidemiological models. However, most models have challenges becoming operationalized owing to a variety of reasons [50]. AIDO is a tool that combines extensive epidemiological data with novel but simple analytics to contextualize and generate hypotheses about the trajectory of unfolding outbreaks. Rather than focusing on complex epidemiological models (which we recognize have substantial use and utility in the field), we take a historical approach and aim to identify relevant events that have already happened. We believe that this approach is novel and can provide complementary information to that derived from traditional modeling approaches.

**Limitations**

It is important to note that our approach relies on a few recognized limitations. First, we know from prior research that historical data are subject to change and are not fully complete [51]. To minimize this known bias, we used the most complete data available. However, it is likely that the data presented in our libraries include some known reporting bias.

Relatedly, the outbreak-matching algorithm depends on the diversity of historical outbreaks that exist in the library. This may particularly affect AIDO when investigating outbreaks with no precedence. For example, the 2014 Ebola outbreak in West Africa had no historical counterparts. Using AIDO in these situations may prove to be less reliable. However, we also believe that the anomaly detection functions provide use in these unprecedented situations.

As our libraries are created using publicly available data, it is also likely that our libraries are slightly skewed toward large or highly publicized outbreaks. Furthermore, because of this bias, data are much more prevalent in nations with robust surveillance systems. For example, Chase-Topping et al describe this trend with respect to worldwide incidence of *Escherichia coli* O157. Although food contamination of *E. coli* is present worldwide, outbreak investigations are conducted almost exclusively by developed nations [52]. It is because of this known bias that we aim for representative outbreak libraries that showcase the known breadth of disease outbreak presentation. However, it is unlikely that our effort to create representative libraries completely eliminates this bias.

AIDO data are largely limited to diseases affecting humans. Although we have libraries for Porcine Epidemic Diarrhea Virus and Foot and Mouth Disease, attempts to expand to other animal diseases have been challenging. This is simply due to a lack of data; time series data are difficult to obtain for animal diseases and almost nonexistent in plant outbreaks. These types of data are economically sensitive and, as a result, are not often reported.

Additionally, our short-term forecasting component relies on a method of analogs approach that assumes normally distributed data, which may not always be a good assumption. As a result, in some cases, the short-term forecast may not be reliable.

Finally, we wish to draw attention to some important considerations of our statistical analysis for property identification. As our procedure specifically identifies properties that are statistically related to outbreak size or duration, any updates to the disease library can, by design, change the related properties. Therefore, the property analysis must be performed any time there is a change in data. Automation of these processes is planned as a future project.

**Future Work**

Data in AIDO are constantly being updated. Much of this work is performed manually by a team of biologists and public health experts. However, we have also created the infrastructure to crowdsource data. AIDO includes a feedback form that allows the user to send us information about an outbreak currently not included in the library. The popularization of these types of decision support tools and inclusion of outbreak data from developing nations will facilitate enhanced disease surveillance and outbreak control in developing nations. In addition, we hope to promote AIDO as a training tool for epidemiologists. Owing to the breadth of information contained, and the wide array of analytics available, subject matter expert reviewers have mentioned that this is a logical next step in AIDO’s development. We also envision application of AIDO for investigation of syndromic outbreaks through the development of a feature that would allow the identification of a causative agent for syndromic input into AIDO. These analyses would focus on identifying a pathogen within disease families (eg, gastroenteritis mosquito-borne disease family).
Conclusions

History often repeats itself. This is the simple underlying premise of AIDO. Rather than using limited elements of historical outbreak data to merely inform mathematical models, AIDO takes advantage of the entire story of a historical outbreak to offer examples of similar outbreaks for a current unfolding event. Importantly, it facilitates the use of limited and isolated information in the early stages of an outbreak to make decisions. Information obtained from AIDO can also be used to improve outbreak modeling parameters. AIDO aids in the investigation of disease outbreaks by contextualizing an unfolding outbreak with closely matching historical outbreaks. We posit that by providing diverse layers of information, visuals, and analytics, AIDO furnishes a comprehensive picture that may allow the user to make informed decisions about outbreak control. The tool allows no cost epidemiological evaluations, as it is freely available on the internet and can be used iteratively during the early stages of an outbreak. We offer this analytic to the global infectious disease surveillance community as a rapid and facile decision support tool that can be easily accessed—a simple yet useful resource that is the first of its kind.
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Multimedia Appendix 1

Disease library details. This table shows all diseases currently included in AIDO and the number of outbreaks included in each disease. The number of countries represented in each library helps to describe the geographic variation represented therein. Properties included in the similarity algorithm for each disease (per the statistical procedure described in the main text) are also given. Some diseases had fewer than 10 outbreaks, which was determined to be too little data to run the statistical analysis. In addition, some other diseases did not have any statistically significant properties. These outbreaks are available to interact with via “browsing”, but do not include the similarity matching algorithm analytics.
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Multimedia Appendix 2

Automatic weight calculation algorithm.
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Multimedia Appendix 3

Supplementary Table 2A and 2B: Mosquito borne and vaccine preventable disease property comparison. Table 2A compares properties for eight mosquito-borne diseases. Table 2B shows a similar comparison for eight vaccine-preventable diseases. In general, we find that similar diseases may have some properties in common, but properties tend to be distinct across diseases. Note that no statistically significant properties were identified within our mumps library.

[DOCX File, 15KB - publichealth_v5i1e12032_app3.docx ]

Multimedia Appendix 4

Additional case study examples; chikungunya, measles and dengue outbreaks in 2017-2018. AIDO was used to evaluate three recent outbreaks. AIDO input data and comparison of AIDO results and the actual outbreak data is given. Results showed that AIDO was able to provide estimates of case count, duration for the outbreak as well as identify distinctive features with only early stage data used as input.
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Abstract

Background: Social media provides people with easy ways to communicate their attitudes and feelings to a wide audience. Many people, unfortunately, have negative associations and feelings about dental treatment due to former painful experiences. Previous research indicates that there might be a pervasive and negative occupational stereotype related to dentists and that this stereotype is expressed in many different venues, including movies and literature.

Objective: This study investigates the language used in relation to dentists and medical doctors on the social media platform Twitter. The purpose is to compare the professions in terms of the use of emotional and pain-related words, which might underlie and reflect the pervasive negative stereotype identified in relation to dentists. We hypothesized that (A) tweets about dentists will have more negative emotion-related words than those about medical doctors and (B) pain-related words occur more frequently in tweets about dentists than in those about medical doctors.

Methods: Twitter content (“tweets”) about dentists and medical doctors was collected using the Twitter application program interface 140Dev over a 4-week period in 2015, scanning the search terms “dentist” and “doctor”. Word content of the selected tweets was analyzed using Linguistic Inquiry and Word Count software. The research hypotheses were investigated using nonparametric Wilcoxon-Mann-Whitney tests.

Results: Over 2.3 million tweets were collected in total, of which about one-third contained the word “dentist” and about two-thirds contained the word “doctor.” Hypothesis A was supported since a higher proportion of negative words was used in tweets about dentists than in those about medical doctors ($z=-10.47; P<.001$). Similarly, tests showed a difference in the proportions of anger words ($z=-12.54; P<.001$), anxiety words ($z=-6.96; P<.001$), and sadness words ($z=-9.58; P<.001$), with higher proportions of these words in tweets about dentists than in those about doctors. Also, Hypothesis B was supported since a higher proportion of pain-related words was used in tweets about dentists than in those about doctors ($z=-8.02; P<.001$).

Conclusions: The results from this study suggest that stereotypes regarding dentists and dental treatment are spread through social media such as Twitter and that social media also might represent an avenue for improving messaging and disseminating more positive attitudes toward dentists and dental treatment.

(JMIR Public Health Surveill 2019;5(1):e10432) doi:10.2196/10432

http://publichealth.jmir.org/2019/1/e10432/
KEYWORDS
dental anxiety; dentistry; psychology; social media; internet; dental public health; Twitter; professional role; occupational stereotype

Introduction

An increasing number of people use social media, such as Facebook and Twitter; these are becoming central as news outlets and are even creating headline news themselves, for example, when the US President tweets and stirs controversy [1]. The ubiquity of social media has created an opportunity for researchers to use these tools as sources of data on a range of topics, including on the spread of illnesses and attitudes to health-related topics [2-4]. A few studies have also used social media to examine public opinion on dental health, especially fluoridation [5,6]. However, prior research has suggested that social media may be used to spread distorted or false information and that such information may have important negative consequences, for instance, when dangerous information is spread about how to contain epidemics or when mental disorders are associated with negative emotions and unsupportive tweets [7,8].

With new technologies and social media, there are new venues for health communication, as well as new venues for expressing stereotypes and social categories. In order to make sense of the world, people have a tendency to think about others in terms of stereotypes or categories [9,10], and the existence of occupational stereotypes is relatively well established [11,12]. This tendency has benefits for saving cognitive resources [13] but can pose problems concerning the accuracy of these impressions. Regarding health professions, strong stereotypes exist about medical doctors and nurses. For instance, nurses are often seen as good communicators, nurturing, feminine, and caring [14,15], while doctors are described as confident and decisive [16]. Regarding dentists, it has been documented that stereotypes related to gender, such as the belief that females are more emotionally and relationally competent than males, impact the expectations and impressions of male and female dentists alike. For instance, a study reported that female dentists were expected to spend more time talking to their patients, while male dentists were expected to value patients’ tolerance of pain without complaints [17].

Although logic dictates that stereotypes could be either good or bad, evidence suggests that stereotypes are most often negative. In their review, Baumeister et al [18] argue that illusory correlation appears to form more easily between a social group and negative or bad (distinctive) behaviors compared with positive or neutral behavior, and bad information about a person has more impact on impression formation than good information. It appears to be easier to acquire bad reputations than good reputations because fewer instances of bad behavior are needed to confirm this to be indicating a bad trait or disposition compared with good behavior [18]. Stereotypes or social categories are quite easily learned by social learning processes, but interestingly, stereotypes appear to become more extreme and less variable through social learning processes [19]. Such distortions related to the social learning of stereotypes could then negatively influence people’s thoughts about certain social groups or categories, including professions.

Negative or bad behaviors could be a major influence on professional stereotypes when such behaviors are perceived as distinctive to the profession. In case of dentists and dentistry, bad distinctive behaviors could include instances of painful treatment. For instance, in a study of Norwegian adults, 20%-30% rated their last dental visit as moderately painful or worse and 60% reported having at least one very painful experience at the dentist’s office [20]. Also, a study of Canadian adults found that 42.5% reported having moderate to severe pain during their last dental treatment [21]. In light of these findings, it would be reasonable to assume that painful experiences might serve as a foundation for creating negative stereotypes in relation to dentists. This notion appears to be supported by the findings of Thibodeau and Mentasti [22], who reviewed 100 movies portraying dentists in Western culture. In this study, it was shown that visits to the dentist in movies are often portrayed as a negative and painful experience, where the dentist is being depicted as “…incompetent, menacing, sadistic, immoral, unethical, or corrupt, and one might assume that all dentists behave in this manner.” This association between negative experiences and the public image of dentists has been found in large population studies as well [23], which would not only hamper the image of dentists [23] but also be regarded as a factor in both the maintenance and establishment of dental anxiety [24]. The impact of the negative occupational stereotype related to dentistry could be that people exposed to it are reluctant to seek dental care, and some authors have argued that the dental community should consider promotion campaigns or marketing strategies to dispel the negative images associated with dentistry and to influence reluctant patients [25,26].

Based on the findings that indicate the existence of negative emotions related to dentistry and dentists, we would expect that these associations and stereotypes influence how the profession is talked about in social media. The current study seeks to investigate the language used in Twitter posts about dentists and compare these posts with those about another well-known health profession (medical doctors). We hypothesize that (A) tweets about dentists will have more negative emotion-related words than those about medical doctors and (B) pain-related words are used more frequently in tweets about dentists than in those about medical doctors.

Methods

Data Source

Text data were collected from Twitter over a 4-week period starting in the last week of May 2015. For data collection, we used 140Dev server software [27], which ran at a server of the Northern Research Institute in Tromsø, Norway. The server monitored and stored all tweets containing the search terms “dentist” and “doctor”. During the study period, the server downloaded and stored 524,958 tweets containing the word “dentist” and 1,821,914 tweets containing the word “doctor.” To preserve the tweeters’ privacy, none of the supplemental user information available from Twitter was downloaded. The
study can, therefore, be said to build only upon nonidentifiable information.

The tweets were in English only, which enabled us to perform the analysis on content written in a single language. Using single, common English words as search terms resulted in over 2.3 million tweets collected over 4 weeks. This design, thus, had the advantage of achieving a large sample size over a relatively short time period.

**Data Selection and Preparation**

Because the research questions of the study were related to how most people use Twitter to communicate about health professionals, we made an informal analysis of the suitability of the collected material by browsing through a random selection of tweets from each database. Based on the screening process, we decided that selection criteria would have to be imposed on the material because the text data contained many entries that were outside of the scope of this study (eg, commercial content). In order to remove irrelevant content and to increase the likelihood that selected tweets were personal and relevant to the tweets’ authors, we used personal and possessive pronouns to filter the data. Thus, we excluded all tweets without at least one of the following words present: “I,” “me,” “my,” “mine,” “we,” “us,” “our,” and “ours.” The process was automated using a simple custom-made algorithm ensuring that this selection was case insensitive. A selection of tweets with personal or possessive pronouns included are shown in **Textbox 1**. In addition, only original tweets were chosen for analysis, that is, tweets tagged as being retweets were excluded.

To obtain approximately the same amount of text data for each target group, we saved a random selection of 10,000 rows of the databases as text files for each target group (eg, one text file containing 10,000 lines for dentists and a similar text file for doctors).

**Textbox 1.** A selection of relevant tweets with pronoun filtering enabled; pronouns in italics.

**Dentists as the target group:**

“I hate the dentist man. Leave my wisdom teeth aloneeee. They not bothering me”

“just went to the dentist and my mouth feels like someone has punched it”

“Someone come to the dentist with me. I’m scared”

**Medical doctors as the target group:**

“I tweet this on a daily basis. But I truly dislike my doctor office.”

“My ear is still ringing... Time to go back to the doctor.”

“Hearing the doctor say I’m out for 6 weeks is probably the worst thing that has happened to me.”

**Textbox 2.** Synonyms of pain used as a category in the Linguistic Inquiry and Word Count English language dictionary. Superscripted “a” indicates that a word stem was used and all words containing this word stem were counted.

<table>
<thead>
<tr>
<th>Synonyms of pain</th>
<th>Word Count English language dictionary</th>
</tr>
</thead>
<tbody>
<tr>
<td>ache, ached, aches, aching&lt;sup&gt;a&lt;/sup&gt;, affliction&lt;sup&gt;a&lt;/sup&gt;, agony, burn, burned, burns, burnin&lt;sup&gt;a&lt;/sup&gt;, burnt, cramp, cramped, cramps, discomfort&lt;sup&gt;a&lt;/sup&gt;, hurt, hurts, hurtful&lt;sup&gt;a&lt;/sup&gt;, illness&lt;sup&gt;a&lt;/sup&gt;, injur&lt;sup&gt;a&lt;/sup&gt;, irritation&lt;sup&gt;a&lt;/sup&gt;, maladies, malady, misery, pain, paint&lt;sup&gt;a&lt;/sup&gt;, pains, sickness&lt;sup&gt;a&lt;/sup&gt;, sore, soreness&lt;sup&gt;a&lt;/sup&gt;, sores&lt;sup&gt;a&lt;/sup&gt;, sting, stings, stingy, stitch, stitches, strain&lt;sup&gt;a&lt;/sup&gt;, suffer&lt;sup&gt;a&lt;/sup&gt;, tenderness&lt;sup&gt;a&lt;/sup&gt;, throb&lt;sup&gt;a&lt;/sup&gt;, throa&lt;sup&gt;a&lt;/sup&gt;, tingle&lt;sup&gt;a&lt;/sup&gt;, torment&lt;sup&gt;a&lt;/sup&gt;, torture&lt;sup&gt;a&lt;/sup&gt;, trouble, troubles, troubled, twinge&lt;sup&gt;a&lt;/sup&gt;, wound&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
</tbody>
</table>

**Data Analysis**

To investigate the research hypotheses, we ran these files through Linguistic Inquiry and Word Count (LIWC) [28]. LIWC is a computer application that analyzes text files according to a predefined dictionary and gives information about the percentage of words in the text files that matches the dictionary. The current study used the built-in English language dictionary. Other authors have found LIWC to be a valid approach for measuring emotion in verbal expression [29]. LIWC differs from sentiment programs (such as SentiStrength), which typically give an overall (positive and negative) sentiment [30]. LIWC gives detailed information about the use of different categories of words (ie, “anger,” “anxiety,” and “sadness”), which allows for a lexicologically framed analysis. In order to investigate Hypothesis A, we looked specifically at the word categories in the LIWC dictionary related to negative emotions (Negative emotions and 3 categories of specific negative emotions: Anger, Anxiety, and Sadness) and an overall emotional category (Affective processes) and Positive emotions.

In order to investigate Hypothesis B, we selected synonyms of pain and pain-related words from a popular Web-based English dictionary [31], which were then added to the dictionary of the LIWC analysis software to provide a separate pain category (Textbox 2).

Descriptive analyses were performed with a single file for each target group, while specific hypotheses testing required segmentation of the text files to simulate individual tweets. For the purpose of this study, we used 1000 segments per text file, which was done automatically by choosing this option in LIWC (see Figure 1 for a visualization of the segmentation process). Because the data is not normally distributed, nonparametric Wilcoxon-Mann-Whitney tests were used to test the equality of the distributions. Data were analyzed using Jeffrey’s Amazing Statistics Program (version 0.8.6; JASP Team) [32] and SPSS (version 24; IBM Corp) [33].
Results

The data selected for analyses contained a total of 166,266 words for “dentist” (704,397 characters without spaces) and 182,311 words for “doctor” (776,152 characters without spaces). Table 1 shows the mean proportions of emotional words for each professional category (group). In addition, grand mean baseline values for word categories across different writing tasks [28] have been included for comparison (Table 1).

The analysis (Table 1) showed that there was a difference between tweets about dentists and tweets about doctors, with more affective words used in tweets about dentists ($z = -6.80; P < .001$), but a significant difference was not found for positive emotion-related words. Regarding Hypothesis A, the Wilcoxon-Mann-Whitney test showed that more negative words were used in tweets about dentists than in those about medical doctors ($z = -10.47; P < .001$). Similarly, tests of equality of distributions were performed for the specific emotion categories. These tests showed a difference in the proportions of words related to anger ($z = -12.54; P < .001$), anxiety ($z = -6.96; P < .001$), and sadness ($z = -9.58; P < .001$), with more words from these categories in tweets about dentists than in those about doctors. Also, Hypothesis B was supported since more pain-related words were used in tweets about dentists than in those about doctors ($z = -8.02; P < .001$).

Table 1. Mean proportions and SDs of emotional and pain-related word categories, grand mean baseline values from the LIWC documentation, and comparisons of the equality of distributions for the emotional word categories over professional categories.

<table>
<thead>
<tr>
<th>Word category</th>
<th>Dentist (n=1000), mean (SD)</th>
<th>Doctor (n=1000), mean (SD)</th>
<th>Baseline, mean</th>
<th>$P$ value$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Affective processes</td>
<td>6.29 (1.87)</td>
<td>5.63 (1.72)</td>
<td>4.41</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Positive emotions</td>
<td>3.22 (1.46)</td>
<td>3.14 (1.43)</td>
<td>2.74</td>
<td>.15</td>
</tr>
<tr>
<td>Negative emotions</td>
<td>3.05 (1.41)</td>
<td>2.45 (1.22)</td>
<td>1.63</td>
<td>&lt;.001$^b$</td>
</tr>
<tr>
<td>Anxiety</td>
<td>0.42 (0.53)</td>
<td>0.34 (0.47)</td>
<td>0.33</td>
<td>&lt;.001$^b$</td>
</tr>
<tr>
<td>Anger</td>
<td>1.25 (0.92)</td>
<td>0.93 (0.76)</td>
<td>0.47</td>
<td>&lt;.001$^b$</td>
</tr>
<tr>
<td>Sadness</td>
<td>0.53 (0.56)</td>
<td>0.41 (0.49)</td>
<td>0.37</td>
<td>&lt;.001$^b$</td>
</tr>
<tr>
<td>Pain</td>
<td>0.34 (0.45)</td>
<td>0.25 (0.40)</td>
<td>N/A$^c$</td>
<td>&lt;.001$^b$</td>
</tr>
</tbody>
</table>

$^a$Wilcoxon-Mann-Whitney test.

$^b$The alternative hypothesis specifies that group dentist is greater than group doctor (1-tailed); other tests are 2-tailed.

$^c$N/A: not applicable; pain-related words are not included in the original LIWC dictionary.
Discussion

Principal Findings

This study demonstrated that more negative emotion words were used in tweets related to dentists than in those related to medical doctors. Thus, compared with medical doctors, dentists seemed to be associated with more negative emotions in tweets. Tweets about dentists did contain more affective words than tweets about medical doctors, but not more positive emotions. This study could be seen as supporting the idea that there is a negative stereotype related to dentists on Twitter. Twitter may, therefore, be one of several channels where the negative stereotype is transmitted, spread, and learned, as other research works indicate that emotions can be spread through both Web-based [34] and real-life social networks [35].

Dental anxiety is a widespread problem [36,37]. The results of the present study can perhaps be seen in unison with the idea that there are several pathways to developing dental anxiety. In a recent qualitative study of Web-based videos related to dental anxiety, 3 main pathways were outlined: direct experiences with aversive dental treatment, vicarious learning through parents and peers, and exposure to negative information [38]. In light of this, negative occupational stereotyping might be an important factor in the development of dental anxiety, as it creates negative associations and expectations irrespective of the individuals’ own experiences. Thus, ambiguous stimuli or information in the dental situation might be interpreted negatively based on the negative emotions and expectations related to the stereotype. For instance, nonverbal communication such as the tone of voice used by the dentist when providing information might be considered as condescending or authoritative by some patients due to negative expectations, while patients without negative expectations are less prone to drawing similar conclusions.

This study supported the hypothesis that negative emotions would be more frequently used in relation to dentists than to doctors. For anxiety words, this was expected given that a potential occupational stereotype related to dentistry can be linked to the relatively widespread phenomena of subclinical dental anxiety or low-grade or moderate worry about dental treatment, which is believed to be quite prevalent in most societies [39,40]. More surprising, perhaps, was the differences observed for both anger and sadness, which can be more difficult to understand. However, it is a quite common finding that people are willing to share anger or anger-related materials on the Web [41] and that feelings of anger might be related to the idea that dental treatment is somehow unethical in the sense that it is expensive, painful, or administered without proper consent [42,43]. Also, the motivational direction of anger is argued to be different from some other feelings in that anger is an approach-oriented emotion concerned with removal of an obstacle rather than withdrawal or avoidance from the obstacle [44,45]. Thus, people might be motivated to write about (ie, approach) their angry feelings about dentists and dental treatment. This is, in part, supported by the fact that anger words are used more than other specific negative emotional words in this study’s data. It is also noteworthy that positive words were more frequent than negative words for both doctors and dentists; however, the existence of positive information or information that disconfirms stereotypes is often not effective in hindering the spread of stereotypes [46].

In addition, we found an expected difference between tweets concerning dentists and medical doctors for pain-related words, with more pain-related words used in relation to dentists. This might be a testament to the significance of pain in relation to dentistry [20,21], but it poses the question why pain is not as significant in relation to medical doctors. For instance, a visit to the doctor might very well be associated with pain and discomfort. A possible reason for the current results might be how pain is perceived in these different contexts. Pain related to a health problem is most often alleviated through interaction with a medical professional (ie, a doctor) either through a medical procedure or prescribed painkillers (eg, a visit to our general practitioner for help with acute back pain or a swollen knee after a fall). This also applies to acute dental problems. However, in the case of nonacute dentistry, it might be argued that pain is caused by the visit to the dentist rather than be a byproduct of necessary examinations or treatment. This might happen because we are expected to get frequent dental check-ups to prevent dental problems even though we are symptom free [47], while the notion of preventive medical check-ups appears to be related strongly to the concept of explicit risk factors [48]. Thus, we might end up receiving painful dental treatment and suffering both physical and financial discomforts for which there is no apparent reason (to the layperson), except for the professional opinion of the dentist. Such differences in the perception of pain related to these professions might provide us with some explanation for the differences observed in the current study, and it is important to consider pain experiences in the dental setting as a key factor in determining patient satisfaction [49,50].

Limitations

As is often the case with studies of language in natural settings, the results of this study will have to be viewed in light of the inherent challenges in interpreting language and language elements (eg, manifest content) in relation to social or psychological processes (eg, latent content). Specifically, we propose that more negative words in tweets about dentists are related to the existence of a negative occupational stereotype or negative expectations related to dentists. These findings might influence, or be a reflection of, people’s behaviors, beliefs, or attitudes related to oral health. How differences in word categories influence real-life learning processes or reasoning, as suggested here, is not clear. However, the relevance of investigating linguistic data and word counts in relation to thinking and behavior has been demonstrated elsewhere for a wide range of issues [51-54]. While our study results support the existence of a negative occupational stereotype and negative expectations related to dentists, as others have argued previously [22,26,55], the actual impact of the stereotypes and expectations are outside the scope of this study. Also, the specificity of the search terms and single language content will impact the generalizability of the current results. In future studies, longer study periods, inclusion of more search terms, and a deeper look into ancillary data (ie, retweets and likes of tweets) could give larger sample sizes and additional insights.
Conclusions

In conclusion, our study suggests that dentists are tweeted about in more negative terms than medical doctors. More research is needed concerning the potential impact of this on dental patients’ health-related behavior and beliefs. It is unclear what can be done to reduce the proportion of dentist-related tweets with negative emotion-related words or the potential impact of a negative occupational stereotype about dentists expressed in social media. Potential interventions, however, could include informational campaigns on social media that could underline positive aspects of dental health and dentistry [56,57], interventions highlighting preventive dental care [25], interventions aimed at reducing both actual dental costs and uncertainty about dental cost [23,58], and increasing focus on the importance of provider-patient interaction in dental education [59].
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Abstract

Background: West Nile virus is an arbovirus responsible for an infection that tends to peak during the late summer and early fall. Tools monitoring Web searches are emerging as powerful sources of data, especially concerning infectious diseases such as West Nile virus.

Objective: This study aimed at exploring the potential predictive power of West Nile virus–related Web searches.

Methods: Different novel data streams, including Google Trends, WikiTrends, YouTube, and Google News, were used to extract search trends. Data regarding West Nile virus cases were obtained from the Centers for Disease Control and Prevention. Data were analyzed using regression, times series analysis, structural equation modeling, and clustering analysis.

Results: In the regression analysis, an association between Web searches and “real-world” epidemiological figures was found. The best seasonal autoregressive integrated moving average model with explicative variable (SARIMAX) was found to be (0,1,1)x(0,1,1)₄. Using data from 2004 to 2015, we were able to predict data for 2016. From the structural equation modeling, the consumption of West Nile virus–related news fully mediated the relation between Google Trends and the consumption of YouTube videos, as well as the relation between the latter variable and the number of West Nile virus cases. Web searches fully mediated the relation between epidemiological figures and the consumption of YouTube videos, as well as the relation between epidemiological data and the number of accesses to the West Nile virus–related Wikipedia page. In the clustering analysis, the consumption of news was most similar to the Web searches pattern, which was less close to the consumption of YouTube videos and least similar to the behavior of accessing West Nile virus–related Wikipedia pages.

http://publichealth.jmir.org/2019/1/e9176/
Conclusions: Our study demonstrated an association between epidemiological data and search patterns related to the West Nile virus. Based on this correlation, further studies are needed to examine the practicality of these findings.

(JMIR Public Health Surveill 2019;5(1):e9176) doi:10.2196/publichealth.9176
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forecasting model; West Nile virus; Google Trends; infodemiology; infoveillance; seasonal autoregressive integrated moving average model with explicative variable (SARIMAX)

Introduction

West Nile virus, first isolated in Uganda in 1937, is a widely distributed arbovirus belonging to the Flavivirus genus and to the Flaviviridae family that can cause West Nile fever. This mosquito-borne infection has a seasonal trend with peaks during summer and autumn. In 70% to 80% of West Nile fever cases, no or few symptoms are reported [1]. Symptomatic infections generally consist of self-limited influenza-like illness with high-degree fever, chills, myalgia, and arthralgia, which last for approximately 5 days. Although rare at a rate of approximately 1%, neurological diseases, such as meningitis, encephalitis, meningoencephalitis, or poliomylitis, can occur and are of great concern because they are characterized by many sequelae, especially among elderly hospitalized patients [2].

West Nile virus was detected in North America for the first time in August 1999 during an outbreak that occurred in College Point, Queens, in New York City. A cluster of human encephalitis cases, all residing in the same 16-square-mile area, was identified by Drs Deborah Asnis (a local physician based in Queens), Marcelle Layton, and Annie Fine (of the New York City Department of Health) [2]. This cluster was preceded by anecdotal reports of dead animals and birds at the Bronx Zoo, including American crows (Corvus brachyrhynchos), Chilean flamingos (Phoenicopterus chilensis), and a snowy owl (Bubo scandiacus). New human cases were subsequently diagnosed in Brooklyn, the Bronx, and Manhattan. Since then, West Nile virus has spread to the contiguous states, from the Mississippi River to the Pacific Coast, causing further outbreaks such as those that occurred during the summer of 2002. Cases decreased from 2008 to 2011, but in 2012 a major outbreak took place with its epicenter in the Dallas-Fort Worth, Texas metropolex [3,4]. The Texas Public Health authority issued a public health emergency, which attracted a lot of media coverage and public opinion reaction.

The widespread resurgence of human West Nile virus disease in 2012 following several years of relatively low incidence has highlighted the continued public health hazard posed by West Nile virus, and has emphasized the need for more accurate predictive models of when and where new West Nile virus outbreaks will occur.

Web-based tools are emerging as remarkable sources of data, especially for infectious diseases, by enabling Web search monitoring in real time and potentially capturing epidemiologically relevant information [5-7]. Infodemiology (a portmanteau of information and epidemiology) and infoveillance (a portmanteau of information and surveillance) indicate the emerging “science of distribution and determinants of information in an electronic medium, specifically the internet, or in a population, with the ultimate aim to inform and improve public health and public policy” [8]. Systematically tracking and monitoring, collecting, and analyzing health-related demand data generated by novel data streams could have the potential to predict events relevant for public health purposes, such as epidemic outbreaks, as well as to investigate the effect of media coverage in terms of potential distortions, misinformation, and biases—the so-called “epidemics of fear” [9].

Little is known about West Nile virus–related digital behavior. To the best of our knowledge, only a few authors have investigated this topic. Carneiro and Mylonakis [10] reported a preliminary qualitative observation about a positive correlation between Google searches and West Nile virus epidemiological cases from 2004 to 2008. They found that the search volume exhibited a cyclical pattern, with regular peaks in August each year, reproducing the epidemiological figures. Also, Web searches related to West Nile fever symptoms (fever, headache, fatigue, rash, and eye pain) were characterized by seasonal patterns. The authors noticed increases in search volume for rash starting in May, just a month before the increases in cases. Furthermore, the top-ranked US cities in terms of West Nile virus–related search volumes were in states characterized by the highest epidemiological burden.

Bragazzi and collaborators [11] assessed the association between Web searches and cases in Italy from a quantitative standpoint from 2004 to 2015. They found a correlation of $r=.76$ ($P<.001$) and $r=.80$ ($P<.001$) between Google searches and “real-world” epidemiological cases in the same study period on a monthly basis and a yearly basis, respectively. The presence of a regular pattern in West Nile virus–related Web queries was confirmed by the partial autocorrelation function analysis and by spectral analysis. From a geospatial point of view, correlation between digital behavior and epidemiological figures yielded $r=.54$ ($P<.05$).

However, the potential predictive power of West Nile virus–related Web searches has not yet been explored. To fill this gap in knowledge, we conducted this study.

Methods

West Nile virus–related data were retrieved, downloaded, and analyzed from several novel data streams, including Google Trends, WikiTrends, YouTube, and Google News, as well as from epidemiological repositories.

Novel Data Streams

Google Trends (an open source tool) was mined from inception (2004) to 2015, by searching for West Nile virus in the United

http://publichealth.jmir.org/2019/1/e9176/
States and using the “search topic” option. This strategy enables one to systematically collect all the searches related to a given keyword or list of keywords (in this case, West Nile virus), including synonyms and related terms, not just the precise string of characters typed by users [12]. WikiTrends is a freely available tool that could be used to investigate information seeking behavior concerning West Nile virus. It was mined from inception (2008) to 2015. The viewing of YouTube videos was investigated from 2008 to 2015, using Google Trends and selecting “YouTube” option. Finally, Google News is an open source news aggregator that can be used to explore the media coverage of a given topic. The consumption of West Nile virus–related news was explored from 2008 to 2015 using Google Trends and selecting “Google News” option. For further details concerning novel data streams, the reader is referred to Bragazzi et al [12].

Epidemiological Repositories

Epidemiological data related to West Nile virus cases in the United States were obtained from the Centers for Disease Control and Prevention (CDC) website and the bulletins of the Morbidity and Mortality Weekly Report, a publication of the CDC (data available on a trimester basis).

Statistical Analysis

Novel data streams–generated data were retrieved and downloaded from 2004 for Google Trends and 2008 for the other open source tools to 2015. All data were analyzed on a trimester basis. To detect a potential association with “real-world” epidemiological figures, regression analyses (with time as the confounding variable) were carried out. Furthermore, novel data streams–generated data were modeled as a time series and analyzed using time series analyses. In particular, a seasonal autoregressive integrated moving average model with explicative variable (SARIMAX) was used. By visually inspecting the autocorrelogram and the partial autocorrelogram based on the autocorrelation and partial autocorrelation function, respectively, \( p \) (the order of the model or, in other words, the number of time lags), \( d \) (the degree of differencing of the model), \( q \) (the order of the moving average model), \( P \) (the order of the seasonal part of the model), \( D \) (the degree of differencing of the seasonal part of the model), and \( Q \) (the order of the moving average model for the seasonal part) coefficients and \( s \) (lag parameter) were determined. The explicative variable was the number of West Nile virus cases. Different models were run, and the best one was chosen based on the Akaike information criterion (AIC), corrected AIC, and Schwartz Bayesian information criterion values. The best model was used to forecast Google Trends–based relative search volumes for 2016. Furthermore, structural equation modeling and clustering analysis were used to capture the complex interplay between the different novel data streams.

Regression and clustering analyses were performed using SPSS version 24.0 (IBM Corp, Armonk, NY, USA), whereas the SARIMAX models and the structural equation modeling were carried out with XLSTAT (Addinsoft, Paris, France). A \( P<.05 \) was considered statistically significant.

Results

Visual inspection of novel data streams–based data showed that each tool captured a specific digital behavior, generating specific curves which were not perfectly superimposable (Figure 1).

Figure 1. Temporal pattern of searching behavior related to the West Nile virus in the United States, as captured by four different novel data streams: Google Trends, WikiTrends, Google News, and YouTube. RSV: relative search volume (expressed as percentage).
Concerning temporal trends, only West Nile virus–related Web searches pattern well-reproduced the epidemiological trend, with most Google queries concentrated in August. For instance, the number of accesses to the West Nile virus–related Wikipedia page (as captured by WikiTrends) and the consumption of YouTube videos exhibited high search volumes also during winter months compared to Google Trends (Figure 2).

**Figure 2.** Seasonal pattern of searching behavior related to the West Nile virus in the United States, as captured by four different novel data streams: Google Trends, WikiTrends, Google News, and YouTube. RSV: relative search volume (expressed as percentage).

Regression analyses showed a significant correlation between real-world epidemiological data and novel data streams-generated figures only for Google Trends data (Table 1 and Figure 3), with the effect of year ($P=.001$) and of West Nile virus cases ($P<.001$) reaching statistical significance.

**Table 1.** Regression analyses to detect potential association between novel data streams (Google Trends, WikiTrends, Google News, and YouTube) and real-world epidemiological figures.

<table>
<thead>
<tr>
<th>Source</th>
<th>Regression coefficient</th>
<th>SE</th>
<th>95% CI</th>
<th>$t_{31}$</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Google Trends</td>
<td>3327.876</td>
<td>966.213</td>
<td>1380.603, 5275.150</td>
<td>3.444</td>
<td>.001</td>
</tr>
<tr>
<td>Intercept</td>
<td>-0.531</td>
<td>1.535</td>
<td>-3.624, 2.561</td>
<td>-0.346</td>
<td>.73</td>
</tr>
<tr>
<td>Trimester</td>
<td>-1.653</td>
<td>0.481</td>
<td>-2.622, -0.684</td>
<td>-3.438</td>
<td>.001</td>
</tr>
<tr>
<td>Year</td>
<td>0.014</td>
<td>0.001</td>
<td>0.011, 0.017</td>
<td>9.629</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>West Nile virus cases</td>
<td>0.014</td>
<td>0.001</td>
<td>0.011, 0.017</td>
<td>9.629</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>WikiTrends</td>
<td>-7402.427</td>
<td>4130.337</td>
<td>-15863.039, 1058.184</td>
<td>-1.792</td>
<td>.08</td>
</tr>
<tr>
<td>Intercept</td>
<td>1.715</td>
<td>4.288</td>
<td>-7.068, 10.498</td>
<td>0.400</td>
<td>.69</td>
</tr>
<tr>
<td>Trimester</td>
<td>3.694</td>
<td>2.053</td>
<td>-0.512, 7.900</td>
<td>1.799</td>
<td>.08</td>
</tr>
<tr>
<td>Year</td>
<td>-0.003</td>
<td>0.005</td>
<td>-0.012, 0.007</td>
<td>-0.566</td>
<td>.58</td>
</tr>
<tr>
<td>West Nile virus cases</td>
<td>-0.003</td>
<td>0.005</td>
<td>-0.012, 0.007</td>
<td>-0.566</td>
<td>.58</td>
</tr>
<tr>
<td>Google News</td>
<td>8875.080</td>
<td>3807.169</td>
<td>1076.447, 16673.712</td>
<td>2.331</td>
<td>.03</td>
</tr>
<tr>
<td>Intercept</td>
<td>1.478</td>
<td>3.952</td>
<td>-6.618, 9.574</td>
<td>0.374</td>
<td>.71</td>
</tr>
<tr>
<td>Trimester</td>
<td>-4.407</td>
<td>1.893</td>
<td>-8.284, -0.530</td>
<td>-2.328</td>
<td>.03</td>
</tr>
<tr>
<td>Year</td>
<td>-0.001</td>
<td>0.004</td>
<td>-0.010, 0.008</td>
<td>-0.237</td>
<td>.81</td>
</tr>
<tr>
<td>West Nile virus cases</td>
<td>-0.001</td>
<td>0.004</td>
<td>-0.010, 0.008</td>
<td>-0.237</td>
<td>.81</td>
</tr>
<tr>
<td>YouTube</td>
<td>3297.355</td>
<td>3606.758</td>
<td>-4090.754, 10685.464</td>
<td>0.914</td>
<td>.37</td>
</tr>
<tr>
<td>Intercept</td>
<td>3.454</td>
<td>3.744</td>
<td>-4.216, 11.124</td>
<td>0.923</td>
<td>.36</td>
</tr>
<tr>
<td>Trimester</td>
<td>-1.622</td>
<td>1.793</td>
<td>-5.295, 2.051</td>
<td>-0.904</td>
<td>.37</td>
</tr>
<tr>
<td>Year</td>
<td>-0.002</td>
<td>0.004</td>
<td>-0.010, 0.007</td>
<td>-0.453</td>
<td>.65</td>
</tr>
<tr>
<td>West Nile virus cases</td>
<td>-0.002</td>
<td>0.004</td>
<td>-0.010, 0.007</td>
<td>-0.453</td>
<td>.65</td>
</tr>
</tbody>
</table>
A Google Trends–based autocorrelogram and partial autocorrelogram are reported in Figure 4. These show statistically significant positive spikes for lags 0, 4, and 8 and lags 0 and 4, respectively. Descriptive statistics for Google Trends-generated data modeled as a time series is shown in Table 2. The best SARIMAX model was found to be \((0,1,1)\times(0,1,1)\)\(_4\) (Multimedia Appendix 1 and Figure 5), or a “seasonal exponential smoothing” model, being MA(1)xSMA(1). This kind of model represents a variation of the seasonal random trend, with a fine tuning obtained adding the MA(1) and the SMA(1) components. Its parameters are reported in Table 3.

Concerning structural equation modeling, the consumption of West Nile virus–related news fully mediated the relationship between Google Trends and the consumption of YouTube videos, as well as the relation between epidemiological data and the number of accesses to the West Nile virus–related Wikipedia page as captured by WikiTrends (Figure 6a). When adjusting for time as a potential confounding factor (Figure 6b), the consumption of YouTube videos mediated by the consumption of news was found to increase throughout time in a statistically significant way, although when mediated by the number of accesses to the West Nile virus–related Wikipedia page as captured by WikiTrends tended to decrease. Interestingly, the West Nile virus–related Web search behavior decreased over time (as captured by Google Trends and mediated by the number of epidemiological cases).

Clustering analysis showed that the consumption of news was most similar to the Web searches pattern (as captured by Google Trends), which was less close to the consumption of YouTube videos and least similar to accessing the West Nile virus–related Wikipedia page as captured by WikiTrends (as can be seen by the dendrogram in Figure 7).

**Figure 3.** Correlation between real-world epidemiological figures of West Nile virus (WNV) cases and digital searches. RSV: relative search volume (expressed as percentage).

**Figure 4.** Autocorrelogram and partial autocorrelogram of West Nile virus–related search volumes generated on Google Trends.
Table 2. Descriptive statistics of the Google Trends–generated data concerning Web queries related to the West Nile virus.

<table>
<thead>
<tr>
<th>Lag</th>
<th>Autocovariance</th>
<th>Autocorrelation</th>
<th>SE</th>
<th>95% CI</th>
<th>Partial autocorrelation</th>
<th>SE</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>430.22</td>
<td>1.00</td>
<td>0.00</td>
<td>Ref&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1.00</td>
<td>0.00</td>
<td>Ref</td>
</tr>
<tr>
<td>1</td>
<td>53.83</td>
<td>0.13</td>
<td>0.14</td>
<td>-0.27, 0.274</td>
<td>0.13</td>
<td>0.14</td>
<td>-0.28, 0.28</td>
</tr>
<tr>
<td>2</td>
<td>-60.95</td>
<td>-0.14</td>
<td>0.14</td>
<td>-0.27, 0.271</td>
<td>-0.16</td>
<td>0.14</td>
<td>-0.28, 0.28</td>
</tr>
<tr>
<td>3</td>
<td>7.85</td>
<td>0.02</td>
<td>0.14</td>
<td>-0.27, 0.268</td>
<td>0.06</td>
<td>0.14</td>
<td>-0.28, 0.28</td>
</tr>
<tr>
<td>4</td>
<td>166.97</td>
<td>0.38</td>
<td>0.14</td>
<td>-0.27, 0.265</td>
<td>0.37</td>
<td>0.14</td>
<td>-0.28, 0.28</td>
</tr>
<tr>
<td>5</td>
<td>3.73</td>
<td>0.01</td>
<td>0.13</td>
<td>-0.26, 0.262</td>
<td>-0.11</td>
<td>0.14</td>
<td>-0.28, 0.28</td>
</tr>
<tr>
<td>6</td>
<td>-66.73</td>
<td>-0.16</td>
<td>0.13</td>
<td>-0.26, 0.259</td>
<td>-0.06</td>
<td>0.14</td>
<td>-0.28, 0.28</td>
</tr>
<tr>
<td>7</td>
<td>-19.78</td>
<td>-0.05</td>
<td>0.13</td>
<td>-0.26, 0.256</td>
<td>-0.04</td>
<td>0.14</td>
<td>-0.28, 0.28</td>
</tr>
<tr>
<td>8</td>
<td>114.81</td>
<td>0.27</td>
<td>0.13</td>
<td>-0.25, 0.253</td>
<td>0.14</td>
<td>0.14</td>
<td>-0.28, 0.28</td>
</tr>
<tr>
<td>9</td>
<td>-13.47</td>
<td>-0.03</td>
<td>0.13</td>
<td>-0.25, 0.250</td>
<td>-0.08</td>
<td>0.14</td>
<td>-0.28, 0.28</td>
</tr>
<tr>
<td>10</td>
<td>-66.81</td>
<td>-0.16</td>
<td>0.13</td>
<td>-0.25, 0.247</td>
<td>-0.04</td>
<td>0.14</td>
<td>-0.28, 0.28</td>
</tr>
<tr>
<td>11</td>
<td>-30.33</td>
<td>-0.07</td>
<td>0.12</td>
<td>-0.24, 0.243</td>
<td>-0.04</td>
<td>0.14</td>
<td>-0.28, 0.28</td>
</tr>
<tr>
<td>12</td>
<td>67.99</td>
<td>0.16</td>
<td>0.12</td>
<td>-0.24, 0.240</td>
<td>0.01</td>
<td>0.14</td>
<td>-0.28, 0.28</td>
</tr>
<tr>
<td>13</td>
<td>-27.40</td>
<td>-0.06</td>
<td>0.12</td>
<td>-0.24, 0.237</td>
<td>-0.07</td>
<td>0.14</td>
<td>-0.28, 0.28</td>
</tr>
<tr>
<td>14</td>
<td>-45.30</td>
<td>-0.11</td>
<td>0.12</td>
<td>-0.23, 0.233</td>
<td>0.02</td>
<td>0.14</td>
<td>-0.28, 0.28</td>
</tr>
<tr>
<td>15</td>
<td>-22.67</td>
<td>-0.05</td>
<td>0.12</td>
<td>-0.23, 0.230</td>
<td>-0.02</td>
<td>0.14</td>
<td>-0.28, 0.28</td>
</tr>
<tr>
<td>16</td>
<td>56.78</td>
<td>0.13</td>
<td>0.12</td>
<td>-0.23, 0.226</td>
<td>0.03</td>
<td>0.14</td>
<td>-0.28, 0.28</td>
</tr>
<tr>
<td>17</td>
<td>-15.62</td>
<td>-0.04</td>
<td>0.11</td>
<td>-0.22, 0.223</td>
<td>-0.01</td>
<td>0.14</td>
<td>-0.28, 0.28</td>
</tr>
</tbody>
</table>

<sup>a</sup>Ref: reference.

**Figure 5.** The outcome of the best seasonal autoregressive integrated moving average model with explicative variable (SARIMAX) forecasting the West Nile virus in the United States using Google Trends-generated data. RSV: relative search volume (expressed as percentage).
Table 3. Parameters of the best seasonal autoregressive integrated average model with explicative variable (SARIMAX) for forecasting West Nile virus in the United States using Google Trends–generated data.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Hessian SD</th>
<th>95% CI</th>
<th>Asymptotic SD</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>4.261</td>
<td>Ref</td>
<td>Ref</td>
<td>Ref</td>
<td>Ref</td>
</tr>
<tr>
<td>West Nile virus cases</td>
<td>0.022</td>
<td>0.055</td>
<td>–0.086, 0.130</td>
<td>Ref</td>
<td>Ref</td>
</tr>
<tr>
<td>MA(1)</td>
<td>–0.867</td>
<td>0.101</td>
<td>–1.065, –0.670</td>
<td>0.124</td>
<td>–1.110, –0.624</td>
</tr>
<tr>
<td>SMA(1)</td>
<td>0.672</td>
<td>0.120</td>
<td>0.436, 0.907</td>
<td>0.150</td>
<td>0.379, 0.965</td>
</tr>
</tbody>
</table>

aRef: reference.
bMA: nonseasonal component.
cSMA: seasonal component.

Discussion

Principal Findings

Currently, arboviruses are re-emerging infectious agents. This is not a new phenomenon—it has been happening for centuries—but today arboviral re-emergence and dispersion are more rapid and geographically extensive mainly due to globalization and to arthropod adaptation to its effects [13]. In the existing scholarly literature, different predictive models of West Nile virus have been reported. Kala and colleagues [14]...
described a geographically weighted regression modeling of West Nile virus risk based on environmental parameters (ie, stream density, road density, and land surface temperature) being statistically superior to classical approaches relying on ordinary least squares regression analyses in terms of predictive power. Shand and coworkers [15] improved the performance of the mosquito-based surveillance approach by incorporating rainfall, temperature, and interaction terms between precipitation and temperature as predictors. Rochlin and coauthors [16] also exploited socioeconomic factors and found a higher proportion of the population with college education, increased habitat fragmentation, and proximity to West Nile virus-positive mosquito pools correlated with higher West Nile virus human risk, whereas Trawinski and Mackay [17] relied on meteorological parameters (including average, minimum, and maximum temperature values; precipitation; relative humidity; and evapotranspiration). Day and Shaman [18] used water table depth as a measure of drought and as a proxy of arboviral transmission in two peninsular Florida regions. In another investigation, Shaman and coworkers [19] exploited hydrological variables and found that wetter spring conditions and drier summer conditions predicted increased West Nile virus human risk in Colorado’s eastern plains. Ghosh and Guha [20] performed a computational neural network analysis for capturing the nonlinear complex relationship between West Nile virus epidemiology and several different variables, including temperature, precipitation, wetlands, housing age, presence of catch basins and ditches, and mosquito abatement policies. Establishing an accurate predictive model is of crucial importance in arboviral infection control.

In our work, we exploited a variable (West Nile virus–related digital behavior), which has so far not been used in predicting West Nile virus epidemiology. We explored different novel data streams (Google Trends, WikiTrends, Google News, and YouTube) concerning seeking behavior and we were able to find a statistically significant association between epidemiological figures and digital behavior only in the case of Web searches as captured by Google Trends. Furthermore, we computed the best SARIMAX model for the period of 2004 to 2015, and we were able to forecast data related to 2016. Moreover, structural equation modeling and clustering analysis have enabled us to capture the complex interplay between the different novel data streams and the West Nile virus–related digital seeking behavior.

Even if our experience suggests the usefulness of using Google Trends for predicting West Nile virus, this should be considered as a pilot study, calling for the need for making our model more accurate and reliable, and maybe incorporating other variables (eg, environmental, socioeconomic, and ecological ones). This is of fundamental importance when designing and implementing a digital system for West Nile virus surveillance, which could complement the classical one or those actually under experimentation [21,22]. The combination of Google Trends and other predictors could reach an adequate temporal concordance with the real-world epidemiological figures and, therefore, could enable nowcasting or forecasting of new West Nile virus cases.

Our study has some limitations that should be recognized. Some of the novel data streams used provide users with relative, normalized figures, and not with raw, absolute data, thus hindering further mathematical processing and statistical analysis. Another drawback is given by the fact that Google Trends captures only a portion of the entire population, namely the percentage of people using Google as their preferred search engine (although Google is the most commonly used search engine worldwide). Furthermore, we did not perform a content analysis of the West Nile virus–related material; from the existing literature, it is known to be of rather poor quality and to exhibit some degrees of inconsistencies [23,24]. For instance, Birnbrauer and colleagues [23] explored how West Nile virus risk information was portrayed from its 1999 arrival in the United States through the year 2012, analyzing 428 articles obtained through Google News. Authors identified the following themes and topics: action, conflict, consequence, new evidence, reassociation, and uncertainty, with the action frame recurring most frequently. Moreover, West Nile virus risk was found to be improperly communicated, with statistical figures generally inaccurately reported. Dubey and coworkers [24] analyzed a total of 106 West Nile virus–related YouTube videos, 79.24% of which were found to contain useful information about the disease (60.71% related to disease prevention, and 34.52% concerning news and research updates). Videos were typically uploaded by individuals (54.6%) or news agencies (41.8%), but rarely by health care agencies (3.4%). Despite the usefulness of most West Nile virus–related videos, nonsensical videos received more views, both overall and on a daily basis. Moreover, West Nile virus–related digital behavior could have been influenced and, eventually, also distorted by extrinsic variables, such as the media coverage in terms of dissemination of imbalanced and biased information [25]. Some articles have shown that Google Trends does not always match with epidemiological data [25,26], such as in the case of Google Flu Trends [27], even though it is feasible to exploit some statistical techniques to externally revise novel data streams-generated figures, recalibrate them, and improve their accuracy and predictive power [28,29]. As such, the field of “behavioral medicine” remains largely unexplored [30], and because traditional surveillance is plagued by intrinsic limitations, enhanced methods for identification of real-time new cases and assessment of disease patterns and trends are urgently needed [31].

Conclusions
Statistically significant temporal correlations between West Nile virus epidemiological data and Google Trends suggest the feasibility of exploiting Google Trends as an internet-based monitoring tool. This is timely and of crucial importance given the recent re-emergence of arboviral infections. Workers in the field of public health and health authorities should be aware of the public interest and reaction to West Nile virus outbreaks in terms of Web searches. They could exploit the new information and communication technologies both for performing real-time monitoring of new population-based epidemic events and for carrying out a content analysis of the available online material, promptly replying to public concerns and correcting prejudices and inaccurate and misleading reports by disseminating
high-quality information. However, based on the previously mentioned limitations of this paper, further studies are warranted to make our model more useful and practical.
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Different tested seasonal autoregressive integrated average (SARIMAX) models for forecasting the West Nile virus in the United States using Google Trends–generated data.

References


Abbreviations

AIC: Akaike information criterion

SARIMAX: seasonal autoregressive integrated moving average model with explicative variable

Edited by G Eysenbach; submitted 13.10.17; peer-reviewed by V Gianfredi, D Nucci, G Dini, T Cruvinel; comments to author 02.11.17; revised version received 09.11.17; accepted 19.11.17; published 28.02.19

Please cite as:


URL: http://publichealth.jmir.org/2019/1/e9176

doi: 10.2196/publichealth.9176

PMID: 30601755
Public Health and Surveillance, is properly cited. The complete bibliographic information, a link to the original publication on http://publichealth.jmir.org, as well as this copyright and license information must be included.
Original Paper

Google Trends Predicts Present and Future Plague Cases During the Plague Outbreak in Madagascar: Infodemiological Study

Nicola Luigi Bragazzi¹, MD, MPH, PhD; Naim Mahroum², MD

¹Department of Health Sciences, Postgraduate School of Public Health, University of Genoa, Genoa, Italy
²Sackler Faculty of Medicine, Tel-Aviv University, Tel Aviv, Israel

Corresponding Author:
Nicola Luigi Bragazzi, MD, MPH, PhD
Department of Health Sciences
Postgraduate School of Public Health
University of Genoa
Via Antonio Pastore 1
Genoa, 16132
Italy
Phone: 39 0103538508
Fax: 39 0103538541
Email: robertobragazzi@gmail.com

Abstract

Background: Plague is a highly infectious zoonotic disease caused by the bacillus Yersinia pestis. Three major forms of the disease are known: bubonic, septicemic, and pneumonic plague. Though highly related to the past, plague still represents a global public health concern. Cases of plague continue to be reported worldwide. In recent months, pneumonic plague cases have been reported in Madagascar. However, despite such a long-standing and rich history, it is rather difficult to get a comprehensive overview of the general situation. Within the framework of electronic health (eHealth), in which people increasingly search the internet looking for health-related material, new information and communication technologies could enable researchers to get a wealth of data, which could complement traditional surveillance of infectious diseases.

Objective: In this study, we aimed to assess public reaction regarding the recent plague outbreak in Madagascar by quantitatively characterizing the public’s interest.

Methods: We captured public interest using Google Trends (GT) and correlated it to epidemiological real-world data in terms of incidence rate and spread pattern.

Results: Statistically significant positive correlations were found between GT search data and confirmed ($R^2=0.549$), suspected ($R^2=0.265$), and probable ($R^2=0.518$) cases. From a geospatial standpoint, plague-related GT queries were concentrated in Toamasina (100%), Toliara (68%), and Antananarivo (65%). Concerning the forecasting models, the 1-day lag model was selected as the best regression model.

Conclusions: An earlier digital Web search reaction could potentially contribute to better management of outbreaks, for example, by designing ad hoc interventions that could contain the infection both locally and at the international level, reducing its spread.

(JMIR Public Health Surveill 2019;5(1):e13142) doi:10.2196/13142
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Introduction

Plague and history have always been strongly interrelated since the earliest description of plague pandemic [1]. Excluding the so-called plague of Athens, which could have been caused by typhus or other microorganisms, the first well-authenticated mention of plague dates back to the 6th century: the Justinian Plague, named after the Byzantine emperor. This outbreak took place in Egypt in 542 AD and spread across the Mediterranean basin regions, killing more than 25 million people [2]. Three large pandemics occurred afterward, including a major outbreak during the decline of the Eastern Roman Empire, the rapid weakening of the Persian Empire, and the subsequent tumultuous rise of the Islamic Empire [3]. Another major episode was the
Great Plague Pandemic, which began in China in 1333-1334 during a period of famine and spread to Europe by trade causing millions of deaths [4]. The third major outbreak was the Modern Plague Pandemic, which originally occurred in China in 1860, spreading worldwide by rats on trade ships leading to over 10 million deaths across the world [5,6].

This highly infectious zoonotic disease is caused by the bacillus Yersinia pestis, a member of the Enterobacteriaceae family [7]. Transmission of plague occurs when infected rodents’ fleas bite humans. Human-to-human transmission is possible when transmitted by infected air droplets. Three major forms of the disease are known: (1) bubonic plague, the most common form of plague, which is characterized by acute febrile illness accompanied by enlarged and tender lymph nodes; (2) septicemic plague, characterized by sepsis manifested by fever and systemic illness, generally without preceding symptoms; and (3) pneumonic plague, which may be primary when acquired directly by infected air droplets and secondary when it spreads to the lung from other infected sites of the body—both of these forms lead to a highly contagious and lethal disease [8].

Diagnosis of plague is made based on the above-mentioned clinical findings accompanied with suspected history of exposure. Identification by culture as well as increased paired serum titers are suitable diagnostic methods. Plague can be fatal if left untreated. Besides supportive therapy for severely ill patients, treatment is composed of systemic antibiotics of aminoglycoside-based therapy.

Though highly associated with the past, plague still represents a global public health concern. Cases of plague continue to be reported worldwide, especially in Africa but also in Asia, South America, and even in the United States. According to the World Health Organization (WHO), 3,248 cases of plague were reported from 2010 until 2015, with 584 deaths [9]. Recently, foci have been described in Libya and Algeria [8]. The highest incidence of plague cases in recent years is reported from Madagascar. In fact, cases of bubonic plague are reported annually in Madagascar since the first case was introduced in 1898; however, recent reports show a large outbreak of pneumonic plague occurring in major urban cities, which is different from what was previously reported (ie, cases concentrated mainly in rural areas). In recent months, we have witnessed the spread of plague to the Seychelles islands, reflecting a further escalation of the current outbreak [10-12].

However, despite such a long-standing and rich history, it is rather difficult to get a comprehensive overview of the general situation. Within the framework of electronic health (eHealth), in which people surf the internet more and more looking for health-related material, new information and communication technologies, such as Web 2.0, portable computers, mobile phones and devices, as well as social media and social networks, could enable researchers to get a wealth of data, which could complement traditional surveillance of infectious diseases.

In this study, we aimed to assess public reaction regarding the recent plague outbreak in Madagascar by quantitatively characterizing this interest and correlating it to epidemiological real-world data, in terms of incidence rate and spread pattern.

Methods

Google Trends (GT) is a free open-source tool used to track and observe internet search activity [13]. GT was used to assess recent search activity with regard to the recent plague outbreak in Madagascar. To that end, GT was mined from August 1 to November 17, 2017 [13]. This particular time frame was chosen in order to better capture the temporal dynamics of the plague outbreak, monitoring the internet-related activity before (ie, digital behavior at the baseline) and during the epidemic. During the drafting and production of this study, the latest available WHO situation report, released on November 17, 2017 [14], was utilized.

The GT search tool has two options for searching keywords: searches can be performed by search term or by search topic. While the former enables the user to search for exact keywords, the latter option uses a broader search that finds all Web searches containing the inserted keyword(s) or related terms.

The results given by GT are output as normalized values (ie, relative search volumes [RSVs]) rather than absolute, raw values. Every query is divided by the total searches performed in a given geographic region and time range and normalized to a scale between 0 and 100 based on the topic’s popularity in comparison to all searches carried out in that region and time frame. For further details concerning GT, the reader is referred to Nuti et al’s review of GT and its potential applications in the medical field [15]; the reader is also referred to Mavragani et al’s recent systematic review concerning methods, tools, and statistical approaches and techniques in the field of GT research [16].

In this study, the second search option (ie, searching by topic with related terms) was used. Specifically, we searched for “Plague (Topic).” Searches were geographically limited to Madagascar. In Madagascar, the language spoken is Malagasy, while the second official language is French. English is spoken by less than 20% of the population. It is widely known that the sample when using online queries cannot be representative; however, in our case, searching for “Plague” and selecting the search topic option enabled us to overcome any linguistic issue related to the diffusion of the language. This approach ensured the robustness of our results.

Correlational analysis and multivariate regression models for nowcasting and forecasting, with lags up to 7 days, were performed based on the GT results with the number of confirmed, suspected, and probable cases of plague as reported by the WHO situation report. Different regression models were run, computing the different fitting parameters, including $R^2$ and adjusted $R^2$, and the best model was chosen according to the Akaike Information Criterion (AIC) values.

Statistical analyses were performed with the commercial software XLSTAT 2017 (Addinsoft). All values with $P$ values less than .05 were considered statistically significant.
Results

Average plague-related search activities, expressed as RSVs, are shown superimposed on the trends of new suspected, probable, and confirmed cases of plague in Figure 1. The searches showed a small burst of activity on September 14, 2017, immediately after the official notification (ie, September 13, 2017) sent to the WHO by the Madagascar Ministry of Public Health of an outbreak of pneumonic plague in Madagascar. This notification followed the death of a young man some days before on September 11, 2017, who suffered from severe respiratory disease confirmed to be caused by plague. A very large spike was noticed during the first week of October 2017. Afterward, RSVs tended to decrease over time to slightly above baseline levels. Similarly, the incidence of suspected, probable, and confirmed cases of plague in Madagascar also exhibited a small spike in the third week of September 2017, and many more cases were confirmed during the recent outbreak starting in the first week of October.

The best nowcasting model in terms of AIC values (see Multimedia Appendix 1) showed that new confirmed cases of plague had a statistically significant association with GT-based RSVs ($P<.001$, beta coefficient 1.158), as shown in the multivariate regression analyses in Multimedia Appendix 2. Scatterplots of incident cases showed similar and statistically significant positive correlations with GT search data ($R^2=0.549$, $P=.001$ for the confirmed cases; $R^2=0.265$, $P=.005$ for the suspected cases; and $R^2=0.518$, $P=.001$ for the probable cases; see Figure 2). From a geospatial standpoint, plague-related GT queries were concentrated in certain regions of Madagascar, most notably in Toamasina (100%), Toliara (68%), and Antananarivo (65%). A heat map of search density in different regions of Madagascar is shown in Figure 3. Concerning the forecasting models, the 1-day lag model was selected for regression analysis due to optimal AIC values (see Multimedia Appendix 3). This forecasting model shows that we can predict new probable cases up to 1 day in advance with statistically significant certainty ($P<.001$; see Multimedia Appendix 4).

Figure 1. Time trends of plague cases (confirmed, probable, and suspected) and plague-related Google Trends (GT)–generated data. All data are normalized for comparison purposes. RSV: relative search volume.
Figure 2. Scatterplots of the correlations between epidemiological values and the Google Trends (GT)–generated data related to the recent plague outbreak in Madagascar. RSV: relative search volume.

Figure 3. Spatial heat map of Google Trends–based plague-related data. The figure is based on the map provided by Google Trends. 1: Antsiranana Province; 2: Mahajanga Province; 3: Toamasina Province; 4: Antananarivo Province; 5: Toliara Province; and 6: Fianarantsoa Province. Color gradient correlates with the volume of plague-related Web searches.

Discussion

Principal Findings

Plague outbreak in Madagascar has drawn wide public attention shown here by our findings based on large Web search activity data analysis. Madagascar has been known as an endemic area of plague in its bubonic form with annually reported cases from April to September, generally across rural areas. However, the recent outbreak is characterized by pneumonic plague occurring in larger and more crowded cities. The current outbreak, known to be a highly contagious form of plague and in combination with the recent spread to the Seychelles islands, has its own distinctive features.

Monitoring and analyzing Web search activity manifested by novel data streams (NDS), especially during outbreaks, is of
great importance in terms of surveillance as shown by O'Shea [17] in a recent systematic review. Big data or vast digital data analysis is, indeed, an opportunity to improve surveillance and epidemic intelligence, being inexpensive, transparent, and flexible. As such, event-based internet biosurveillance can act as an extension of traditional surveillance and monitoring systems and can be utilized as an additional data source, contributing, therefore, to a more comprehensive estimate of infectious diseases.

GT, based on Google search, is a freely accessed website tool, which provides data on how often a specific search item (ie, plague) is searched relative to total search volume worldwide or in specific areas and in different languages. For instance, in 2009, during the peanut butter-associated outbreak of Salmonella enterica subtype Typhimurium, GT provided preliminary evidence of an emerging infectious outbreak, enabling early disease detection [18]. Other research studies based on GT have shown the possibility of monitoring and tracking flu epidemics [19-21], as well as other infections [22-35].

In our study, bursts of searches of plague-related topics corresponded both spatially and temporally with the outbreak’s spatiotemporal trends across the region studied (ie, Madagascar). The role of Web-based NDS for outbreak surveillance is crucial for workers in the field of public health and safety. Plague-related digital behavior as captured by GT analysis reflected rapid public response to the pneumonic plague outbreak in Madagascar, with some minor search peaks occurring even before the formal declaration by the WHO. Moreover, this reaction seemed to decline rapidly afterward, whereas the WHO continued to release the report of additional confirmed plague cases.

In our study, it is interesting to note that the potential influence of prior awareness of a clinical case of plague, which occurred on September 13, 2017, on search behaviors of a population was reflected by the rapid increase of searches found on September 14, 2017. From September 30, 2017, people were probably more able to recognize specific signs and symptoms related to plague due to news or public campaigns. In this case, the suspicion of disease may lead people to seek confirmatory Web information, contributing to the increase of the activity of internet users. These arguments could be used to explain the highest value of $R^2$ when including confirmed, probable, and suspected cases in multivariate regression models (ie, searches were probably motivated or driven by personal impressions and knowledge of disease).

Findings from the regression analyses showed the feasibility of exploiting NDS for predicting (ie, nowcasting and forecasting) plague cases. Extant predictive models of plague are usually built within the ecological-niche modeling framework, in which geographic, environmental, and ecological parameters, such as landscape-scale environmental features, are utilized [36,37]. To the best of our knowledge, this is the first model incorporating plague-related information-seeking behavior in terms of Web-based NDS, such as GT. Even though a correlation between epidemiological values and Web searches could appear trivial, this is surprising, especially considering the poor internet penetration in Madagascar (ie, only 4%-5% of the population have access to the internet).

Despite its novelties, which are among the major strengths of the current investigation, our study suffers from some limitations, which should be properly recognized. The shortcomings include the fact that GT provides relative and not absolute values, thus hindering the possibility of further refining and processing them. Moreover, GT captures only Web searches carried out with the Google search engine, which is, on the other hand, the most utilized search tool. Another drawback was the relatively low values of $R^2$. The limited internet penetration (ie, approximately 4%-5% of the entire population) as well as the short time frame chosen for the study could be among the factors explaining such values.

Conclusions

Our study has shown an increase in digital Web searches with a unique pattern induced by the recent outbreak of plague in Madagascar. GT plays a highly important role in outbreak tracking and monitoring, in that it can capture public reaction and interest toward infectious disorders in real time before cases are formally communicated by the WHO. This earlier digital Web search reaction could potentially contribute to better management of outbreaks, for example, by designing ad hoc interventions that could contain the infection both locally and at the international level, reducing its spread.

Conflicts of Interest

None declared.

Multimedia Appendix 1

Regression analyses for the nowcasting models.

[PDF File (Adobe PDF File), 97KB - publichealth_v5i1e13142_app1.pdf]

Multimedia Appendix 2

Fitting parameters of the nowcasting models.

[PDF File (Adobe PDF File), 90KB - publichealth_v5i1e13142_app2.pdf]
Multimedia Appendix 3

Regression analysis of the best forecasting model.

[PDF File (Adobe PDF File), 124KB - publichealth_v5i1e13142_app3.pdf]

Multimedia Appendix 4

Fitting parameters of the forecasting models.

[PDF File (Adobe PDF File), 87KB - publichealth_v5i1e13142_app4.pdf]

References


Abbreviations

AIC: Akaike Information Criterion
eHealth: electronic health
GT: Google Trends
NDS: novel data streams
RSV: relative search volume
WHO: World Health Organization

Edited by G Eysenbach; submitted 14.12.18; peer-reviewed by T Cruvinel, A Mavragani; comments to author 17.01.19; revised version received 17.01.19; accepted 18.01.19; published 08.03.19

Please cite as:

Bragazzi NL, Mahroum N
Google Trends Predicts Present and Future Plague Cases During the Plague Outbreak in Madagascar: Infodemiological Study
JMIR Public Health Surveill 2019;5(1):e13142
URL: http://publichealth.jmir.org/2019/1/e13142/
doi: 10.2196/jmir.13142
PMID: 30763255
Original Paper

Generating Engagement on the Make Healthy Normal Campaign Facebook Page: Analysis of Facebook Analytics

James Kite¹, BA, MPH; Anne Grunseit¹,², PhD; Vincy Li³, MPhil; John Vineburg⁴, MA; Nathan Berton⁵, DipM; Adrian Bauman¹, PhD; Becky Freeman¹, PhD

¹Prevention Research Collaboration, Sydney School of Public Health and Charles Perkins Centre, The University of Sydney, The University of Sydney, Australia
²The Australian Prevention Partnership Centre, The University of Sydney, Australia
³New South Wales Office of Preventive Health, Liverpool, Australia
⁴Centre for Population Health, New South Wales Ministry of Health, North Sydney, Australia
⁵Strategic Communications and Engagement, New South Wales Ministry of Health, North Sydney, Australia

Corresponding Author:
James Kite, BA, MPH
Prevention Research Collaboration
Sydney School of Public Health and Charles Perkins Centre
The University of Sydney
Australia
Phone: 61 0286270838
Email: james.kite@sydney.edu.au

Abstract

Background: Facebook is increasingly being used as part of mass media campaigns in public health, including the Make Healthy Normal (MHN) campaign in New South Wales, Australia. Therefore, it is important to understand what role Facebook can play in mass media campaigns and how best to use it to augment or amplify campaign effects. However, few studies have explored this.

Objective: This study aimed to investigate usage of and engagement with the MHN Facebook page and to identify influential factors in driving engagement with the page.

Methods: We examined both post-level and page-level analytic data from Facebook from the campaign’s launch in June 2015 to September 2017. For post-level data, we conducted a series of negative binomial regressions with four different outcome measures (likes, shares, comments, post consumers), including some characteristics of Facebook posts as predictors. We also conducted time series analyses to examine associations between page-level outcomes (new page likes or “fans” and number of engaged users) and different measures of exposure to the page (number of unique users reached and total count of impressions) and to television advertising.

Results: Of the 392 posts reviewed, 20.7% (n=81) received a paid boost and 58.9% (n=231) were photo posts. We found that posts that received a paid boost reached significantly more users and subsequently received significantly more engagement than organic (unpaid) posts (P<.001). After adjusting for reach, we found the effect of being paid was incremental for all outcome measures for photos and links, but not videos. There were also associations between day of the week and time of post and engagement, with Mondays generally receiving less engagement and posts on a Friday and those made between 8 AM and 5 PM receiving more. At the page level, our time series analyses found that organic impressions predicted a higher number of new fans and engaged users, compared to paid impressions, especially for women. We also found no association between television advertising and engagement with the Facebook page.

Conclusions: Our study shows that paying for posts is important for increasing their reach, but that page administrators should look to maximize organic reach because it is associated with significantly higher engagement. Once reach is accounted for, video posts do not benefit from being paid, unlike the other post types. This suggests that page administrators should carefully consider how they use videos as part of a Facebook campaign. Additionally, the lack of association between television advertising and engagement suggests that future campaigns consider how best to link different channels to amplify effects. These results highlight the need for ongoing evaluation of Facebook pages if administrators are to maximize engagement.
social media; Facebook; overweight and obesity; mass media campaign; evaluation

Introduction

Background

Facebook is the largest social media platform in the world, with more than 1.4 billion daily users on average in December 2017 [1]. In Australia, nearly two-thirds of adults have a Facebook profile, making it the most popular social media platform in the country [2]. It is also the most intensively used social media platform; around 40% of Australian Facebook users log in 20 times or more per week. Further, Facebook is one of the most commonly used social media platforms for engaging with health issues [3]. It is no surprise then that public health organizations are using Facebook to communicate their messages, either as stand-alone campaigns or as an additional channel in a broader mass media campaign [4,5]. In both cases, organizations are seeking to capitalize on the wide reach of Facebook, the ability to engage directly with their target audiences, and the potential for generating marketing directly between consumers (word-of-mouth marketing), which lends credibility to a brand and is known to be one of the most trusted forms of marketing [6-8]. Within mass media campaigns specifically, the intention is that Facebook posts will augment or amplify campaign messages and, in so doing, increase the impact of the campaign [9].

The theory behind Facebook use for public health communication places “engagement” as a critical first step in achieving change. Creating engagement, defined as users “liking,” sharing, commenting, or clicking on any content, is important for two main reasons: it demonstrates that the content is attention grabbing and it directly influences the reach of the content and of future content through the Facebook algorithm [10]. The algorithm determines the amount of exposure a post receives and to whom it is shown, although it should be noted that Facebook has revealed little on the specific parameters it uses to prioritize posts. However, what is clear is that the characteristics of the post and the engagement it receives are factors in the algorithm’s calculations [4], making it essential to investigate what drives engagement in order to maximize Facebook’s marketing potential for public health campaigns. Facebook also allows page administrators to pay to increase the reach of a post, making it important to investigate the interaction between paying for posts and other post characteristics.

Despite the potential of Facebook and other social media for public health and health communication being well recognized [11-14], there is limited evidence available to guide practice. The evidence we do have is often either descriptive or based on small-scale trials [5,15-18], with suggestive but modest evidence that social media can be effective in changing health outcomes [19,20]. How to build engagement with health content on Facebook has been recognized as one area in particular need of more evidence given the role it plays in the theory of health communication on social media [21]. Currently, there is some evidence that testimonials, positive emotional appeals, and informative posts are associated with higher engagement, whereas posts that evoke negative emotions, use conventional marketing techniques (eg, sponsorships), or are posted during or after work hours are associated with lower engagement [4,22-24]. Similarly, posts that use photos and videos appear to generate higher engagement, although this is most likely due to the Facebook algorithm preferencing such content over other post types. In addition, one study that examined 20 public health Facebook pages covering a range of health issues speculated that particular health issues may be more suitable to Facebook [4]. However, they lamented that they were unable to test this, highlighting it as an area worthy of further research.

In addition, the available evidence has limited relevance to mass-reach campaigns, creating the risk that social marketers will use Facebook without considering what strategy they should employ to best use the platform in a broader campaign [25,26]. It is therefore important to investigate associations between Facebook engagement and traditional communication channels such as television. To our knowledge, no study has examined these associations. The evaluation of the Tips From Former Smokers (Tips) antismoking campaign in the United States did provide some insights into the relationship between online and traditional television marketing for public health purposes, although how relevant this is to Facebook is uncertain. Tips showed an association between television advertising and online behaviors, including increased visits to the campaign website and other cessation-related websites and searches for cessation information [27,28]. The evaluation also found that digital video was more cost-efficient at generating awareness compared to television, although the authors note that television advertising is still important because it reaches more people [29]. Another study compared the cost-effectiveness of three media formats (television, online video, and online display advertising) for delivering an antismoking campaign [30]. This study found that online display advertising was the most cost-effective way of achieving Web page views, calls to the Quitline, online registrations for a cessation support service, and requests for the smoking cessation information pack. This was followed by a combination of online video and online display, with television alone the least cost-effective. Collectively, these studies suggest that online media present a potentially useful contribution to the reach and effectiveness of antismoking campaigns, but its role in other campaigns is yet to be explored.

To our knowledge, no population-level mass media campaign has reported specifically on their use of Facebook for public health purposes. Such information is only going to become more valuable as media consumption habits are changing rapidly [31], creating questions about the accuracy of conventional wisdom on “what works” in mass media campaigns. It will also help to understand how to optimize the use of Facebook as part of a wider mass media campaign. Here we report an evaluation of the Facebook page component of an obesity prevention lifestyle campaign, Make Healthy Normal (MHN).
The Make Healthy Normal Campaign
The MHN campaign was launched in New South Wales (NSW), Australia, in 2015, with the aim of challenging the normalization of being unhealthy and promoting physical activity, healthy eating, and healthy weight. The campaign initially targeted all adults but focused on parents with children aged 5 to 12 years and men aged 35 to 54 years from May 2017. The bulk of the advertising expenditure was directed toward television, but the campaign also made use of other channels, including Facebook. More details on the campaign are available elsewhere [32]. Briefly, the campaign was centered on two television commercials that juxtaposed unhealthy and healthy choices relating to nutrition and physical activity, while also making use of a number of other support channels, of which Facebook was one. The television commercials and most other campaign materials included the MHN website address but did not mention the Facebook page.

The MHN Facebook page had, at the time of writing, posted more than 400 times, generating over 100,000 likes, comments, and shares, and had over 32,000 page “likes” (hereafter “fans”). The page style is intended to be conversational and supportive, highlighting easy ways to eat healthier and increase physical activity, and promoting relevant NSW Government programs. The page uses both paid and organic posts (ie, content that is and is not paid advertising). The Ministry employed a strategy of paying for boosts on all posts during a specific period, as opposed to selectively boosting some posts and not others. This decision was based largely on practical considerations, especially the availability of funding.

This study aimed to investigate usage of and engagement with the MHN Facebook page as part of a broader multichannel campaign since its inception in 2015. Our research questions were: (1) What post characteristics influence the level of engagement a post receives and to what extent? (2) What page-level factors influence the number of fans, the characteristics of fans, and the engagement of fans with the MHN page over time? and (3) Is there a relationship between television advertising for the broader campaign and page-level engagement?

Methods
Study Overview
Facebook provides analytics (called “Insights”) to page administrators to help them monitor and understand usage of their page. In this study, we analyzed the Insights data for the MHN page since June 2015 (when the campaign launched) through to September 2017. This study was approved by the University of Sydney’s Human Research Ethics Committee (protocol number: 2017/145).

Measures
Post-Level Data
We explored the characteristics of posts and their associations with engagement metrics (Table 1). Characteristics of posts included the post type, the date and time of the post, whether the post included a paid boost (paid posts tend to have a much greater increase in their reach), and the targeted behaviors. We also coded the content of the post using a modified version of the communication technique code frame developed in an earlier study [4]. The code frame was modified by collapsing some categories due to the relatively small number of posts compared to the original study. Engagement metrics were operationalized through the number of likes, shares, comments, and post consumers. Although likes technically include other Facebook “reactions” (eg, “love” and “haha”), we refer to this metric as “likes” because reactions were only introduced by Facebook a year into the campaign and the number of other reactions per post after that time was very low, typically zero.

Communication technique and target behavior were coded manually. Two coders independently coded each post, with interrater agreement for the communication techniques and target behaviors of 70% and 91%, respectively. Differences were resolved by discussion or referral to a third coder.

Page-Level Data
We used page-level data to examine the associations between the number of fans, the characteristics of fans, and the engagement of fans with campaign activity using the measures described in Table 2. Campaign activity was operationalized through weekly page impressions, separated by whether they were paid or organic, and weekly Target Audience Rating Points (TARPs). TARPs are an estimate of reach and frequency of exposure to television advertising, which is calculated by an external television ratings agency.
### Table 1. Post-level measures and descriptions.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Day of post</td>
<td>Day of the week the post first appeared</td>
</tr>
<tr>
<td>Time of post</td>
<td>Time post first appeared</td>
</tr>
<tr>
<td>Type</td>
<td>Whether the post is a photo, video, link, or text only</td>
</tr>
<tr>
<td>Paid/organic</td>
<td>Whether the post received a paid boost to its reach (&quot;paid&quot;) or not (&quot;organic&quot;)</td>
</tr>
<tr>
<td>Reach</td>
<td>The total number of unique users to whom the post was shown. Available in aggregate, as well as broken down by paid and organic reach</td>
</tr>
<tr>
<td>Consumers</td>
<td>The total number of unique users who clicked anywhere on the post</td>
</tr>
<tr>
<td>Likes</td>
<td>The number of &quot;likes&quot; and other &quot;reactions&quot; on a post. These are simple methods for users to indicate their response to a post, including to &quot;like&quot; the post, as well as other emotional reactions, including &quot;love,&quot; &quot;haha,&quot; &quot;wow,&quot; &quot;sad,&quot; and &quot;angry&quot;</td>
</tr>
<tr>
<td>Comment</td>
<td>The number of user comments (excluding replies) on the post</td>
</tr>
<tr>
<td>Share</td>
<td>The number of shares a post receives. The &quot;share&quot; button allows users to share the content with their Facebook friends</td>
</tr>
</tbody>
</table>

**Communication technique**

- **Informative**: Provides information on a health issue, its associated behaviors, and/or associated consequences or benefits
- **Call-to-action/instructive**: Either provides instruction on how to do a behavior or encourages users to undertake a specific action (e.g., call a helpline, make an appointment, register for a program or event). These were given coding precedence over informative messages
- **Emotional**: Aims to elicit positive (e.g., hope, excitement) or negative (e.g., fear) emotions in users. Also includes posts that aim to generate a positive feeling about the brand. Emotional appeals took coding precedence over informative and call-to-action/instructive, reflecting evidence that emotive content is more powerful than nonemotive content [33]

**Target behavior**

- **Eat**: Information and encouragement to eat healthy food portions
- **Drink**: Information and encouragement to make water the drink of choice and decrease sugar-sweetened beverage consumption
- **Act**: Information and encouragement to be active daily and increase movement
- **Other**: Posts that did not relate explicitly to one of the above categories, including changes to the profile picture and page banner image and posts that shared stories about fans and stakeholders

### Table 2. Page-level measures and descriptions.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weekly new fans</td>
<td>The number of new page likes per week, overall and by gender</td>
</tr>
<tr>
<td>Weekly engaged users</td>
<td>The number of unique users who have engaged with the page per week, overall and by gender. This includes any click on the page or one of its post or any story created by users</td>
</tr>
<tr>
<td>Weekly viral reach</td>
<td>The number of unique users who saw MHN or one of its posts from a story shared by a Facebook friend</td>
</tr>
<tr>
<td>Weekly paid impressions</td>
<td>Number of times a sponsored story or ad pointing to the page appeared in users’ News Feeds. These impressions can be for fans and nonfans</td>
</tr>
<tr>
<td>Weekly organic impressions</td>
<td>Number of times MHN posts were displayed in News Feeds or on visits to the page. These impressions can be for fans and nonfans</td>
</tr>
<tr>
<td>Target Audience Rating Points (TARPs)</td>
<td>An estimate of the reach (how many people were exposed) and frequency (how often they were exposed) of the MHN television commercials per week, provided by an external ratings agency. This was used as an indicator of campaign advertising outside of Facebook</td>
</tr>
</tbody>
</table>

---

A user creates a "story" by liking the page, posting to the page’s timeline, liking, commenting on, or sharing one of the page’s posts, answering a question posted by the page, responding to an event, mentioning the page, or tagging the page in a photo.

News Feed refers to the constantly updating list of stories in the middle of a user’s home page, including status updates, photos, videos, links, app activity, and likes from friends, pages, and groups that they follow.
Statistical Analysis

Post-Level Data

We conducted independent samples t tests to compare the means of engagement metrics (reach, likes, shares, comments, and post consumers) between paid and organic posts. In addition, we conducted a series of (separate) negative binomial regressions (the data were overdispersed), generating incidence rate ratios (IRRs) with the count of likes, comments, shares, and post consumers as the outcome variables, and post type, communication technique, and target behavior as categorical independent variables. The reference category for post type was photos (as this was the most populous category) and for communication technique was call-to-action/instructive because it represented a concrete action for users to take, as opposed to the other categories, which aimed to either inform or evoke emotion. For post day, each day was compared to the grand mean of all days, and for time of post during the day (8 am-5 pm; the most populous category) was used as the reference category. “Other” was used as the reference category for target behavior because these posts did not relate to specific behaviors. To examine whether the post being organic or paid interacted with other characteristics of the post, we entered two-way interaction terms for all covariates with paid/organic. Only significant two-way interactions were retained to generate the most parsimonious model. All models controlled for users’ exposure to the post by including an exposure or “offset” variable to estimate engagement with a post (ie, likes, comments) while accounting for the number of people each post was delivered to [34]. The relationship between characteristics and engagement therefore becomes a rate per person reached.

Page-Level Data

To examine engagement with the MHN page over time as opposed to individual posts, we conducted time series analyses with page analytics. Time series analysis was used to account for the likely autocorrelation between observations (weekly counts) as Facebook users can view and react to content over an extended time. Further, prior engagement with content is a factor in the Facebook algorithm. Separate models were conducted for (1) new likes of the MHN page and (2) the number of unique users who “engaged” with the page for all users and for female and male users separately. In this context, “engagement” included any click on the MHN page or one of its posts or any “story” created, which would include actions such as liking the page; posting to the page’s timeline; liking, commenting on, or sharing a post; mentioning the page in one of their own posts; or tagging the page in a photo.

In addition to lag terms, each model initially included paid impressions, organic impressions, viral reach, a term for trend, and the number of TARPs as predictors. Paid impressions, organic impressions, and viral reach were rescaled to the change in the outcome variable per 10,000 because the mean weekly counts were 167,857, 29,750, and 16,781, respectively. We used backward elimination (threshold of variable retention of \( P = .10 \)). Modeling was preceded by tests for stationarity (Dickey-Fuller and Phillips-Perron) to ensure time series modeling was appropriate [35]. We examined autocorrelation with q tests and correlograms for each model [36].

To capture the impact of changing the post content in May 2017 to target men aged 35 to 54 years and families with children aged 5 to 12 years (operationalized as women aged 25-54 years), we conducted two interrupted time series (ITS) analyses with these subpopulations only, with weekly engaged users as the outcome. The same procedure as previously described was followed for the ITS analyses, only two terms were added to the models; namely, level change and change in trend [37]. These terms and the overall trend term were retained in the final models to examine whether there were significant effects of the change in campaign approach adjusted for other significant covariates.

Post- and page-level analyses were conducted using SPSS version 22.0 (t tests) and Stata version 15.0 (negative binomial regression, time series, and ITS analyses).

Results

Post-Level Data

In total, MHN posted 392 times during our analysis period, with 20.7% (n=81) of those posts receiving a paid boost (Table 3). The majority of posts (58.9%, n=231) were photos, whereas none were text only.

Posts that received a paid boost reached significantly more users and received significantly more likes, shares, comments, and post consumers than organic posts (Table 4). Across all measures, paid posts received at least 18 times the engagement compared to organic posts.

The significant interaction (\( P < .001 \)) between organic/paid and post type indicated that the effect of paying was not the same across the three different types of posts (Table 5). Specifically, there was an incremental effect on likes, shares, comments, and post consumers for photos and links, but not for videos once adjusted for reach. For example, after adjusting for reach, both photo and link posts were predicted to receive more likes when paid (563 compared to 325 and 445 compared to 172, respectively), whereas paid video posts were predicted to receive only 53 likes compared to 211 for organic videos (Figure 1). A similar pattern was evident for all other engagement outcomes.
Table 3. Frequencies of post characteristics (N=392).

<table>
<thead>
<tr>
<th>Post characteristic</th>
<th>Frequency, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Paid or organic</strong></td>
<td></td>
</tr>
<tr>
<td>Paid</td>
<td>81 (20.7)</td>
</tr>
<tr>
<td>Organic</td>
<td>311 (79.3)</td>
</tr>
<tr>
<td><strong>Communication technique</strong></td>
<td></td>
</tr>
<tr>
<td>Instructive/call-to-action</td>
<td>204 (52.0)</td>
</tr>
<tr>
<td>Emotional</td>
<td>133 (33.9)</td>
</tr>
<tr>
<td>Informative</td>
<td>55 (14.0)</td>
</tr>
<tr>
<td><strong>Post day</strong></td>
<td></td>
</tr>
<tr>
<td>Sunday</td>
<td>36 (9.2)</td>
</tr>
<tr>
<td>Monday</td>
<td>51 (13.0)</td>
</tr>
<tr>
<td>Tuesday</td>
<td>69 (17.6)</td>
</tr>
<tr>
<td>Wednesday</td>
<td>56 (14.3)</td>
</tr>
<tr>
<td>Thursday</td>
<td>69 (17.6)</td>
</tr>
<tr>
<td>Friday</td>
<td>60 (15.3)</td>
</tr>
<tr>
<td>Saturday</td>
<td>51 (13.0)</td>
</tr>
<tr>
<td><strong>Post type</strong></td>
<td></td>
</tr>
<tr>
<td>Photo</td>
<td>231 (58.9)</td>
</tr>
<tr>
<td>Link</td>
<td>69 (17.6)</td>
</tr>
<tr>
<td>Video</td>
<td>92 (23.5)</td>
</tr>
<tr>
<td><strong>Target behavior</strong></td>
<td></td>
</tr>
<tr>
<td>Act</td>
<td>118 (30.1)</td>
</tr>
<tr>
<td>Drink</td>
<td>67 (17.1)</td>
</tr>
<tr>
<td>Eat</td>
<td>139 (35.5)</td>
</tr>
<tr>
<td>Other</td>
<td>68 (17.3)</td>
</tr>
<tr>
<td><strong>Post time</strong></td>
<td></td>
</tr>
<tr>
<td>6 am to 8 am</td>
<td>111 (28.3)</td>
</tr>
<tr>
<td>8 am to 5 pm</td>
<td>202 (51.5)</td>
</tr>
<tr>
<td>After 5 pm</td>
<td>79 (20.2)</td>
</tr>
</tbody>
</table>

Table 4. Comparison of mean engagement for paid and organic posts using independent sample \( t \) tests.

<table>
<thead>
<tr>
<th>Engagement metric</th>
<th>Paid mean (SD)</th>
<th>Organic mean (SD)</th>
<th>Mean difference (95% CI)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reach</td>
<td>107,764 (176,267)</td>
<td>3115 (2448)</td>
<td>104,649 (85,062-124,235)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Likes</td>
<td>886 (1175)</td>
<td>32 (33)</td>
<td>854 (723-985)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Shares</td>
<td>109 (205)</td>
<td>6 (8)</td>
<td>103 (80-126)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Comments</td>
<td>88 (137)</td>
<td>4 (6)</td>
<td>84 (68-99)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Consumers</td>
<td>1891 (3257)</td>
<td>86 (104)</td>
<td>1805 (1442-2167)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
### Table 5. Associations between post characteristics and engagement metrics per person reached calculated using negative binomial regressions adjusted for post reach.

<table>
<thead>
<tr>
<th>Post characteristic</th>
<th>Likes, IRR(^a) (95% CI)</th>
<th>Shares, IRR (95% CI)</th>
<th>Comments, IRR (95% CI)</th>
<th>Post consumers, IRR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Paid or organic</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Organic</td>
<td>Ref(^b)</td>
<td>Ref</td>
<td>Ref</td>
<td>Ref</td>
</tr>
<tr>
<td>Paid</td>
<td>1.51 (1.17, 1.97)</td>
<td>0.84 (0.64, 1.09)</td>
<td>1.46 (1.05, 2.03)</td>
<td>1.02 (0.74, 1.39)</td>
</tr>
<tr>
<td><strong>Post type</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Photo</td>
<td>Ref</td>
<td>Ref</td>
<td>Ref</td>
<td>Ref</td>
</tr>
<tr>
<td>Link</td>
<td>0.53 (0.44, 0.64)</td>
<td>0.67 (0.52, 0.86)</td>
<td>0.61 (0.44, 0.84)</td>
<td>0.72 (0.59, 0.88)</td>
</tr>
<tr>
<td>Video</td>
<td>0.65 (0.52, 0.81)</td>
<td>0.84 (0.63, 1.11)</td>
<td>0.85 (0.60, 1.21)</td>
<td>1.14 (0.91, 1.43)</td>
</tr>
<tr>
<td><strong>Post day</strong>(^c)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sunday</td>
<td>0.93 (0.75, 1.15)</td>
<td>0.90 (0.69, 1.18)</td>
<td>0.92 (0.65, 1.29)</td>
<td>0.93 (0.74, 1.16)</td>
</tr>
<tr>
<td>Monday</td>
<td>0.73 (0.61, 0.88)</td>
<td>0.64 (0.51, 0.81)</td>
<td>0.81 (0.61, 1.09)</td>
<td>0.72 (0.60, 0.87)</td>
</tr>
<tr>
<td>Tuesday</td>
<td>1.06 (0.91, 1.23)</td>
<td>1.18 (0.98, 1.42)</td>
<td>0.90 (0.70, 1.14)</td>
<td>0.83 (0.71, 0.98)</td>
</tr>
<tr>
<td>Wednesday</td>
<td>1.00 (0.84, 1.18)</td>
<td>0.90 (0.73, 1.11)</td>
<td>1.01 (0.77, 1.33)</td>
<td>2.01 (1.67, 2.43)</td>
</tr>
<tr>
<td>Thursday</td>
<td>1.01 (0.87, 1.18)</td>
<td>1.15 (0.95, 1.39)</td>
<td>0.96 (0.75, 1.22)</td>
<td>0.88 (0.75, 1.03)</td>
</tr>
<tr>
<td>Friday</td>
<td>1.21 (1.02, 1.43)</td>
<td>1.08 (0.87, 1.35)</td>
<td>1.33 (1.01, 1.75)</td>
<td>1.08 (0.91, 1.29)</td>
</tr>
<tr>
<td>Saturday</td>
<td>1.05 (0.88, 1.25)</td>
<td>1.14 (0.91, 1.41)</td>
<td>1.14 (0.87, 1.49)</td>
<td>0.94 (0.78, 1.13)</td>
</tr>
<tr>
<td><strong>Time of post</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8 am to 5 pm</td>
<td>Ref</td>
<td>Ref</td>
<td>Ref</td>
<td>Ref</td>
</tr>
<tr>
<td>6 am to 8 am</td>
<td>0.68 (0.57, 0.81)</td>
<td>0.91 (0.74, 1.12)</td>
<td>0.69 (0.53, 0.90)</td>
<td>0.62 (0.52, 0.74)</td>
</tr>
<tr>
<td>After 5 pm</td>
<td>0.72 (0.58, 0.89)</td>
<td>0.91 (0.72, 1.14)</td>
<td>0.85 (0.64, 1.13)</td>
<td>0.61 (0.50, 0.73)</td>
</tr>
<tr>
<td><strong>Communication technique</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Instructive/call-to-action</td>
<td>Ref</td>
<td>Ref</td>
<td>Ref</td>
<td>Ref</td>
</tr>
<tr>
<td>Emotional</td>
<td>1.18 (1.00, 1.39)</td>
<td>1.00 (0.81, 1.24)</td>
<td>0.58 (0.45, 0.75)</td>
<td>1.03 (0.84, 1.27)</td>
</tr>
<tr>
<td>Informative</td>
<td>1.05 (0.85, 1.30)</td>
<td>0.90 (0.69, 1.17)</td>
<td>1.00 (0.72, 1.41)</td>
<td>0.98 (0.77, 1.24)</td>
</tr>
<tr>
<td><strong>Target behavior</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>Ref</td>
<td>Ref</td>
<td>Ref</td>
<td>Ref</td>
</tr>
<tr>
<td>Act</td>
<td>0.87 (0.69, 1.08)</td>
<td>1.23 (0.92, 1.64)</td>
<td>1.11 (0.77, 1.58)</td>
<td>0.36 (0.28, 0.45)</td>
</tr>
<tr>
<td>Drink</td>
<td>0.96 (0.73, 1.25)</td>
<td>1.53 (1.09, 2.15)</td>
<td>0.84 (0.56, 1.27)</td>
<td>0.32 (0.24, 0.42)</td>
</tr>
<tr>
<td>Eat</td>
<td>0.81 (0.64, 1.01)</td>
<td>1.14 (0.85, 1.53)</td>
<td>0.92 (0.65, 1.31)</td>
<td>0.47 (0.36, 0.60)</td>
</tr>
<tr>
<td><strong>Interactions with paid or organic</strong>(^d)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Post type</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Paid link</td>
<td>1.49 (0.98, 2.26)</td>
<td>1.37 (0.83, 2.25)</td>
<td>0.69 (0.36, 1.29)</td>
<td>0.83 (0.53, 1.28)</td>
</tr>
<tr>
<td>Paid video</td>
<td>0.15 (0.09, 0.23)</td>
<td>0.32 (0.19, 0.53)</td>
<td>0.25 (0.13, 0.48)</td>
<td>0.46 (0.29, 0.74)</td>
</tr>
<tr>
<td><strong>Time of post</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Paid 6 am to 8 am</td>
<td>1.45 (0.94, 2.24)</td>
<td>NS(^e)</td>
<td>NS</td>
<td>NS</td>
</tr>
<tr>
<td>Paid after 5 pm</td>
<td>1.62 (1.06, 2.48)</td>
<td>NS</td>
<td>NS</td>
<td>NS</td>
</tr>
<tr>
<td><strong>Paid or organic/communication technique interaction</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Paid emotional</td>
<td>NS</td>
<td>NS</td>
<td>NS</td>
<td>0.64 (0.43, 0.96)</td>
</tr>
<tr>
<td>Paid informative</td>
<td>NS</td>
<td>NS</td>
<td>NS</td>
<td>0.62 (0.34, 1.10)</td>
</tr>
</tbody>
</table>

\(^a\) IRR: incident rate ratio.  
\(^b\) Ref: reference category.
Posts made on Monday received 27% fewer likes, 36% fewer shares, and 28% fewer post consumers compared to the mean, whereas posts on a Tuesday received 17% fewer post consumers. On the other hand, posts on a Wednesday received more post consumers and posts on a Friday received more likes and shares. A significant interaction ($P = .045$) between organic/paid and time of post indicated that paying for posts before 8 am and after 5 pm had a greater incremental effect on likes than paying for posts between those hours. Posts made before 8 am received fewer comments and post consumers compared to posts made between 8 am and 5 pm irrespective of whether the post was paid or organic (ie, the interaction was nonsignificant). Similarly, posts made after 5 pm received fewer post consumers. The communication technique did not influence likes, shares, and comments, with the exception of emotional posts receiving fewer comments than instructive/call-to-action posts. However, the effect of paying for a post on post consumers differed across the three different types of communication techniques ($P = .049$), such that the effect was decremental on emotive posts but not for information posts relative to instructive/call-to-action posts. Finally, drink posts received significantly more shares compared to other posts (by 53%), but act, drink, and eat posts all received between 53% and 68% fewer post consumers compared to other posts.

**Page-Level Data**

Final time series models for all outcomes included only paid impressions, organic impressions, and viral reach, with all other initially included variables nonsignificant. There were three exceptions to this: organic impressions were nonsignificant in the model predicting weekly engaged male users, viral reach was nonsignificant in the model predicting weekly engaged female users, and TARPs was marginal ($P = .07$) in the model for engaged female users (Table 6). In all models except weekly engaged males, organic impressions predicted a higher number of new fans and engaged users, compared to paid impressions. Viral reach similarly predicted a higher number of new fans and engaged users compared to paid impressions, but usually not as high as organic impressions. Organic impressions, compared to paid impressions, were considerably more influential for female users than for male users.

For the ITS analyses, none of the trend variables were significant in any of the models (Table 7). As may be expected given that the change in campaign strategy did not seem to change the trend in engagement either acutely or over time, the effect of paid and organic impressions and viral reach were similar in these subgroups to that seen in the models with the full sample and not including these trend terms.
**Table 6.** Time series results (beta coefficients with 95% CI) showing significant factors in the number of new weekly fans and engaged users (overall and by gender).

<table>
<thead>
<tr>
<th>Predictors</th>
<th>Weekly new fans, β (95% CI)</th>
<th>Weekly engaged users, β (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>Male</td>
<td>Female</td>
</tr>
<tr>
<td>Paid impressions</td>
<td>8.81 (7.55, 10.09)</td>
<td>1.97 (1.72, 2.21)</td>
</tr>
<tr>
<td>Organic impressions</td>
<td>58.02 (45.30, 70.74)</td>
<td>5.72 (2.70, 8.75)</td>
</tr>
<tr>
<td>Viral reach</td>
<td>22.05 (15.42, 28.67)</td>
<td>4.75 (1.39, 6.31)</td>
</tr>
<tr>
<td>TARPs&lt;sup&gt;a&lt;/sup&gt;</td>
<td>NS&lt;sup&gt;b&lt;/sup&gt;</td>
<td>NS</td>
</tr>
</tbody>
</table>

<sup>a</sup>TARPs: Target Audience Rating Points.
<sup>b</sup>NS: nonsignificant.

**Table 7.** Interrupted time series results showing significant factors in the number of new weekly fans and engaged users (by gender).

<table>
<thead>
<tr>
<th>Predictors</th>
<th>Weekly new fans, β (95% CI)</th>
<th>Weekly engaged users, β (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male aged 35-54</td>
<td>0.96 (0.49, 1.43)</td>
<td>4.75 (4.05, 5.46)</td>
</tr>
<tr>
<td>Female aged 25-54</td>
<td>21.05 (13.20, 28.91)</td>
<td>25.33 (16.79, 33.87)</td>
</tr>
<tr>
<td>Male aged 35-54</td>
<td>4.84 (2.60, 7.08)</td>
<td>25.33 (16.79, 33.87)</td>
</tr>
<tr>
<td>Female aged 25-54</td>
<td>NS&lt;sup&gt;a&lt;/sup&gt;</td>
<td>21.05 (13.20, 28.91)</td>
</tr>
<tr>
<td>Overall trend</td>
<td>–0.02 (–1.35, 1.31)</td>
<td>0.19 (–5.55, 5.94)</td>
</tr>
<tr>
<td>Trend change</td>
<td>–0.69 (–5.81, 4.43)</td>
<td>0.63 (–8.13, 9.38)</td>
</tr>
<tr>
<td>Level change</td>
<td>20.03 (–76.55, 116.63)</td>
<td>–67.91 (–150.34, 14.52)</td>
</tr>
</tbody>
</table>

<sup>a</sup>NS: nonsignificant.

**Discussion**

**Principal Findings**

This study examined usage of and engagement with the MHN Facebook page, identifying influential factors at both the post and page level. We found that paying for posts significantly increases reach of posts, but that the effect was not the same across post characteristics, most notably post type. At the same time, we found that organic impressions predicted higher engagement with the MHN page compared to paid impressions, particularly for female users. Together, these findings provide an important insight into the relative value of paid and organic posts: paying for posts is useful in increasing the reach of a page but the content itself must be engaging to capitalize on word-of-mouth marketing through organic reach. In addition, we found no association between television advertising and engagement with the page, suggesting that future campaigns should consider the role of Facebook within broader mass media campaigns and how different channels can complement one another to amplify campaign effects.

Our post-level results showed that paying for posts dramatically increased their reach. This is important because, as the hierarchy of effects predicts, exposure to a message is the first step in bringing about the desired change in behavior [38]. However, the time series analyses clearly showed that organic impressions and viral reach were of critical importance in driving engagement, especially among women. This is likely due to the very high-level of trust placed in peer-to-peer communication [7] and that women are more likely to engage with health on social networking sites such as Facebook [39]. Collectively, our findings suggest that effective engagement through Facebook requires both maximizing the reach of posts through paid boosts and delivering content that users want to engage with and share in order to capitalize on word-of-mouth marketing [8]. However, how to strike a balance between the two is as yet unclear [40]. Current evidence shows that users will share content when they perceive it will be of benefit to their social network and where the risk of reputational damage is low [41], but what makes public health content “Sharable” needs further investigation. This includes understanding why these results are strongest in women.

We also found that the effect of paying for posts on engagement was not the same across the different post types. Specifically, the effect of being paid on video posts appeared to be detrimental once reach was adjusted for, unlike photo and link posts. This may be due to videos requiring more effort on behalf of the user in that they need to watch and, usually, listen for an extended period. The increased effort may then mean that users will more readily scroll past a video if it does not immediately grab their attention, especially considering they will generally react negatively to obvious advertising [42]. When coupled with the fact that Facebook seems to give preferential treatment to videos in its algorithm compared to other post types [4], this finding highlights the need to weigh this preferential treatment against potential audience resistance. Public health agencies
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must therefore give careful consideration of how best to use videos within their campaigns on Facebook. This is particularly important given recent changes to the Facebook algorithm, particularly a promise to prioritize content generated by friends and family (ie, organic content) [43].

Day and time of post appear to have had some influence on engagement, with posts made on Mondays generally leading to lower engagement, whereas Fridays led to higher engagement. This finding might reflect users readying themselves for the working week and for the weekend, respectively. That is, on Monday users are focusing on the “serious” tasks of work, subsequently spending less time on Facebook, whereas on Friday they are preparing for more social events and activities of the weekend, reflecting a key motivation for using social media [44]. In addition, posts made outside of working hours generally led to lower levels of engagement, which was unexpected given usage patterns show the most popular times to look at social media are first thing in the morning and in the evening [2]. It is also partly in conflict with a Canadian study that found a negative association between posts made during working hours and engagement, although that study also found a negative association between engagement and posts made after work [23]. Our finding might reflect the fact that more content from larger international markets (eg, the United States and Europe) would be posted at these times, meaning the MHN content would face more competition for users’ attention, but this would not explain the Canadian finding. Alternatively, these seemingly contradictory findings suggest that the more effective time of post might vary depending on the topic of the post.

Other post characteristics, however, appeared to be less influential. That emotional posts did not generate higher levels of engagement is of particular note and largely in line with a previous study [4]. This is surprising given that these types of messages have been shown to be more effective on other media channels [45] and are often presented as being more engaging on social media [46]. The question then is whether emotional appeals are simply not what users want when engaging with health on Facebook, page administrators are not delivering content of sufficient quality, or content is not appealing to the “right” emotions. It was also noteworthy that specific behaviors generally did not generate more (or less) engagement. The exception to this was drink posts receiving more shares, suggesting that users find this content to be more novel, relevant, and interesting [47]. Further research is needed to explore these characteristics in more detail, underscoring the importance of evaluating Facebook campaigns and disseminating the results.

With regards to the page-level analyses, we found that there was no link between Facebook engagement and television advertising, in contrast to the Tips evaluation [27,28]. This is likely because the MHN television advertisements do not specifically mention a Facebook page, but rather direct people to the MHN website that also does not invite visitors to follow the campaign on Facebook. That means that the Facebook page essentially operates independently from the other campaign elements because the only way users can find the page is by searching for it within Facebook or through incidental exposure to MHN content on Facebook. It is likely that stronger linkages between the campaign components would lead to greater engagement with the Facebook page. However, it is unclear how best to synergize the campaign components, highlighting the need for robust evaluations of all components of mass media campaigns within public health. In addition, we found no evidence that the campaign narrowing its target audience led to any changes in the demographic profile of users who engaged with the Facebook page. This might be because the change in target audience occurred late in our analysis period and more time is needed to see an effect. Alternatively, it may have been because the content did not change appreciably or did not change in the right way to appeal to the new target audience. Campaign managers must therefore consider the role of each channel within a mass media campaign so that they complement one another. Some corporate brands, for instance, use Facebook as a way to associate particular events and values with their brand, as opposed to using it simply as another channel to sell their product [48]. Comprehensive formative and process evaluation would help to address these issues and help to bring about stronger linkages between the different campaign elements. However, formative and process evaluation are frequently overlooked and underreported in campaign evaluations [49].

A major limitation of our study is that we were limited to one campaign Facebook page covering just one health issue (overweight and obesity); tests with more pages that address different health issues are needed to strengthen our findings and increase their generalizability. In addition, our results should only be considered in relation to Facebook, rather than as relevant to other social media platforms given the reasons for using different platforms varies [47,50]. Our post-level analysis was also limited by a relatively small sample size of only 392 posts; more posts would have given us greater power to detect differences between the post characteristics. Finally, our interpretation of the results is based on the assumption that generating engagement is a necessary precursor to population-level impacts but, as yet, there is little evidence available to support this assumption within public health [51].

Outside of Facebook, there is suggestive evidence that skin cancer prevention messages disseminated on Twitter increased knowledge and reduced preference for a tan [52], but the impact of social media-disseminated messaging on health otherwise remains unknown. Investigating this link should be a priority for research, especially as recent changes in media consumption habits have necessitated a rethink in the relative value of different communication channels within mass media campaigns [53].

Conclusion

Our study shows the importance of paying to boost the reach of posts on Facebook while also demonstrating the value of maximizing organic reach, particularly in relation to videos. Therefore, page administrators should give careful consideration to their marketing strategy on Facebook as sole reliance on paid or organic posts could undercut the ability of a page to generate engagement and potentially influence health at a population level. Further, our results highlight the need for campaign managers to think strategically about the role of different campaign channels and how they can amplify and complement one another. These results also underscore the importance of ongoing evaluation of campaigns on social media, especially...
on Facebook where the algorithm determining who sees what, when, and how often is adjusted regularly.
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Abstract

Background: Social media may have a significant role in influencing the present and future health implications among Australian Aboriginal and Torres Strait Islander people, yet there has been no review of the role of social media in improving health.

Objective: This study aims to examine the extent of health initiatives using social media that aimed to improve the health of Australian Aboriginal communities.

Methods: A scoping review was conducted by systematically searching databases CINAHL Plus; PubMed; Scopus; Web of Science, and Ovid MEDLINE in June 2017 using the terms and their synonyms “Aboriginal” and “Social media.” In addition, reference lists of included studies and the Indigenous HealthInfonet gray literature were searched. Key information about the social media intervention and its impacts on health were extracted and data synthesized using narrative summaries.

Results: Five papers met inclusion criteria. All included studies were published in the past 5 years and involved urban, rural, and remote Aboriginal or Torres Strait Islander people aged 12-60 years. No studies reported objective impacts on health. Three papers found that social media provided greater space for sharing health messages in a 2-way exchange. The negative portrayal of Aboriginal people and negative health impacts of social media were described in 2 papers.

Conclusions: Social media may be a useful strategy to provide health messages and sharing of content among Aboriginal people, but objective impacts on health remain unknown. More research is necessary on social media as a way to connect, communicate, and improve Aboriginal health with particular emphasis on community control, self-empowerment, and decolonization.

(JMIR Public Health Surveill 2019;5(1):e11573) doi:10.2196/11573
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Introduction

The need for evidence-based strategies to improve the health of Australia’s Aboriginal and Torres Strait Islander people (hereafter referred to as Aboriginal) is essential to bridging the 10-year gap in life expectancy [1]. Addressing behaviors perpetuating chronic disease linked to diet and lifestyle and the underlying determinants is complex and, thus, require multifaceted solutions, including screening, assessment, and treatment, support for behavioral change, and changes to the environment to promote healthy choices [2,3]. Having Aboriginal communities at the center of the design and delivery of health-related programs is well established to improve outcomes [4,5].
Social marketing applies marketing principles to disease prevention programs to facilitate health behavioral change [6]. An increase in the use of the internet and portable devices and apps has increased the use of social media as an avenue for social marketing. Social media is any Web-based communication dedicated to participant-based input, interaction, content-sharing, and collaboration. Social media is increasingly being used to try and improve health across the entire population. A recent systematic review of the use and advantages of social media for health communication identified its increasing use and potential to improve health outcomes. Yet, the literature on its benefits and application in Aboriginal populations has not been systematically explored; understanding its potential to improve health in Aboriginal populations is important as the use of some social media in remote areas has been reported as 20% higher than the national average [7]. In addition, some evidence suggests that much of the media portrayal of Aboriginal people is negative and may lead to poorer health outcomes [8]. Racial vilification, where the collective trauma of Aboriginal people is publicized, triggers painful reminders of colonialism [9]. Moreover, sexually explicit content is readily available to the youth of illegal age [3]. However, other data suggest that the ability of social media to support the creation and sharing of content and networking provides opportunities for health messages to be conveyed to a wider social network [10]. While there is some evidence to support the role of social media to promote and improve health in Aboriginal people, there is little evidence of its effect.

Of the evidence that exists, it appears social media may provide a contemporary conduit for Aboriginal people’s expression of culture and the ability to access novel ways of health-related knowledge, learning, and engagement among one another and the wider community [11]. Little evidence includes the impact or effect of social media to change behavior or cultural norms [12]. Thus, there is a need to investigate the role of social media in delivering messages related to health for Aboriginal people and its impact on health outcomes.

This study aims to examine the extent of health initiatives using social media that aimed to improve the health of Aboriginal communities.

**Methods**

**Study Conception**

To conceptualize outcomes relative to our question, we undertook a scoping review of the potential breadth of health implications that social media may have on Aboriginal Australian’s health and well-being. A systematic approach, informed by the Preferred Reporting Items for Systematic Reviews and Meta-Analyses guidelines and Population, Intervention, Comparison and Outcomes, was used to construct the research question and search terms [13,14]. A scoping review approach was selected on the basis of the paucity of evidence in the field; this methodology was chosen to summarize what was known and identify gaps based on the guidelines of scoping reviews developed by Arksey and O’Malley [15] and advanced by Levac [16].

Our methodology included searching and reviewing the literature to examine the extent and type of work being undertaken in relation to using social media to improve health in Australian Aboriginal communities and summarize this work and identify gaps. A team of 3 researchers were involved in the totality of the process, 1 Aboriginal Australian and 2 non-Aboriginal Australians.

**Search Strategy**

The databases CINAHL Plus, PubMed, Scopus, Web of Science, and Ovid Medical Literature Analysis and Retrieval System Online were searched in June 2017 using the terms and their synonyms “Aboriginal” and “Social media” (Textbox 1); this was followed with citation snowballing from relevant systematic reviews and included full-text papers whereby reference lists were scanned. In addition, the first 5 pages of the Aboriginal health evidence repository website Australian Indigenous Health InfoNet was searched for gray literature in September 2017 using the same search terms.

**Data Management**

In August 2017, results were exported to Covidence software (Covidence Systematic Review Software, Veritas Health Innovation) [17]. Titles and abstracts from searches were screened by 2 authors (TW and CP). Differences of opinion were resolved through consensus discussions, and where agreement could not be reached, a third author (KK) was brought in to resolve.

**Inclusion and Exclusion Criteria**

All study designs were included. Published and unpublished studies were included; however, guidelines, protocols, opinion pieces, conference abstracts, and review papers were excluded. Systematic reviews were excluded; however, the reference lists of these studies were searched for relevant papers. Included studies must have reported participants who identified as Aboriginal or Torres Strait Islander, as well as some form of evaluative judgment on the role of social media on improving health.

The intervention or phenomena of interest was social media. Outcomes of interest were the acknowledgment, betterment, or detriment of Aboriginal-related health. In this instance, Aboriginal health and well-being were defined as any potential effects that improved or impaired any element of health, recognizing Aboriginal people’s broad conceptualization of health [18]. Papers were excluded where studies were not specific to health outcomes in Aboriginal people and, concomitantly, where there was an absence of the use of social media in conjunction with a focus on improving health outcomes.

**Data Analysis**

Data extracted included author, date, location, sample size, and demographics (if known), as well as interventions, potential outcomes, and findings related to the study aims. In addition, notes on whether there was Aboriginal involvement in the study were recorded and the impacts of social networking sites on Australian Aboriginal health and well-being specifically summarized.
Owing to the small number of included studies, this information was used to understand where the evidence currently exists and inform gaps, rather than a synthesis of findings. Narrative summaries of the qualitative studies included comparing and contrasting social media interventions across studies, as well as potential outcomes from each study to assist in informing a summary of the role of social media in improving the health in Australian Aboriginal communities as is typical of scoping reviews.

Quality Assessment

Studies were assessed for quality by 2 authors (CP and TW) using the Critical Appraisal Skills Programme tool [19]. Studies were scored out of 8 criterion points based on the quality assessment. Studies with a score of >4 (out of 8) were considered good quality; studies with a score of 4 were considered neutral quality and studies with a score of <4 were considered poor quality.

Results

Study Criteria

The initial search revealed 301 studies, which after duplicates were removed, leaving 234 for screening (Figure 1). Screening 234 titles and abstracts left 25 full-text papers for full-text screening. The full text of the remaining 25 papers was assessed, and a further 22 papers were excluded because of not meeting both health-related and social media-related outcomes, or because of not being an empirical study where some evaluation of the intervention was undertaken. Citation snowballing found an additional 7 papers, and following full-text assessment, 1 was included. Searching the gray literature in HealthInfoNet produced 3 papers relevant for assessment. Of the 3 included, 2 more were excluded; 1 was excluded owing to the inability to retrieve further information through contact with the author, whereas the second was excluded given the absence of health and related outcomes.

Included Study Features and Quality Assessment

While only 5 studies were found, a narrative summary of these studies was deemed appropriate to assist in understanding the role of social media in improving the health of Aboriginal Australians and guide future research in this area. Of the 5 included papers, 3 used qualitative approaches [11,20,21] and 2 used multiple methods [22,23]. Based on the quality assessment tool used, from the 5 studies, 2 were of neutral quality, 2 were of poor quality, and 1 was of good quality (Multimedia Appendix 1).

All papers were published within the past 5 years, from 2013 to 2017. The studies involved Aboriginal people aged 12-60 years and from both males and females. The settings of the social media campaigns were initiated in urban, rural, and remote Australian locations where they allowed for more widespread involvement. Study durations ranged from 1 day (15 hours) to the present day with ongoing reporting. Participant numbers varied between 28 and 346 people. A key feature and strength of all studies were that Aboriginal people were part of the research project and either involved in gathering experiential data, forming researcher-community partnerships or the research writing itself [24]. No studies reported objective impacts on health.

Social media was used as a tool to enhance social support in all studies, whereby community members were connected online. Social support occurred between social media users or users and Aboriginal health organizations by linking real-world events with Web-based conversations and in improving awareness of access to offline social and emotional support. In addition, social media was used to disseminate information more widely outside the study population as social media was proposed to provide a platform for reaching a broader audience.

One study found that age was associated with social media use for health [21]. Older Aboriginal groups often found using social media for health more complex and, in some cases, having detrimental health outcomes [21], whereas younger groups were more readily receptive to using social media for their health and well-being [11,20,21]. All studies mentioned the need for more time for participants to become familiar with utilizing social media for it to have an impact on health; the reason acknowledged was the relative infancy of social media use and Aboriginal health within Australia [21,23]. All studies showed improved health, which included exercise, nutrition, family, mental health, suicide, death, and grieving. Furthermore, all outlined the need for future social media health campaigns to consider current Australian Aboriginal health culture and perspective [11,20-23].
A repeated theme that appeared in 3 papers was that social media provided greater space for sharing health messages in a 2-way exchange [11,20,23]. One paper noted the increased awareness and self-empowerment of Aboriginal people in governing their own health after applying one particular social media campaign [11]. Another study showed that when the aim was to increase the quality and duration of Aboriginal people’s lives, an emphasis on sport and promotion of physical activity using social media as a medium was well received based on the overall participation and positive feedback. When this approach was combined with other health behaviors, such as quitting smoking, or decreasing the consumption of added sugar and sugar-sweetened beverages, more positive qualitative responses were apparent [22].

Negative health impacts were described in 2 papers using social media, where it was perceived to represent Aboriginal people in a poor light relative to health-related conditions [11,20]. One study specifically noted it could be inadvertently disrespectful by displaying death notices where elder Aboriginal people were unable to use or access social media; this included learning of illness, deaths, and funeral services belatedly in the family through Facebook rather than in-person [21]. Another study outlined that the consistent focus on the health implications, including chronic diseases like diabetes, obesity, and mental health, was potentially negative and labeled Aboriginal people into a deficit position [20]. Respondents in these 2 studies voiced concern with the negative images portrayed in all forms of media of Aboriginal people regarding their health [11,20].

**Discussion**

**Principal Findings**

This study aimed to examine the extent of health initiatives using social media that aimed to improve the health of Australian Aboriginal communities; it found 5 studies that evaluated the impact of a range of social media strategies on health or well-being. Social media provided a space for providing social support, sharing health-promoting messages, and increasing awareness and self-efficacy of Aboriginal people in governing
their own health. The cocreation of social media content with Aboriginal people and concepts of both self and community empowerment that aimed to improve health appeared to be well received based on the participation and positive feedback.

Literature is scarce regarding the use of social media as a conduit in promoting the health of Australian Aboriginal people. To the best of our knowledge, this is the first scoping review using a systematic approach to evaluating the evidence of health initiatives using social media that aimed to improve the health of Australian Aboriginal communities. A consistent and apparent theme was the concept of a healing and self-empowering dialogue among Aboriginal people. These themes, while often termed in a variety of different ways, centered around end users, researchers, and funders working together to construct contemporary ways to refine, expand, and improve Aboriginal health using multiple platforms of social media. Common alternate names used included, but were not limited to, cocreation, self-determination, 2-way communication, and self-design [11,20,25,26]. Most studies focused on the positive elements of improving Aboriginal health; this is in contrast to much of the previous literature, which framed their research around “disease” and the problems associated with the disease rather than “health.” Other work has investigated social media and its role in racial vilification [9]. The examples analyzed in this study show that social media has significant negative and detrimental impacts on Aboriginal people as they are reminded of colonization. However, the authors acknowledge that their findings highlight the potential vehicle of social media to have conversations that promote change [9]. In addition, a recent study has found that Australian Aboriginal people interact about their health using social media [27]. Our review highlighted that research that addresses and evaluates decolonization and self-empowerment will be more likely to improve Aboriginal health outcomes [11,20,28]. Sharing health information online may gather traction and community capital among Aboriginal communities when using positive messages related to diet, exercise, or smoking rather than threatening approaches frequently used in health media campaigns [27]. When there is an online sense of community support, with a particular focus on self-empowering language that promotes and encourages making better choices related to Aboriginal health and well-being, participation in social media may increase; this area shows promise for more work, given its positive reception and popularity among Aboriginal people [11]. More evaluation is warranted with framing “health” positively to improve Aboriginal health and its associated outcomes.

Social media was used as a platform for social support in most of the included studies. As social and emotional well-being and community connectivity are important for Aboriginal people, enhanced access to social support networks is important for enabling behavioral change [20,29-31]. Social media, through its increased reach could enhance and enlarge support networks; this is important for all Australian Aboriginal communities where access to support may be limited. In addition, information dissemination of public health messages and increasing awareness of access to support and health care can be enhanced for those living in remote communities [32]. The unfavorable findings within the included studies was that social media could be perceived to represent the health of Aboriginal people negatively [20,21,23] or conjure up emotion when learning about funeral services, death, and grieving on social media rather than in-person [21]; these are important considerations for the future use of social media in Aboriginal communities. Likewise, other work has shown that social media may heighten and increase conflict and violence among feuding families [33]. As social media can be used to increase reach for health messages, it can also be used to amplify stigma, racism, and bullying by more widely spreading negative messages. Social media can be used to propagate stigma, and this has been observed in many stigmatized health conditions such as mental health and Alzheimer’s disease [34,35]. Important lessons were learned from #IHMayDay social media strategy as concerns were prospectively raised about the detrimental impacts of negative framing and participants were urged to engage positively throughout the day [20]; this negative potential of social media must be considered for future interventions.

Respecting and appreciating traditional customs of Indigenous groups in building scientific evidence for Indigenous people has been called for in other work [36-38]. The impact of racism on psychological health and the overall negative approach taken by the portrayal of Maori people in all forms of media has been previously highlighted [38]; this fault is noted as a result of the adaptation to recent colonization. A recent systematic review of social marketing targeting Indigenous people across the world found that social marketing interventions primarily used television and radio advertising and appeared to confront health issues of Indigenous populations around the world despite not maximizing all elements of social marketing [39]. These findings together provide evidence for the need to consider social media as strategies to improve the health of Australia’s Aboriginal people, acknowledging the need to use positive health messaging and portray these communities using a strengths-based focus.

Limitations

This study is limited to social media and does not include other social marketing campaigns. Studies only focused on Australian Aboriginal populations and may not be relevant to other Indigenous populations across the world using other platforms for social marketing beyond social media. However, this scoping review has highlighted the lack of studies that actually examine the impact of health-related social media activities in Aboriginal people. While inferences are made toward the perceived or self-reported impact on health or well-being, there was no actual objective measurement in any of the included studies. There is a need for work examining the impact of social media on actual health outcomes.

Conclusions

Understanding the potential for social media to improve health and well-being in Australian Aboriginal communities is important for researchers, public health professionals, and policy makers. Our scoping review found that there is potential for social media to provide a space for sharing health-promoting messages and increase awareness and self-efficacy of Aboriginal people in governing their own health and for social support. The cocreation of social media content involving Aboriginal people with the aim to improve health appears to influence
participation when framed in a positive health context or form of self-empowerment. However, not all social media approaches are positively associated with Aboriginal people, and some negative health relationships still exist and require further exploration. There is a need for the development and implementation of cocreated messages with the Australian Aboriginal community delivered over social media and the subsequent measurement of its impact on health outcomes.
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Abstract

Background: Uptake of pre-exposure prophylaxis (PrEP) among black individuals in the United States is low and may be associated with the limited availability of clinics where PrEP is prescribed.

Objective: We aimed to determine the association between spatial access to clinics where PrEP is prescribed and willingness to use PrEP.

Methods: We identified locations of clinics where PrEP is prescribed from AIDSVu.org and calculated the density of PrEP clinics per 10,000 residents according to the ZIP code. Individual-level data were obtained from the 2016 National Survey on HIV in the Black Community. We used multilevel modelling to estimate the association between willingness to use PrEP and clinic density among participants with individual-level (HIV risk, age, gender, education, income, insurance, doctor visit, census region, urban/rural residence) and ZIP code–level (%poverty, %unemployed, %uninsured, %black population, and density of health care facilities) variables.

Results: All participants identified as black/African American. Of the 787 participants, 45% were men and 23% were found to be at high risk based on the self-reported behavioral characteristics. The mean age of the participants was 34 years (SD 9), 54% of participants resided in the South, and 26% were willing to use PrEP. More than one-third (38%) of the sample had to drive more than 1 hour to access a PrEP provider. Participants living in areas with higher PrEP clinic density were significantly more willing to use PrEP (one SD higher density of PrEP clinics per 10,000 population was associated with 16% higher willingness [adjusted prevalence ratio = 1.16, 95% CI: 1.03-1.31]).

Conclusions: Willingness to use PrEP was associated with spatial availability of clinics where providers prescribe PrEP in this nationally representative sample of black African Americans.

(JMIR Public Health Surveill 2019;5(1):e12405) doi:10.2196/12405
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**Introduction**

Black Americans comprise 44% of the nearly 40,000 individuals diagnosed with HIV in the United States in 2016 [1]. Pre-exposure prophylaxis (PrEP) in the form of tenofovir/emtricitabine is highly effective for the prevention of HIV [2,3]. Recent data suggest that although the need for PrEP is highest among black individuals, the rate of PrEP uptake is disproportionately low in this group compared to white Americans [4-6].

Individual-level barriers to PrEP use among black individuals include lack of awareness, low perceived HIV risk, and safety concerns [7-10]. PrEP also requires a prescription, and black individuals report a usual source of health care less often than white individuals [11]. Among black individuals, PrEP use may also be limited due to mistrust of the health care system, which is a result of contemporary and historical experiences of racism and discrimination [12,13].

Beyond these barriers, structural factors or aspects of one’s environment that are out of one’s immediate control, such as spatial access, may limit PrEP uptake [14-17]. Spatial access or proximity to services has been explored as a structural barrier to HIV services [18,19]. However, few studies have explored spatial access to PrEP. The purpose of this study was to determine the association between proximity to PrEP-prescribing clinics and willingness to use PrEP among black individuals in the United States.

**Methods**

**Individual-Level Data**

The National Survey on HIV in the Black Community was a cross-sectional survey administered to black individuals (aged 18 to 50 years) through Knowledge Networks, which is a probability-based, online, nonvolunteer Web panel [20]. Panel members were recruited from randomly selected addresses obtained from the US Postal Delivery Sequence File. All surveys were completed via email. Households without internet service were provided internet access.

To develop the survey, cognitive interviews were conducted with a convenience sample of black individuals, and 64 questions, one per screen, were included, some of which had automatic skip logic. A back button could be used to change responses. Once the survey was completed, the participant could not re-enter the survey to submit additional surveys. A pretest was conducted with 26 cases and reviewed for accuracy. No personal information was collected. The median completion time was 13 minutes. No cookies were used, and duplication was not allowed in the panel.

This study was approved by Boston Children’s Hospital (Boston, MA). Informed consent was obtained prior to administration. Data were collected from February 12 to April 17, 2016. A US $5 online gift card was offered to all participants. All 1969 black participants in the panel were sampled. Of the 896 (45.50%) who provided consent, 868 (96.88%) were eligible and completed the survey. Only completed surveys were included in this analysis. The sample included individuals reporting high and low HIV risk. HIV-positive individuals were excluded. Post-stratification weighting was performed using sociodemographic benchmarks from the March 2016 supplement of the Current Population Survey [21] to ensure that estimates were representative of adults living in households in the United States in 2016 [22].

**Outcome**

Willingness to use PrEP was ascertained by selecting yes, no, or maybe to item “If a pill that could prevent transmission of HIV from an HIV positive sex partner to an uninfected partner were available I would take it.” Responses were collapsed to obtain the risk ratio (yes vs no/maybe).

Based on prior research, the following covariates were selected: age (continuous); gender (male, female, or transgender male or female); HIV risk (more than one sex partner and no condom use in the last 3 months, anal sex with more than one partner and no condom use in the last 3 months, men having sex with men, history of a sexually transmitted infection in the last 3 months, drug use in the last 30 days, transgender individuals, and transactional sex work); education (less than high school, high school graduate/General Education Development [GED], college, or higher); income; insurance status (insured or uninsured); visits to a doctor (<12 months or >12 months); metropolitan statistical area (urban or rural); and region.

**Exposure**

We obtained the locations of PrEP-prescribing clinics from AIDSVu.org [23] on September 29, 2017, for 760 unique ZIP codes and geocoded the addresses in ArcMap 10.4 [24], which produced 173 locations across 127 distinct ZIP Codes. The development and validation of the database of PrEP-prescribing locations has been described elsewhere [25,26]. We selected a random sample of clinics (10%) and confirmed the time of start of prescriptions to ensure the exposure date preceded collection of our outcome variable (willingness to use PrEP). We calculated the density of PrEP clinics per 10,000 residents according to the ZIP code by using the Census 2010 denominators [27] and the number of PrEP clinics per square mile using ArcMap 10.4 [24].

**ZIP Code Covariates**

ZIP code–level covariates from the American Community Survey 2007-2011 (%living in poverty, %unemployed, %black population) and %uninsured from the American Community Survey 2008-2012 (unavailable for 2007-2011) were downloaded from the American Fact Finder Website [22]. We also adjusted for the density of clinics, community centers, and hospitals in 2016, which were retrieved from ERSI Business Analyst 2016 using North American Industry Classification System codes (621111 and 621112 for doctor offices, 621498 for community health care centers, and 622110 for hospitals) [23,28]. Kernel densities for each variable per ZIP code were produced 173 locations across 127 distinct ZIP Codes. The density of PrEP clinics per 10,000 residents according to the ZIP code by using the Census 2010 denominators [27] and the number of PrEP clinics per square mile using ArcMap 10.4 [24].
distance was measured from each geocentroid to the nearest PrEP-prescribing clinic. We limited the distance calculation to a 1-hour maximum to limit calculations that included crossing state lines. The variable was coded into four equal categories based on quartile distributions of drive times below 60 miles or <1 hour driving time, and the remainder of the sample was included within a fifth category, which served as the reference group. Drive time of more than 1 hour was chosen as the reference category, because a large proportion of the sample fell outside the 1-hour mark, which we assumed would be a barrier to accessing PrEP. Geospatial analyses were conducted using ArcMap 10.4 [24], and statistical analyses were performed using STATA 14.1 (Stata Corp., College Station, TX).

Data Analysis
We merged the ZIP code data of individuals and subsequently conducted a multilevel, multivariable analysis to estimate the association between willingness to use PrEP and PrEP clinic density while adjusting for individual and ZIP code covariates in one block. Adjusted prevalence ratios (APR) were calculated along with the 95% CIs. Associations were considered significant at $P<.05$.

Results
We included 787 participants and 700 distinct ZIP codes in the multilevel analysis. Among the participants, 45% were male and 23% were at high risk for HIV infection based on self-reported behavioral characteristics. The mean age of participants was 34 years (SD 9), 54% resided in the South, and 26% were willing to use PrEP. Among high-risk participants, 40.8% were willing to use PrEP. The mean number of PrEP clinics per ZIP code was 1.73 (SD 0.64), the density per 10,000 people was 0.07 (SD 0.22), and 38% of the sample had to drive more than 1 hour to access PrEP. Participants living in areas with higher PrEP clinic density were significantly more willing to use PrEP: 1 SD higher density of PrEP clinics per 10,000 people was associated with 16% higher willingness (APR=1.16, 95% CI=1.03-1.31). Participants with a high school diploma or GED were less likely to be willing to use PrEP than participants without such education levels (APR=0.60, 95% CI=0.37-0.99). Self-reported high HIV risk (APR=1.70, 95% CI=1.27-2.27) and residence in the West compared to Northeast (APR=2.04, 95% CI=1.06-3.93) were significantly associated with higher likelihoods of willingness to use PrEP (Table 1 and Table 2).
### Table 1. Individual-level characteristics and multivariable associations with willingness to use pre-exposure prophylaxis (PrEP), 2016.

<table>
<thead>
<tr>
<th>Individual-level characteristics included in the model (N=787)</th>
<th>Value</th>
<th>Adjusted prevalence ratio</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>34 (9.03)</td>
<td>1.00</td>
<td>0.98-1.01</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>308 (45.0)</td>
<td>1</td>
<td>Reference</td>
</tr>
<tr>
<td>Female</td>
<td>479 (55.0)</td>
<td>1.16</td>
<td>0.87-1.54</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong>&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lower than high school</td>
<td>58 (11.0)</td>
<td>1</td>
<td>Reference</td>
</tr>
<tr>
<td>High school diploma/GED&lt;sup&gt;b&lt;/sup&gt;</td>
<td>169 (34.0)</td>
<td>0.60</td>
<td>0.37-0.99</td>
</tr>
<tr>
<td>College or higher</td>
<td>560 (55.0)</td>
<td>0.74</td>
<td>0.46-1.19</td>
</tr>
<tr>
<td><strong>Income, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;US $10,000</td>
<td>154 (16.0)</td>
<td>1</td>
<td>Reference</td>
</tr>
<tr>
<td>US $10,000-$39,999</td>
<td>266 (29.0)</td>
<td>0.89</td>
<td>0.60-1.32</td>
</tr>
<tr>
<td>US $40,000-$99,999</td>
<td>281 (41.0)</td>
<td>0.80</td>
<td>0.51-1.27</td>
</tr>
<tr>
<td>≥US $100,000</td>
<td>86 (15.0)</td>
<td>0.67</td>
<td>0.34-1.34</td>
</tr>
<tr>
<td><strong>Insurance status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Currently insured</td>
<td>670 (83.0)</td>
<td>1.20</td>
<td>0.75-1.92</td>
</tr>
<tr>
<td>Not insured</td>
<td>117 (17.0)</td>
<td>1</td>
<td>Reference</td>
</tr>
<tr>
<td><strong>Doctor visit, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤12 months</td>
<td>619 (77.0)</td>
<td>1</td>
<td>Reference</td>
</tr>
<tr>
<td>&gt;12 months or never</td>
<td>168 (23.0)</td>
<td>0.79</td>
<td>0.51-1.21</td>
</tr>
<tr>
<td><strong>HIV risk, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>194 (23.0)</td>
<td>1.70</td>
<td>1.27-2.27</td>
</tr>
<tr>
<td>No</td>
<td>593 (77.0)</td>
<td>1</td>
<td>Reference</td>
</tr>
<tr>
<td><strong>Census region, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Northeast</td>
<td>142 (19.0)</td>
<td>1</td>
<td>Reference</td>
</tr>
<tr>
<td>Midwest</td>
<td>163 (18.0)</td>
<td>1.52</td>
<td>0.75-3.07</td>
</tr>
<tr>
<td>South</td>
<td>389 (53.0)</td>
<td>1.45</td>
<td>0.77-2.74</td>
</tr>
<tr>
<td>West</td>
<td>93 (11.0)</td>
<td>2.04</td>
<td>1.06-3.93</td>
</tr>
<tr>
<td><strong>Metropolitan statistical area, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>729 (91.0)</td>
<td>1</td>
<td>Reference</td>
</tr>
<tr>
<td>Rural</td>
<td>58 (9.0)</td>
<td>0.72</td>
<td>0.38-1.37</td>
</tr>
<tr>
<td><strong>Willingness to use PrEP&lt;sup&gt;c&lt;/sup&gt;, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>212 (26.0)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>No/maybe</td>
<td>575 (74.0)</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

<sup>a</sup>Percentages are weighted.

<sup>b</sup>GED: General Education Development.

<sup>c</sup>PrEP: pre-exposure prophylaxis.

<sup>d</sup>Not available.
Table 2. ZIP code–level characteristics and multivariable associations with willingness to use pre-exposure prophylaxis (PrEP), 2016.

<table>
<thead>
<tr>
<th>ZIP code–level variables included in model</th>
<th>Value</th>
<th>Adjusted prevalence ratio</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density of PrEPa clinics per 10,000 people, mean (SD)</td>
<td>0.00 (0.23)</td>
<td>1.16</td>
<td>1.03-1.31</td>
</tr>
<tr>
<td>Driving distance to PrEP clinic from population centroid (miles)b, mean (SD)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-2.65</td>
<td>10.76 (11.77)</td>
<td>1.16</td>
<td>1.03-1.31</td>
</tr>
<tr>
<td>2.06-7.19</td>
<td>124 (15.76)</td>
<td>0.58</td>
<td>0.33-1.03</td>
</tr>
<tr>
<td>7.20-16.68</td>
<td>131 (16.65)</td>
<td>0.70</td>
<td>0.43-1.11</td>
</tr>
<tr>
<td>16.69-57.27</td>
<td>122 (15.50)</td>
<td>0.63</td>
<td>0.36-1.11</td>
</tr>
<tr>
<td>&gt;1-hour drive time (reference)d</td>
<td>296 (37.61)</td>
<td>1.00</td>
<td>—</td>
</tr>
<tr>
<td>Density of doctors and outpatient clinics, mean (SD)</td>
<td>0.21 (0.24)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Density of CHCse, mean (SD)</td>
<td>0.00 (0.00)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Density of hospitals, mean (SD)</td>
<td>0.01 (0.01)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Density of clinics/CHCs/hospital compositesf, mean (SD)</td>
<td>—</td>
<td>1.04</td>
<td>0.80-1.33</td>
</tr>
<tr>
<td>Black/African Americang (%), mean (SD)</td>
<td>35.89 (28.52)</td>
<td>1.05</td>
<td>0.87-1.26</td>
</tr>
<tr>
<td>Unemployedf (%), mean (SD)</td>
<td>11.42 (5.32)</td>
<td>1.05</td>
<td>0.84-1.31</td>
</tr>
<tr>
<td>Living in povertyg (%), mean (SD)</td>
<td>20.02 (11.15)</td>
<td>0.98</td>
<td>0.75-1.27</td>
</tr>
<tr>
<td>Uninsuredf (%), mean (SD)</td>
<td>16.65 (6.79)</td>
<td>1.04</td>
<td>0.87-1.24</td>
</tr>
</tbody>
</table>

aPrEP: pre-exposure prophylaxis.
bThis is a 5-level variable.
cNot available.
dDriving time is approximately 1 minute per mile. Therefore, >1-hour drive time is equivalent to 60 miles. This is the reference group.
eCHC: community health center.
fA composite variable created through principal components analysis using density of doctors/outpatient clinics, community health centers, and hospitals; higher scores indicate greater density.
gMean weighted percentage.

Discussion

Spatial proximity is a critical determinant of access to health services [29,30]. Our findings indicate that spatial access to PrEP-prescribing clinics is associated with greater willingness to use PrEP among black individuals. These findings provide additional evidence that access to PrEP must expand to increase uptake. In this study, spatial access may have led to greater willingness to use PrEP because of increased awareness through formal advertising, informal neighborhood networks, or direct knowledge of someone taking PrEP. Social capital and a general “culture of health” may also impact willingness and have been positively associated with use of HIV services [15,31].

Importantly, we found that nearly 40% of the sample would need to drive for >1 hour to access PrEP. Studies have shown that transportation barriers have a significant impact on health outcomes, particularly among disadvantaged individuals [32,33]. Regarding HIV care and treatment, travel time has been found to be a barrier to retention in care [34,35].

Based on our findings, an increase in the number of PrEP-prescribing providers in areas where access is currently limited would increase the use of PrEP. Recent studies have reported that many providers are unfamiliar with PrEP and have concerns about its safety and risk compensation [36-38]. Interventions that educate providers about PrEP are critical. Novel interventions such as the use of navigators or online prescriptions may also be necessary to increase uptake of PrEP.

This study has several limitations. Although the PrEP-prescribing database has undergone validation [25], sites may have been missed. In addition, the survey did not measure actual PrEP use. However, willingness to use PrEP provides a reasonable measure of potential uptake. Distance to PrEP sites could have been calculated from participants’ addresses; however, we only had access to participants’ ZIP codes. Although the sample size was modest, these data are nationally representative and weighted to reflect the population composition of black individuals in the United States.

In conclusion, this study demonstrates that black individuals with higher spatial access to PrEP-prescribing clinics were more willing to use this intervention. Scaling up of PrEP prescription at clinics in areas where black individuals reside is necessary to increase access to PrEP.
Acknowledgments

We gratefully acknowledge the participants in the National Survey on HIV in the Black Community and our National Advisory Committee. We would also like to thank Felton Earls, MD, for his leadership in survey development. This publication was possible because of help from the Harvard University Center for AIDS Research (CFAR), an NIH-funded program (P30 AI060354 to KHM and BOO). Additional investigator funding was received from the National Institute of Mental Health (NIMH) K23MH107316 (BOO), NIMH K01MH111374 (YR), and NIMH P30MH058107 (KHM).

Conflicts of Interest

None declared.

References


23. AIDSVu. URL: https://aidsvu.org [accessed 2018-10-01] [WebCite Cache ID 72qgzCpkR]


Fraud Detection Protocol for Web-Based Research Among Men Who Have Sex With Men: Development and Descriptive Evaluation

April M Ballard1,2, MPH; Trey Cardwell1, MPH; April M Young1,3, PhD, MPH

1Department of Epidemiology, College of Public Health, University of Kentucky, Lexington, KY, United States
2Department of Environmental Health, Emory University, Atlanta, GA, United States
3Center on Drug and Alcohol Research, University of Kentucky, Lexington, KY, United States

Abstract

Background: Internet is becoming an increasingly common tool for survey research, particularly among “hidden” or vulnerable populations, such as men who have sex with men (MSM). Web-based research has many advantages for participants and researchers, but fraud can present a significant threat to data integrity.

Objective: The purpose of this analysis was to evaluate fraud detection strategies in a Web-based survey of young MSM and describe new protocols to improve fraud detection in Web-based survey research.

Methods: This study involved a cross-sectional Web-based survey that examined individual- and network-level risk factors for HIV transmission and substance use among young MSM residing in 15 counties in Central Kentucky. Each survey entry, which was at least 50% complete, was evaluated by the study staff for fraud using an algorithm involving 8 criteria based on a combination of geolocation data, survey data, and personal information. Entries were classified as fraudulent, potentially fraudulent, or valid. Descriptive analyses were performed to describe each fraud detection criterion among entries.

Results: Of the 414 survey entries, the final categorization resulted in 119 (28.7%) entries identified as fraud, 42 (10.1%) as potential fraud, and 253 (61.1%) as valid. Geolocation outside of the study area (164/414, 39.6%) was the most frequently violated criterion. However, 33.3% (82/246) of the entries that had ineligible geolocations belonged to participants who were in eligible locations (as verified by their request to mail payment to an address within the study area or participation at a local event). The second most frequently violated criterion was an invalid phone number (94/414, 22.7%), followed by mismatching names within an entry (43/414, 10.4%) and unusual email addresses (37/414, 8.9%). Less than 5% (18/414) of the entries had some combination of personal information items matching that of a previous entry.

Conclusions: This study suggests that researchers conducting Web-based surveys of MSM should be vigilant about the potential for fraud. Researchers should have a fraud detection algorithm in place prior to data collection and should not rely on the Internet Protocol (IP) address or geolocation alone, but should rather use a combination of indicators.

(JMIR Public Health Surveill 2019;5(1):e12344) doi:10.2196/12344
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Introduction

The internet is becoming an increasingly common tool for survey research [1-8]. Online instruments present opportunities to recruit “hidden” or vulnerable populations that have previously been difficult to reach, including men who have sex with men (MSM), people who use drugs, and transgender people [2,9-13]. Internet-based research allows for anonymity and
decreases barriers for participants. The confidentiality and distance from the researcher provided with Web-based data collection creates a space for participants, especially those who are part of a stigmatized population, to provide information honestly and with less apprehension [2,4,9,14,15]. Furthermore, Web-based methods may be more appropriate and effective in reaching communities that are highly active on the Web, such as MSM who use social and sexual networking websites and dating and sexual mobile phone apps [2]. Internet as a data collection tool also allows researchers to reach geographically dispersed populations [4,9] and minimizes cost to researchers, providing an effective, cost-efficient method to recruit and collect data from hard-to-reach populations [2,3,7,8,14-16].

However, the anonymity of internet-based research that serves as an advantage for data collection also poses challenges that portend data quality and validity. Surveying participants in person allows investigators to better enforce inclusion criteria and prevent duplicate enrollment [2,3,7,9,14,15,17], while the process of avoiding fraudulent enrollment in Web-based research is more difficult. Previous research has focused on 2 different types of invalid entries as follows: (1) ineligible participants who misrepresent themselves to fit eligibility criteria to profit from compensation (ie, misrepresentation fraud) and (2) eligible participants who participate more than once without malefic intent or to receive additional compensation (ie, duplicate fraud) [2,4,7,9,13-19]. The confidentiality and anonymity of Web-based research make it difficult to prevent such entries, posing a threat to data integrity if appropriate data quality protocols are not in place [4,7,13-15,17-20]. Bots and software that have the capability to produce human-like data with unique Internet Protocol (IP) addresses can also lead to invalid or fraudulent data [21]. Computer program (ie, bots) and human fraud must both, therefore, be considered in fraud identification strategies. As others have noted [1,2], increasing use of Web-based methodology warrants the development of standards and expectations for Web-based research to ensure data validity and accurate result reporting.

Previous research has focused on the use of a handful of characteristics that can be used to identify fraud (eg, IP address; personal information such as name, address, and email address; response patterns; and timestamps) [2,3,7,9,13-15,17,18,20,22]. However, technology is rapidly advancing, as is the savviness of its users, and approaches previously used to prevent and detect fraud may now lack utility or need to be supplemented with other techniques [2]. For example, the development and increasing use of network devices and smartphones have made it more difficult to utilize IP addresses as they can be masked both intentionally and unintentionally by users [23-26]. The purpose of this analysis was to evaluate fraud detection strategies in a Web-based survey of young MSM and describe new protocols to improve fraud detection in Web-based survey research.

Methods

Study Design

The Men’s Health Study was a cross-sectional survey that examined individual- and network-level risk factors for HIV transmission and substance use among young MSM residing in 15 counties in Central Kentucky (total population size, 743,119) [27]. The eligibility criteria included being aged 18-34 years, being biologically male, having engaged in anal sex with another man during the past 6 months, and residing in Central Kentucky. Qualtrics [28], a Web-based survey service, was used to create a Web-based eligibility screening assessment, consent form, and behavioral and demographic survey. A link to the Qualtrics survey was posted on the study website hosted by WordPress [29], which also described the monetary incentive, the process for completing the screening assessment, consent form, and survey, and provided community resources and contact information for the research staff. Based on pilot-testing among the staff, the screening, consent, and survey were anticipated to require a maximum of 45 minutes to complete, and the survey was anticipated to take between 5 and 30 minutes to complete depending on responses and subsequent skip patterns.

Participants were recruited from February to July 2018 utilizing flyers containing the Web address and a quick response code for the study’s website. The flyers were posted in local lesbian, gay, bisexual, transgender, and queer (LGBTQ) venues (eg, bars, adult entertainment stores, and health clinics) and on social media via a study-specific page and young adult LGBTQ groups. Staff also set up booths at 2 local LGBTQ events to disseminate flyers; at one event, the booth allowed space for participants to take the survey and be reimbursed on site. Recruitment also involved peer referral. During the survey and informed consent form, participants were informed that they were allowed to refer up to 3 peers to the study and receive US $10 per eligible referral who completed the survey. Upon completion of the survey, participants received a message from the staff that contained the survey URL and a referral code number and reminded them that they could earn up to US $30 for peer referrals; the former allowed the staff to link participants to people they refer. Participants could choose to receive this message from the staff via a short message service (SMS) text message or email, and provided their phone number or email address accordingly.

Participants who completed the survey had the option of declining an incentive or receiving a US $25 e-gift card or mailed payment and provided details either on their email address or mailing address. Participants were informed that the same method of delivery chosen for their US $25 survey incentive would be used for their peer referral incentives. Those who were recruited at local LGBTQ events were also given the option to receive their US $25 incentive in-person as payment and, then, were asked if they would like to receive their peer referral incentives as an e-gift card or mailed payment. All procedures were approved by the University of Kentucky’s Institutional Review Board.

Fraud Prevention Strategies

Prior to launching the Web-based survey, 4 strategies were implemented to prevent fraud. First, the informed consent form stated that participants should not take the survey more than once, and if this occurred, incentives would not be received more than once. Second, participants could not enter their email or mailing address to receive compensation until the very end of the survey, making the process to receive incentives more
time-consuming in an effort to deter fraud. Third, to prevent participants from taking the survey more than once, either as a duplicate entry or to try to determine the eligibility criteria and subsequently misrepresent themselves to meet those criteria, the “prevent ballot box stuffing” option in Qualtrics was activated. This option places a cookie on the browser when a response is submitted so that if the survey link is clicked on again from the same device and browser, Qualtrics would detect the cookie and prevent the person from entering the survey [30].

Fourth, an option was also activated in Qualtrics to prevent indexing, which blocks search engines from finding the survey and presenting it in search results [30], thereby reducing the likelihood of fraudulent or inapposite participation. Of note, validation using GeoIP location, an estimate of a person's location based on the IP address, was not used to block survey access because GeoIP location is not always accurate. Smartphones, remote access tools (eg, virtual private network), and network address translators (NATs) used by organizations or companies that assign public addresses to a computer inside a private network for security purposes can result in less accurate or concealed GeoIP estimates [23-26]. In addition, the survey did not use a tool like a Completely Automated Public Turing Test to tell Computers and Humans Apart, which could have reduced fraud by requiring respondents to verify that they were not robots [30]. However, previous research has demonstrated that Completely Automated Public Turing Test to tell Computers and Humans Apart tool verification is not failproof and can be passed despite an entry being invalid or fraud [21].

### Fraud Criteria and Detection Strategies

Each survey that was at least 50% complete was manually checked by the study staff utilizing an extensive protocol (Figure 1) to detect fraud based on 8 criteria (described below). A point system was used with each criterion having an assigned point value of 1 or 2, and the total was used to classify surveys as fraudulent, potentially fraudulent, or valid. Data characteristics that were considered to possibly indicate fraud but could also have a reasonable justification were assigned 1 point so that they could be flagged as suspicious and confirmed through correspondence with participants. Data characteristics that were considered to be strongly and independently indicative of fraud were assigned 2 points. A 2-point threshold was, therefore, used for classification as fraud. The measures listed below were used in the fraud detection algorithm.

### Geolocation

The survey software logged approximate latitude and longitude locations for participants by comparing IP addresses to a location database [23,24,30]. These data are typically accurate to the city level within the United States. Outside of the United States, data are only accurate at the country level [30].

Geolocation outside of the study area was valuable for assisting with fraud detection but could not be used as a stand-alone fraud detection mechanism because only an external IP address is displayed when a device is connected to a virtual private network or NAT. This causes all devices to have identical IP addresses and geolocation [24,26]. Additionally, research staff found that surveys they knew to be local and valid (ie, those completed at local LGBTQ events) would frequently have geolocations outside of the study area, sometimes even outside of the state of Kentucky. Surveys at LGBTQ events were completed on smartphones, which can display different IP addresses within minutes because of network proxies within the carrier’s network. This results in inaccurate geolocation based on IP addresses [25].

Geolocation based on IP addresses was, therefore, not used in isolation as a fraud detection mechanism but was considered in the context of other indicators of location. In-person recruitment events and mailing address for those who requested payment incentives allowed the study staff to verify the location of participants. If the survey was completed at an in-person event or if the incentive was requested to be mailed to an address in the study area, the IP address geolocation outside of the study area was not used as an indicator of fraud. However, if the IP address geolocation was outside of the study area, the incentive requested was an e-gift card, and the survey was not completed in-person at a recruitment event, then the survey received 1 point toward the fraud detection point total.

### Phone Number

Participants were asked to provide telephone numbers if they consented to be contacted for future research and as a method to receive a referral code. The staff searched phone numbers on the Web using Whitepages.org to identify instances in which the numbers were invalid or corresponded with local businesses or organizations, in which case, the survey received 1 point [15]. Phone numbers were kept separate from all survey data to ensure participants’ privacy and anonymity.

### Names

When the survey was initially launched, participants were asked to give their name only if they consented to be contacted for future research or they requested payment through the mail for their incentive. To be able to investigate fraudulent behavior among e-gift card recipients, researchers began requesting participants name when e-gift cards were selected as an incentive. In addition, names were sometimes contained in or associated with email addresses (eg, john.doe@email.com) entered to receive e-gift card incentive, referral code, or community resources. Therefore, names were given up to 3 times—for incentive delivery, through names linked to or contained in email addresses, and in the consent to future research section. This allowed researchers to cross-reference names up to 3 times. If names did not match within a survey, participants were assigned 1 point toward fraud.

### Email Address

Email addresses were examined to detect potential fraud. As done in a previous study [21], addresses with alternating letters and numbers (eg, a12bcd34e@email.com) were suspected by researchers to be fake email accounts (ie, created by a Bot program or by a human trying to misrepresent themselves). Surveys associated with such email addresses received 1 point toward fraud.
Online Survey Fraud Detection Algorithm

Each entry was initially reviewed using the following criteria and assigned a fraud score (points given in brackets):

a) [1 point] Was the IP address location outside of the study area AND unable to be verified through other means (i.e., a mailing address for mailed incentives AND completion in-person at a study recruitment event)? *(n=164)*

b) [1 point] Is the provided phone number a business or organization number rather than personal number? *(n=94)*

c) [1 point] Are names within the entry (i.e., in consent form, email address, incentive mailing address) different? *(n=43)*

d) [1 point] Is the email address provided unusual (ex. a12bcd34e@email.com)? *(n=37)*

e) [2 points] Does the first and last name AND one or more other personal information items (i.e., phone number, email address, and/or physical address) match previous entries? *(n=13)*

f) [1 point] Do two or more of the following match previous entries’ information: phone number, email address, and/or physical address? *(n=6)*

g) [2 points] Does the date of birth AND one or more personal information items (i.e., phone number, email address, and/or physical address match previous entries’)? *(n=5)*

h) [1 point] Was the duration of the survey less than 5 minutes? *(n=3)*

All entries that received a score of 1 point were categorized as potentially fraudulent. All entries that received a score of 2 points or more were categorized as fraudulent.

Personal Information

Personal information, including name, phone number, date of birth, email address, and mailing address, was compared across surveys to detect fraud. If 2 personal information items (i.e., phone number, email address, and mailing address) matched a previously completed survey, the survey received 1 point toward their fraud total. Those with matching information but different names and date of birth could represent phone sharing and cohabitation, so surveys that contained contact information that had been entered previously but different names and dates of birth were contacted by the study staff to verify their identity as a unique participant (further described in Fraud Categorization below). Those with 1 or more matching personal information items and the same first and last name as a previous survey received 2 points as this was seen as a definite sign fraud. Additionally, surveys with, at least, one matching personal information item and the same date of birth as a previous survey received 2 points.

Survey Duration

Qualtrics collected timestamps for the screening, consent form, and survey sections. For each section, Qualtrics recorded the time each section began and ended. Of note, there was no option to save survey progress, preventing completion across multiple sessions. If the survey was completed in <5 minutes, the entry received 1 point.

Fraud Categorization

Figure 2 displays data on survey entries and fraud categorization. Surveys were classified as fraudulent if the total entry point value added to ≥2. Depending on what contact information was provided, fraudulent surveys received a phone call, SMS text message, or email stating, “You recently completed a survey for a health study online. However, we detected that your survey entry was fraudulent. If you think this is a mistake, please contact us”, with the intent of deterring further fraudulent behavior. If participants did not respond, their survey was considered invalid and they did not receive compensation. No responses were received from those categorized as fraudulent.

Surveys were classified as potential fraud if the total point value added to 1. Potentially fraudulent participants received a phone call, SMS text message, or an email stating, “Thank you for completing the UK Health Study online survey. We have been experiencing fraud in the study and your survey entry has been flagged as suspicious. We sincerely apologize for the inconvenience if this was an error. Please contact us by calling xxx-xxx-xxxx to confirm that you did indeed complete a survey and we will send your $25 incentive.” This message was meant to deter those who were indeed fraudulent but also provide an opportunity for valid submissions to verify legitimacy. They were asked to confirm personal information such as date of birth, mailing address, or email address to validate their survey. If a participant responded and was unable to provide verification, the survey was categorized as fraudulent. If a participant did not respond, the survey remained as potentially fraudulent.

Surveys were classified as valid if they met none of the fraud detection criteria or if they were originally classified as potentially fraudulent but contacted study staff to confirm the validity of their survey entry.

Analyses

Descriptive analyses were performed using SAS software, version 9.4 (SAS Institute; Cary, NC, USA) to describe the number and percentage who violated each fraud detection criterion among those that were classified as fraud, potential fraud, and valid.
Results

Overall, 62.3% (490/787) of the completed screening questionnaires were eligible. Of 490 who were eligible, 437 (89.2%) completed the consent and 408 (51.2%) completed the survey with an average survey duration of 19 minutes and 41 seconds. In addition, there were 26 partial surveys, of which 18 were missing several measures used for fraud detection and a majority of survey responses and, therefore, were not included in analyses presented below or in the final set of valid responses. Six partial surveys were >50% complete and were included in analyses, making 414 the final number of surveys in need of evaluation for fraud.

Of 414 surveys, 117 (28.3%) were initially categorized as fraud, 72 (17.4%) were categorized as potential fraud, and 225 (54.3%) were considered valid. Of 72 surveys originally classified as potential fraud, 2 participants responded and admitted to living outside of the study area, 42 did not respond, and 28 were able to verify their survey and were reclassified as valid (see Figure 2). Therefore, of the 414 surveys, the final categorization resulted in 119 (28.7%) surveys identified as fraud, 42 (10.1%) as potential fraud, and 253 (61.1%) as valid for the final sample and analyses (see Table 1). Of the 164 who had geolocation outside of the study area and were not mailed payment or recruited at a local event, 23 (14.0%) had locations outside of the United States, 118 (72.0%) in states other than Kentucky, and 23 (14.0%) within Kentucky but outside of the 15-county study area (Table 1).

Figure 2. Flowchart of survey entries and fraud categorization.
In this Web-based study of young MSM, a robust fraud detection algorithm involving geolocation, phone number, email address, and unable to be confirmed through mailing address or participating at a local event. Of 119 surveys classified as fraudulent, 109 (91.6%) had geolocations outside the study area, 94 (79.0%) provided business or organization phone numbers rather than personal phone numbers, 37 (31.1%) provided mismatching names within the surveys, and 34 (28.6%) had unusual email addresses. In total, 93.3% (111/119) of fraudulent surveys violated at least one of the following criteria: geolocation, phone number, mismatching names, or the email address criteria. Of the remaining 82 surveys, 47 (57.3%) were classified as valid surveys, 12 (14.6%) were potential fraud, and 23 (28.1%) were fraudulent. Of note, many surveys violated more than one criterion. Of the 414 surveys, 3 were below the minimum time threshold established by the study staff, or participating at a local event). Of the 414 surveys, 3 were below the minimum time threshold established by the study staff, completing it in <5 minutes. Of the 164 entries that violated the geolocation criterion, 94 (57.3%) also had invalid phone numbers, 35 (21.3%) had mismatching names within the survey, and 34 (20.7%) had unusual email addresses. Of the 94 surveys with invalid phone numbers, 29 (30.9%) had mismatching names within the survey and 28 (29.7%) had unusual email addresses. In total, 42.3% (175/414) of surveys violated some combination of the geolocation, phone number, mismatching names, or the email address criteria. The detection measure of matching name and personal identifier number, mismatching names, or the email address criteria. The number of surveys that violated the fraud detection measure by category.

<table>
<thead>
<tr>
<th>Fraud detection measure</th>
<th>Total (n=414), n (%)</th>
<th>Missing, n (%)</th>
<th>Fraud, (n=119)(^a), n (%)</th>
<th>Potential fraud, (n=42)(^a), n (%)</th>
<th>Valid (n=253)(^a), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geolocation outside of study area based on IP(^b) address</td>
<td>164 (39.6)</td>
<td>0 (0.0)</td>
<td>109 (91.6)</td>
<td>34 (81)</td>
<td>21 (8)</td>
</tr>
<tr>
<td>and unable to be confirmed through mailing address</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>or participating at a local event</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Phone number was a local business or organization phone</td>
<td>94 (22.7)</td>
<td>93 (22.5)(^c)</td>
<td>94 (79.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>number</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mismatching names within entry</td>
<td>43 (10.4)</td>
<td>71 (17.1)(^c)</td>
<td>37 (31.1)</td>
<td>2 (4.8)</td>
<td>4 (1.6)</td>
</tr>
<tr>
<td>Unusual email address</td>
<td>37 (8.9)</td>
<td>98 (23.7)(^c)</td>
<td>34 (28.6)</td>
<td>1 (2.4)</td>
<td>2 (0.8)</td>
</tr>
<tr>
<td>First and last name AND one or more other personal items</td>
<td>13 (3.1)</td>
<td>16 (3.9)(^c)</td>
<td>13 (10.9)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>match other previous entry</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Two or more personal items match other previous entry</td>
<td>6 (1.4)</td>
<td>67 (16.2)(^c)</td>
<td>3 (2.5)</td>
<td>3 (7.1)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Date of birth AND one or more other personal items match</td>
<td>5 (1.2)</td>
<td>5 (1.2)(^c)</td>
<td>5 (4.2)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>other previous entry</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Survey duration &lt;5 minutes</td>
<td>3 (0.7)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>2 (4.8)</td>
<td>1 (0.4)</td>
</tr>
</tbody>
</table>

\(^{a}\)Sample size represents final categorizations (ie, reclassification of some that were initially classified as potential fraud as valid or fraudulent based on the verification with participants).

\(^{b}\)IP: internet protocol.

\(^{c}\)Participants were not required to give personal information (ie, phone number, name, email address) if they did not want to be contacted about future research opportunities, declined their incentive, or if they did not complete the section of the survey describing the referral process. If a personal item was missing needed for a measure, the variable was considered missing.

**Table 1.** The number of surveys that violated the fraud detection measure by category.

**Discussion**

**Principal Findings**

In this Web-based study of young MSM, a robust fraud detection algorithm involving geolocation, phone number, email address, name, and other personal data revealed that 28.7% (119/414) of all eligible survey entries were fraudulent. The majority of fraudulent surveys involved participants whose IP address had geolocation outside of the study area, invalid phone numbers...
(ie, local business phone numbers), mismatching names within the survey, and unusual email addresses (ie, a12bcd34e@email.com). These findings are consistent with prior studies’ conclusions that fraud can be pervasive in Web-based research [5,7,9,13-22], but extends previous studies by outlining a step-by-step fraud detection strategy that does not rely on IP address and geolocation, which were identified in this study to have substantial limitations.

Previous studies have used IP address to detect duplicate entries [2,9,13-15,17,19] but this was not used in this study because (1) Qualtrics’ ballot box stuffing prevention feature was used to prevent multiple entries from the same IP addresses and (2) matching IP addresses may not necessarily indicate fraud but occur in instances where >1 eligible participant lives in the same household, shares devices, or is accessing the survey from a communal space (eg, library or other venues with public Wi-Fi access). Furthermore, IP address to identify duplicate entries was not found to be appropriate based on the increasing use of smartphones, remote access tools, and NATs [23-26]. Remote access tools and NATs present the same IP address across users [26] and present challenges to researchers in differentiating between users. On the other hand, smartphones can present different IP addresses within minutes based on the mobile tower the signal is being routed through [26]; this allows individuals to intentionally or unintentionally obscure their IP address and geolocation, therein limiting the usefulness of the measure. In addition, the increasing threat of bots and smart software that produce human-like data with unique IP addresses further limit this measure as a tool to detect fraud [21]. In this study, the majority of repeat IP addresses were valid entries, suggesting that IP address should be used with caution as a measure for fraud detection.

Geolocation linked to IP address to assist in assessing geographic eligibility (ie, residence in the 15-county study area) was used, but in combination with other indicators of fraud because of the inaccuracy of geolocation data that can be introduced by smartphones, remote access tools, NATs, bots, and smart software [21,23-26]. One out of 3 surveys that had ineligible geolocations based on the IP address belonged to participants who were in eligible locations, as verified by their request to mail payment to an address within the study area or by the staff observing their participation at a local event. Thus, like IP address, geolocation used for fraud detection should not be used in isolation.

Other measures that were found to be useful in fraud detection were invalid phone numbers, mismatching names within a survey, and unusual email addresses. Invalid phone numbers included a variety of local businesses and organizations, including manufacturing companies, health care organizations, professional associations, and university offices. Surprisingly, names at different parts of the survey (ie, consent form, contact information, and survey incentive information) were entered inconsistently. Distinct email address patterns that emerged among fraudulent surveys included addresses that began with a numeric value, switched between numbers and letters throughout the address, at least, 3 times, and did not appear to include initials or a name. Unexpectedly, the detection measure of matching name and personal identifier data across surveys, which would indicate duplicate entries, was not useful in detecting unique cases of fraud; surveys that violated these criteria also violated other criteria. These findings, however, may only be representative of this sample and a holistic approach should be considered for monitoring and detecting fraud.

Respondents were contacted to verify entries that were suspicious but not blatantly fraudulent and utilized messages tailored to fraud category when recontacting respondents. Similar to previous research among MSM [21], none of the individuals who received the message tailored to fraudulent cases responded, possibly indicating that these were, indeed, fraud. Of those who received the message tailored to potentially fraudulent cases, 38.9% (28/72) responded with reasonable explanations such as using a partner’s phone number or email address or providing a physical address verifying geographic eligibility and were reclassified as valid. Interestingly, 2 of the potentially fraudulent cases that were contacted verified their fraud, explaining that they were indeed outside of the study area and were confused about geographic eligibility criteria. In addition, real-time monitoring of fraud was helpful in deterring subsequent fraud. A majority of fraudulent entries were submitted within the first month of data collection, but the frequency dramatically decreased after staff began calling, SMS text messaging, and emailing targeted messages. Communicating directly with fraudulent participants may help deter continued invalid entries from being submitted. Future studies should consider monitoring fraud in real time and verifying suspicious surveys with respondents if possible.

Limitations

While the fraud detection algorithm used in the study was robust, there were limitations. For example, participants’ name and phone numbers could be left blank and were left blank by 3.9% (16/414) and 22.5% (93/414) of surveys, respectively. Other data were available to assist in fraud detection in these cases (ie, geolocation, email address, physical address, date of birth, or survey duration); however, those who did not provide name and phone information had a greater likelihood of not being detected as fraudulent. In addition, virtual phone systems that allow for the quick creation of phone numbers may limit the ability to use phone numbers as a fraud detection algorithm, as respondents can create local numbers and enter them in the survey. Furthermore, certain email address providers display names associated with email addresses when messages are sent while others do not; those that display names allowed the staff to better detect name inconsistency within surveys and fraud.

Conclusions

This study suggests that researchers conducting Web-based surveys of MSM should be vigilant about the potential for fraud. Researchers should have a fraud detection algorithm in place prior to data collection to ensure that (1) data needed for fraud detection are being collected; (2) the informed consent document can describe that surveys will be evaluated for fraud and what the consequences are for incentives; and (3) fraud can be monitored in real time. The latter allows the staff to send messages to those flagged as fraudulent and potentially fraudulent and deter subsequent fraud and avoid misclassification. Importantly, in research involving populations...
engaged in stigmatized or illegal behavior, researchers should take extra precautions to ensure that messages sent to respondents do not disclose the focus of the study or eligibility criteria in case the message is intercepted by an unintended recipient. In addition, as discussed by Sullivan et al [2], researchers should be mindful that rapid evolutions in technology could impact the utility and relevance of previously published protocols and methodologies. Therefore, continued innovation in fraud prevention and detection for Web-based research will be necessary, as will the development of automated or semiautomated algorithms for detecting and mitigating fraud [2,5,21]. The latter is especially important given that manual approaches, such as the one used in this study, can be labor- and time-intensive and may be difficult to implement in studies with large samples sizes. Of note, manual approaches may continue to be important for small Web-based studies on novel topics [21].

In research involving geographic eligibility criteria (ie, residence in a certain area), automatic algorithms embedded in Web-based survey tools that exclude people based on the geolocation should be used with caution, as geolocations are often inaccurate. Furthermore, in studies with geographic inclusion criteria, the entry of a phone number with a local area code should not be assumed to be a local person, as the entry of local business or organization numbers can be common. Providing the option of receiving an incentive through mailed payment rather than only by e-gift card proved to be a useful tool in fraud detection, not only for the evaluation of whether the mailing address was within the study area for those who opted for mailed payments but also because the staff could deter fraud by contacting respondents who violated multiple fraud criteria and ask for a mailing address for the incentive rather than automatically sending an e-gift card. In addition, the collection of name data in multiple places throughout the survey, as well as email address, phone number, mailing address, and geolocation based on the IP address were, in combination, useful in assisting with fraud detection.

Future research should consider similar algorithms and should publish algorithms used for fraud detection to improve replicability and to benefit the field of online research.
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Abstract

Background: Perinatal death audit is a feasible and cost-effective quality improvement tool that helps to improve the quality of health care and reduce perinatal deaths. Perinatal death audit is not implemented in almost all hospitals in Jordan.

Objective: This study aimed to assess health professionals’ attitude toward perinatal death auditing and determine the main barriers for effective implementation of perinatal death auditing as perceived by health professionals in Jordanian hospitals.

Methods: A cross-sectional study was conducted among health professionals in 4 hospitals in Jordan. All physicians (pediatricians and obstetricians) and nurses working in these hospitals were invited to participate in the study. The study questionnaire assessed the attitude of health professionals toward perinatal death audit and assessed barriers for implementation of perinatal death audit in their hospitals.

Results: This study included a total of 84 physicians and 218 nurses working in the 4 selected maternity hospitals. Only 35% (29/84) of physicians and 36.2% (79/218) of nurses reported that perinatal death audit would help to improve the quality of prenatal health care services to a great or very great extent. Lack of time was the first-mentioned barrier for implementing perinatal death audit by both physicians (35/84, 42%) and nurses (80/218, 36.7%). Almost the same proportions of health professionals reported inadequate patient information being documented in hospital records as a barrier. Lack of a health information system was the third-mentioned barrier by health professionals. Fear of having conflicts with the family of the dead baby was reported by almost one-third of physicians and nurses. Only 28% (23/83) of physicians and 16.9% (36/213) of nurses reported that they would like to be involved in perinatal death audit in their health facilities.

Conclusions: Health professionals in Jordan had poor attitude toward perinatal death audit. The main barriers for implementing perinatal death audit in Jordanian hospitals were lack of time, inadequate patient information being documented in hospital records, and lack of health information systems.
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Introduction

Perinatal death audit is a feasible and cost-effective quality improvement tool that helps to improve the quality of health care and reduce perinatal deaths [1]. Perinatal death audits are implemented to generate accurate perinatal data, determine medical and nonmedical causes of perinatal deaths, identify appropriate interventions to address these causes, and improve the quality of services. Countries that have implemented perinatal death audit have achieved a significant decrease in perinatal deaths. Studies have shown that perinatal death audit was associated with a 30% reduction in perinatal mortality [2].
Perinatal death audits have been used widely in high-income countries [3,4]. However, they are less frequently used in low- and middle-income countries where 98% of perinatal deaths take place [5]. Few studies have assessed the attitudes of health care providers about perinatal death audits, the challenges facing their implementation, and the barriers for implementing perinatal death audits. One study [6] showed that physicians have positive attitudes toward the death audit and reported that it is a good quality-of-care indicator in the hospital, which are valuable and necessary to improve the quality of health services. However, inadequate patient information in hospital records, lack of time for health care providers, high turnover of health professionals, fear of blame, lack of a national policy for perinatal audit, and lack of training were identified as important barriers for implementing death audit [7-9].

In the late 1990s, the neonatal mortality rate in Jordan fell from 19 to 15 per 1000 live births and remained relatively constant as Jordan transitioned into the new millennium [10]. Jordan is one of the many countries in the world that failed to achieve the Millennium Development Goal 4’s target [11-13]. This is particularly because of the lack of effective planning and monitoring of health services. On the other hand, the United Nations International Children’s Emergency Fund (UNICEF)–funded study “Perinatal and Neonatal (PNN) Mortality study in Jordan” [13] showed that a large proportion (74%) of neonatal deaths were preventable and only 37% of neonatal deaths received optimal health care. The study highlighted the need for strengthening the essential newborn care and improving the quality of maternal and neonatal health care. Other studies in Jordan showed that barriers to access maternal and neonatal care, low social status of women, poverty, and inequality were major determinants of PNN deaths especially in rural and remote areas in Jordan [14,15]. Moreover, the influx of Syrian refugees has a negative impact on economic, social, and health development and has stressed the country’s health system [16].

Previous studies in Jordan strongly recommended establishing and implementing perinatal death audits in hospitals to improve the quality of services and decrease perinatal deaths. In Jordan, most hospitals have perinatal death review committees. However, these committees are not functional, and perinatal death audits have not yet been implemented in health facilities. To build an effective perinatal death audit, it is important to understand health professionals’ attitude toward perinatal death audit and their perception of barriers and challenges for proper perinatal death audit implementation. Therefore, this study aimed to assess health professionals’ attitude toward perinatal death auditing and determine the main barriers for effective implementation of perinatal death auditing as perceived by health professionals in pediatric hospitals in Jordan. Moreover, the study aimed to determine whether health professionals’ attitude and their perception of the main barriers differ according to gender, profession, and years of experience.

### Methods

#### Study Design

A cross-sectional study was conducted in 3 public hospitals and 1 teaching hospital, 3 hospitals from the north (Al-Mafraq Pediatrics Hospital, Princess Rahma Hospital, and King Abdullah University Hospital) and 1 from the south of Jordan (Al-Karak Hospital). Princess Rahma Pediatric Hospital (120 beds) and Al-Mafraq Pediatrics Hospital (108 beds) are the only pediatric referral public hospitals in Jordan. Out of the 2 teaching hospitals in Jordan, we selected King Abdullah University Hospital (683 beds), which is affiliated with Jordan University of Science and Technology (JUST) and serves approximately 1 million inhabitants in the north of Jordan. Al-Karak Hospital is the largest and the main hospital that provides pediatric services in the south of Jordan, with 125 beds. All physicians (pediatricians and obstetricians) and nurses working in these hospitals were invited to participate in the study, and those who agreed were interviewed using face-to-face structured interview by trained nurses. The study was approved by the institutional review board at JUST.

#### Study Questionnaire

The first part of the study questionnaire collected information about health professionals’ age, gender, and years of experience. The second part of the questionnaire included 2 main questions to assess the perception of health professionals about perinatal death review: “To what extent a perinatal death review committee would help to improve the quality of prenatal healthcare services?” and “To what extent a perinatal death review committee would help to reduce perinatal deaths?.” The possible responses for each question were “not at all,” “to a small extent,” “to some extent,” “to a moderate extent,” “to a great extent,” and “to a very great extent.” For the purpose of analysis, the responses “to a great extent” and “to a very great extent” were pooled together in 1 category to indicate great extent.

The third part of the questionnaire assessed the barriers for implementation of perinatal death audit in their hospitals. Health professionals were presented with a list of potential barriers that were identified from the relevant literature [17-29]. Moreover, they were asked to report any barrier that is not mentioned in the list.

#### Statistical Analysis

Data were analyzed using IBM SPSS version 20. Data were presented using percentages for categorical variables and means and SDs for continuous variables. The differences between proportions were tested using chi-square test. A P value of less than .05 was considered statistically significant.

#### Results

##### Participants’ Characteristics

This study included a total of 84 physicians and 218 nurses working in the 4 selected maternity hospitals. More than half (44/84, 53%) of physicians were females, and almost all nurses were females. Their age ranged from 17 to 62 years, with a
mean (SD) of 31.1 (6.5) years. Their years of experience ranged from 1 to 35 years, with a mean (SD) of 7.6 (6.5) years and median of 5.0 years. All selected hospitals had a nonfunctional perinatal deaths review committee.

**Attitude Toward Perinatal Death Audit**

Only 35% (29/84) of physicians and 36.2% (79/218) of nurses reported that perinatal death audit would help to improve the quality of prenatal health care services to a great or very great extent (Table 1). Similarly, 32% (27/84) of physicians and 38.5% (84/218) of nurses stated that perinatal death audit would help to reduce perinatal deaths (Table 1). However, 12% (10/84) of physicians and 21.6% (47/218) of nurses reported that perinatal death audit would not help to improve the quality of prenatal health care services, and an almost similar proportion reported that the perinatal death audit would not help to reduce perinatal deaths.

Table 1 shows the participants’ responses on whether perinatal death audit would help to improve the quality of prenatal health care services and reduce perinatal deaths to a great or very great extent according to gender, profession, and years of experience. The attitude of health professionals toward perinatal death auditing did not differ significantly according to gender, profession, and years of experience.

**Table 1.** Health professionals’ attitude toward perinatal death audits in maternity and pediatric hospitals in Jordan.

<table>
<thead>
<tr>
<th>Attitude toward perinatal death audit</th>
<th>Total (N=302), n (%)</th>
<th>Health professionals</th>
<th>Physicians (n=84), n (%)</th>
<th>Nurses (n=218), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>The extent to which a perinatal death audit would improve the quality of prenatal health care services</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not at all</td>
<td>10 (12)</td>
<td>47 (21.6)</td>
<td>57 (18.9)</td>
<td></td>
</tr>
<tr>
<td>To a small extent</td>
<td>7 (8)</td>
<td>13 (6.0)</td>
<td>20 (6.6)</td>
<td></td>
</tr>
<tr>
<td>To some extent</td>
<td>12 (14)</td>
<td>29 (13.3)</td>
<td>41 (13.6)</td>
<td></td>
</tr>
<tr>
<td>To a moderate extent</td>
<td>26 (31)</td>
<td>50 (22.9)</td>
<td>76 (25.2)</td>
<td></td>
</tr>
<tr>
<td>To a great extent</td>
<td>20 (24)</td>
<td>64 (29.4)</td>
<td>84 (27.8)</td>
<td></td>
</tr>
<tr>
<td>To a very great extent</td>
<td>9 (11)</td>
<td>15 (6.9)</td>
<td>24 (7.9)</td>
<td></td>
</tr>
<tr>
<td>The extent to which a perinatal death audit would help to reduce perinatal deaths</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not at all</td>
<td>10 (12)</td>
<td>40 (18.3)</td>
<td>50 (16.6)</td>
<td></td>
</tr>
<tr>
<td>To a small extent</td>
<td>16 (19)</td>
<td>13 (6.0)</td>
<td>29 (9.6)</td>
<td></td>
</tr>
<tr>
<td>To some extent</td>
<td>7 (8)</td>
<td>25 (11.5)</td>
<td>32 (10.6)</td>
<td></td>
</tr>
<tr>
<td>To a moderate extent</td>
<td>24 (29)</td>
<td>56 (25.7)</td>
<td>80 (26.5)</td>
<td></td>
</tr>
<tr>
<td>To a great extent</td>
<td>22 (26)</td>
<td>69 (31.7)</td>
<td>91 (30.1)</td>
<td></td>
</tr>
<tr>
<td>To a very great extent</td>
<td>5 (6)</td>
<td>15 (6.9)</td>
<td>20 (6.6)</td>
<td></td>
</tr>
</tbody>
</table>

**Table 2.** Participants’ responses on whether perinatal death audit would help to improve the quality of prenatal health care services and reduce perinatal deaths to a great or very great extent according to gender, profession, and years of experience.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Perinatal death audit would help to improve the quality of prenatal health care services</th>
<th>Perinatal death audit would help to reduce perinatal deaths</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total</td>
<td>n (%)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>42</td>
<td>12 (29)</td>
</tr>
<tr>
<td>Female</td>
<td>258</td>
<td>95 (36.8)</td>
</tr>
<tr>
<td>Profession</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physician</td>
<td>84</td>
<td>29 (35)</td>
</tr>
<tr>
<td>Nurse</td>
<td>218</td>
<td>79 (36.2)</td>
</tr>
<tr>
<td>Years of experience</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤5</td>
<td>158</td>
<td>58 (36.7)</td>
</tr>
<tr>
<td>&gt;5</td>
<td>144</td>
<td>50 (34.7)</td>
</tr>
</tbody>
</table>
The Main Barriers for Implementation of Perinatal Death Audit

The main barriers for implementing perinatal death audit in the hospitals were lack of time, inadequate patient information being documented in hospital records, lack of health information system, and fear of having problems with the family of the dead baby (Table 3). Lack of time was the first-mentioned barrier by both physicians (35/84, 42%) and nurses (80/218, 36.7%) for implementing perinatal death audit. Almost the same proportions of health professionals reported inadequate patient information being documented in hospital records as a barrier. Lack of a health information system was the third-mentioned barrier by health professionals. Fear of having conflicts with the family of the dead baby was reported by almost one-third of physicians and nurses. Fear of legal problems and the sensitivity between the concerned physicians and nurses were reported as barriers for effective implementation of perinatal death audit by 25.8% (78/302) and 23.2% (70/302) of health professionals, respectively. Having difficulties in ensuring confidentiality and not trained to conduct perinatal death were reported by almost one-tenth of physicians and nurses. Health professionals’ frequent turnover was the least-mentioned barrier. Physicians were significantly more likely to report “not trained to conduct perinatal death review” as a barrier compared with nurses (17/84, 20% vs 17/218, 7.8%; P value=.004). The participants’ responses in regard to the perceived barriers for effective implementation of perinatal death audits in hospitals in Jordan did not differ significantly according to gender and years of experience.

Intention to Be Involved in Perinatal Death Audit

Only 28% (23/83) of physicians and 16.9% (36/213) of nurses reported that they would like to be involved in perinatal death audit in their health facilities. More than half of the physicians (48/83, 58%) and 63.8% (136/213) of nurses stated that they would probably like to be involved in perinatal death audit if it is implemented in their health facilities. The intention of health professionals to be involved in perinatal death audit did not differ significantly according to gender, profession, and years of experience (Table 4).

Table 3. The main barriers for effective implementation of perinatal death audits in hospitals in Jordan as perceived by health professionals.

<table>
<thead>
<tr>
<th>Main barriers for effective implementation of perinatal death audits</th>
<th>Health professionals Total (N=302), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Physicians (n=84), n (%)</td>
<td>Nurses (n=218), n (%)</td>
</tr>
<tr>
<td>Lack of time</td>
<td>35 (42)</td>
<td>80 (36.7)</td>
</tr>
<tr>
<td>Inadequate patient information being documented in hospital records</td>
<td>34 (41)</td>
<td>77 (35.3)</td>
</tr>
<tr>
<td>Lack of health information system</td>
<td>33 (40)</td>
<td>75 (34.4)</td>
</tr>
<tr>
<td>Fear of having problems with the family of the dead baby</td>
<td>29 (35)</td>
<td>74 (33.9)</td>
</tr>
<tr>
<td>Fear of medico-legal problems</td>
<td>25 (30)</td>
<td>53 (24.3)</td>
</tr>
<tr>
<td>Sensitivity between the concerned physicians and nurses</td>
<td>18 (21)</td>
<td>52 (23.9)</td>
</tr>
<tr>
<td>Difficulty in ensuring confidentiality</td>
<td>16 (19)</td>
<td>24 (11.0)</td>
</tr>
<tr>
<td>No need for the death review</td>
<td>7 (8)</td>
<td>30 (13.8)</td>
</tr>
<tr>
<td>Not trained to conduct perinatal death review</td>
<td>17 (20)</td>
<td>17 (7.8)</td>
</tr>
<tr>
<td>Health professionals’ frequent turnover</td>
<td>5 (6)</td>
<td>8 (3.7)</td>
</tr>
</tbody>
</table>

Table 4. The participants’ responses to whether they would like to be involved in perinatal death audit if it is implemented in their health facilities.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Would you like to be involved in perinatal death audit in your health facility?</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Definitely yes, n (%)</td>
<td>Probably yes, n (%)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>14 (33)</td>
<td>22 (52)</td>
</tr>
<tr>
<td>Female</td>
<td>45 (17.9)</td>
<td>160 (63.5)</td>
</tr>
<tr>
<td>Profession</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physician</td>
<td>23 (28)</td>
<td>48 (58)</td>
</tr>
<tr>
<td>Nurse</td>
<td>36 (16.9)</td>
<td>136 (63.8)</td>
</tr>
<tr>
<td>Years of experience</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤5</td>
<td>28 (17.9)</td>
<td>103 (66.0)</td>
</tr>
<tr>
<td>&gt;5</td>
<td>31 (22.1)</td>
<td>81 (57.9)</td>
</tr>
</tbody>
</table>
Discussion

This study showed that only one-third of health professionals had reported that perinatal death audit would help to improve the quality of prenatal health care services to a great or very great extent. As perceived by health professionals, lack of time, inadequate patient information being documented in hospital records, and lack of a health information system were the first 3 mentioned barriers for implementing perinatal death audit. The attitude of health professionals toward perinatal death auditing and their intention to be involved in perinatal death audit did not differ significantly according to gender, profession, and years of experience. The perceived barriers for effective implementation of perinatal death audits in hospitals in Jordan did not differ significantly according to gender and years of experience.

The causes of perinatal deaths in Jordan need to be quickly addressed if the Sustainable Development Goals target is to be met. To increase the survival of babies, it is essential to identify the causes of perinatal deaths and their contributing factors and improve the quality of services. This can be achieved by effective implementation of perinatal death audit in Jordan hospitals. The audit process offers a chance to learn from critical situations in the management of maternity and neonatal care. Health care providers are urged to modify their care to better practice once there is detection about the poor practices that lead to these problems [17]. The capability to respond efficiently to recommendations acknowledged through audits is crucial to reducing deaths.

Over the past few decades, Jordan has made substantial progress in improving maternal, neonatal, and infant health. However, there are still challenges to achieving the third Sustainable Development Goal. Existing references indicate that the majority of perinatal deaths are preventable. Jordan is now ready for the next step toward eliminating preventable perinatal deaths. A vital component of any elimination strategy is a continuous surveillance system that not only tracks the number of deaths but also provides information about the underlying contributing factors and how they should be addressed. Stillbirths and neonatal deaths surveillance “J-SANDS” and auditing system is a model of such a system.

Although literature supports the fact that perinatal death audit strongly contributes to the avoidance of perinatal deaths, a relatively small proportion of health professionals (27/84, 32% of physicians and 84/218, 38.5% of nurses) stated that perinatal review audit would help to reduce perinatal deaths. This finding reflects the poor awareness of the value of perinatal death audit among health professionals. The main barriers to perinatal death audit implementation in our study included lack of time for health care providers, inadequate patient information in hospital records, lack of health information system, and fear of having problems with the family of the dead baby. Lack of time by health professionals was the first-mentioned barrier in our study. This barrier has been reported in other studies [18-20]. In a study conducted in Uganda, the majority of respondents reported that the main challenge to conduct death review was heavy workload with fewer staff [21]. To overcome this barrier, perinatal death audit should be included in job descriptions of health professionals [19]. The management should also support perinatal death review as one of the health professionals’ duties and as a part of their daily work.

Inadequate patient information in hospital records was the second-mentioned barrier. This barrier was also reported as a barrier to completing audit successfully in many studies in Malawi, Tanzania, and Uganda [18,22-25]. Inadequate information hinders the ability of health professionals from assessing the causes of deaths.

Lack of an electronic health information system was the third-mentioned barrier. Many hospitals in Jordan do not have the capacity to process the limited available data to capture deaths, assign causes of deaths, and identify the avoidable factors. One study in Jordan showed that only 14% of neonatal deaths are registered and reported to the Department of Civil Registration because Jordan relies on paper-based systems to register and report births and deaths. None of the hospitals in Jordan report stillbirths. Lack of an electronic health information system and lack of a centralized database for compiling audit results makes data interpretation and identification of avoidable factors difficult to create actionable recommendations. Electronic health information system and centralized database for compiling audit, registering births and deaths, and assigning causes of deaths should be developed and implemented. Electronic platforms may pose an initial additional financial burden, although they may save time and money in the long term [26].

Fear of blame including loss of face among peers and potential legal ramifications have been shown to be important deterrents to conducting perinatal death audit in other studies [27]. To ensure successful implementation, having participants agree to a code of conduct for review meetings, establishing a no-blame environment, and ensuring confidentiality insofar as it is possible contribute to an environment where audit is more likely to be successful [27].

Health professionals’ frequent turnover was the least-mentioned barrier in our study. However, this was shown as an important barrier in other studies [28]. Consistent with other studies, not being trained on perinatal death audit was one of the mentioned barriers [29]. Unlike our studies, previous studies reported other barriers such as the lack of a national policy, strategy, and guidelines for perinatal audit [7]. However, the availability of a policy alone does not guarantee the success of the implementation.

One of the main limitations of this study is that the findings cannot be generalized to all hospitals of Jordan because 2 of the selected hospitals were pediatric hospitals, 1 was a teaching hospital, and the fourth hospital was a public hospital in the south of Jordan. Moreover, our findings are limited only to public and teaching hospitals as we did not include private hospitals. Another limitation is that the sample of health professionals is small to conduct subgroup analysis. In conclusion, health professionals in Jordan had a poor attitude toward perinatal death audit. The main barriers for implementing perinatal death audit in Jordanian hospitals were lack of time, inadequate patient information being documented in hospital records, and lack of a health information system and centralized database for compiling audit, registering births and deaths.
records, lack of a health information system, and fear of having problems with the family of the dead baby. Training activities are needed to increase the awareness of health professionals about the value of perinatal death in improving the quality of services and perinatal deaths. An electronic health information system and centralized database for compiling audit, registering births and deaths, and assigning causes of deaths should be developed and implemented.
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Abstract

The American Men’s Internet Survey (AMIS) is an annual Web-based behavioral survey of men who have sex with men (MSM) living in the United States. This Rapid Surveillance Report describes the fourth cycle of data collection (September 2016 through February 2017; AMIS 2016). The key indicators are the same as previously reported for AMIS (December 2013 through May 2014, AMIS 2013; November 2014 through April 2015, AMIS 2014; and September 2015 through April 2016, AMIS 2015). The AMIS survey methodology has not substantively changed since AMIS 2015. MSM were recruited from a variety of websites using banner advertisements and email blasts. Additionally, participants from AMIS 2015 who agreed to be recontacted for future research were emailed a link to the AMIS 2016 survey. Men were eligible to participate if they were ≥15 years old, resided in the United States, provided a valid US zone improvement plan code, and reported ever having sex with a man or identified as gay or bisexual. We examined demographic and recruitment characteristics using multivariable regression modeling (P<.05) stratified by participants’ self-reported HIV status. The AMIS 2016 round of data collection resulted in 10,166 completed surveys from MSM representing every US state, Puerto Rico, Guam, and the US Virgin Islands. Participants were mainly non-Hispanic white, over the age of 40 years, living in the Southern United States and urban areas, and recruited from general social networking websites. Self-reported HIV prevalence was 10.80% (1098/10,166). Compared to HIV-negative/unknown-status participants, HIV-positive participants were more likely to have had anal sex without a condom with a male partner in the past 12 months (75.77% vs 65.88%, P<.001) and more likely to have had anal sex without a condom with a serodiscordant or unknown-status partner (33.24% vs 16.06%, P<.001). The reported use of marijuana, methamphetamines, and other illicit substances in the past 12 months was higher among HIV-positive participants than among HIV-negative/unknown-status participants (28.05% vs 24.99%, 11.48% vs 2.16%, and 27.60% vs 18.22%, respectively; all P<.001). Most HIV-negative/unknown-status participants (79.93%, 7248/9068) reported ever having a previous HIV test, and 56.45% (5119/9068) reported undergoing HIV testing in the past 12 months. HIV-positive participants were more likely to report testing and diagnosis of sexually transmitted infections than HIV-negative/unknown-status participants (70.86% vs 40.13% and 24.04% vs 8.97%, respectively; both P<.001).

(JMIR Public Health Surveill 2019;5(1):e11313) doi:10.2196/11313
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Introduction

The American Men’s Internet Survey (AMIS) is an annual online behavioral survey of men who have sex with men (MSM), living in the United States. AMIS was developed to produce timely data from large-scale monitoring of behavior trends among MSM recruited online. It was designed to complement the Centers for Disease Control and Prevention's National HIV Behavioral Surveillance (NHBS) system, which collects data on MSM in major US cities every 3 years through venue-based...
recruitment [1]. The methods and previous AMIS cycle data (AMIS 2013, AMIS 2014, and AMIS 2015) have been previously published [2-4].

This supplemental report updates previous information with data collected in AMIS 2016. Methods in the AMIS 2016 did not change from the previously published methods, unless otherwise noted. An in-depth analysis and discussion of multiyear trends for indicators reported herein has been published and includes data for the first four cycles of AMIS (AMIS 2013 through AMIS 2016) [5].

## Methods

### Recruitment and Enrollment

Similar to the prior year’s recruitment process, AMIS participants were recruited through convenience sampling from a variety of websites using banner advertisements or email blasts to website members (hereafter referred to generically as “ads”). For AMIS 2016, data were collected from September 2016 through February 2017. The survey was not incentivized. Data on the number of clicks on all banner ads were obtained directly from the websites. Men who clicked on the ads were taken directly to the survey website hosted on a secure server administered by SurveyGizmo (Boulder, Colorado). Participants were also recruited by emailing participants from the previous cycle of AMIS (AMIS 2015) who consented to be recontacted for future studies. To be eligible for the survey, participants had to be ≥15 years of age, consider themselves as male, reside in the United States, and report that they either had oral or anal sex with a man at least once in the past or identify as gay or bisexual (hereafter referred to as men who have sex with men [MSM]). Persons who were <15 years of age or refused to provide their age were not asked any other screening questions. MSM who met the eligibility criteria and consented to participate in the study started the online survey immediately. The full questionnaire for AMIS 2016 is presented in Multimedia Appendix 1.

Several data-cleaning steps were performed on the raw dataset of eligible responses to obtain the final analysis dataset. First, deduplication of survey responses was performed in the same manner as in previous AMIS cycles [2-5]. Briefly, the demographic data for near-complete (>70%) survey responses with nonunique internet protocol addresses were compared, and responses that showed 100% match for all characteristics were considered to be duplicate responses. Only the observation with the highest survey completion was retained. The dataset was then limited to those surveys deemed successful (ie, observations with no missing values for the first question of at least two consecutive sections). Finally, the dataset was restricted to include participants who reported having oral or anal sex in the past 12 months and provided a valid US zone improvement plan (ZIP) code. ZIP codes were validated in same manner as in AMIS 2015 [4]. Valid US ZIP codes were those that could be matched to the ZIP code for county crosswalk files created by the US Department of Housing and Urban Development [6]. Any ZIP codes that could not be matched to this list were then hand validated by checking against the ZIP code locator tool on the US Postal Service website [7]. ZIP codes that could not be found were classified as invalid.

### Measures and Analyses

For AMIS 2016 analyses, participants were categorized as either AMIS 2015 participants who took the survey again or new participants from the website/app based on target audience and purpose: gay social networking (n=2), gay general interest (n=1), general social networking (n=3), and geospatial social networking (n=2). Recruitment outcomes and demographic characteristics for the AMIS 2015 participants are presented in Tables 1 and 2, and thereafter, they are recategorized according to their original source of recruitment. We do not provide the names of the websites/apps to preserve operator and client privacy, particularly when a category has only one operator. Participants whose data were eligible, unduplicated, and successful and who provided consent, reported male-male sex in the past 12 months, and provided a valid US ZIP code were included in analyses of participant characteristics and behavior.

To facilitate comparisons, the key indicators and analytic approach used in AMIS were designed to mirror those used by the NHBS system [8]. Population density was defined in the same manner as in AMIS 2015 and was based on the National Center for Health Statistics Rural-Urban classification scheme for counties [9]. The self-reported HIV status was categorized as HIV positive or HIV negative/unknown status, consistent with surveillance reports produced by the NHBS system [8]. Three substance use behaviors in the past 12 months were assessed: use of nonprescribed marijuana, use of methamphetamines, and use of any illicit drug other than marijuana or methamphetamines. All other indicators assessed remained unchanged from AMIS 2015 [4]. The analysis methods for AMIS 2016 did not substantively differ from those previously published but are repeated in this report for clarity. Overall, chi-square tests were used to identify whether participant characteristics differed significantly between recruitment sources. Multivariable logistic regression modeling was used to determine significant differences in behaviors based on the self-reported HIV status while controlling for race/ethnicity, age group, NHBS city residency, and type of recruitment website. Metropolitan statistical areas included in the NHBS system in 2016 were Atlanta, GA; Baltimore, MD; Boston, MA; Chicago, IL; Dallas, TX; Denver, CO; Detroit, MI; Houston, TX; Los Angeles, CA; Miami, FL; Nassau-Suffolk, NY; New Orleans, LA; New York City, NY; Newark, NJ; Philadelphia, PA; San Diego, CA; San Francisco, CA; San Juan, PR; Seattle, WA; and Washington, DC. HIV testing behaviors were only examined among those who did not report that they were HIV positive, and these data were presented by participant characteristics. Multivariable logistic regression results are presented as Wald chi-square P values to denote an independently significant difference in the behavior for each subgroup compared to a reference group. Statistical significance was set at P<.05.
Table 1. Recruitment outcomes for the American Men’s Internet Survey, United States, 2016.

<table>
<thead>
<tr>
<th>Recruitment outcomes</th>
<th>Total</th>
<th>Gay social networking (n=2)</th>
<th>General gay interest (n=1)</th>
<th>General social networking (n=3)</th>
<th>Geospatial social networking (n=2)</th>
<th>AMIS² 2015 participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clicked ad (N)</td>
<td>147,143</td>
<td>4162</td>
<td>557</td>
<td>58,917</td>
<td>83,507</td>
<td>Not applicable</td>
</tr>
<tr>
<td>Screened, n (%)</td>
<td>51,876 (35.26)</td>
<td>2877 (69.13)</td>
<td>181 (32.50)</td>
<td>39,281 (66.67)</td>
<td>8137 (9.74)</td>
<td>1400</td>
</tr>
<tr>
<td>Ineligible, n (%)</td>
<td>23,173 (44.67)</td>
<td>564 (19.60)</td>
<td>147 (81.22)</td>
<td>19,271 (49.06)</td>
<td>3039 (37.35)</td>
<td>152 (10.86)</td>
</tr>
<tr>
<td>Not ≥15 years of age</td>
<td>16,643 (71.82)</td>
<td>438 (77.66)</td>
<td>91 (61.90)</td>
<td>13,572 (70.43)</td>
<td>2441 (80.32)</td>
<td>101 (66.45)</td>
</tr>
<tr>
<td>Not male</td>
<td>19,079 (82.33)</td>
<td>511 (90.60)</td>
<td>94 (63.95)</td>
<td>15,641 (81.16)</td>
<td>2704 (88.98)</td>
<td>129 (84.87)</td>
</tr>
<tr>
<td>Not MSM ever or not identifying as gay/bisexual</td>
<td>22,282 (96.16)</td>
<td>549 (97.34)</td>
<td>99 (67.35)</td>
<td>18,721 (97.15)</td>
<td>2790 (91.81)</td>
<td>123 (80.92)</td>
</tr>
<tr>
<td>Nonresident</td>
<td>18,989 (81.94)</td>
<td>471 (83.51)</td>
<td>144 (97.96)</td>
<td>15,383 (79.82)</td>
<td>2845 (93.62)</td>
<td>146 (96.05)</td>
</tr>
<tr>
<td>Eligible</td>
<td>28,703 (55.33)</td>
<td>2313 (80.40)</td>
<td>34 (18.78)</td>
<td>20,010 (50.94)</td>
<td>5098 (62.65)</td>
<td>1248 (89.14)</td>
</tr>
<tr>
<td>Consented</td>
<td>20,583 (71.71)</td>
<td>1716 (74.19)</td>
<td>28 (82.35)</td>
<td>13,776 (68.85)</td>
<td>3928 (77.05)</td>
<td>1135 (90.95)</td>
</tr>
<tr>
<td>Unduplicated</td>
<td>18,038 (87.64)</td>
<td>1604 (93.47)</td>
<td>23 (82.14)</td>
<td>11,876 (86.21)</td>
<td>3501 (89.13)</td>
<td>1034 (91.10)</td>
</tr>
<tr>
<td>Success</td>
<td>11,636 (64.51)</td>
<td>1242 (77.43)</td>
<td>14 (60.87)</td>
<td>7594 (63.94)</td>
<td>1870 (53.41)</td>
<td>916 (88.59)</td>
</tr>
<tr>
<td>MSM in past 12 months</td>
<td>10,222 (87.85)</td>
<td>1165 (93.80)</td>
<td>13 (92.86)</td>
<td>6443 (84.84)</td>
<td>1756 (93.90)</td>
<td>845 (92.25)</td>
</tr>
<tr>
<td>Valid ZIP code</td>
<td>10,166 (99.45)</td>
<td>1160 (99.57)</td>
<td>13 (100.00)</td>
<td>6401 (99.35)</td>
<td>1750 (99.66)</td>
<td>842 (99.64)</td>
</tr>
</tbody>
</table>

aAMIS: American Men’s Internet Survey.

bProportion of total participants who clicked on the ad, including those who started the screening questionnaire.

cProportion of total participants screened. Participants who did not complete the screening questionnaire were considered ineligible.

dProportion of total ineligible participants, including those who did not respond to the question.

eMSM: men who have sex with men.

fProportion of eligible participants.

Proportion of participants who consented. Deduplication removes participants who were marked as duplicates using the internet protocol address and demographic data matching.

hProportion of unduplicated participants. Success in deduplication removes participants who did not pass the test for survey completeness.

iProportion of successes.

jZIP: zone improvement plan.

kProportion of men who had sex with men in the past 12 months. Valid US ZIP codes were those that could be matched to the ZIP code for county crosswalk files created by the US Department of Housing and Urban Development. Any ZIP codes that could not be matched to this list were then hand validated by checking against the ZIP code-locator tool on the US Postal Service website. ZIP codes that could not be found were classified as invalid.
Table 2. Characteristics of men who have sex with men in the American Men’s Internet Survey by recruitment type, United States, 2016.

<table>
<thead>
<tr>
<th>Participant characteristics</th>
<th>Recruitment type</th>
<th>Total</th>
<th>Gay social networking (n=2)</th>
<th>General gay interest (n=1)</th>
<th>General social networking (n=3)</th>
<th>Geospatial social networking (n=2)</th>
<th>AMIS³ 2015 participants</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Race/ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Black, non-Hispanic</td>
<td></td>
<td>879 (8.65)</td>
<td>35 (3.02)</td>
<td>0 (0.00)</td>
<td>664 (10.37)</td>
<td>141 (8.06)</td>
<td>39 (4.63)</td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td></td>
<td>1311 (12.90)</td>
<td>73 (6.29)</td>
<td>2 (15.38)</td>
<td>852 (13.31)</td>
<td>286 (16.34)</td>
<td>98 (11.64)</td>
<td></td>
</tr>
<tr>
<td>White, non-Hispanic</td>
<td></td>
<td>7073 (69.58)</td>
<td>986 (85.00)</td>
<td>8 (61.54)</td>
<td>4274 (66.77)</td>
<td>1157 (66.11)</td>
<td>648 (76.96)</td>
<td></td>
</tr>
<tr>
<td>Other or multiple races</td>
<td></td>
<td>903 (8.88)</td>
<td>66 (5.69)</td>
<td>3 (23.08)</td>
<td>611 (9.55)</td>
<td>166 (9.49)</td>
<td>57 (6.77)</td>
<td></td>
</tr>
<tr>
<td>Age (years), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>15-24</td>
<td></td>
<td>2718 (26.74)</td>
<td>27 (2.33)</td>
<td>6 (46)</td>
<td>2268 (35.43)</td>
<td>271 (15.49)</td>
<td>146 (17.34)</td>
<td></td>
</tr>
<tr>
<td>25-29</td>
<td></td>
<td>1693 (16.65)</td>
<td>34 (2.93)</td>
<td>2 (15)</td>
<td>1223 (19.11)</td>
<td>265 (15.14)</td>
<td>169 (20.07)</td>
<td></td>
</tr>
<tr>
<td>30-39</td>
<td></td>
<td>1414 (13.91)</td>
<td>92 (7.93)</td>
<td>1 (8)</td>
<td>719 (11.23)</td>
<td>455 (26.00)</td>
<td>147 (17.46)</td>
<td></td>
</tr>
<tr>
<td>≥40</td>
<td></td>
<td>4341 (42.70)</td>
<td>1007 (86.81)</td>
<td>4 (31)</td>
<td>2191 (34.23)</td>
<td>759 (43.37)</td>
<td>380 (45.13)</td>
<td></td>
</tr>
<tr>
<td>Region, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Northeast</td>
<td></td>
<td>1879 (18.48)</td>
<td>235 (20.26)</td>
<td>2 (15.38)</td>
<td>1185 (18.51)</td>
<td>306 (17.49)</td>
<td>151 (17.93)</td>
<td></td>
</tr>
<tr>
<td>Midwest</td>
<td></td>
<td>1988 (19.56)</td>
<td>232 (20.00)</td>
<td>4 (30.77)</td>
<td>1352 (21.12)</td>
<td>233 (13.31)</td>
<td>167 (19.83)</td>
<td></td>
</tr>
<tr>
<td>South</td>
<td></td>
<td>4055 (39.89)</td>
<td>422 (36.38)</td>
<td>4 (30.77)</td>
<td>2506 (39.15)</td>
<td>800 (45.71)</td>
<td>325 (38.36)</td>
<td></td>
</tr>
<tr>
<td>West</td>
<td></td>
<td>2240 (22.03)</td>
<td>271 (23.36)</td>
<td>3 (23.08)</td>
<td>1355 (21.17)</td>
<td>410 (23.43)</td>
<td>201 (23.87)</td>
<td></td>
</tr>
<tr>
<td>US-dependent areas</td>
<td></td>
<td>4 (0.04)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>3 (0.05)</td>
<td>1 (0.06)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>NHBS³ city resident, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td></td>
<td>4224 (41.55)</td>
<td>500 (43.10)</td>
<td>7 (53.85)</td>
<td>2291 (35.81)</td>
<td>1085 (62.00)</td>
<td>341 (40.50)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td></td>
<td>5942 (58.45)</td>
<td>660 (56.90)</td>
<td>6 (46.15)</td>
<td>4110 (64.21)</td>
<td>665 (38.02)</td>
<td>501 (59.50)</td>
<td></td>
</tr>
<tr>
<td>Population density, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Urban</td>
<td></td>
<td>4288 (42.18)</td>
<td>436 (37.59)</td>
<td>5 (38.46)</td>
<td>2538 (39.65)</td>
<td>944 (53.94)</td>
<td>365 (43.35)</td>
<td></td>
</tr>
<tr>
<td>Suburban</td>
<td></td>
<td>2200 (21.64)</td>
<td>316 (27.24)</td>
<td>6 (46.15)</td>
<td>1298 (20.28)</td>
<td>409 (23.37)</td>
<td>171 (20.31)</td>
<td></td>
</tr>
<tr>
<td>Small/medium metropolitan</td>
<td></td>
<td>2790 (27.44)</td>
<td>305 (26.29)</td>
<td>1 (7.69)</td>
<td>1929 (30.14)</td>
<td>305 (17.43)</td>
<td>250 (29.69)</td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td></td>
<td>884 (8.70)</td>
<td>103 (8.88)</td>
<td>1 (7.69)</td>
<td>633 (9.89)</td>
<td>91 (5.20)</td>
<td>56 (6.65)</td>
<td></td>
</tr>
<tr>
<td>Self-reported HIV status, n (%)</td>
<td></td>
<td>1098 (10.80)</td>
<td>125 (10.78)</td>
<td>2 (15.38)</td>
<td>619 (9.67)</td>
<td>263 (15.03)</td>
<td>89 (10.57)</td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td></td>
<td>7089 (69.73)</td>
<td>828 (71.38)</td>
<td>9 (69.23)</td>
<td>4283 (66.91)</td>
<td>1291 (73.77)</td>
<td>678 (80.52)</td>
<td></td>
</tr>
<tr>
<td>Negative</td>
<td></td>
<td>1979 (19.47)</td>
<td>207 (17.84)</td>
<td>2 (15.38)</td>
<td>1499 (23.42)</td>
<td>196 (11.20)</td>
<td>75 (8.91)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Total (N)</td>
<td></td>
<td>10,166</td>
<td>1160</td>
<td>13</td>
<td>6401</td>
<td>1750</td>
<td>842</td>
<td></td>
</tr>
</tbody>
</table>

aAMIS: American Men’s Internet Survey.
bChi-square test for difference in characteristics between recruitment types.
dThe National Center for Health Statistics urban/rural category could not be assigned for four participants living in US territories.

Results

AMIS 2016 was performed from September 2016 through February 2017 and resulted in 147,143 persons clicking on the ads and landing on the study’s recruitment page (Table 1). Most persons who clicked on the ads were from geospatial networking websites (83,507/147,143; 56.75%). Of the 4513 participants who completed the AMIS 2015 survey and were emailed links to the AMIS 2016 survey, 31.02% (1400) clicked on the link. Just over one-third (35.26%) of all of participants who landed on the study page started the screening process and 55.33% of them were eligible. The most common reason for ineligibility was not ever having male-male sex or not identifying as gay or bisexual. Almost three-quarters (71.71%) of participants who
were eligible consented to participate in the survey. A total of 2545 (12.36%) surveys were likely from duplicate participants. Among unduplicated surveys, almost two-thirds (64.51%) were considered successful. Most successful surveys were from men who reported having sex with another man in the past 12 months (87.85%). Almost all these surveys (10,166/10,222; 99.45%) provided a valid US ZIP code. Overall, the completion rate was 6.9%, with an analytical sample consisting of 10,166 surveys from 147,143 clicks.

Over two-thirds (7073/10,166; 69.58%) of the participants included in this report were non-Hispanic white, and less than half were ≥40 years of age (4341/10,166; 42.70%); the most common region of residence was the South followed by the West (Table 2). Participants were recruited from all US states, and there were at least 100 participants from each of the 28 states and the District of Columbia (Figure 1). About 4 in 10 (4224/10,166; 41.55%) participants resided in an NHBS city and about the same proportion (4288/10,166; 42.18%) lived in an urban county. Overall, 10.80% (1098/10,166) of participants were HIV positive, 69.73% were HIV negative (7089/10,166), and 19.74% (1979/10,166) had an unknown HIV status. All participant characteristics differed significantly based on the recruitment source (Table 2).

Most participants reported having anal sex without a condom with another man in the past 12 months (Table 3). Compared to HIV-negative/unknown-status participants, those who were HIV positive were significantly more likely to report anal intercourse without a condom (adjusted odds ratio [aOR]=1.79, 95% CI: 1.53-2.08), including with male partners who were of discordant or unknown status (aOR=2.76, 95% CI: 2.38-3.19). Stratified by the serostatus group, anal intercourse without a condom differed significantly by race/ethnicity (HIV-negative/unknown-status participants only), age group (HIV-negative/unknown-status participants only), and recruitment website (HIV-positive and HIV-negative/unknown-status participants). Anal intercourse without a condom with partners of discordant or unknown HIV status differed significantly by race/ethnicity, age, and recruitment website for both HIV-positive participants and HIV-negative/unknown-status participants.

Figure 1. Number of men who have sex with men who participated in the American Men’s Internet Survey by state, 2016.
Table 3. Sexual Behaviors with male partners of men who have sex with men in the American Men’s Internet Survey, United States, 2016.

<table>
<thead>
<tr>
<th>Participant characteristics</th>
<th>Participants (N)</th>
<th>Sexual behaviors with male partners in the past 12 months</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Anal intercourse without a condom</td>
<td>P value&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>HIV positive</strong></td>
<td>1098</td>
<td>832 (75.77)</td>
<td>&lt;.001&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Race/ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black, non-Hispanic</td>
<td>248</td>
<td>175 (70.56)</td>
<td>.17</td>
</tr>
<tr>
<td>Hispanic</td>
<td>130</td>
<td>96 (73.85)</td>
<td>.23</td>
</tr>
<tr>
<td>White, non-Hispanic</td>
<td>632</td>
<td>492 (77.85)</td>
<td>Ref&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Other or multiple races</td>
<td>88</td>
<td>69 (78.41)</td>
<td>.34</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15-24</td>
<td>59</td>
<td>50 (84.75)</td>
<td>.37</td>
</tr>
<tr>
<td>25-29</td>
<td>97</td>
<td>80 (82.47)</td>
<td>.78</td>
</tr>
<tr>
<td>30-39</td>
<td>186</td>
<td>159 (85.48)</td>
<td>.16</td>
</tr>
<tr>
<td>≥40</td>
<td>756</td>
<td>543 (71.83)</td>
<td>Ref&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>NHBS&lt;sup&gt;c&lt;/sup&gt; city resident</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>568</td>
<td>429 (75.53)</td>
<td>.78</td>
</tr>
<tr>
<td>No</td>
<td>530</td>
<td>403 (76.04)</td>
<td>Ref&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Recruitment type</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gay social networking</td>
<td>139</td>
<td>102 (73.38)</td>
<td>.45</td>
</tr>
<tr>
<td>General gay interest&lt;sup&gt;d&lt;/sup&gt;</td>
<td>&lt;5</td>
<td>N/A&lt;sup&gt;e&lt;/sup&gt;</td>
<td>N/A</td>
</tr>
<tr>
<td>General social networking</td>
<td>651</td>
<td>471 (72.35)</td>
<td>Ref&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Geospatial social networking</td>
<td>303</td>
<td>255 (84.16)</td>
<td>.007</td>
</tr>
<tr>
<td><strong>HIV negative or unknown status</strong></td>
<td>9068</td>
<td>5974 (65.88)</td>
<td>Ref&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Race/ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black, non-Hispanic</td>
<td>631</td>
<td>388 (61.49)</td>
<td>.002</td>
</tr>
<tr>
<td>Hispanic</td>
<td>1181</td>
<td>833 (70.53)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>White, non-Hispanic</td>
<td>6441</td>
<td>4231 (65.69)</td>
<td>Ref&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Other or multiple races</td>
<td>815</td>
<td>522 (64.05)</td>
<td>.28</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15-24</td>
<td>2659</td>
<td>1694 (63.71)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>25-29</td>
<td>1596</td>
<td>1202 (75.31)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>30-39</td>
<td>1228</td>
<td>892 (72.64)</td>
<td>.002</td>
</tr>
<tr>
<td>≥40</td>
<td>3585</td>
<td>2186 (60.98)</td>
<td>Ref&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>NHBS&lt;sup&gt;c&lt;/sup&gt; city resident</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>3656</td>
<td>2436 (66.63)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>No</td>
<td>5412</td>
<td>3538 (65.37)</td>
<td>Ref&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Recruitment type</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gay social networking</td>
<td>1119</td>
<td>626 (55.94)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>General gay interest</td>
<td>73</td>
<td>50 (68.49)</td>
<td>.76</td>
</tr>
<tr>
<td>General social networking</td>
<td>6125</td>
<td>4026 (65.73)</td>
<td>Ref&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
</tbody>
</table>
Sexual behaviors with male partners in the past 12 months

<table>
<thead>
<tr>
<th>Participant characteristics</th>
<th>Participants (N)</th>
<th>Sexual behaviors with male partners in the past 12 months</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>AnaL intercourse without a condom</td>
<td>AnaL intercourse without a condom with a partner of discordant or unknown HIV status</td>
<td>n (%)</td>
</tr>
<tr>
<td>Geospatial social networking</td>
<td>1731</td>
<td>1257 (72.62)</td>
<td>&lt;.001</td>
<td>321 (18.54)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Wald chi-square from multivariate logistic regression comparing behavior (yes vs no) between a group with specific characteristics and a reference group (Ref).

<sup>b</sup>Wald chi-square from multivariate logistic regression comparing behavior (yes vs no) among HIV-positive participants and HIV-negative or unknown-serostatus participants. Model controlled for race/ethnicity, age, National HIV Behavioral Surveillance system residency, and recruitment type.

<sup>c</sup>NHBS: National HIV Behavioral Surveillance.

<sup>d</sup>To prevent identification, data for groups with less than five participants are not presented.

<sup>e</sup>N/A: not applicable.

Over one-quarter (308/1098; 28.05%) of HIV-positive participants reported using marijuana in the past 12 months (Table 4). Compared to HIV-negative/unknown-status participants, HIV-positive participants were significantly more likely to report use of marijuana (aOR=1.63, 95% CI: 1.40-1.90), methamphetamines (aOR=5.53, 95% CI: 4.30-7.11), and other illicit substances in the past 12 months (aOR=2.15, 95% CI: 1.84-2.52). Among HIV-positive participants, the use of marijuana did not vary significantly for any participant characteristic, but the use of methamphetamines varied significantly by race/ethnicity, age, and recruitment site. In this group, the use of other illicit substances varied significantly by race/ethnicity, age, residence in an NHBS city, and recruitment site. Use of marijuana, methamphetamines, and other illicit substances differed significantly by race/ethnicity and age among HIV-negative/unknown-status participants. Additionally, the use of marijuana and other illicit substances differed significantly by race/ethnicity and age among HIV-negative/unknown-status participants. The most common STI diagnosis among HIV-positive participants was syphilis (164/1098; 14.94%), followed by gonorrhea (125/1098; 11.38%) and chlamydia (108/1098; 9.84%). Gonorrhea was the most common STI diagnosis among HIV-negative/unknown-status participants (456/9068; 5.03%), followed by chlamydia (412/9068; 4.54%) and syphilis (226/9068; 2.49%). Among HIV-negative/unknown-status participants, STI testing differed significantly by race/ethnicity and age. Among both HIV-positive and HIV-negative/unknown-status participants, STI testing differed significantly by NHBS city residence and type of recruitment website, and STI diagnosis differed significantly by age, NHBS city residence, and type of recruitment website.
Table 4. Substance use behaviors of men who have sex with men in the American Men’s Internet Survey, United States, 2016.

<table>
<thead>
<tr>
<th>Participant characteristics</th>
<th>Participants (N)</th>
<th>Substance use behaviors in the past 12 months</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Used marijuana</td>
<td>Used methamphetamines</td>
</tr>
<tr>
<td></td>
<td></td>
<td>n (%)</td>
<td>P value</td>
</tr>
<tr>
<td>HIV positive</td>
<td>1098</td>
<td>308 (28.05)</td>
<td>&lt;.001&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Race/ethnicity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black, non-Hispanic</td>
<td>248</td>
<td>66 (26.61)</td>
<td>.52</td>
</tr>
<tr>
<td>Hispanic</td>
<td>130</td>
<td>40 (30.77)</td>
<td>.98</td>
</tr>
<tr>
<td>White, non-Hispanic</td>
<td>632</td>
<td>176 (27.85)</td>
<td>Ref&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Other or multiple races</td>
<td>88</td>
<td>26 (29.55)</td>
<td>.96</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15-24</td>
<td>59</td>
<td>22 (37.29)</td>
<td>.29</td>
</tr>
<tr>
<td>25-29</td>
<td>97</td>
<td>33 (34.02)</td>
<td>.80</td>
</tr>
<tr>
<td>30-39</td>
<td>186</td>
<td>71 (38.17)</td>
<td>.18</td>
</tr>
<tr>
<td>≥40</td>
<td>756</td>
<td>182 (24.07)</td>
<td>Ref&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>NHBS&lt;sup&gt;c&lt;/sup&gt; city resident</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>568</td>
<td>174 (30.63)</td>
<td>.10</td>
</tr>
<tr>
<td>No</td>
<td>530</td>
<td>134 (25.28)</td>
<td>Ref&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Recruitment type</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gay social networking</td>
<td>139</td>
<td>36 (25.90)</td>
<td>.98</td>
</tr>
<tr>
<td>General gay interest&lt;sup&gt;d&lt;/sup&gt;</td>
<td>&lt;5</td>
<td>N/A&lt;sup&gt;e&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>General social networking</td>
<td>651</td>
<td>170 (26.11)</td>
<td>Ref&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Geospatial social networking</td>
<td>303</td>
<td>100 (33.00)</td>
<td>.35</td>
</tr>
<tr>
<td>HIV negative or unknown status</td>
<td>9068</td>
<td>2266 (24.99)</td>
<td>Ref&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Race/ethnicity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black, non-Hispanic</td>
<td>631</td>
<td>126 (19.97)</td>
<td>.006</td>
</tr>
<tr>
<td>Hispanic</td>
<td>1181</td>
<td>344 (29.13)</td>
<td>.04</td>
</tr>
<tr>
<td>White, non-Hispanic</td>
<td>6441</td>
<td>1597 (24.79)</td>
<td>Ref&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Other or multiple races</td>
<td>815</td>
<td>199 (24.42)</td>
<td>.33</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15-24</td>
<td>2659</td>
<td>886 (33.32)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>25-29</td>
<td>1596</td>
<td>500 (31.33)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>30-39</td>
<td>1228</td>
<td>322 (26.22)</td>
<td>.74</td>
</tr>
<tr>
<td>≥40</td>
<td>3585</td>
<td>558 (15.56)</td>
<td>Ref&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>NHBS&lt;sup&gt;c&lt;/sup&gt; city resident</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>3656</td>
<td>1024 (28.01)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>5412</td>
<td>1242 (22.95)</td>
<td>Ref&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Recruitment type</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gay social networking</td>
<td>1119</td>
<td>201 (17.96)</td>
<td>.71</td>
</tr>
<tr>
<td>General gay interest</td>
<td>73</td>
<td>16 (21.92)</td>
<td>.55</td>
</tr>
<tr>
<td>General social networking</td>
<td>6125</td>
<td>1572 (25.67)</td>
<td>Ref&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
</tbody>
</table>
### Substance use behaviors in the past 12 months

| Participant characteristics | Participants (N) | Used marijuana | | Used methamphetamines | | Used other substance(s) | | \( P \) value
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>n (%)</td>
<td>( P ) value(^a)</td>
<td>n (%)</td>
<td>( P ) value(^b)</td>
<td>n (%)</td>
<td>( P ) value(^c)</td>
</tr>
<tr>
<td>Geospatial social networking</td>
<td>1731</td>
<td>473 (27.33)</td>
<td>.11</td>
<td>68 (3.93)</td>
<td>.08</td>
<td>419 (24.21)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(^a\) Wald chi-square from multivariable logistic regression comparing behavior (yes vs no) between groups with specific characteristics and a reference (Ref) group.

\(^b\) Wald chi-square from multivariable logistic regression comparing behavior (yes vs no) between HIV-positive participants and HIV-negative or unknown-serostatus participants. Model controlled for race/ethnicity, age, National HIV Behavioral Surveillance system residency, and website type.

\(^c\) NHBS: National HIV Behavioral Surveillance.

\(^d\) To prevent identification, data for groups with less than five participants are not presented.

\(^e\) N/A: not applicable.

### HIV testing behaviors of HIV-negative or unknown-status men who have sex with men in the American Men's Internet Survey, United States, 2016.

| Participant characteristics | Participants (N) | HIV testing behaviors | | HIV tested ever | | HIV tested in past 12 months | | \( P \) value
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>n (%)</td>
<td>( P ) value(^a)</td>
<td>n (%)</td>
<td>( P ) value(^b)</td>
<td>n (%)</td>
<td>( P ) value(^c)</td>
</tr>
<tr>
<td><strong>Race/ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black, non-Hispanic</td>
<td>631</td>
<td>563 (89.22)</td>
<td>&lt;.001</td>
<td>440 (69.73)</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>1181</td>
<td>916 (77.56)</td>
<td>.09</td>
<td>710 (60.12)</td>
<td>.68</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White, non-Hispanic</td>
<td>6441</td>
<td>5134 (79.71)</td>
<td>Ref(^a)</td>
<td>3512 (54.53)</td>
<td>Ref(^a)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other or multiple races</td>
<td>815</td>
<td>635 (77.91)</td>
<td>.30</td>
<td>457 (56.07)</td>
<td>.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15-24</td>
<td>2659</td>
<td>1521 (57.20)</td>
<td>&lt;.001</td>
<td>1207 (45.39)</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>25-29</td>
<td>1596</td>
<td>1393 (87.28)</td>
<td>.004</td>
<td>1040 (65.16)</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30-39</td>
<td>1228</td>
<td>1129 (91.94)</td>
<td>&lt;.001</td>
<td>829 (67.51)</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥40</td>
<td>3585</td>
<td>3205 (89.40)</td>
<td>Ref(^a)</td>
<td>2043 (56.99)</td>
<td>Ref(^a)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>NHBS(^b) city resident</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>3656</td>
<td>3112 (85.12)</td>
<td>&lt;.001</td>
<td>2356 (64.44)</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>5412</td>
<td>4136 (76.42)</td>
<td>Ref(^a)</td>
<td>2763 (51.05)</td>
<td>Ref(^a)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Recruitment type</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gay social networking</td>
<td>73</td>
<td>66 (90.41)</td>
<td>&lt;.001</td>
<td>577 (51.56)</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>General gay interest</td>
<td>6125</td>
<td>4676 (76.34)</td>
<td>.18</td>
<td>44 (60.27)</td>
<td>.93</td>
<td></td>
<td></td>
</tr>
<tr>
<td>General social networking</td>
<td>1731</td>
<td>1563 (90.29)</td>
<td>Ref(^a)</td>
<td>3193 (52.13)</td>
<td>Ref(^a)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Geospatial social networking</td>
<td>1119</td>
<td>926 (82.75)</td>
<td>&lt;.001</td>
<td>1292 (74.64)</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>9068</td>
<td>7248 (79.93)</td>
<td></td>
<td>5119 (56.45)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) Wald chi-square from multivariable logistic regression comparing behavior (yes vs no) between groups with specific characteristics and a reference (Ref) group.

\(^b\) NHBS: National HIV Behavioral Surveillance.
Table 6. Sexually transmitted infection testing and diagnosis of men who have sex with men participants in the American Men's Internet Survey, United States, 2016.

<table>
<thead>
<tr>
<th>Participant characteristics</th>
<th>Participants (N)</th>
<th>STI history in the past 12 months</th>
<th>Diagnosed with any STI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Tested for any STI</td>
<td>n (%)</td>
</tr>
<tr>
<td>HIV positive</td>
<td>1098</td>
<td>778 (70.86)</td>
<td>&lt;.001&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Race/ethnicity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black, non-Hispanic</td>
<td>248</td>
<td>178 (71.77)</td>
<td>.40</td>
</tr>
<tr>
<td>Hispanic</td>
<td>130</td>
<td>105 (80.77)</td>
<td>.24</td>
</tr>
<tr>
<td>White, non-Hispanic</td>
<td>632</td>
<td>426 (67.41)</td>
<td>Ref&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Other or multiple races</td>
<td>88</td>
<td>69 (78.41)</td>
<td>.40</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15-24</td>
<td>59</td>
<td>47 (79.66)</td>
<td>.52</td>
</tr>
<tr>
<td>25-29</td>
<td>97</td>
<td>80 (82.47)</td>
<td>.28</td>
</tr>
<tr>
<td>30-39</td>
<td>186</td>
<td>152 (81.72)</td>
<td>.45</td>
</tr>
<tr>
<td>≥40</td>
<td>756</td>
<td>499 (66.01)</td>
<td>Ref&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>NHBS&lt;sup&gt;d&lt;/sup&gt; city resident</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>568</td>
<td>426 (75.00)</td>
<td>.03</td>
</tr>
<tr>
<td>No</td>
<td>530</td>
<td>352 (66.42)</td>
<td>Ref&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Recruitment website type</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gay social networking</td>
<td>139</td>
<td>92 (66.19)</td>
<td>.44</td>
</tr>
<tr>
<td>General gay interest&lt;sup&gt;f&lt;/sup&gt;</td>
<td>&lt;5</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>General social networking</td>
<td>651</td>
<td>439 (67.43)</td>
<td>Ref&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Geospatial social networking</td>
<td>303</td>
<td>242 (79.87)</td>
<td>.004</td>
</tr>
<tr>
<td>HIV negative or unknown status</td>
<td>9068</td>
<td>3639 (40.13)</td>
<td>Ref&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Race/ethnicity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black, non-Hispanic</td>
<td>631</td>
<td>313 (49.60)</td>
<td>.01</td>
</tr>
<tr>
<td>Hispanic</td>
<td>1181</td>
<td>566 (47.93)</td>
<td>.16</td>
</tr>
<tr>
<td>White, non-Hispanic</td>
<td>6441</td>
<td>2409 (37.40)</td>
<td>Ref&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Other or multiple races</td>
<td>815</td>
<td>351 (43.07)</td>
<td>.35</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15-24</td>
<td>2659</td>
<td>935 (35.16)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>25-29</td>
<td>1596</td>
<td>848 (53.13)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>30-39</td>
<td>1228</td>
<td>617 (50.24)</td>
<td>.01</td>
</tr>
<tr>
<td>≥40</td>
<td>3585</td>
<td>1239 (34.56)</td>
<td>Ref&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>NHBS&lt;sup&gt;d&lt;/sup&gt; city resident</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>3656</td>
<td>1762 (48.19)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>5412</td>
<td>1877 (34.68)</td>
<td>Ref&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Recruitment website type</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gay social networking</td>
<td>1119</td>
<td>338 (30.21)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>General gay interest</td>
<td>73</td>
<td>27 (36.99)</td>
<td>.35</td>
</tr>
<tr>
<td>General social networking</td>
<td>6125</td>
<td>2264 (36.96)</td>
<td>Ref&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Participant characteristics</td>
<td>Participants (N)</td>
<td>STI history in the past 12 months</td>
<td>Tested for any STI</td>
</tr>
<tr>
<td>-----------------------------</td>
<td>-----------------</td>
<td>-----------------------------------</td>
<td>-------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>n (%)</td>
</tr>
<tr>
<td>Geospatial social networking</td>
<td>1731</td>
<td>1001 (57.83)</td>
<td>1001 (100)</td>
</tr>
</tbody>
</table>

<sup>a</sup>STI: sexually transmitted infection and includes chlamydia, gonorrhea, and syphilis.
<sup>b</sup>Wald chi-square from multivariable logistic regression comparing behavior (yes vs no) between groups with specific characteristics and a reference (Ref) group.
<sup>c</sup>Wald chi-square from multivariable logistic regression comparing behavior (yes vs no) between HIV-positive participants and HIV-negative or unknown-serostatus participants. Model controlled for race/ethnicity, age, National HIV Behavioral Surveillance system residency, and website type.
<sup>d</sup>NHBS: National HIV Behavioral Surveillance.
<sup>e</sup>To prevent identification, data for groups with less than five participants are not presented.
<sup>f</sup>N/A: not applicable.
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Abstract

Background: Oral pre-exposure prophylaxis (PrEP) is a highly effective option for HIV prevention. To realize the full benefit of PrEP at the population level, uptake must reach those at the greatest risk of HIV acquisition. Guidance published by Centers for Disease Control and Prevention (CDC) suggests that the number of individuals with indications for PrEP is 1.1-1.2 million nationally based on survey data of key populations and local transmission patterns. We applied these estimates at state and county levels to determine the number of individuals who might benefit from PrEP locally and compared our estimates to CDC-published estimates for Colorado.

Objective: This analysis aimed to produce estimates of key populations with indications for PrEP in Colorado as a whole and by county type. These estimates will be used for public health strategic planning for HIV prevention goals at the state and county jurisdictional levels.

Methods: Colorado population estimates were obtained from the state demography office, which utilizes US decennial census data and input from county and local agencies to forecast the population. We limited our analysis to adults aged 18-59 years to be consistent with CDC methodology for PrEP estimates. We performed a literature review to define the best population-level percentages to determine numbers of HIV-negative men who have sex with men (MSM) and people who inject drugs (PWID) in Colorado. These percentages were applied to the state and to each county by its rural-urban designation. Finally, CDC-derived percentages of MSM and PWID with indications for PrEP were applied to these estimates to determine numbers of MSM and PWID who may benefit from PrEP use.

Results: In 2017, 3,252,648 adults aged 18-59 years were living in Colorado. By applying published estimates of percentages of men who had sex with other men in the past 12 months, we determined that 41,353-49,624 adult males could be considered sexually active MSM. We estimated that 9758-13,011 adults aged 18-59 years were likely to have injected drugs in the past 12 months. By accounting for the number of people living with HIV in those categories and applying the CDC PrEP percentages of MSM and PWID with indications for PrEP nationally, we estimated that 8792-12,528 MSM and PWID in Colorado had indications for PrEP; this number is smaller than that estimated by CDC, although within the lower CI limit.

Conclusions: By employing a simple framework consisting of census data, literature review, population estimates, and national estimates for PrEP indicators, we derived estimates for potential PrEP use in our state. Statewide estimates of key populations...
by state and county type will enable health officials to set informed goals and track progress toward optimizing PrEP uptake. This formula may be applicable to other states with similar epidemics and resources.

*(JMIR Public Health Surveill 2019;5(1):e11113) doi:10.2196/11113*
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**Introduction**

Like many states, Colorado observed a decline in HIV diagnosis rates between 2005 and 2015, leading regional stakeholders to consider the possibility of ending the HIV epidemic in the state [1]. The Joint United Nations Programme on HIV/AIDS 90-90-90 movement further propelled that work by introducing international population-level goals for the diagnosis and care of people living with HIV [2]. Colorado is close to reaching the goals of 90-90-90, yet the number of individuals who are newly diagnosed with HIV annually has stabilized and in some regions increased in the past few years, marking a change from the prior decade of declining HIV rates [3]. It is clear that to complement the prevention benefits of optimal treatment for people living with HIV, pre-exposure prophylaxis (PrEP) for people at risk for acquiring HIV is also a necessary tool to end new transmissions and propel efforts to end the epidemic [4].

Unlike the parameters of the 90-90-90 initiative, targets for PrEP use have not been well established at the local level. The National HIV/AIDS Strategy recommends a 500% increase in PrEP prescriptions by 2020, though this is currently considered a developmental indicator, expected to be modified as additional information becomes available [5]. In their paper in the Morbidity and Mortality Weekly Report, Smith et al analyzed survey data from the National Health and Nutrition Examination Survey, National Survey on Drug Use and Health, and National HIV Behavioral Surveillance System and concluded that nationally, approximately 1.2 million individuals in the United States had the Centers for Disease Control and Prevention (CDC)-recommended indications for PrEP [6]. They determined that 24.7% of men who had sex with men (MSM) in the past 12 months, 18.5% of people who injected drugs (PWID) in the past 12 months, and 0.4% of sexually active heterosexual adults had indications for PrEP. A subsequent estimate published in 2018 refined the national estimate to reflect regional differences in HIV transmission risk groups and to identify the number of black, Hispanic or Latino, and white individuals in each transmission group with indications for PrEP in each state. Using this method, CDC reported that 24,310 (95%CI 13,480-44,430) individuals in Colorado have indications for PrEP [7]. To test this estimate and to better understand the need for PrEP in Colorado as a whole and in each county, we utilized a variety of population-level data sources to determine numbers of HIV-negative MSM and PWID in the state who are likely to have indications for PrEP. These estimates were obtained by applying population-level percentages of MSM and PWID to the state as a whole and by calculating county-level estimates based on each county’s rural-urban designation and the percentage of estimated MSM and PWID in each county type. We then applied national CDC-derived percentages of MSM and PWID with PrEP indications to our MSM and PWID estimates to determine the number of individuals with indications for PrEP in Colorado. Our goal was to develop a formula to derive estimates of PrEP indications that could lead to timely, precise, and actionable goals for PrEP uptake at state and local levels.

**Methods**

**Colorado Population Estimates**

Census data for the total population of Colorado was obtained from the Colorado State Demography website, which uses the most recent decennial US Census Bureau data and input from county and local agencies to estimate and forecast the population for intercensal years to forecast population at the state and county levels [8]. Numbers of adults aged 18-59 years were extracted from the population totals as was the distribution by sex and the geographic distribution of adults by county. We aggregated Colorado counties using the 2013 National Center for Health Statistics Urban-Rural Classification Scheme for Counties in the following groupings: large central metro/urban core, large fringe metro/suburban, medium/small metro, and nonmetro [9] (see Figure 1). Forecasted 2017 county population data were used to determine total county population, sex, and age stratifications [8].

**Estimates for Men Who Have Sex With Men and People Who Inject Drugs Not Known to Be Living With HIV**

We conducted a literature review to determine the most relevant and accurate percentages of adult populations that were likely to fall into the MSM and PWID categories. To reflect populations at increased risk of HIV and to remain consistent with the selection criteria used by Smith and colleagues in their first national PrEP estimates, for our final calculations, we selected references that included estimates of proportions of men who had sex with other men in the past 12 months and proportions of adults who had injected drugs in the past 12 months [6]. We then applied the national and regional estimates from the literature to the Colorado adult male and overall adult populations. Once the estimated numbers of MSM and PWID in Colorado were calculated, we utilized state HIV surveillance data to subtract the number of individuals known to be living with HIV from each group to determine the potential number of individuals at increased risk of HIV acquisition [3].
Estimates for Men Who Have Sex With Men and People Who Inject Drugs With Indications for Pre-Exposure Prophylaxis

Using CDC-derived percentages of individuals in the MSM and PWID categories with indications for PrEP, we calculated the number of individuals in these categories by applying percentages to Colorado as a whole and by summing estimates for each county type [6] (see Textbox 1 for the complete formula).

Results

Colorado Population Estimates

The number of adults aged 18-59 years living in Colorado in 2017 was 3,252,648. Of those, 50.58% (1,654,138/3,252,648) were men. Overall, 52.66% (1,713,125/3,252,648) of the population lived in counties classified as large central metro/urban core or large fringe metro/suburban[8] (see Table 1 for the distribution of adults by county urbanicity type).
Estimates for Men Who Have Sex With Men and People Who Inject Drugs Not Known to Be Living With HIV

Our literature review yielded 4 publications that characterized the percentage of the given populations of males that could be considered MSM, 3 of which included estimates for male-male sexual activity in the past 12 months [10-13]. The review yielded 2 publications that described population proportions of PWID, 1 of which specifically characterized the percentage of populations with a history of injection drug use in the past 12 months [11,14] (see Table 2 for details of the reviewed publications). The estimates most applicable to our analysis were described by Oster et al [11], who suggested that 2.5% of the male population nationally and 3% of the males in the Western United States had a history of sex with men in the past 12 months. At the county level, estimates for recent male-male sexual activity ranged from 1.1% of adult males in nonmetro counties to 4.4% of adult males in large central metro counties [11]. We compared these findings with estimates produced by Grey et al [10], who suggested that 2.4% of the adult male population nationally had a history of sex with men in the past 12 months and that 3.8% of men in Colorado had had sex with a man in the past 5 years. Male-male sexual activity in Colorado in the past 12 months was not described in the study by Grey et al. County-level estimates ranged from 1% to 6.8% in nonmetro and large central metro counties, respectively [11].

Oster et al [11] also estimated that 0.3% of the adult population nationally and 0.4% of the adult population in the Western United States had a history of injection drug use in the past 12 months. Estimates of recent injection drug use at the county urbanicity levels ranged from 0.3% in the large central metro counties to 0.5% in the nonmetro counties [11].

By applying the national and regional MSM and PWID percentages by Oster et al [11] to the Colorado population as a whole, regardless of county type, we determined that statewide, 41,353-49,624 males aged 18-59 years were likely to be MSM in the past 12 months, depending on the whether we applied the national MSM estimates (lower estimate) or Western US MSM estimates (higher estimate). Using the national and Western US estimates for PWID, we determined that 9758-13,011 individuals (males and females aged 18-59 years) were likely to have injected drugs in the past 12 months, also with the higher estimate derived from estimates for the Western United States rather than nationally. After accounting for individuals living with HIV in those 2 categories, we determined that 33,199-41,470 MSM and 9098-12,351 PWID were eligible for the PrEP indications analysis.

When we applied estimates of percentages of individuals with MSM and PWID behavior in the past 12 months by county urbanicity type to the number of adults ages 18-59 years living in each county type in Colorado, we determined that 36,354 males were estimated to have had male-male sex in the past 12 months and 10,143 individuals were likely to have injected drugs in the past 12 months. After accounting for MSM and PWID with HIV in Colorado, we estimated that 28,200 MSM and 9483 PWID were eligible for the PrEP indications analysis.

Estimates for Men Who Have Sex With Men and People Who Inject Drugs With Indications for Pre-Exposure Prophylaxis

Applying published estimates for the proportions of MSM and PWID with CDC-recommended indications for PrEP, we determined that the MSM population with indications for PrEP ranged from 8200 to 10,243 males statewide. We estimated that 1683-2285 PWID had indications for PrEP statewide. By applying the formula for PrEP indications using the county-level MSM and PWID estimates, we determined that 6965 MSM in Colorado were likely to have indications for PrEP and 1827 PWID were likely to have indications for PrEP (see Table 3 for the estimated numbers of MSM and PWID with indications for PrEP statewide and by county type). Majority of MSM with PrEP indications were located in a large central metro county (Denver) or in large fringe metro counties, while the number of PWID with PrEP indications was more evenly distributed throughout the state (see Figures 2 and 3).

Table 1. Distribution of Colorado population in 2017 by urbanicity.

<table>
<thead>
<tr>
<th>Urbanicity</th>
<th>Counties</th>
<th>Male population</th>
<th>Female population</th>
<th>State population</th>
</tr>
</thead>
<tbody>
<tr>
<td>State, n (%)</td>
<td>64 (100.00)</td>
<td>1,654,138 (100.00)</td>
<td>1,598,510 (100.00)</td>
<td>3,252,648 (100.00)</td>
</tr>
<tr>
<td>Urbanicitya, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Large central metro/urban core</td>
<td>1 (1.56)</td>
<td>228,148 (13.79)</td>
<td>220,601 (13.80)</td>
<td>448,749 (13.79)</td>
</tr>
<tr>
<td>Large fringe metro/suburban</td>
<td>9 (14.06)</td>
<td>633,801 (38.32)</td>
<td>630,575 (39.45)</td>
<td>1,264,376 (38.87)</td>
</tr>
<tr>
<td>Medium/small metro</td>
<td>7 (10.93)</td>
<td>585,451 (35.39)</td>
<td>568,440 (35.56)</td>
<td>1,153,892 (35.47)</td>
</tr>
<tr>
<td>Nonmetro</td>
<td>47 (73.43)</td>
<td>206,737 (12.50)</td>
<td>178,894 (11.19)</td>
<td>385,631 (11.85)</td>
</tr>
</tbody>
</table>

aCounties assigned to urbanicity in accordance with the 2013 National Center for Health Statistics urban-rural classification scheme.
Table 2. Literature reviewed for population estimates [10-14].

<table>
<thead>
<tr>
<th>Study and behavioral characteristic</th>
<th>Time frame</th>
<th>US population percentage, n (%)</th>
<th>Colorado or Western US population percentage, n (%)</th>
<th>Population age (years)</th>
<th>Geographic distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Oster et al, 2015</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MSM</td>
<td>Lifetime</td>
<td>5,933,000 (4.7)</td>
<td>1,696,000 (5.7)</td>
<td>≥13</td>
<td>National, regional, and county level</td>
</tr>
<tr>
<td>MSM</td>
<td>Past 12 months</td>
<td>3,156,000 (2.5)</td>
<td>893,000 (3.0)</td>
<td>≥13</td>
<td>National, regional, and county level</td>
</tr>
<tr>
<td>PWID</td>
<td>Lifetime</td>
<td>5,949,000 (2.3)</td>
<td>1,980,000 (3.3)</td>
<td>≥13</td>
<td>National, regional, and county level</td>
</tr>
<tr>
<td>PWID</td>
<td>Past 12 months</td>
<td>776,000 (0.3)</td>
<td>240,000 (0.4)</td>
<td>≥13</td>
<td>National, regional, and county level</td>
</tr>
<tr>
<td>Grey et al, 2016: MSM</td>
<td>Past 5 years</td>
<td>4,503,080 (3.9)</td>
<td>73,357 (3.8)</td>
<td>≥18</td>
<td>National, state, county, and core-based statistical areas</td>
</tr>
<tr>
<td>Purcell et al, 2012</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MSM</td>
<td>Lifetime</td>
<td>8,476,848 (6.9)</td>
<td>N/A</td>
<td>≥13</td>
<td>National</td>
</tr>
<tr>
<td>MSM</td>
<td>Past 5 years</td>
<td>4,791,262 (3.9)</td>
<td>N/A</td>
<td>≥13</td>
<td>National</td>
</tr>
<tr>
<td>MSM</td>
<td>Past 12 months</td>
<td>3,562,733 (2.9)</td>
<td>N/A</td>
<td>≥13</td>
<td>National</td>
</tr>
<tr>
<td>Lieb et al, 2011: MSM</td>
<td>Lifetime</td>
<td>12,986 (6.9)</td>
<td>N/A</td>
<td>≥18</td>
<td>State level</td>
</tr>
<tr>
<td>Lansky et al, 2014: PWID</td>
<td>Lifetime</td>
<td>6,612,488 (2.6)</td>
<td>N/A</td>
<td>≥13</td>
<td>National level</td>
</tr>
</tbody>
</table>

*MSM: percentage of adult males; PWID: percentage of all adults.

bMSM: men who have sex with men.

cPWID: people who inject drugs.

dN/A: not applicable.

Table 3. Estimated number of individuals with indications for pre-exposure prophylaxis in Colorado.

<table>
<thead>
<tr>
<th>Key population</th>
<th>Statewide (United States based)</th>
<th>Statewide (Western United States based)</th>
<th>Statewide (sum of county-level estimates)</th>
<th>Large central metro</th>
<th>Large fringe metro</th>
<th>Medium/small metro</th>
<th>Nonmetro</th>
</tr>
</thead>
<tbody>
<tr>
<td>Men who have sex with men, n</td>
<td>8200</td>
<td>10,243</td>
<td>6965</td>
<td>1536</td>
<td>3311</td>
<td>1676</td>
<td>442</td>
</tr>
<tr>
<td>People who inject drugs, n</td>
<td>1683</td>
<td>2285</td>
<td>1827</td>
<td>207</td>
<td>669</td>
<td>610</td>
<td>341</td>
</tr>
<tr>
<td>Total, n</td>
<td>9683</td>
<td>12,528</td>
<td>8792</td>
<td>1743</td>
<td>3980</td>
<td>2286</td>
<td>783</td>
</tr>
</tbody>
</table>

This table presents only “n” values. All estimates were derived by applying the CDC percentages for PrEP in MSM (24.7%) and PWID (18.5%) across all estimates.
Figure 2. Map of Colorado counties with numbers of men who have sex with men (MSM), including MSM that also inject drugs (MSM/PWID) with indications for pre-exposure prophylaxis (PrEP).
Discussion

Principal Findings

Of the 3,252,648 individuals aged 18-59 years residing in Colorado in 2017, we determined that 8792-12,528 MSM and PWID were likely to have indications for PrEP as described in the 2015 CDC guidelines for PrEP use. Of those, approximately 81%-82% were MSM, and 65% lived in large central or large fringe metro areas. By target population, 70% of MSM lived in large central or large fringe metro areas and 50% of PWID lived in large central or large fringe metro areas, reflecting the more rural distribution of injection drug use. The county-level distribution of PrEP for MSM was similar to the distribution of HIV among MSM in Colorado, in which 70%-75% of the MSM living with HIV resided in the 5-county Denver Metro area [3].

As has been observed with national PrEP estimates, the number of individuals estimated to have an indication for PrEP in Colorado was close to the number of individuals living with HIV in the state [6]. Some authors have suggested that an alternate method for estimating PrEP need could employ HIV diagnoses as a reference point [15]. In 2016, approximately 8500 MSM, 1400 MSM-PWID, and 500 PWID were known to be living with HIV in Colorado, which are similar number overall to the estimates for PrEP we present here [3]. However, the number of non-MSM-PWID living with HIV in Colorado is significantly lower than the number of individuals we estimated were PWID with indications for PrEP.

A more nuanced approach to using HIV diagnosis data to estimate numbers of individuals with indications for PrEP at the local level was recently published by the CDC. This approach relies on the ratio of the percentage of PWID diagnosed with HIV to the percentage of MSM diagnosed with HIV in a given area. This ratio is further refined by applying race and ethnicity data [16]. This approach accounts for heterogeneity in transmission risk factors regionally. Interestingly, the published estimates for MSM with PrEP indications in Colorado were significantly higher than those we present here. This is partly due to the weighted proportion of HIV diagnoses in Colorado who are MSM, but more importantly, this more recent publication relied on much larger MSM estimates based on the report of sexual activity with men in the past 5 years as opposed to that in the past 12 months, as is in the PrEP guidelines [7]. This significant methodological difference is the key to understanding the variation in estimates. Given that sexual activity varies for people over time, especially in the light of advances in PrEP and understanding of treatment as prevention, having both estimates gives a broader picture of the potential for PrEP use in the state. This alternative methodological approach is limited in states with lower numbers of HIV diagnoses annually, where the transmission category distribution may vary significantly year to year. The recent CDC
publication also does not describe estimates for numbers of individuals with PrEP indications at the county level, which are crucial for local resource allocation and planning, in particular as it relates to support for PrEP clinical services in underserved counties (see Figures 2 and 3). The method we present here enables jurisdictions to generate targeted PrEP estimates based on more timely local data, which can then be compared to nationally generated state-level estimates as they become available.

Limitations

Our analysis is subject to several limitations. Most notably, we did not include estimates of heterosexual individuals with indications for PrEP. We initiated this process using similar methodology as that employed for MSM and PWID estimates but deemed the estimates likely to be inaccurate as the epidemiology of HIV in Colorado is heavily skewed toward MSM with a much lower percentage of individuals living with HIV in the state being heterosexual than is the case nationally. Similarly, we were not able to estimate the prevalence of transgender people in Colorado or subsequent numbers of transgender individuals with indications for PrEP. The inclusion of these 2 populations would make the analysis richer and more complete and will be the focus of future efforts at the state and local health department levels.

The analysis is also limited by our reliance on national and regional estimates of sexual behavior and injection drug use, which may or may not be accurate for Colorado. In particular, Colorado has been heavily affected by the opioid epidemic and may have a significantly higher number of PWID than presented here [17]. Also, both the behavioral estimates obtained from the papers by Grey et al and Oster et al as well as the PrEP indication estimates by Smith et al rely on data from the National Health and Nutrition Examination Survey, which is limited to individuals who are not institutionalized or homeless [6,10,11]. This exclusion is likely to lead to an underestimation of the prevalence of recent injection drug use, thereby leading to an underestimate of the number of PWID with indications for PrEP. A revised estimate of the prevalence of PWID that accounts for homeless and incarcerated populations would be of great benefit. Finally, as noted by Smith and colleagues, as sample sizes get smaller, estimation is more unstable [6]. Therefore, the estimates we have presented have been used specifically for program planning purposes and are limited in generalizability.

Implications and Final Summary

Although simple in its methodology, this exercise is a practical means to estimate the need for PrEP at the state and local levels. To our knowledge, this is the first instance of a state- and county-level application of national estimates. Additional methodologies using surveys and more precise population-level statistics have been employed in other jurisdictions as alternate approaches to estimating PrEP demand or PrEP targets [18-20]. However, to obtain preliminary estimates, especially for states with relatively smaller epidemics or for whom resources for population-level HIV prevention analyses are more limited, we offer this approach as a feasible option that provides immediate, actionable estimates that can be quickly revised as new estimates for key populations become available.

As Colorado and its individual metro areas develop strategic plans to end the HIV epidemic, measurable targets for PrEP uptake help directs efforts to the most relevant populations and regions [1]. While the estimates for PrEP indication vary when derived by county type compared to the statewide estimates we produced and compared to the most recent estimates for Colorado from CDC, taken as a whole, these estimates provide a range of numbers that can serve as targets for PrEP use, possibly in a stepwise manner starting with more conservative estimates and increasing our targets as we build demand and gain capacity for PrEP provision. At this time, our state health department is conducting an analysis of insurance claims data to determine the approximate number of PrEP prescriptions filled in 2017. This will serve as a starting point for measuring progress toward optimal PrEP uptake. Ongoing education and financial support for PrEP programs will be crucial to ensuring that this highly effective intervention reaches all individuals for whom it could be beneficial.
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Abstract

Background: The burden of an HIV epidemic in Kosovo lies among the key populations (KPs) of female sex workers (FSWs), men who have sex with men (MSM), and people who inject drugs (PWIDs). The available interventions for KPs are fragmented and lack sufficient and appropriate granularity of information needed to develop large-scale outreach programs.

Objective: The aim of this study was to estimate the size and distribution of these populations to create evidence for developing action plans for HIV prevention.

Methods: The programmatic mapping approach was used to collect systematic information from key informants, including geographic and virtual locations in 26 municipalities of Kosovo between February to April 2016. In level 1, information was gathered about KPs’ numbers and locations through 1537 key informant interviews within each municipality. Level 2 involved validating these spots by conducting another 976 interviews with KPs congregating at those spots. Population size estimates were calculated for each spot, and finally a national-level estimate was developed, which was corrected for duplication and overlaps.

Results: Of the estimated 6814 MSM (range: 6445 to 7117), nearly 4940 operate through the internet owing to the large stigma and discrimination against same-sex relationships. Geo-based MSM (who operate through physical spots) congregate at a few spots with large spot sizes (13.3 MSM/spot). Three-fourths of the MSM are distributed in 5 major municipalities. Fridays and Saturdays are the peak days of operation; however, the number only increases by 5%. A significant number are involved in sex work, that is, provide sex to other men for money. PWIDs are largely geo-based; 4973 (range: 3932 to 6015) PWIDs of the total number of 5819 (range: 4777 to 6860) visit geographical spots, with an average spot size of 7.1. In smaller municipalities, they mostly inject in residential locations. The numbers stay stable during the entire week, and there are no peak days. Of the 5037 (range: 4213 to 5860) FSWs, 20% use cell phones, whereas 10% use websites to connect with clients. The number increases by 25% on weekends, especially in larger municipalities where sex work is mostly concentrated. Other than a few street-based spots, most spots are establishments run by pimps, which is reflective of the highly institutionalized, structured, and organized FSW network.

Conclusions: This study provides valuable information about the population size estimates as well as dynamics of each KP, which is the key to developing effective HIV prevention strategies. The information should be utilized to develop microplans and effectively provide HIV prevention services to various KPs.

Introduction

Background

Kosovo is the smallest country in the Balkans region of Europe and, in terms of registered HIV cases, has the smallest HIV epidemic in the World Health Organization (WHO) Regional Office for Europe (WHO/Europe) [1, 2]. A total of 97 HIV infections in Kosovo have been registered since the first reported case in 1986, and 41 AIDS-related deaths have been reported until 2015 [3]. The possibility of a high proportion of undiagnosed infections makes it difficult to estimate the overall HIV prevalence accurately and to confirm whether HIV incidence has remained stable. As no estimation process for people living with HIV has been carried out to date, based on current testing figures, it is difficult to make an estimate with any degree of accuracy [4].

Despite the small epidemic size, it is likely that the highest burden of HIV lies among various key populations (KPs), especially in men who have sex with men (MSM) and people who inject drugs (PWIDs), as seen in many neighboring countries [5]. The previous integrated biological and behavioral surveys (IBBS) rounds showed low numbers of HIV cases; however, one needs to consider that data were collected at only a couple of sites, and the study recruited a very small sample size mostly through convenience sampling [6, 7]. HIV rates were low, but Hepatitis C rates among PWIDs remains a cause for concern, as it is a predictor of how widespread the HIV could become among PWIDs [8].

To date, the HIV epidemic in Kosovo has remained insignificant, yet there is a strong potential for its growth, particularly among MSM and PWIDs [9]. The experience working with these populations has demonstrated that effective interventions built around a population focus not only protect and engage members of these communities but also make a major contribution to averting a wider epidemic [10, 11]. Substantial progress has been made to meet the strategic objectives and subobjectives of Kosovo HIV/AIDS strategy for 2009 to 2014 [12]. However, to improve the response to the new HIV/AIDS strategic targets for the period 2017 to 2021 [13], future interventions need to focus on KPs and should be based on WHO recommendations concerning KPs [14]. So far, the available interventions for KPs are fragmented, lack sufficient and appropriate coverage, and need a much more scientific base for program development. From a program planning perspective, it is essential to first quantify the size of KPs, understand their subtypes, and identify locations where they can be found [15].

Objectives

On the basis of these principles, this study aimed to develop size estimates of KPs in Kosovo and provide the HIV prevention program with grassroot-level information to improve program design and coverage. The key objectives were to quantify the size of KPs, understand their subtypes, and identify locations where they can be found. Data from this study generated evidence for developing action plans for HIV prevention interventions tailored to KPs’ needs to scale up the HIV response.

Methods

Programmatic Mapping Overview

In epidemiological terms, the mapping methodology employed within this study resembled a cross-sectional survey to identify KPs in the epidemiological context of person, place, and time. The study was conducted in 26 of the 38 municipalities in Kosovo. The remaining municipalities were excluded because of security issues or political unrest. Data were collected from February to April 2016. During the preparation phase, KP communities and networks were engaged to discuss and develop procedures that ensured no harm was caused to the KP. This engagement with KPs was critical and consistent, with the approach of nothing for us without us through an assessment of the risks and benefits of programmatic mapping. Other important elements of the preparation phase included recruitment of field teams, training of the teams comprehensively in a 4-day training workshop on all aspects of field work, and pretesting and finalization of data collection tools. Other than the core training, the field teams were also provided a 2-day refresher training in between the 2 phases of field data collection.

Geo-Mapping Approach

The broad methodological approach included 2 sequential phases. Level 1 (L1) was a systemic process of gathering information from secondary key informants on geo-locations where KPs congregate to meet sexual partners or inject drugs. Secondary key informants are people who are not KPs themselves but are knowledgeable of the presence and operations of KPs, for example, bar tenders, cab drivers, pimps, and massage parlor workers etc. A total of 1537 interviews were conducted in L1. The entire study area was divided geographically into smaller data collection units referred to as zones. The basic geo-administrative divisions in Kosovo called municipalities were considered as zones for this study. Data were collected in 26 out of 38 municipalities in Kosovo, as municipalities having political unrest and/or security issues were excluded. The municipalities of Prishtina and Prizren were further divided into 5 and 3 zones subsequently to a total number of 32 study zones where data were collected. The number of interviews within each municipality was kept between 35 and 60, based on population density and the geographic span of each zone. The primary outcome of L1 was the development of a spot list for each KP type within each zone. The following phase, level 2 (L2), included validation of spots identified in L1 for KP presence and activity as well as an in-depth profiling of each spot. L2 involved conducting interviews with KP informants, that is, FSWs, MSM, and PWIDs operating at the spots listed during L1 mapping. All respondents interviewed were older than 18 years and provided informed consent. Level 2 is considered to be the validation stage, where sites/spots mentioned by KIs in L1 are validated, and new spots are
identified. Most spots for MSM and PWIDs were validated, whereas for FSW spots, the validation process was conducted only in spots where access was possible and a social mobilizer was available to facilitate the validation process. Residential spots were also not validated owing to issues of confidentiality. Members of the sex worker community were employed as social mobilizers who facilitated access and entry at various sex work spots. Social mobilizers connected with network operators or venue managers (eg, brothel, bars, and night clubs etc) and, after their consent, met the KP members operating at those venues to conduct a short interview. For data collection, teams of at least two (an interviewer and a social mobilizer) visited the identified hotspot and randomly selected a member of the KP present at the spot to conduct the interview. The social mobilizer facilitated the process by identifying and encouraging the KP members to participate in the study. The interviewer then formally conducted the interview after taking informed consent. The information was noted on an L2 form, which collected information on the type of spot, number of KP members who operate at the spot on a usual or peak day and obtained more specific information on the timings and days of operation. It also inquired the number of spots each KP member utilized to adjust for duplications. A total number of 976 spots were validated in L2. This included 255 spots for FSWs, 226 spots for MSM, and 495 spots for PWIDs.

**Web Mapping Approach for Men Who Have Sex With Men**

Geographic mapping captures only the visible segment of KPs who operate at publicly accessible venues. Consultations with the MSM community revealed that it was important to account for the less visible/frequently active MSM who meet their clients/partners exclusively by other means (eg, through internet websites and mobile phone–based geo-social networking apps (GNA) [16,17]. Geographic mapping of MSM spots was therefore supplemented with virtual mapping of MSM who find same-sex partners primarily through these virtual sites.

The process involved working closely with the MSM community and making a list of all such MSM dating websites and mobile phone–based GNAs as the first step. These sites included global sites, county-specific sites, as well as Facebook and WhatsApp groups specific to the country. A total of 2 virtual mappers (VMs) who were knowledgeable about the use of such websites and apps were hired from the MSM community. A user profile was created at all active sites to be able to browse the websites/apps regularly. VMs logged in at each active internet site/GNA site 3 times a day for a period of 2 weeks to gather information about the total number of registered users, the number online at the particular time of visit, and the number of new registrations each day. To further understand these Web operations, the VMs contacted various virtual users randomly, introducing the research and encouraging them to participate in the study. Those who agreed to participate were invited for a face-to-face interview at a time and place of their convenience. During the interview, information was gathered on all websites/apps the MSM are registered with, multiple registrations with different identity documents at each site, the number of contacts made at each website, as well as use of geo-locations to look at overlap between virtual and geo-spaces.

Although a high nonresponse was noticed (nearly one-thirds of the MSM contacted refused to participate), a sample of 84 MSM who operate through these sites were interviewed.

**Data Management and Analysis**

All data collected in the field were entered in a database developed in Microsoft Excel. The team leaders, along with the data manger, were responsible for all aspects of data quality and consistency. All spots were provided a unique code, and data were checked for consistency (eg, missing information, spelling mistakes, and outliers etc) by the field supervisors before forms were submitted to the data management team. Data entry was done at the project office in Pristina, under the supervision of a database supervisor.

KP size estimates were calculated for each spot. As a first step, all reported minimum and maximum KP estimates were summed up to get a range of estimate for each spot, which were rolled up into municipality estimates, while adjusting for duplication, that is, multiple spots visited by the same KP and also for invisible KPs who do not come to spots, using the following formula, where $E_i = \text{the adjusted estimated number of the KP,}$

$$E_i = si(1 – pi) + [1]$$

The municipality estimates were aggregated into national-level estimates after adjusting for invisibility factor. Finally, average spot sizes (number of KPs per spot) were determined as well as the density of each KP per 1000 adult men or women was also calculated. The adult male and female population of Kosovo was used as a denominator [18], whereas the numerator was the estimate produced by this study.

**Ethical Considerations**

This appraisal was designed to meet international ethical protocols by taking effective measures to avoid risk, protect individuals’ rights, and ensure safety of all study participants. Ethical approval for the study was taken from the Ethical Review Board at the Ministry of Health, Kosovo. In addition, specific measures were taken to ensure the safety of the field teams and KPs. Data were collected only in municipalities which were deemed safe and received support from the local police. The KP community was given the power to make decisions on how this project was implemented, and all their concerns and suggestions were duly incorporated in the research protocol. Recruitment of participants was conducted only after describing the study procedures and obtaining informed consent. A nonidentifying coding system was used to track study data while assuring nondisclosure of participants’ identities. All participants were provided information on existing services and were linked to the health and social services that are available for this community.

**Results**

**Estimated Numbers of Key Populations**

A total number of 17,670 KP members were identified in Kosovo. The largest KP found within the country was MSM,
followed by PWIDs and FSWs. Aside from a difference in size estimation, stark differences were found surrounding the operational dynamics of each population, the type and location of spots frequented, and the alternative methods for seeking partners and/or engaging in risk activity.

This study estimated a total of 5037 (range: 4213 to 5860) FSWs in Kosovo (Table 1). Although an estimated number of 4163 out of 5037 (82.6%) FSWs operate through geographic spots, nearly one-fifth (1058) are clandestine and remain unseen. These FSWs do not come to geo-physical locations but use other forms of contact to connect with their clients, that is, cell phones, internet hookups, or through personal contacts with pimps etc. Approximately, a tenth of the FSWs use the internet to find clients, but a significant overlap with geo-spots and cell phone hookups was reported. PWIDs were estimated at 5819 (range: 4777 to 6860). A larger number, that is, 4974 of 5819 were geo-spot–based, spread over 847 spots. Although this study identified no females in PWIDs, they were probably a part of the unseen PWIDs who operate undercover, not frequenting geographic locations. MSM were found to be the largest KP in Kosovo, with a total estimate of 6814 (range: 6445 to 7117). A smaller number of MSM operated at geo-spots (1874 MSMs congregate at 141 geographical spots), whereas a much larger number of MSM (ie, 4940 out of 6814) reported to operate through internet sites and mobile apps. Interviews conducted at L2 confirmed that Facebook is the most popular networking site, whereas Grinder and Planet Romeo are the most used mobile apps. A significant proportion of MSM provide sexual services to other men in return for money and can thus be regarded as male sex workers (MSWs). An estimated number of 731 (range: 595 to 865) MSWs were found to be distributed throughout the country, mostly operating through geo-spots. Results of the analysis which calculated KP density (number of FSWs per 1000 adult females and number of MSM per 1000 adult males, etc) showed approximately 9 FSWs per 1000 adult females, 10 PWIDs per 1000 adult men, and 12 MSM per 1000 adult men in Kosovo.

Municipality Distribution of Key Populations in Kosovo

Figure 1 shows the distribution of FSWs, PWIDs, and MSM in various municipalities of Kosovo. Ferizaj, Prizren, Prishtinë, and Gjilan were municipalities with the highest number of FSWs (16% (806/5037), 13.1% (660/5037), 9.9% (499/5037), and 8.8% (443/5037) of the estimated FSWs, respectively. More than half of the municipalities in Kosovo had an insignificant number of FSWs (less than 2% of the total FSWs). The distribution of PWIDs varied significantly by municipality. Nearly half of the PWIDs concentrate in 3 municipalities of Prishtinë, Ferizaj, and Prizren accounting for 24.5%, 15.2%, and 9.6%, respectively. MSM seem to concentrate in fewer municipalities with Prishtinë and Prizren, reporting the highest number of MSM, that is, 2613 and 1277 MSM, respectively. In Prishtinë, of the 2613 MSM identified, 84.8% (2215/2613) MSM were Web-based, whereas in Prizren, 58.2% (743/1277) were Web-based. Other municipalities with higher numbers of MSM included Mitrovicë, Gjakovë, and Pejë.

Table 1. Estimated number of female sex workers (FSWs), people who inject drugs (PWIDs), and men who have sex with men (MSM) in Kosovo in 2016.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>FSWs</th>
<th>PWIDs</th>
<th>MSM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimated number</td>
<td>5037 (4213-5860)</td>
<td>5819 (4777-6860)</td>
<td>6814 (6445-7117)</td>
</tr>
<tr>
<td>Estimated number at geo-spots</td>
<td>4163 (3482-4843)</td>
<td>4974 (3932-6015)</td>
<td>1874 (1570-2177)</td>
</tr>
<tr>
<td>Estimated number of nongeo-spot/Web-based</td>
<td>1058</td>
<td>845</td>
<td>4940</td>
</tr>
<tr>
<td>Estimated number of male sex workers</td>
<td>790</td>
<td>847</td>
<td>141</td>
</tr>
<tr>
<td>Adult population</td>
<td>566560</td>
<td>568903</td>
<td>568903</td>
</tr>
<tr>
<td>Number of KPs per 1000 adults</td>
<td>8.9 per adult females</td>
<td>10.2 per adult males</td>
<td>12.0 per adult males</td>
</tr>
</tbody>
</table>

aFSWs: female sex workers.
bPWIDs: people who inject drugs.
cMSM: men who have sex with men.
dThe sum of geo-spot–based and nongeo-spot–based estimates might not add up to the total estimated number because of adjustments made in the final estimate to account for duplication.
eNot applicable.
fAdult female population.
gAdult male population.
hKPs: key populations.
Table 2 shows the spot typologies and operational dynamics of FSWs, PWIDs, and MSM hotspots of Kosovo. FSWs mostly operate through geo-spots having an average spot size of 5.3 FSWs per spot, with significant differences across municipalities. The peak days of activity for FSWs was reported to be Friday and Saturday. Nearly three fourth FSWs operate in evenings, whereas half of them operate at night as well. More than two-thirds of FSWs find clients at restaurants with or without music and coffee shops, where they work as hostesses. The spots for PWIDs were different from FSW spots. These included abandoned buildings, establishments, public transport stops or parks, streets, and some residential buildings as well. Street spot was the largest spot typology followed by abandoned buildings, which accounted for 41.1% (2044/4974) and 31.5% (1567/4974) of PWIDs, respectively. A much smaller proportion of MSM is visible on physical spots. Over half of MSM spots comprised street spots/parks and bus stop spots etc. Although the average spot size of MSM is large (13.3 MSM per spot), great variation existed across municipalities and by spot type. The average spot size for restaurant/coffee shop spots was high, with an estimated 19.3 MSM per spot, whereas the spot size for street spots was 11.3. Although peak days for MSM was reported to be on weekends, that is, Fridays and Saturdays, all days of the week reported substantial MSM activity.
Table 2. Spot typologies and operational dynamics for various key populations in Kosovo in 2016.

<table>
<thead>
<tr>
<th>Mapping</th>
<th>FSWs&lt;sup&gt;a&lt;/sup&gt;</th>
<th>PWIDs&lt;sup&gt;b&lt;/sup&gt;</th>
<th>MSMs&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number of spots</td>
<td>Estimates</td>
<td>Number of spots</td>
</tr>
<tr>
<td>Estimated number</td>
<td>790</td>
<td>4163</td>
<td>847</td>
</tr>
<tr>
<td>Spot size</td>
<td>5.3</td>
<td>5.3</td>
<td>5.9</td>
</tr>
<tr>
<td><strong>Type of spots</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Abandoned buildings</td>
<td>0</td>
<td>0</td>
<td>240</td>
</tr>
<tr>
<td>Hotel/motel/guest house</td>
<td>38</td>
<td>238</td>
<td>155</td>
</tr>
<tr>
<td>Public transport stop</td>
<td>13</td>
<td>62</td>
<td>42</td>
</tr>
<tr>
<td>Residential place</td>
<td>4</td>
<td>16</td>
<td>63</td>
</tr>
<tr>
<td>Restaurant with live music</td>
<td>225</td>
<td>1326</td>
<td>0</td>
</tr>
<tr>
<td>Restaurant/coffee shop</td>
<td>330</td>
<td>1584</td>
<td>0</td>
</tr>
<tr>
<td>Salons/casino/shops</td>
<td>66</td>
<td>273</td>
<td>0</td>
</tr>
<tr>
<td>Streets/open spaces/park</td>
<td>114</td>
<td>664</td>
<td>347</td>
</tr>
<tr>
<td>Peak day of operation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Friday, Saturday</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All week</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Friday, Saturday</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Peak time of operation, (n/N)**

- Morning (before 12 noon): 11.4 (29/481) 71.0 (431/607) 12.1 (16/132)
- Afternoon (12-5 PM): 41.2 (105/481) 87.2 (529/607) 44.7 (59/132)
- Evening (5-9 PM): 51.8 (132/481) 57.8 (351/607) 59.8 (79/132)
- Night (9 PM onward): 78.0 (199/481) 20.9 (127/607) 39.4 (52/132)

<sup>a</sup>FSWs: female sex workers.
<sup>b</sup>PWIDs: people who inject drugs.
<sup>c</sup>MSM: men who have sex with men.

**Discussion**

Summary

Although there have been some efforts in Kosovo in the past to estimate KP size and understand their operational dynamics [6,7,19], this study has significantly contributed to enhance our knowledge. Not only were we able to estimate the size of various KPs in Kosovo, we also identified geo-locations where HIV transmission may be maximum and developed a pragmatic typology of KPs and spots, which improved our understanding of these populations. There is enough evidence provided to understand the distribution and structure of KPs as well as know their size and operational dynamics, which is central to develop a prevention response to halt the progression of HIV and AIDS [11,15].

Our study followed a simple community-led approach, ensuring active leadership and involvement of the KPs themselves in validating estimates. A total number of 6814 MSM, 5819 PWIDs, and 5037 FSWs were identified in Kosovo. Other than FSW estimates, the estimated numbers for both MSM and PWIDs are much lower than what have been calculated through previous research [6,7,19]. The previous estimates were derived from IBBS data using multiplier technique methods. IBBS samples were collected from Prishtina and Prizren alone, which were extrapolated to develop national estimates for MSM and PWIDs. Our study found that the number of KPs in large urban centers, that is, Pristina, Ferizaj, and Prizren, was many folds in comparison with smaller municipalities, and thus extrapolating rates from urban centers to smaller municipalities could have led to an overestimation of the size of PWIDs and MSM in Kosovo. In contrast to previous research, the estimates derived from this study followed a comprehensive exercise based on data collected at the grassroots level, led by KPs. While calculating these estimates, we adjusted for KPs visiting multiple spots and also for hidden KPs who do not come to spots. Finally, we triangulated the results with program data from service delivery programs and verified it with nongovernmental organizations (NGOs) working with these populations. The triangulation process included carefully looking at monitoring data from the programs and conducting discussion with peer workers and program managers to validate various key spots and number of KPs in various municipalities.

This research revealed in-depth information on the structure, subculture, and operational dynamics of each KP and found striking differences between them. This study identified 7 different types of geographic spots where FSWs in Kosovo congregate, find sexual partners, or engage in sexual activities. FSWs in Kosovo are centered around restaurants/coffee shops with live music and hotels/motels etc with a number of typologies involved; each having its own operational dynamics and prevention needs. Nearly all FSWs are a part of a wider but hidden network that functions undercover and are largely managed by network operators and pimps. Although sex workers are visible at a few spots, the network that operates them...
extremely organized and well-connected and mostly keeps the sex work clandestine. This nature of sex work in Kosovo is reflective of the illegality of sex work and high prevalence of sex trafficking into and through the country [20].

PWIDs represent a small proportion of an overall large population of drug users in Kosovo [19]. Unlike FSWs, PWIDs have a much wider distribution across most municipalities surveyed. Injecting drugs typically occurs in abandoned places/houses, open spaces, streets, parks etc and mostly happen during times when these places are not frequented by people. Abandoned buildings were also found to be locations where PWIDs mostly purchase drugs and inject. A predominance percentage of PWIDs visit geo-spots after noon and continue injecting through the entire day. As injecting is an everyday phenomenon, there were no peak days reported, and the estimated number of PWIDs did not change. Most injecting occurs at homes, and street-based drug injecting is not very common; thus, PWIDs are also covert and not visible. Major cities such as Pristina, Ferizaj, etc were identified as more open societies, whereas Peja, Podujeva, Skenderaj, and Gjakova were identified as very stigmatized, and PWIDs are not prepared to publicly identify themselves. Nonetheless, because of the overall drug use patterns and availability of injectable drugs in Kosovo [19], PWIDs make up a large KP identified in this mapping activity. MSM have distinct features, which makes them notably different from PWIDs and FSWs. Owing to the large stigma and discrimination faced generally, MSM concentrate in a fewer municipalities, that is, Pristina, Prizren, Mitrovicë, among others, which are considered urban and more open-minded. The higher number of MSM in these areas are representative of the higher number of students and MSM-friendly establishments such as night clubs. Most MSM operate discreetly through internet websites or mobile phones and are not visible to the general community in most municipalities, as is seen in many other countries globally [16,21]. After connecting with other peer members, they would go to either public spots or discreet locations, for example, homes, abandoned buildings, etc and usually meet after the sunset and during the late hours of the night. During discussions, MSM emphasized that they do not feel safe during the night hours, especially in the small cities, as they might be identified easier. Among MSM who do visit geographic spots, a large majority do not meet within their own municipality/city but travel to neighboring cities for physical contact.

Overall, this study has provided valuable information about the operational typologies and dynamics of these populations, which is the key to developing effective HIV prevention strategies. As part of utilization of the results, the knowledge gained from this study could be used to strategize target regions and towns where provision of services would be most effective and cost beneficial [22]. Of the key strengths of this approach, 1 lies not only in its development of estimates but also in providing a consequential distribution of KP members at different spots. Thus, larger spots with a high number of KP sizes should be the focus of prevention programs and could be the hubs of service delivery [23]. It is difficult to fully comprehend the extent and organizational dimensions of sex work or same sex without a long engagement and trust-building period with KPs. With such numbers of KPs reported, there is a need to continue a focused HIV prevention program for these populations.

Limitations

There were few limitations the study encountered regarding the geographic-spot validation process. Security issues and prohibited entry surrounding PWIDs and FSW spots inhibited the validation of various spots. Moreover, misclassification of exposures may also have occurred leading to an over or under representation of the study population. This could have resulted in an over classification of drug users as PWIDs or under classification of MSM who only engage in sexual activity with men occasionally or experimentally; thus, various drug users who share the same spots as PWIDs could have been included in the estimated PWIDs numbers, and MSM who do not engage regularly in MSM activities might have been missed in the overall estimates of MSM.

Conclusions

Overall, this study has shown that a substantial number of KPs are present in Kosovo, comprising of MSM, PWIDs, and FSWs. Each KP has a unique geographic distribution and operational dynamics by which they seek partners and/or engage in risk activity. Despite all limitations, this study’s findings can guide program planners to develop appropriate HIV program implementation strategies and enhance coverage. Knowledge gained can be used to develop macroplans to strategically target regions/town and microplans to strategically deliver services, as well as to develop and strengthen the structural components of the HIV prevention programs within Kosovo.
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Abstract

The move toward universal provision of antiretroviral therapy and the expansion of HIV viral load monitoring call into question the ongoing value of CD4 cell count testing and monitoring. We highlight the role CD4 monitoring continues to have in guiding clinical decisions and measuring and evaluating the epidemiology of HIV. To end the HIV/AIDS epidemic, we require strategic information, which includes CD4 cell counts, to make informed clinical decisions and effectively monitor key surveillance indicators.
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The CD4 cell count has been the principal basis for assessing an HIV-infected person’s level of immunosuppression and for timing initiation of antiretroviral therapy (ART) [1]. In 2015, the World Health Organization (WHO) recommended starting ART at any CD4 count, regardless of the clinical symptoms or conditions [2]. These guidelines and subsequent studies argue that, for clinical purposes, the frequency of CD4 monitoring post-ART initiation can be reduced or ceased when viral load testing is available and patients are suppressed [2-6].

The move toward universal ART, the expansion of viral load monitoring [7-9], and recommendations to reduce or cease CD4 testing post-ART initiation call into question the value of CD4 testing. Decreased support for CD4 testing could potentially not only result in reduced CD4 monitoring among people who have initiated ART, but also unintentionally lead to reduced quality of monitoring at diagnosis and the period up to ART initiation. In this communication, we highlight the continuing role of CD4 monitoring in guiding clinical decisions and measuring and evaluating the epidemiology of HIV.

The routine collection of CD4 data at diagnosis (baseline) from laboratories and health care facilities (conducting primary or confirmatory HIV tests) continues to provide an assessment of treatment priorities. Importantly, this information remains critical in identifying late diagnosis (as often indicated by a CD4 count of <350 cells/µL) [10-12]. A late diagnosis indicates that a person is at a significantly elevated risk of HIV-related opportunistic infections and mortality, and has been identified as a primary cause of HIV-related deaths in settings where ART is widely and freely available [10,12-13].

Low CD4 counts are triggers for more intensive follow-up and care in differentiated care models. For example, WHO guidelines on advanced disease recommend that people with a CD4 count <100 cells/µL be screened for cryptococcal disease and managed...
with fluconazole if asymptomatic, those with a CD4 <200 cells/µL receive tailored counselling, and those with a CD4 <350 cells/µL receive cotrimoxazole prophylaxis [14]. It is also recommended that people living with HIV with a count <100 cells/µL be offered the urinary lipoarabinomannan point-of-care test for tuberculosis [14]. In this way, CD4 is facilitating a shift away from symptom-based tuberculosis screening toward an approach of testing all those at high risk of disease. In Uganda, ART-naïve adults with CD4 counts ≤250 cells/µL are currently screened for tuberculosis and those with CD4 ≤100 cells/µL are also screened for cryptococcal antigen [15], similar to the case in South Africa [16]. In a recent three-country trial, presumptive antimicrobial treatment in patients initiating ART with CD4 counts <100 cells/µL resulted in a 30% reduction in 6-month mortality [17]. The routine collection and use of CD4 data have also been shown to be cost effective in promoting clinical outcomes such as disability-adjusted life years averted [18,19]. As loss to follow-up is a common outcome along the HIV care continuum [20], it is important that differentiated care models, informed by CD4 monitoring, also consider persons re-engaging in care.

Clinically mediated CD4 monitoring has also been an important feature of HIV surveillance. At the population level, the prevalence of CD4-defined late diagnoses helps monitor the effectiveness of program efforts for early identification [11,21] and is a WHO linkage to care indicator [21]. The linkage of CD4 data at diagnosis with longitudinal CD4 cell counts up to ART initiation has provided important information on trajectories of CD4 depletion between diagnosis and treatment. This information has been used at international, national, and subnational levels to back calculate from the time of diagnosis to the probable time of infection in order to estimate the incidence of HIV [22-26], estimate the prevalence of undiagnosed HIV [24-28], and assign a probable place of infection [29,30].

In a number of settings, the application of CD4-based models and their analyses are either being expanded or newly adopted. In 2016, a new model incorporating CD4 at or after diagnosis, but before ART, was introduced in the United States to estimate HIV incidence, prevalence, and undiagnosed infections [24]. Among European Union member states, a CD4 back-calculation model, which assigns probable place of HIV infection among migrant populations by estimating the time of infection and comparing it with the time of arrival in the host country, is being promoted to inform prevention programs [29,30]. In addition to informing pre-ART care and policy decisions concerning the use of ART for prevention [31], routine CD4 monitoring in South Africa has recently been used to assess the risk of subsequent loss to follow-up from care [32] and to estimate care cascade measures [33]. Although most of the CD4-based activities cited are focused in middle- and high-income settings, the promotion of HIV case surveillance [34] and the collection of CD4 within these systems will hopefully further expand the application of these methods to low- and middle-income settings, including high-prevalence settings in sub-Saharan Africa.

Clinical and surveillance activities relying on CD4 testing will be impaired if testing is reduced or discontinued between diagnosis and ART initiation, or in a setting where viral load testing remains suboptimal. Although it has been suggested that access to viral load monitoring in low-income, high-HIV burden settings may be limited [4], the Joint United Nations Programme on HIV/AIDS in 2016 reported that a number of resource-limited countries have drastically reduced CD4 monitoring in favor of increased viral load testing [35]. In 2018, the President’s Emergency Plan for AIDS Relief announced that they will reduce their overall level of support in donor countries for CD4 testing to prioritize viral load testing [36]. Although CD4 monitoring remains essential for the detection and management of HIV-related opportunistic infections such as Cryptococcus, signatories of a 2017 advanced HIV position statement claim donor support for CD4 testing at the primary care level has decreased in recent years [37]. The signatories of this statement included Médecins Sans Frontières. Figure 1 presents ART initiation by CD4 count in a Médecins Sans Frontières treatment program in South Africa. The top bar of the figure suggests an increase in recent years in the number and proportion of people not receiving a CD4 test at the time of treatment initiation. The reduction of CD4 monitoring both at and subsequent to diagnosis has also been brought to the attention of a research team carrying out HIV system assessments in resource-limited settings in 2015 and 2016 (R. Harklerode, personal communication, January 2018) [38].

While highlighting the role of continuing CD4 monitoring in informing clinical and epidemiological activities, we remain fully supportive of the expansion of viral load monitoring. In several areas of clinical management, for example, the monitoring of pediatric HIV infection [39], a combination of CD4 and viral load monitoring is essential. As CD4 tests are more affordable than viral load tests in many countries [18,19] and have already been scaled up, we believe CD4 monitoring presents a model of learning for scaling up optimal and affordable viral load testing. It is inevitable that the role of CD4 monitoring in guiding clinical decisions will become more selective. However, vigilance and oversight are required to ensure that while we reduce reliance on CD4 monitoring in virologically suppressed patients, we retain our capacity to conduct CD4 testing at diagnosis and up to ART initiation. This remains critically important in diagnosing and treating comorbidities, determining whether a person requires an advanced package of screening and care, reducing mortality, and ensuring the continuity of critical data for surveillance activities (such as estimating HIV incidence and undiagnosed infections). Although we do not advocate for routine CD4 monitoring for all, CD4 should continue to guide the clinical management of persons re-engaging in care or remaining in care but failing treatment. Capacity will preferably be retained at the population level; where this is not the case, representative sampling methods should be considered. To end the HIV/AIDS epidemic, we must obtain essential data to make informed clinical decisions and effectively monitor key surveillance indicators.
Figure 1. ART initiations in Eshowe and Mbongolwane, KwaZulu-Natal, stratified by CD4 count, 2011 to 2017. CD4 counts are measured as CD4 cells/µL. Q1 was from January to end March 2017. ART: antiretroviral therapy.
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Abstract

Background: There is limited population size estimation of female sex workers (FSWs) in Ho Chi Minh City (HCMC)—the largest city in Vietnam. Only 1 population size estimation among venue-based female sex workers (VFSWs) was conducted in 2012 in HCMC. Appropriate estimates of the sizes of key populations are critical for resource allocation to prevent HIV infection.

Objective: The aim of this study was to estimate the population size of the VFSWs from December 2016 to January 2017 in HCMC, Vietnam.

Methods: A multistage capture-recapture study was conducted in HCMC. The capture procedures included selection of districts using stratified probability proportion to size, mapping to identify venues, approaching all VFSWs to screen their eligibility, and then distribution of a unique object (a small pink makeup bag) to all eligible VFSWs in all identified venues. The recapture exercise included equal probability random selection of a sample of venues from the initial mapping and then approaching FSWs in those venues to determine the number and proportion of women who received the unique object. The proportion and associated confidence bounds, calculated using sampling weights and accounting for study design, were then divided by the number of objects distributed to calculate the number of VFSWs in the selected districts. This was then multiplied by the inverse of the proportion of districts selected to calculate the number of VFSWs in HCMC as a whole.

Results: Out of 24 districts, 6 were selected for the study. Mapping identified 573 venues across which 2317 unique objects were distributed in the first capture. During the recapture round, 103 venues were selected and 645 VFSWs were approached and interviewed. Of those, 570 VFSWs reported receiving the unique object during the capture round. Total estimated VFSWs in the 6 selected districts were 2616 (95% CI 2445-3014), accounting for the fact that only 25% (6/24) of total districts were selected gives an overall estimate of 10,465 (95% CI 9782-12,055) VFSWs in HCMC.

Conclusions: The capture-recapture exercise provided an estimated number of VFSWs in HCMC. However, for planning HIV prevention and care service needs among all FSWs, studies are needed to assess the number of sex workers who are not venue-based, including those who use social media platforms to sell services.

KEYWORDS
population size estimation; venue-based; female sex workers; Ho Chi Minh City; capture-recapture

Introduction
Of the approximately 248,000 people living with HIV in Vietnam in 2017, more than 100,000 people (approximately 42%) are receiving antiretroviral therapy [1,2]. With a national estimated prevalence of about 0.3% among adults, the HIV epidemic in Vietnam remains concentrated among 3 key populations (KPs)—people who inject drugs, men who have sex with men, and female sex workers (FSWs) [2,3].

Vietnam’s capacity to further reduce HIV prevalence among the general population largely depends on knowledge and information about KPs. Population size estimates of those affected by HIV/AIDS help central and provincial level policy makers and program administrators understand the scope of the HIV epidemic, help plan appropriate interventions, allocate sufficient resources, and estimate program coverage. In Vietnam, HIV sentinel surveillance (HSS) among KPs is implemented in 20 priority provinces. The HSS provides seroprevalence and limited behavioral data. Population size estimation activity, however, has not been included in the data collection exercise [4,5]. There is limited information on FSW population size in Vietnam. In 2012, capture-recapture method was used to conduct a population size estimation activity among FSWs in Ho Chi Minh City (HCMC). The results showed that there were about 16,500 to 22,500 FSWs in the city [6]. Since then, the total population of the city had increased significantly, which may have led to a higher demand for various services. This necessitated the planning and implementation of another population size estimation activity among FSWs in HCMC. However, we decided to focus this size estimation activity among venue-based female sex workers (VFSWs) who can be reached through different venues (locations) such as restaurants, bars, massage parlors, and karaoke palaces but not all FSWs in the city for a number of reasons. First, high coverage of mobile phone users in Vietnam makes it easy for FSWs to reach their clients without being present at physical venues. Second, unavailability of practical and appropriate methods that can be used to estimate the population size of this population who approach their clients on the Internet, such as a social network platform (eg, Facebook) or messaging apps (eg, Zalo). Between December 2016 and January 2017, the Pasteur Institute in HCMC conducted the population size estimation activity among VFSWs in 6 selected districts of HCMC—the largest city in the country. The US Centers for Disease Control and Prevention and the Pasteur Institute in HCMC approved the study.

Methods
Overview
Before implementation, a meeting was held with FSWs and local stakeholders, including peer outreach workers, to share information about the study. Moreover, a two-sample capture-recapture method was used to estimate the population size of VFSWs in HCMC, Vietnam. VFSWs were defined as all females aged 18 years or older, having sex for money or goods in the last 3 months, residing in the city for the past 6 months, and who operate out of venues such as restaurant, coffee shops, karaoke, bars, spas, and park. Implementation of the capture-recapture method involved the following steps: selection of districts, mapping of venues, developing a list of accessible venues, distribution of unique objects to VFSWs in venues (capture), sampling of venues for recapture, and counting at the recapture sites both the number of VFSWs who received the unique object and the number of VFSWs who did not. After consulting with VFSWs and local service providers, pink makeup bags were chosen to be used as unique objects in this study (hereafter referred to as “unique objects”).

Selection of Districts
In HCMC, there are 24 administrative districts covering approximately about 2100 km², with a total population of about 9 million. In an effort to cover the city as broadly as possible, we used the HCMC Public Security Office (PSO) data and estimated the number of FSWs that was used as an input of The Joint United Nations Programme on HIV and AIDS (UNAIDS) Estimation and Project Package (EPP) to select the districts where population size estimation activity among VFSWs was implemented.

The HCMC PSO reported that in 2013, there were about 7021 FSWs in the city disaggregated by district [7]. According to UNAIDS EPP input estimates, there are about 20,000 FSWs in HCMC. The number of FSWs reported by the HCMC PSO was used to estimate the proportion of FSWs in HCMC by district. Then, those proportions were applied to the EPP estimations to derive at an estimated number of FSWs in each district. To provide broader geographic coverage of the city, the districts were ranked from highest to lowest (column E, Table 1) and then divided into 3 groups based on the estimates. Group 1 was the top 6 districts that account for 50% of the estimated number of FSWs in the city. The second (7 districts) and third groups (11 districts) accounted for 30% and 20% of the estimated number of FSWs, respectively. To cover at least 25% of the total estimates, 6 districts were selected for the size estimation data collection activity. Moreover, 2 districts were selected at random from each group with equal probability (Table 1).
### Table 1. District selection in Ho Chi Minh City for female sex workers.

<table>
<thead>
<tr>
<th>District (A)</th>
<th>EPP(^a) provincial estimate distributed across districts with public security proportion (B), n</th>
<th>Reported FSWs(^b) by public security 2014 (C), n</th>
<th>Contribution of each district to EPP estimate (column B) (D), %</th>
<th>Cumulative (E), %</th>
<th>District selected (F)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Binh Thanh</td>
<td>3245</td>
<td>1139</td>
<td>16.22</td>
<td>16.22</td>
<td>Yes</td>
</tr>
<tr>
<td>Cu Chi</td>
<td>1419</td>
<td>498</td>
<td>7.09</td>
<td>23.32</td>
<td>No</td>
</tr>
<tr>
<td>District 1</td>
<td>1410</td>
<td>495</td>
<td>7.05</td>
<td>30.37</td>
<td>No</td>
</tr>
<tr>
<td>Go Vap</td>
<td>1367</td>
<td>480</td>
<td>6.84</td>
<td>37.20</td>
<td>No</td>
</tr>
<tr>
<td>Phu Nhuan</td>
<td>1191</td>
<td>418</td>
<td>5.95</td>
<td>43.16</td>
<td>Yes</td>
</tr>
<tr>
<td>Binh Tan</td>
<td>1111</td>
<td>390</td>
<td>5.55</td>
<td>48.71</td>
<td>No</td>
</tr>
<tr>
<td>Tan Phu</td>
<td>1014</td>
<td>356</td>
<td>5.07</td>
<td>53.78</td>
<td>No</td>
</tr>
<tr>
<td>District 10</td>
<td>903</td>
<td>317</td>
<td>4.52</td>
<td>58.30</td>
<td>No</td>
</tr>
<tr>
<td>Tan Binh</td>
<td>863</td>
<td>303</td>
<td>4.32</td>
<td>62.61</td>
<td>No</td>
</tr>
<tr>
<td>District 9</td>
<td>806</td>
<td>283</td>
<td>4.03</td>
<td>66.64</td>
<td>Yes</td>
</tr>
<tr>
<td>Binh Chanh</td>
<td>781</td>
<td>274</td>
<td>3.90</td>
<td>70.55</td>
<td>Yes</td>
</tr>
<tr>
<td>District 3</td>
<td>772</td>
<td>271</td>
<td>3.86</td>
<td>74.41</td>
<td>No</td>
</tr>
<tr>
<td>Hoc Mon</td>
<td>735</td>
<td>258</td>
<td>3.67</td>
<td>78.08</td>
<td>No</td>
</tr>
<tr>
<td>District 11</td>
<td>695</td>
<td>244</td>
<td>3.48</td>
<td>81.56</td>
<td>No</td>
</tr>
<tr>
<td>District 5</td>
<td>615</td>
<td>216</td>
<td>3.08</td>
<td>84.63</td>
<td>No</td>
</tr>
<tr>
<td>District 7</td>
<td>493</td>
<td>173</td>
<td>2.46</td>
<td>87.10</td>
<td>Yes</td>
</tr>
<tr>
<td>District 6</td>
<td>433</td>
<td>152</td>
<td>2.16</td>
<td>89.26</td>
<td>No</td>
</tr>
<tr>
<td>Nha Be</td>
<td>393</td>
<td>138</td>
<td>1.97</td>
<td>91.23</td>
<td>No</td>
</tr>
<tr>
<td>District 8</td>
<td>393</td>
<td>138</td>
<td>1.97</td>
<td>93.19</td>
<td>No</td>
</tr>
<tr>
<td>Thu Duc</td>
<td>345</td>
<td>121</td>
<td>1.72</td>
<td>94.92</td>
<td>No</td>
</tr>
<tr>
<td>District 12</td>
<td>319</td>
<td>112</td>
<td>1.60</td>
<td>96.51</td>
<td>No</td>
</tr>
<tr>
<td>District 2</td>
<td>251</td>
<td>88</td>
<td>1.25</td>
<td>97.76</td>
<td>No</td>
</tr>
<tr>
<td>District 4</td>
<td>234</td>
<td>82</td>
<td>1.17</td>
<td>98.93</td>
<td>Yes</td>
</tr>
<tr>
<td>Can Gio</td>
<td>214</td>
<td>75</td>
<td>1.07</td>
<td>100.00</td>
<td>No</td>
</tr>
<tr>
<td>Total</td>
<td>20,002</td>
<td>7021</td>
<td>100.00</td>
<td>—</td>
<td>6 districts</td>
</tr>
</tbody>
</table>

\(^a\)EPP: Estimation and Project Package.

\(^b\)FSWs: female sex workers.

### Mapping of Districts

After the districts were selected, 12 field teams—2 for each district—were formed. The field team members included 2 peer outreach workers who had prior experience of conducting outreach in their assigned districts. The field teams were then trained on method, implementation procedures, and purposes of the size estimation exercise. The training focused on how to conduct mapping including observation, documentation, maintaining confidentiality of information, and how to maintain safety in the field.

Before conducting observation and mapping, field team members were asked to generate a list of all potential venues within each of their assigned districts where they believed VFSWs congregated or worked, describe the locations, estimate the number of VFSWs that congregated in each of these venues, and the recommended times of the day and days of the week when VFSWs could be approached.

After completion of the preliminary list of venues, observation and mapping were conducted in each selected district to identify venues where VFSWs congregated or worked. During the observation, field teams also visited locations or venues within their assigned areas to ensure if any new potential locations or venues were added to the list. In addition, the field teams conducted brief informal interviews with local business owners (street-side tea and coffee shops), xe om (motorbike taxi operators), as well as other business establishments to corroborate the information collected based on observation and mapping.

### Development of the List of Venues

On the basis of the mapping exercise, a list of venues was created with the following information: address and description...
of the venues and estimated number of VFSWs congregated in each venue by days and times when they were accessible to the field team members. For the venues to be included in capture-recapture exercise, they had to meet the following criteria: (1) could be approached, (2) were safe for the study team and potential participants, and (3) had more VFSWs than the number of people who need to be approached or captured in the standardized period. It was estimated that in 1 hour, a group of 2 field team members could recruit at least 5 VFSWs. Thus, for sampling purposes, only venues that are estimated to have 5 or more VFSWs were selected to develop the list of venues. Those venues with fewer than 5 VFSWs (small venues) were combined with other venues in its proximity (about 5-min walk) and added to the list of venues. Large venues—those with 20 or more VFSWs—were divided into 2 or more venues to make sure on average these had about 5 to 10 VFSWs per venue.

Distribution of Unique Objects (Capture)

On the basis of an initial estimate of 20,000 VFSWs and a sample size for the recapture round (554), we calculated that 2232 objects needed to be distributed to estimate the size of the population with a precision of 33% and incorporating a survey design effect of 2.0 [8]. Before distribution of unique objects, all field team members were trained on how to count potential participants, how to identify VFSWs and assess eligibility before giving them the unique objects, what to say about the unique objects, how to maintain anonymity and confidentiality of VFSWs, and how to maintain safety in the field. After the training, the field teams closely followed the schedules developed by the study team to visit all venues to distribute unique objects to all eligible VFSWs (capture exercise).

After the selection of the venues, the field team went to the venues and approached the venue owners to explain to them the purposes and procedure of the study. Once they agreed, the field team went inside the venue and counted and recorded all potential VFSWs. All potential VFSWs were approached, verbally consented, and assessed to make sure that they met the selection criteria. Then, they were asked whether they received any object from someone. If they mentioned that they did receive an object during the previous weeks and they could show or correctly describe and identify the unique object distributed from printed pictures showing the unique object and other 4 different objects, the VFSW was considered to be recaptured. VFSWs who mentioned that they never received any unique objects or could not describe and identify correctly the unique object were recorded as new capture in the recapture round. The recapture round was completed in 2 weeks from January 1 to 15, 2017.

Data Analysis

Population size estimates for VFSWs across the 6 sampled districts were calculated using the formula N=MC/R, where N is the size estimate, M is the number of unique objects distributed during the capture round, C is the number of VFSWs captured in the recapture round, and R is the number of VFSWs captured on both the capture and recapture rounds [9]. Survey-weighted logit-based 95% CIs for P values were calculated using Taylor-linearized variance estimates to account for the selection of districts and venue, and these were then used to calculate bounds for N. The estimate for N and associated bounds were then multiplied by the inverse of the district sampling fraction to scale from the 6 sampled districts to all 24 districts in the city. The estimates for the estimated proportion of VFSWs who reported receiving an object during the recapture round and CI calculations included weights to account for district sampling probabilities and stratum and district and venue variables to account for the sampling design. The calculations were conducted in Stata version 14 (StataCorp LLC, College Station, TX).

Results

In the capture round, a total of 2317 VFSWs received unique objects across all 573 mapped venues in the 6 selected districts. In the recapture round, 103 venues were selected and 645 VFSWs were interviewed. Of those, 88.67% (2317/2613; 95% CI 76.9% to 94.7%) were found to have received a unique object. Dividing the number of objects distributed by this estimate and bounds gives 2616 (95% CI 2445-3014) as the number of VFSWs in the 6 sampled districts. Furthermore, multiplying by 4 to account for the fact that only 6 of the 24 districts were selected gives an overall estimate of 10,465 (95% CI 9782-12,055) for the size of the VFSWs population in HCMC. Table 2 below provides the information on each of the selected districts as well as the total for HCMC.
After completing data analysis, a half-day consultation was held to present the findings to the stakeholders in the city and to discuss the challenges and limitation of the findings. The consultation was attended by officials from the HCMC Provincial AIDS Center, senior field workers, and scientific staff from the Pasteur Institute in HCMC and the US Centers for Disease Control and Prevention. The presentations included a brief description of the capture-recapture method, how it was implemented in HCMC, the results, and how to interpret the findings.

Discussion

Principal Findings

The data collection activity was conducted in 6 randomly selected districts to estimate the size of VFSWs aged 18 years or older. We considered 2 options for extrapolating from the 6 sampled districts to the entire city. First was to inflate the results for the 6 districts by a factor of 4 as we sampled one-fourth of the districts. The second was to inflate the size estimate for the 6 districts by the ratio of the number of females aged between 18 and 49 years in the city divided by the number in the 6 districts, based on 2016 census estimate. Using 2016 census estimates, we calculated that the proportion was 4.067 [10]. With this factor of 4.067, the estimated population size of VFSWs in HCMC would be similar to what had been estimated, accounting for the fact that only 25% (6/24) of total districts, based on 2016 census estimate. Using 2016 census estimates, we calculated that the proportion was 4.067 [10]. With this factor of 4.067, the estimated population size of VFSWs in HCMC would be similar to what had been estimated, accounting for the fact that only 25% (6/24) of total districts were selected (10,465).

With the advent of technology and internet, it is possible that over the years, the nature of sex work has changed. However, a significant proportion of FSWs continue to operate through different venues. In this exercise, VFSWs operated at various types of venues such as restaurants, massage parlors, bars/karaoke, cafeterias, and hostels. However, only few locations on streets where FSWs could be found were recorded. The reduction in the number of street venues might be explained by the influence of mobile phone technology, significant increase of internet users in Vietnam, and the presence of police [11]. The modern technology has helped VFSWs to reach their clients without being present at a physical location. Those who continue to operate through the venues represent a segment of the FSWs’ population in HCMC who are somewhat visible and accessible to health care workers. Significant efforts were made to cover all venues where sex workers could be approached during capture and recapture; however, the field staff reported that because of many factors (approachability and security issues), only about 70% of venues in the selected districts during mapping were covered. If the missed venues were similar to those included in the study, then the VFSW population size for HCMC would be estimated at 10,465/0.70 or 14,950. This estimated size of the population is lower than that of a study using a capture-recapture method (19,602; 95% CI 16,590-22,554) but is higher than high the estimate of VFSW in the same study using data from police system (10,595) in 2013 [12,13].

Limitations

There are a number of limitations to this study. First, the findings presented above are limited to those VFSWs in HCMC who are accessible only at selected venues. Findings do not include VFSWs who operate out of venues that were not identified and not included in the list of venues for data collection. In a large city such as HCMC, there are venues the study teams were not able to access, such as high-class restaurants, massage parlors, or entertainment venues. Other FSWs who do not operate out of venues were not accessed and could not be included in the estimation either. Second, the estimation does not include FSWs who connect to their client through modern technology such as Web or telephones. Recent figures show that Vietnam has the largest and fastest growing smartphone and internet users in the world, with an estimate of over 45% of the population using smartphones and internet [11]. Therefore, it is possible FSWs are using other methods such as telephones and internet to connect with prospective clients. Third, in Vietnam, sex work is illegal; the public security authorities maintain a relatively close watch on individuals who may be working as sex workers, making the hidden populations even more difficult to reach. That primarily limits the street operations of FSW. However, this may also limit those who operate at various venues. In addition to public scrutiny, the venue owners control the number of FSWs at any venue at a given time. They control their working hours and how and when they can be accessed. An illustration of this was a very low number of VFSWs venues

Table 2. Summary of capture and recapture for venue-based female sex workers in Ho Chi Minh City.

<table>
<thead>
<tr>
<th>Stratum</th>
<th>District</th>
<th>Venues identified</th>
<th>Unique objects distributed</th>
<th>Venues in recapture</th>
<th>VFSWs(^a) in recapture</th>
<th>VFSWs with unique object in recapture</th>
<th>Percentage of VF-SWs with unique object</th>
<th>Estimated number of VFSWs</th>
</tr>
</thead>
<tbody>
<tr>
<td>High</td>
<td>Binh Thanh</td>
<td>98</td>
<td>438</td>
<td>20</td>
<td>110</td>
<td>96</td>
<td>87.3</td>
<td>502</td>
</tr>
<tr>
<td>High</td>
<td>Phu Nhu</td>
<td>62</td>
<td>397</td>
<td>14</td>
<td>113</td>
<td>88</td>
<td>77.9</td>
<td>510</td>
</tr>
<tr>
<td>Middle</td>
<td>Binh Chanh</td>
<td>174</td>
<td>597</td>
<td>28</td>
<td>148</td>
<td>135</td>
<td>91.2</td>
<td>654</td>
</tr>
<tr>
<td>Middle</td>
<td>District 9</td>
<td>45</td>
<td>185</td>
<td>9</td>
<td>95</td>
<td>77</td>
<td>81.1</td>
<td>228</td>
</tr>
<tr>
<td>Low</td>
<td>District 4</td>
<td>54</td>
<td>211</td>
<td>8</td>
<td>43</td>
<td>43</td>
<td>100.0</td>
<td>211</td>
</tr>
<tr>
<td>Low</td>
<td>District 7</td>
<td>130</td>
<td>489</td>
<td>24</td>
<td>136</td>
<td>131</td>
<td>96.3</td>
<td>508</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>563</td>
<td>2317</td>
<td>103</td>
<td>645</td>
<td>570</td>
<td>88.6(^b)</td>
<td>2616</td>
</tr>
</tbody>
</table>

\(^a\)VFSWs: venue-based female sex workers.  
\(^b\)Point estimates weighted to account for the probability of district selection and CIs calculated to account for clustering within venues.
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Abstract

Background: Key populations, including female sex workers (FSWs), are at a disproportionately high risk for HIV infection. Estimates of the size of these populations serve as denominator data to inform HIV prevention and treatment programming and are necessary for the equitable allocation of limited public health resources.

Objective: This study aimed to present the respondent-driven sampling (RDS) adjusted reverse tracking method (RTM; RadR), a novel population size estimation approach that combines venue mapping data with RDS data to estimate the population size, adjusted for double counting, and FSWs who do not attend venues.

Methods: We used data from a 2014 RDS survey of FSWs in Windhoek and Katima Mulilo, Namibia, to demonstrate the RadR method. Information from venue mapping and enumeration from the survey formative assessment phase were combined with survey-based venue-inquiry questions to estimate population size, adjusting for double counting, and FSWs who do not attend venues. RadR estimates were compared with the official population size estimates, published by the Namibian Ministry of Health and Social Services (MoHSS), and with the unadjusted RTM.

Results: Using the RadR method, we estimated 1552 (95% simulation interval, SI, 1101-2387) FSWs in Windhoek and 453 (95% SI: 336-656) FSWs in Katima Mulilo. These estimates were slightly more conservative than the MoHSS estimates—Windhoek: 3000 (1800-3400); Katima Mulilo: 800 (380-2000)—though not statistically different. We also found 75 additional venues in Windhoek and 59 additional venues in Katima Mulilo identified by RDS participants’ responses that were not detected during the initial mapping exercise.

Conclusions: The RadR estimates were comparable with official estimates from the MoHSS. The RadR method is easily integrated into RDS studies, producing plausible population size estimates, and can also validate and update key population maps for outreach and venue-based sampling.
Second, the method assumes that members of the key population can be found there, typically in venues visited by others who are members of the key population for each venue, $N_i$. The ratio of $N_i/M_i$, averaged over all the venues from the second visit, is a correction factor that is then multiplied by the sum of the counts from the first stage to estimate the population size.

Although the RTM creatively leverages venue-based data, the method relies on several strong assumptions. First, the RTM assumes that all members of the key population can be found at physical venues that are known to the researchers. Second, the method assumes that members of the key population exclusively belong to a single venue; the equation does not adjust for double counting [10]. In addition, to efficiently use resources allocated for research, this venue-based PSE method is best integrated into a study that uses venue-based sampling to find the key population, such as time location sampling (TLS) [11]. However, many surveillance studies of key populations use respondent-driven sampling (RDS), a peer referral–based sampling method [12]. As such, the RTM is inefficient, from a resource perspective, to include as a PSE method for RDS-based surveillance studies of key populations.

Objectives

We sought to modify the RTM for the RDS study design. By including venue inquiry questions in the RDS survey to serve as a virtual second visit and combining that information with the size of the key population found at the mapped venue obtained before the RDS survey during the formative assessment stage, we successfully developed a novel PSE method that leverages venue information within the RDS context. With additional information from the survey, we adjusted our size estimate for double counting (accounting for people who visit multiple venues) and for people who do not attend any venues, thereby overcoming notable limitations of the original RTM. We refer to this approach as the RDS-adjusted RTM (RadR, pronounced “radar”). In this paper, we describe the RadR method and demonstrate its implementation using FSW data from an integrated biobehavioral surveillance study (IBBSS) in Namibia as a case example.

Methods

Study Design

From September 2012 to June 2014, the Namibian Ministry of Health and Social Services (MoHSS) partnered with the US Centers for Disease Control and Prevention (CDC) and the University of California, San Francisco (UCSF), to conduct a cross-sectional IBBSS of FSWs. The purpose of this study was to measure the prevalence of HIV infection among the FSW population, to assess HIV-related risk, preventive, and health-seeking behaviors, and to estimate the size of the FSW population in selected urban areas. The IBBSS was implemented in 4 sites on the basis of HIV prevalence from sentinel surveillance and the availability of community-based organizations and other organizations providing services to the FSW population. The IBBSS took place in Windhoek (the capital and largest city), Walvis Bay and Swakopmund (neighboring cities on the coast), Oshikango and Oshikati (neighboring towns in the northern region), and Katima Mulilo (a border town in the northeastern region, receiving traffic from Angola, Botswana, Zambia, and Zimbabwe) [13].

Study Subjects

Participants were recruited for the IBBSS using RDS. RDS is a social networking–based sampling and analytic approach...
Briefly, the sampling process begins with a selection of seeds members of the target population purposively selected by the research team, to often represent the presumed diversity of the target population. Each seed is given a limited number of coupons (eg, 3), to recruit other members of the target population (eg, FSWs) from within their social network to participate in the study. After participating in this study, recruiters are also given a limited number of coupons to recruit people from their social network. These coupons are used to participate in the study and for the researchers to track who was recruited by whom. In addition to the primary incentive that everyone receives for participating in the study, recruiters also receive a secondary incentive for every one of their recruits who successfully participates in the study. This process of recruitment continues until the sample size is reached and equilibrium (ie, when additional recruitment does not substantially change the sample characteristics/proportions) is achieved for selected variables. In theory, with enough waves of recruitment and adjustment for the network recruitment design, the final RDS sample will approximate a representative sample of the target population, independent of the characteristics of the initial seeds. The number and selection of seeds are also guided by practical study implementation considerations (eg, people well connected to the social network to begin and facilitate active recruitment and chosen for diversity with respect to key demographic and behavioral variables). The MoHSS report provides the results of the main objectives of the IBBSS as well as specifics on the implementation of the survey among FSWs [13]. For a more detailed discussion of RDS implementation, we refer the reader to Johnston et al’s systematic review of published RDS studies [12] and Gile et al’s study on RDS diagnostics [16].

For the Namibia IBBSS, participants were eligible for the study if they met the following criteria: were at least 18 years of age, biologically female, able to speak English, Oshiwambo, Silozi, or Afrikaans, exchanged vaginal, anal, or oral sex for money during the 30 days preceding the IBBSS, and were residents of the study area for at least 6 months preceding the IBBSS. In total, 12 seeds were selected in Windhoek and 8 seeds were selected in Katima Mulilo to represent the diversity of the population with respect to age, cultural and linguistic background, and socioeconomic status. Recruitment was conducted from September 2012 to August 2013 for Windhoek and from October 2013 to June 2014 for Katima Mulilo. The number of coupons distributed to each person ranged from 3 to 11 to facilitate a diverse sample and aid the progress of recruitment in each city.

For the purpose of demonstrating the RadR method, we restricted our analysis to 2 of the 4 IBBSS sites, Windhoek and Katima Mulilo. Unlike the other sites, the Windhoek and Katima Mulilo sites did not combine multiple towns into a single site. The mapping and counting, the first stage of the RTM, took place during a 3-week formative assessment period beginning 3 weeks before the start of the RDS survey. Venues where FSWs congregate and find clients were identified on the basis of key informant interviews and focus group discussion with members of the FSW community who were identified by local nongovernmental organizations (NGOs) providing services to key populations in Namibia. Key informants were asked to name and identify known or frequented venues or hotspots. A list and map of venues were compiled for each population in each site. As fewer than 30 venues were named in each site, a complete census was taken at all venues identified. Types of venues identified by key informants principally included bars, night clubs, hotels and guesthouses, streets, as well as petrol and service stations. Study teams and individuals familiar with the local context visited the venues for observation and direct counts of the study populations for approximately 5 hours on the peak times indicated by key informants.

**Measures**

As a virtual second visit, we asked each RDS participant to name the venues that she goes to most frequently to find or solicit clients. Specifically, participants were asked, “What is the name of the venue you go to most frequently to find clients?” and “In the past 30 days, how often did you attend this venue?” Participants could list up to 3 venues or respond that they do not go to venues to find clients. Responses were open-ended; participants provided names of the venues they attended most frequently as opposed to selecting from a predetermined list. After data collection, all responses were tabulated and summed by venue.

**Data Analysis**

The RTM approach to size estimation is calculated according to equation (a) in Figure 1.

\[
\hat{S} = \frac{n}{R*} RDS
\]

where \( \hat{S} \) is the estimated population size, \( n \) is the number of venues visited on the second visit, \( N_i \) is the number of people observed at venue \( i \) on the second visit, \( M_i \) is the number of people observed at venue \( i \) on the first visit (or reported by a key informant for venue \( i \)), and \( M \) is the total number of people observed at all venues on the first visit.

For the RadR method, \( M \) is the total number of people observed at all venues on the first visit (from the mapping and enumeration exercise during the formative assessment), \( M_i \) is the number of people observed at venue \( i \) during the first visit, and \( N_i \) is the number of people observed at venue \( i \) during the virtual second visit. The original RTM equation is insufficient for RDS studies as the virtual second visit (\( N_i \)) is taken from the RDS sample that reports attending venue \( i \) instead of from the target population that is physically observed at venue \( i \). We therefore augmented the original RTM equation with additional correction factors to standardize to the target population and leverage additional information provided by the RDS survey through inverse probability weights. The augmented equation is given as equation (b) in Figure 1.

\[
M = \frac{n}{R*} RDS
\]

C1 (correction factor 1) is the standardization parameter, used to standardize the study population to the target population. It is calculated as \( 1/(R* RDS) \), where \( R* \) is the number of RDS respondents who visited a mapped venue (ie, a venue included in the mapping phase), and \( RDS \) is the RDS sample size. The standardization parameter assumes that the RDS sample is representative of the target population. Formally, we assume the following equivalency, \( n N = R* RDS \), where \( n \) is the number of people from the target population who are observed at venues, and \( N \) is the number of people in the target population. C2
(correction factor 2), the visibility parameter, accounts for the visible, or reachable, population; \( M \) is upweighted to account for people who attend venues previously unmapped, and they were therefore not a part of the original sampling frame. This parameter is calculated as \((1-r)/p\), where \( r \) is the proportion of the RDS sample that reports not going to any venues and \( p \) is the proportion of the RDS sample that reports attending a mapped venue. C3 (correction factor 3), the hidden population parameter, accounts for people who do not go to venues. This parameter is calculated as \( (1-(s/2)-(2t/3)) \), where \( s \) is the proportion of venue-attending RDS participants who attend 2 venues, and \( t \) is the proportion of venue-attending RDS participants who attend 3 venues. For C1, \( R^*/RDS \) is equivalent to \( p \) in C2. The equation for RadR then simplifies to equation (c) in Figure 1.

To calculate 95% simulation intervals (SIs), we created probability distributions for the correction factors and resampled from those distributions. Drawing on the simplified RadR equation above, we fit the RDS-weighted values of \( p \), \( s \), and \( t \) (point estimates and 95% CI) to beta distributions. We assume a beta distribution here as this family of distributions is flexible and convenient for fitting quantities that are constrained to values between 0 and 1 [17]. Resampling from these distributions 10,000 times, we calculated the values of the simplified correction factors, storing the product, \((1/p)^2 \ast (1-(s/2)-(2t/3))\), for each iteration, thus creating a distribution of the simplified correction factors. The 2.5 and 97.5 percentile values were then obtained and multiplied by the fixed values portion of the RadR equation to calculate the 95% SI. The calculations are illustrated in Figure 2.

To assess the performance of RadR method, we chose two comparisons. First, as RadR shares underlying assumptions and theoretically and practically builds upon the RTM method, we compare its results with the (unadjusted) results of RTM [6,10]. Second, to assess its acceptability and usefulness to policy makers, we also compared the results with the official PSE for FSWs from the MoHSS [13]. These results were adopted following a stakeholder consensus following a modified Delphi method [3,6,13,18]. Representatives from the MoHSS, CDC, the US Agency for International Development, local NGOs working with the FSW population, and FSW population members convened at a stakeholder workshop following data collection for the IBBSS. Each stakeholder provided an initial estimate for the FSW population in the study site on the basis of their experience with the population. These estimates were then allowed to be revised after stakeholders had the chance to discuss the rationale behind their estimates and after seeing the empirical results from several PSE methods that were included in the IBBSS (ie, key informant interview, unique object multiplier, wisdom of the crowd, and literature review, but not the RTM or RadR, which was not available at the time of the stakeholder meeting). The median of the revised stakeholder estimates was presented as the official population size estimate in the MoHSS report [13].

RDS-weighted values were calculated using RDS-A software version 0.42 (Handcock, Fellows, and Gile) [19]. The RDS-II estimator was used to calculate RDS-weighted point estimates and 95% CI [20]. Imputed visibility, a measure of a person’s connectedness in the social network, was used in place of network size for RDS-weighted estimates [21]. Self-reported network size may be a biased representation of a person’s position and influence in a network because of recall bias, digit preference for round numbers (eg, people reporting a network size of 20 rather than 23), and access to yet unsampled members of the target population at the time of recruitment. Imputed visibility overcomes these potential biases by leveraging self-reported network size, the time during the sampling process during which study participants were recruited, and the number of people study participants were able to recruit. R statistical software version 3.4.1 (R Core Team) was used to estimate 95% SIs [22].

**Ethics Approval**

The protocol for the main IBBSS received approval from the Research Committee of the Directorate for Policy, Planning and Human Resources of the MoHSS in Windhoek, Namibia, the Committee on Human Research at the UCSF in San Francisco, California, USA, and the Division of Global HIV and Tuberculosis in the CDC, Atlanta, Georgia, USA. All study participants provided verbal informed consent before enrollment.
Figure 1. Equations: (a) Reverse Tracking Method, (b) Respondent-driven sampling adjusted Reverse Tracking Method, and (c) simplified Respondent-driven sampling adjusted Reverse Tracking Method.

(a) \[ \hat{S} = \frac{1}{n} \sum_{i=1}^{n} \frac{N_i}{M_i} \times M \]

(b) \[ \hat{S} = \frac{1}{n} \sum_{i=1}^{n} \frac{N_i}{M_i} \times M \times C1 \times C2 \times C3 \times C4 \]

(c) \[ \hat{S} = \frac{1}{n} \sum_{i=1}^{n} \frac{N_i}{M_i} \times M \times \left( \frac{1}{p} \right)^2 \times \left( 1 - \frac{s}{2} - \frac{2t}{3} \right) \]

Figure 2. Respondent-driven sampling adjusted reverse tracking method equation (complete and simplified). Correction factors are calculated from the simulated distributions, from which the 2.5 percentile and 97.5 percentile are used to calculate 95% simulation intervals. Key: \( \hat{S} = \) the estimated population size; \( n = \) the number of venues visited on the second visit; \( N_i = \) the number of people observed at venue \( i \) on the second visit; \( M_i = \) the number of people observed at venue \( i \) on the first visit; \( M = \) the total number of people observed at all venues on the first visit; \( R^* = \) the sum of the number of times that a mapped venue is reported from the venue inquiry questions; \( RDS = \) the RDS sample size; \( r = \) the proportion of the RDS sample that reports not going to any venues; \( p = \) the proportion of the RDS sample that report attending a mapped venue; \( s = \) the proportion of venue-attending RDS participants who attend two venues; \( t = \) the proportion of venue-attending RDS participants who attend three venues.
Results

Sampling/Recruitment

In Windhoek, 10 seeds were initially selected to begin recruitment and 9 additional seeds were added to increase the pace of recruitment. All 19 seeds were productive recruits, resulting in a total of 316 participants sampled over 7 waves of recruitment. Of the total number of coupons distributed in Windhoek, 28.8% (366/1271) were returned by potential participants. In Katima Mulilo, 9 seeds were identified to recruit for the study; however, 1 seed was found to be ineligible. The remaining 8 seeds were productive recruits, resulting in 309 participants sampled over 11 waves of recruitment. Of the total number of coupons distributed in Katima Mulilo, 48.0% (426/887) were returned by potential participants. FSWs were younger in Katima Mulilo (mean age 27.3 years) compared with Windhoek (mean age 30.3 years). The majority of FSWs in both locations had achieved at least a secondary school education. FSWs in Windhoek reported more client partners in the 30 days preceding the interview compared with FSWs in Katima Mulilo. RDS-weighting of the sample indicated that over half of the FSWs in Katima Mulilo are HIV positive (56.8%; 177/309) compared with nearly one-third of FSWs in Windhoek (32.6%; 103/316; Table 1).

Population Size

Using the RadR method, the FSW population size was estimated at 1552 (95% SI: 1101-2387) in Windhoek, corresponding to roughly 1.8% of the adult female population. The FSW population size in Katima Mulilo was estimated at 453 (95% SI: 336-656), corresponding to roughly 4.9% of the adult female population. Table 2 compares these estimates with the stakeholder consensus and the unadjusted RTM estimate.
### Table 1. Demographics and descriptive statistics for respondent-driven sampling sample of female sex workers in Katima Mulilo and Windhoek, Namibia (because of rounding, percentages may not sum to 100%).

<table>
<thead>
<tr>
<th>RDS&lt;sup&gt;a&lt;/sup&gt; participant characteristics</th>
<th>Katima Mulilo</th>
<th>Windhoek</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>n RDS Adjusted % (95% CI)</td>
<td>n RDS Adjusted % (95% CI)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Age (years), mean (minimum-maximum)</strong></td>
<td>309</td>
<td>27.3 (18-53)</td>
<td>316</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary/less than primary</td>
<td>89</td>
<td>28.6 (22.9-34.1)</td>
<td>116</td>
</tr>
<tr>
<td>Secondary</td>
<td>219</td>
<td>71.1 (70.4-71.7)</td>
<td>198</td>
</tr>
<tr>
<td>Vocational/Technical</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td><strong>Client partners during 30 days preceding interview</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;5</td>
<td>186</td>
<td>60.9 (55.1-66.9)</td>
<td>139</td>
</tr>
<tr>
<td>5-9</td>
<td>88</td>
<td>27.9 (22.9-32.8)</td>
<td>94</td>
</tr>
<tr>
<td>10-14</td>
<td>19</td>
<td>6.4 (3.6-9.2)</td>
<td>24</td>
</tr>
<tr>
<td>&gt;15</td>
<td>16</td>
<td>4.8 (2.1-7.4)</td>
<td>59</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never married</td>
<td>250</td>
<td>81.6 (77.2-86.1)</td>
<td>276</td>
</tr>
<tr>
<td>Previously or currently married</td>
<td>59</td>
<td>18.4 (14.0-22.8)</td>
<td>40</td>
</tr>
<tr>
<td><strong>HIV status&lt;sup&gt;b&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>177</td>
<td>56.8 (50.1-63.4)</td>
<td>103</td>
</tr>
<tr>
<td>Negative</td>
<td>131</td>
<td>43.0 (36.3-49.6)</td>
<td>206</td>
</tr>
<tr>
<td><strong>Venues visited to find clients</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I do not go to venues</td>
<td>56</td>
<td>17.0 (11.5-22.4)</td>
<td>100</td>
</tr>
<tr>
<td>1 venue</td>
<td>32</td>
<td>11.1 (7.2-15.0)</td>
<td>84</td>
</tr>
<tr>
<td>2 venues</td>
<td>106</td>
<td>35.0 (28.7-40.3)</td>
<td>80</td>
</tr>
<tr>
<td>3 venues</td>
<td>115</td>
<td>37.4 (31.8-43.1)</td>
<td>51</td>
</tr>
<tr>
<td>Refuse to Answer</td>
<td></td>
<td>_&lt;sup&gt;c&lt;/sup&gt;</td>
<td>1</td>
</tr>
<tr>
<td><strong>Visited &gt;1 of the mapped venues</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>127</td>
<td>42.3 (35.1-49.5)</td>
<td>122</td>
</tr>
<tr>
<td>No</td>
<td>182</td>
<td>57.7 (50.5-64.9)</td>
<td>194</td>
</tr>
<tr>
<td><strong>Correction factors</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C1: standardization parameter</td>
<td>2.36&lt;sup&gt;d&lt;/sup&gt;</td>
<td>2.66</td>
<td></td>
</tr>
<tr>
<td>C2: visibility parameter</td>
<td>1.96</td>
<td>1.82</td>
<td></td>
</tr>
<tr>
<td>C3: hidden population parameter</td>
<td>1.21</td>
<td>1.46</td>
<td></td>
</tr>
<tr>
<td>C4: double counting parameter</td>
<td>0.49</td>
<td>0.67</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>RDS: respondent-driven sampling.

<sup>b</sup>§: Stratified counts do not sum to N because of indeterminate HIV test results.

<sup>c</sup>Not applicable.

<sup>d</sup>95% CI values are not applicable.
Figure 3. Respondent-driven sampling recruitment tree of female sex workers in Katima Mulilo, Namibia and Windhoek, Namibia. Large nodes indicate participants who report not attending venues to find clients.

Table 2. Population size estimates of female sex workers by study site and population size estimation method (we use “Acceptable bounds” here as an umbrella term as some methods report 95% CIs, other methods report plausibility bounds, and the respondent-driven sampling adjusted reverse tracking method reports 95% simulation intervals).

<table>
<thead>
<tr>
<th>Study site and population size estimates method</th>
<th>Estimated number of FSWs(^a) (acceptable bounds)</th>
<th>Estimated percentage of adult (15 to 49 years) female population who are FSWs (acceptable bounds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Windhoek</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stakeholder consensus(^b)</td>
<td>3000 (1800-3400)</td>
<td>2.2 (2.0-3.6)</td>
</tr>
<tr>
<td>Reverse tracking method</td>
<td>492 (418-565)</td>
<td>0.56 (0.48-0.64)</td>
</tr>
<tr>
<td>RadR(^c)</td>
<td>1552 (1101-2387)</td>
<td>1.77 (1.25-2.72)</td>
</tr>
<tr>
<td>Katima Mulilo</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stakeholder consensus</td>
<td>800 (380-2000)</td>
<td>8.6 (4.1-21.5)</td>
</tr>
<tr>
<td>Reverse tracking method</td>
<td>192 (181-203)</td>
<td>2.06 (1.95-2.18)</td>
</tr>
<tr>
<td>RadR</td>
<td>453 (336-656)</td>
<td>4.85 (3.60-7.03)</td>
</tr>
</tbody>
</table>

\(a\) FSWs: female sex workers.

\(b\) The stakeholder consensus was informed by the following population size estimates methods: key informant interview, unique object multiplier, wisdom of the crowd, and literature review.

\(c\) RadR: respondent-driven sampling adjusted reverse tracking method.

Discussion

Principal Results

We estimated the size of the FSW population to be 1552 (95% SI: 1101-2387) in Windhoek and 453 (95% SI: 336-656) in Katima Mulilo, using the RadR method. FSW size estimates were notably larger when using the RadR method compared with the unadjusted RTM (1552 vs 492 in Windhoek and 453 vs 192 in Katima Mulilo). This is expected as the RadR method was conceived to explicitly account for the hidden members of the key population in its calculation (ie, those who cannot be found at physical venues but participated in the RDS survey), whereas the unadjusted RTM relies only on the observable population when estimating the population size. Accounting for the hidden members is especially important in research involving key populations as the social marginalization often faced by these groups may result in a sampling bias that may be particularly strong for venue-based study designs. For example, we estimated that over 30% of the FSW population in Windhoek and 17% of the FSW population in Katima Mulilo would not be found at venues (Table 1, Figure 3). Therefore, we believe that incorporating such correction factors as the hidden population parameter improves the validity of the RadR.
population size estimates compared with the unadjusted RTM estimates.

The RadR estimates are consistent with results from the official FSW size estimates from the stakeholder consensus with respect to having overlapping CI s or SIs. Of note, in Katima Mulilo, there is a substantial difference between the stakeholder consensus estimate and the unadjusted RTM estimate. However, the RadR estimate is in closer agreement with the final stakeholder estimate, illustrating the impact of our correction factors on calculating a more plausible population size estimate. Still, the RadR estimate is slightly more conservative than the stakeholder consensus. This may be because of FSW demographic groups, such as higher income FSWs, who may not be observed in either the census mapping or the RDS study. This stratum of FSWs would then be absent from the RadR calculation, whereas stakeholders who have knowledge of this group may incorporate them into their estimation of the population size.

Strengths

In addition to calculating plausible size estimates for the target population, the RadR method advances the PSE field and key population surveillance in 4 ways. First, the venue inquiry questions serve to validate the existing sampling frame and census mapping. Responses to these questions indicate whether the target population actually attends the venues identified during the formative assessment. In addition, the frequency with which a venue is reported in the survey provides some insight into the popularity of that venue among the target population, assuming that RDS recruits who attend the same venue are not more likely to recruit each other. A second improvement is that the RadR method expands and updates venue-based mapping (such as those used by outreach programs) and potential sampling frames (such as those used in TLS surveys, conventional cluster sampling, and census mapping). Additional venues previously unknown to the research team and not included in the original mapping exercise can be identified. Taken together, these first 2 advancements inform more targeted and efficient mapping, outreach efforts, and venue-based sampling frames. Third, the RadR method further advances the PSE field by leveraging information collected in the RDS survey to account for double counting. The original RTM makes the strong assumption that people exclusively “belong” to 1 venue. This assumption can be evaluated using the venue inquiry questions. If participants attend multiple venues, as was the case in Namibia, this information is collected and used to adjust the size estimate appropriately. Finally, the RadR method advances the PSE field and improves upon the original RTM by accounting for the proportion of the key population that is virtually invisible to venue-based sampling as the members in that proportion do not go to venues to find clients. The RDS methodology has often been credited with finding the more hidden members of the key population [23] and generating a more representative sample of the population [24]. The RadR method leverages this quality of the sampling design and the data collected on nonvenue attendance to calculate an inverse-probability weight for venue attendance. The inverse-probability weight adjusts the venue-based population size estimate to also account for the segment of the population that cannot be found at physical venues (eg, those who find clients or sex partners through social networking websites).

Limitations

The RadR method assumes that the RDS sample is representative of the target population. This assumption is especially necessary for C1, the standardization parameter. If the RDS sample is representative of the target population, then R*/RDS should reflect the same relationship in the broader target population, that is, the number of people visiting a mapped venue divided by the total number of people in the population. If the representativeness of the RDS sample is of concern, several diagnostic approaches such as bottleneck plots and convergence plots are recommended to evaluate the sample [16]. These diagnostic approaches are available in RDS-A. Nonetheless, RDS has noted limitations in implementation and underlying assumptions that are difficult to prove [11,12,25], and therefore it remains uncertain if it consistently produces a truly representative sample.

We assume that study participants are not more likely to recruit other participants who attend the same venues. Although we were unable to investigate homophily (the likelihood that respondents preferentially recruit others who are similar to themselves on specified characteristics) for specific venues, we did assess this measure for overall venue attendance. Using RDS-A’s recruitment homophily function, we explored homophily by attending any venue and attending a mapped venue. In Windhoek, we found evidence for recruitment homophily with respect to reporting a mapped venue (Chi-squared $P<.005$). In Katima Mulilo, we found evidence for recruitment homophily with respect to reporting any venue attendance (Chi-squared $P<.002$) and reporting a mapped venue (Chi-squared $P<.001$). Considering how this might affect the RadR estimates, recruitment homophily would suggest that the RDS sample may not be representative of the underlying target population. This may violate our assumption that n/N=–R*/RDS and impact our estimation of the components for the correction factors. One potential solution may be to use the RDS-I estimator, which is designed to account for patterns of recruitment among subgroups [25-27], and re-estimate $p, s$, and $t$, which are used in the simplified RadR formula. Using the RDS-I estimator, we re-estimated the Windhoek FSW population to be 1720 (95% SI: 1198-2640)—compared with the original RadR estimate of 1552 (95% SI: 1101-2,387); we re-estimated the Katima Mulilo FSW population to be 405 (95% SI: 303-574)—compared with the original RadR estimate of 453 (95% SI: 336-656). In this case, our approach to account for recruitment homophily did not result in substantially different population size estimates. However, additional research may be warranted to investigate the impact of recruitment homophily on RadR estimates in other populations.

To reduce survey fatigue, we limited our venue-inquiry questions to, at most, 3 venues. It is possible that FSWs attended more than 3 venues to find clients. Allowing for the inclusion of additional venues could expand the census mapping but may have unpredictable results for the RadR estimate, depending on whether the additional venues mentioned were mapped. Statistical modeling studies may be appropriate to determine...
the optimal number of venues inquired about to balance the rewards of additional information with potentially diminishing statistical returns. Investigators may also consider asking participants for the total number of venues visited before inquiring further about the 3 most often visited venues. This additional information could provide better insight into the mobility of the key population among local venues.

Although the RadR method can easily be integrated into the RDS survey with the addition of a few questions, the initial data setup can be labor intensive. Responses to the venue inquiry questions are open-ended, requiring researchers to identify and assess multiple ways of spelling the same venue name and recode these multiple references as the same venue. Researchers must then be cautious of mismatched venue names, that is, different venue names referring to the same venue or similar venue names actually referring to different venues. The potential for mismatched venue names is a limitation in this study. Future studies that implement the RadR method should collaborate with local researchers to confirm the correct matching of venue names. However, following this initial time investment, the PSE calculation is straightforward, and the data can be tabulated to validate (and update) the venue-based sampling frame and census mapping.

Conclusions
Despite these limitations, we found that the RadR method is easily integrated into RDS studies, leveraging already collected data from a census mapping of venues during the formative assessment stage. In fact, this approach to size estimation could still be used if the census mapping and enumeration took place independently of the formative assessment for the RDS study (eg, client mapping by key population programs). Investigators must consider whether the population enumerated during the separate census mapping is the same population that is being surveyed for the RDS study. Our census mapping took place 3 weeks before the RDS study. Investigators must consider the mobility of the population when determining whether separate census mapping and enumeration can reasonably serve as a first visit for the target population before applying the RDS adjustment. If the target population is highly mobile, in the sense that a substantial proportion of the population either left the study site or changed venue attendance behavior in the period between the census mapping and the RDS study, then the approach detailed in this paper would not be appropriate. The RadR method improves upon the unadjusted RTM by further collecting information on multiple venues visited and the proportion of the members of the population who do not visit venues to find clients or sex partners. In addition to calculating plausible size estimates, as demonstrated here, the RadR method directly informs public health (prevention) programming by updating the census mapping and identifying venues where outreach services can take place.
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Abstract

Background: Estimates of the sizes of hidden populations, including female sex workers (FSW), men who have sex with men (MSM), and people who inject drugs (PWID), are essential for understanding the magnitude of vulnerabilities, health care needs, risk behaviors, and HIV and other infections.

Objective: This article advances the successive sampling-population size estimation (SS-PSE) method by examining the performance of a modification allowing visibility to be jointly modeled with population size in the context of 15 datasets. Datasets are from respondent-driven sampling (RDS) surveys of FSW, MSM, and PWID from three cities in Armenia. We compare and evaluate the accuracy of our imputed visibility population size estimates to those found for the same populations through other unpublished methods. We then suggest questions that are useful for eliciting information needed to compute SS-PSE and provide guidelines and caveats to improve the implementation of SS-PSE for real data.

Methods: SS-PSE approximates the RDS sampling mechanism via the successive sampling model and uses the order of selection of the sample to provide information on the distribution of network sizes over the population members. We incorporate visibility imputation, a measure of a person’s propensity to participate in the study, given that inclusion probabilities for RDS are unknown and social network sizes, often used as a proxy for inclusion probability, are subject to measurement errors from self-reported study data.

Results: FSW in Yerevan (2012, 2016) and Vanadzor (2016) as well as PWID in Yerevan (2014), Gyumri (2016), and Vanadzor (2016) had great fits with prior estimations. The MSM populations in all three cities had inconsistencies with expert prior values. The maximum low prior value was larger than the minimum high prior value, making a great fit impossible. One possible explanation is the inclusion of transgender individuals in the MSM populations during these studies. There could be differences between what experts perceive as the size of the population, based on who is an eligible member of that population, and what members of the population perceive. There could also be inconsistencies among different study participants, as some may include transgender individuals in their accounting of personal network size, while others may not. Because of these difficulties, the transgender population was split apart from the MSM population for the 2018 study.

Conclusions: Prior estimations from expert opinions may not always be accurate. RDS surveys should be assessed to ensure that they have met all of the assumptions, that variables have reached convergence, and that the network structure of the population does not have bottlenecks. We recommend that SS-PSE be used in conjunction with other population size estimations commonly used in RDS, as well as results of other years of SS-PSE, to ensure generation of the most accurate size estimation.
KEYWORDS
population size estimation; respondent-driven sampling; men who have sex with men; female sex workers; people who inject drugs; Armenia

Introduction

Having accurate estimates of the sizes of hidden populations, including female sex workers (FSW), men who have sex with men (MSM), and people who inject drugs (PWID), are essential for understanding the magnitude of vulnerabilities, health care needs, risk behaviors, and HIV and other infections. In addition, population size estimations (PSEs) are used to inform resource allocation to develop programs to support sexual health and well-being, counseling and treatment for drug use, to advance social and economic justice, and to respond to and monitor critical health needs and epidemics. However, measuring a hidden population is extremely challenging and current methods contain numerous biases [1-5]. Given the importance of measuring the sizes of hidden and vulnerable populations, the advancement and continued critical review of current methods are needed [2,6].

Currently, many PSEs of FSW, MSM, and PWID are conducted in conjunction with HIV biobehavioral surveys (BBS) using respondent-driven sampling (RDS) [1-5,7-9]. These surveys are routinely implemented to measure the prevalence of sexual risks, drug use, HIV testing and knowledge, stigma and discrimination, and HIV and other infections among key populations at higher risk of HIV exposure.

RDS is a probability-based sampling method which, when implemented and analyzed correctly, can yield findings representing the network of the population sampled [10-13]. Sampling begins with a convenience sample of well-networked population members, referred to as seeds. Seeds enroll, complete the survey and biological specimen collection, and are provided a fixed number of coupons to recruit members from their social network. All participants provide a measurement of their social network size, or degree, which is the number of people they know, who know them, that are in their social network. For BBS, social networks are described as groups of people who know each other and engage in common behaviors, such as injecting drugs, having anal sex, or exchanging sex for money or goods during a specified time period (eg, 6 months). Coupons, which contain a unique number to manage peer-to-peer recruitment, allow participants to remain anonymous, making it especially acceptable to populations that are stigmatized or practice illegal behaviors. Sampling should result in long recruitment chains, whereby the final sample is not biased by the initial convenience sample of seeds. Data collected using RDS methods are adjusted based on each participant’s social network size and other covariates when making inferences about the population to account for the complex sampling process.

The intuitive reasoning is that individuals with larger social network sizes are more likely to be sampled, and be sampled earlier in the RDS process, so their responses need to be weighted accordingly.

One of the PSE methods being commonly used in conjunction with RDS surveys is successive sampling-population size estimation (SS-PSE) [4,5,7,9,14,15], which relies on the successive sampling model for the RDS sampling process [16]. Unlike other PSE methods that use two or more sources of data, such as object and service multipliers and capture-recapture, SS-PSE can be used with data from just one RDS study. In SS-PSE, the order of enrollment and network size of each participant are used to estimate the distribution of population network sizes and the depletion of network size over the study period is used to model the overall population size. More details will be provided in the Methods section.

This article describes the use of SS-PSE in three rounds of BBS, conducted in 2012, 2014, and 2016, among FSW, MSM, and PWID in three cities in Armenia: Yerevan, the capital city (2016 population: 467,087 females and 373,903 males, aged 18 years or older); Gyumri, the second-largest city, located in the northwest of Armenia (2016 population: 49,482 females and 41,535 males, aged 18 years or older); and Vanadzor, the third-largest city, located in the north of Armenia (2016 population: 26,052 females and 28,962 males, aged 18 years or older) [17]. Roughly 43% of the country’s population live in these areas. RDS recruitment chains for selected populations are shown in Figure 1 and the complete set are provided in Multimedia Appendix 1. We advance the SS-PSE methodology by examining the performance of a modification allowing visibility, a measure of a person’s propensity to participate in the study, to be jointly modeled with population size in the context of 15 datasets of FSW, MSM, and PWID populations from Armenia. Visibility [18] is modeled because inclusion probabilities for RDS are unknown and social network sizes, often used as a proxy for inclusion probability, are subject to biases and measurement errors from self-reported study data. For example, self-reported social network sizes may be an inaccurate measure of inclusion probability due to heaping or rounding [16]; intentional misreporting, perhaps to minimize one’s connection to a stigmatized population [19-21]; and unintentional misreporting, perhaps due to memory recall bias [22-24]. We compare and evaluate the quality of our imputed visibility PSEs to those found for the same populations through other unpublished methods. In addition, we provide guidelines and caveats to improve the implementation of SS-PSE for real data.
Figure 1. Respondent-driven sampling (RDS) recruitment chains for selected populations: (a) female sex workers (FSW), Yerevan 2016 and (b) men who have sex with men (MSM), Yerevan 2014. Seeds are indicated by red squares and the waves of recruitment are shown vertically.

Methods

Survey

Standard RDS methods were used to recruit FSW, MSM, and PWID in 2012, 2014, and 2016 in Yerevan as well as in 2016 in Gyumri and Vanadzor [10]. Network size questions were structured based on the eligibility criteria of each sampled population: FSW were women who received money in exchange for sexual intercourse in the previous three months; MSM were men, including transgender women in 2012, 2014, and 2016, who had anal sex with another man in the previous 12 months; and PWID were people who injected drugs for nonmedical purposes in the previous three months. All participants were 18 years of age or older and residents of the survey location. Seeds or persons with a valid coupon who presented to a survey location were screened for eligibility and underwent informed consent. No one refused to enroll, despite having to consent to both the biological and behavioral parts of the survey. Enrollees were then interviewed by a trained interviewer, provided HIV pretest counseling, and underwent a venous blood draw for laboratory testing for HIV and other infections. Following the blood draw, each respondent received a set number of coupons—no more than three—along with recruitment instructions on how to recruit eligible peers. The different number of coupons to distribute and different target sample sizes—100 in Gyumri and Vanadzor and 300 in Yerevan—reflect differences in population size and connectedness, as well as anticipated speed of recruitment, identified during formative research. To maintain respondents’ confidentiality, unique identification codes were used to link behavioral and biological data and to track who recruited whom. Respondents received primary compensation of AMD 4000 (Armenian Dram) in 2012 and 2014 and AMD 3500 in 2016, or slightly over US $7 using 2016 conversion rates, for enrollment and completion of the survey. Respondents received an additional secondary compensation—AMD 2000 in 2012 and 2014 and AMD 1600 in 2016—for each peer they recruited who enrolled and completed the survey.

The network size question is crucial to RDS studies as a proxy for a person’s propensity to be included in the sample. Participants were asked how many individuals they know who meet the study eligibility requirements and then, as a follow-up, how many of them they have seen in the previous month. An individual’s network size is considered to be the second, more restrictive, of these numbers. For example, the precise question for FSW in Vanadzor was “How many women do you know, whom also know you, are 18 years of age and older, are living in Yerevan, and have exchanged vaginal or anal sex for money or other reward? How many of them have you seen in the past month?”

Successive Sampling—Population Size Estimation and Visibility Imputation

Population size estimations were conducted using SS-PSE [25,26]. The approach approximates the RDS sampling mechanism via the successive sampling model of Gile [27] and uses the order of selection of the sample to provide information on the distribution of network sizes over the population members. SS-PSE uses a Bayesian framework, treating the population size N as unknown, but with a specified prior distribution. The SS-PSE framework allows for the incorporation of prior belief about the population size, which is often available via expert knowledge or PSEs from other sources, such as enumeration through mapping, network scale-up, multiplier, or capture-recapture methods [7]. The population unit sizes are treated as independent and identically distributed samples generated from a superpopulation model based on some unknown distribution. This setup is common in model-based sampling theory [28]; in it, the unit values of the finite population are conceived of as a random sample from an infinite
population or superpopulation rather than fixed, but are unknown. We observe a subset $n<N$ of members of the population in our sample, as well as the self-reported degree for each individual and order of participation (i.e., enrollment date).

The successive sampling model assumes that individuals with a higher degree are more likely to be recruited earlier in the RDS process, since they are more connected and easily accessible in the social network. Thus, if there are fewer large-degree individuals in later waves than earlier waves, this suggests a depletion of members of the population and a large sample fraction; the population is likely not much larger than the sample. However, if the reported degrees stay roughly the same across recruitment waves, the sample size is likely a smaller portion of the population. If the reported degrees increase notably across waves, this may be an indication that the RDS recruitment process is not operating as expected and would merit caution when interpreting the results of various estimators. Figure 2 shows plots of enrollment date versus reported degree for selected populations. Panel (a) demonstrates a situation in which few large-degree individuals are observed in the later waves and the overall trend is slowly decreasing. Panel (b) shows a strongly increasing trend, which indicates that the SS-PSE method may not perform well for this population. Panel (c) shows a relatively constant degree across waves, with some large-degree individuals still present in the later waves of the sample. These types of exploratory plots aid in understanding how RDS recruitment dynamics affect SS-PSE estimates and can alert us to possible violations of sampling assumptions.

The original SS-PSE method relies on self-reported network sizes. However, these values are subject to bias due to heaping or rounding and both intentional and unintentional misreporting; additionally, they may contain missing or impossibly low or high values [11]. We therefore use a modified version of SS-PSE that jointly models the visibility of each individual using a measurement error model [18]. Visibility is viewed as an adjusted or underlying degree that attempts to account for the aforementioned issues that arise from self-reports. We use a Conway-Maxwell-Poisson measurement error model that allows for the proportional inflation of the self-reported degree relative to the visibility and for relative error of the self-reported degrees around this inflated value. Computationally, this modification adds two additional components that need to be estimated during each step of the SS-PSE Markov chain Monte Carlo algorithm, but the outputs from the method are the same.

**Figure 2.** Plots of enrollment date versus self-reported network size for selected populations: (a) female sex workers (FSW), Yerevan 2014, showing a depletion in mean reported degree over the study period; (b) men who have sex with men (MSM), Vanadzor 2016, showing an increasing trend over the study period; and (c) FSW, Yerevan 2016, showing a constant trend over the study period. Note that the magnitude of trends is not comparable across plots due to different reported degree values for the different populations.
Imputed visibility SS-PSE is a Bayesian method, where information about unknown parameters is expressed through probability distributions over their possible values. Thus, the resulting estimates take the form of a distribution called the posterior distribution. We estimate the posterior distribution for the population size $N$, given our prior belief about the population size and observed data. The prior information used for each of the imputed visibility SS-PSE models of the 15 Armenian datasets was a median, obtained as the average of two medians for that population and city provided by local experts in 2016 through a consensus and extrapolation led by the second author (LGJ) [29]. Local experts included representatives from the National Center for AIDS Prevention, the Joint United Nations Programme on HIV/AIDS (UNAIDS), the Global Fund, and several governmental and nongovernmental organizations working directly with the populations. Local experts believe the population sizes of FSW, MSM, and PWID remained relatively constant over the period from 2012 to 2016, as reported by the Statistical Committee of the Republic of Armenia [17]; thus, we used the same prior medians for each of the three years for each population in Yerevan. To examine sensitivity to this choice of prior medians, we also fit each imputed visibility SS-PSE model using each of the two expert prior medians separately. Because population size distributions are skewed, we used the median of the posterior distribution as a point estimate and 90% credible intervals to express uncertainty about the estimate. In addition to individual PSEs for each dataset, we also compared the estimates for the Yerevan populations across the 2012, 2014, and 2016 surveys. We assessed the trend of the estimates, considering their overall variability, using mirrored plots of the posterior distributions.

Imputed visibility SS-PSE estimates were performed using the `posteriorize` function in the `sspse` package, version 0.8, for the R programming language (The R Foundation) [18].

### Results

#### Population Size Estimates

We applied the imputed visibility SS-PSE method to 15 datasets of FSW, MSM, and PWID populations from Armenia. Table 1 reports the prior values and quantiles of the posterior distribution for population size from each of the populations. Reference values provided by local experts are shown as well, where the expert median is the value used as the prior median in the imputed visibility SS-PSE model. The expert low and high values are, respectively, the minimum of two expert values provided for the smallest that the population size could be and the maximum of two expert values provided for the largest that the population size could be. These numbers were not used in the estimation procedure, but are used to assess the model’s goodness of fit and plausibility of the PSE.

#### Table 1. Prior values and quantiles of the posterior distribution for population size obtained from imputed visibility SS-PSE (successive sampling-population size estimation) estimates from 15 datasets of female sex workers (FSW), men who have sex with men (MSM), and people who inject drugs (PWID) populations in Armenia.

<table>
<thead>
<tr>
<th>Population</th>
<th>Expert values, n</th>
<th>Posterior, n</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low$^a$</td>
<td>Median (prior)$^b$</td>
</tr>
<tr>
<td>FSW, Yerevan 2012</td>
<td>1500</td>
<td>3143</td>
</tr>
<tr>
<td>FSW, Yerevan 2014</td>
<td>1500</td>
<td>3143</td>
</tr>
<tr>
<td>FSW, Yerevan 2016</td>
<td>1500</td>
<td>3143</td>
</tr>
<tr>
<td>FSW, Gyumri 2016</td>
<td>165</td>
<td>351</td>
</tr>
<tr>
<td>FSW, Vanadzor 2016</td>
<td>115</td>
<td>239</td>
</tr>
<tr>
<td>MSM, Yerevan 2012</td>
<td>2420</td>
<td>4202</td>
</tr>
<tr>
<td>MSM, Yerevan 2014</td>
<td>2420</td>
<td>4202</td>
</tr>
<tr>
<td>MSM, Yerevan 2016</td>
<td>2420</td>
<td>4202</td>
</tr>
<tr>
<td>MSM, Gyumri 2016</td>
<td>176</td>
<td>306</td>
</tr>
<tr>
<td>MSM, Vanadzor 2016</td>
<td>123</td>
<td>214</td>
</tr>
<tr>
<td>PWID, Yerevan 2012</td>
<td>1667</td>
<td>5842</td>
</tr>
<tr>
<td>PWID, Yerevan 2014</td>
<td>1667</td>
<td>5842</td>
</tr>
<tr>
<td>PWID, Yerevan 2016</td>
<td>1667</td>
<td>5842</td>
</tr>
<tr>
<td>PWID, Gyumri 2016</td>
<td>167</td>
<td>584</td>
</tr>
<tr>
<td>PWID, Vanadzor 2016</td>
<td>117</td>
<td>409</td>
</tr>
</tbody>
</table>

$^a$The prior low and high values are, respectively, the minimum of the prior expert lows and the maximum of the expert prior highs.

$^b$The prior median is the average of the expert prior medians.

$^c$The `Assessment` column describes how well the estimate aligned with expert knowledge, based on low and high values provided by experts that were not used in the size estimation model.
Figure 3. Posterior distributions for the size of selected populations: (a) people who inject drugs (PWID), Vanadzor 2016; (b) female sex workers (FSW), Yerevan 2016; (c) PWID, Yerevan 2016; and (d) men who have sex with men (MSM), Vanadzor 2016. The 90% credible interval is indicated by the shaded blue region and the posterior median by a vertical red line.

Several example posterior distributions are provided in Figure 3 and the complete set for all 15 datasets is available in Multimedia Appendix 1. The median of the posterior distribution provides a point estimate of the population size; the 90% credible interval demonstrates the uncertainty of the estimate and provides a range of likely values. The 90% credible interval is indicated on the posterior distribution plots as the shaded blue region and in Table 1 as the 5% and 95% values.

Each PSE was assessed by comparing the posterior median with the low and high values provided by experts. A Great fit is one where the posterior median is between the maximum expert low and the minimum expert high values; a Good fit is one where the posterior median is between the average expert low and the average expert high values; an Okay fit is one where the posterior median is between the minimum expert low and the maximum expert high values; and a Bad fit is one where the posterior median is either smaller than the minimum expert low or larger than the maximum expert high value. The low and high prior values shown in Table 1 represent the range used for an Okay fit, so if the posterior median falls between these two values, the fit will be Okay or better. Of the 15 populations considered, 4 (27%) size estimates were Great, 2 (13%) were Good, 3 (20%) were Okay, and 6 (40%) were Bad. Note that due to inconsistency of the expert prior medians provided for all MSM populations, Great fits were not possible for 5 out of the 15 (33%) datasets. A possible explanation is that a bottleneck in the underlying social network affected recruitment, making it difficult or impossible to sample from a portion of the population. This means that, in practice, the PSE is only for a subgroup within the overall PWID population. When size estimates are much smaller than experts interpretation of the SS-PSE methodology, we show examples of several different-quality fits. Panel (a) PWID, Vanadzor 2016, and panel (b) FSW, Yerevan 2016, of Figure 3 both demonstrate fits that look to be of good quality because the shape of the posterior distribution is similar to the prior distribution, with a long right tail and most of the mass of the distribution near smaller values. In panel (a), the posterior median is a little larger than the prior median, evidenced by the slight right shift of the posterior distribution relative to the prior distribution. This indicates that the RDS data provided evidence that the true population size was slightly larger than the prior belief specified. Conversely, in panel (b), the posterior median is a little smaller than the prior median and the posterior distribution is shifted slightly to the left relative to the prior distribution. This indicates that the RDS data provided evidence that the true population size was slightly smaller than the prior belief specified.

Panel (c) PWID, Yerevan 2016, provides an example of a case that is more difficult to interpret. Although the shape of the posterior distribution is acceptable and does not indicate problems with convergence of the SS-PSE method, it is clear that much of the mass from the posterior distribution falls below the prior distribution. This indicates that the PSE is much smaller than the prior median specified. Upon examining these data, we did not observe RDS assumption violations. A possible explanation is that a bottleneck in the underlying social network affected recruitment, making it difficult or impossible to sample from a portion of the population. This means that, in practice, the PSE is only for a subgroup within the overall PWID population. When size estimates are much smaller than experts
expect, this could be indicative of a disjoint network, bottleneck, or other reason why only a subset of the population was reachable in the sample. In this case, we advise study officials to return to the formative research study protocol to consider whether any of these scenarios were possible \([11,30]\). When the assessment of the SS-PSE model does not indicate convergence problems, but the estimates produced are very different from our prior beliefs, it is advisable to return to the study context and consider whether recruitment and study participation were impacted by any additional factors.

In contrast to panel (c), where the estimate was \textit{Bad}, but the overall SS-PSE fit was acceptable, panel (d) MSM, Vanadzor 2016, provides an example of poor SS-PSE fit. The shape of the posterior distribution is much flatter than in the other examples, does not overlap with the prior distribution much, and has most of its mass on larger population sizes. The MSM, Vanadzor 2016, data show an increasing trend in network sizes over the time of the study period, as previously discussed in the Visibility Imputation section in the Methods and shown in Figure 2(b). This is contrary to the typical RDS assumptions that high-degree individuals will be recruited earlier and that the depletion of high-degree individuals can be used to assess population size. Because the high-degree individuals were recruited toward the end of the study, the SS-PSE model estimates that the population size is actually quite a bit larger than the prior median provided. In cases such as this, where the distribution of network sizes throughout the recruitment chain does not meet the RDS assumptions, we recommend careful consideration of the data by experts to assess the RDS study. The SS-PSE results should only be used with extreme caution.

Overall, many of the point estimates tend to be lower than the expert prior median. This scenario may reflect the reality that RDS surveys may not be reaching the full hidden population, perhaps due to bottlenecks, clustering, or isolated individuals, resulting in a PSE only for the subpopulation that is reachable by RDS.

\textbf{Comparison With Other Population Size Estimations}

To place the estimates obtained using imputed visibility SS-PSE in context, we compare the posterior medians to PSEs obtained using service and unique object multiplier methods and wisdom of the crowds for the nine datasets in 2016; we also compare the posterior medians to SS-PSE without visibility imputation for all 15 datasets. The service multiplier method requires two overlapping data sources, including a count of nonduplicated clients accessing a service and a probability-based survey. For these estimations, the service data were unique counts of key populations who received an HIV test between January 1 and June 30, 2016. The PSE is this count divided by the proportion who reported having an HIV test in the probability-based survey (ie, the RDS surveys, also used for the SS-PSE models). Similarly, the unique object multiplier estimate is the number of unique objects distributed to the key population divided by the proportion who reported receiving that object in the probability-based survey. The unique object distributed was a leather bracelet for all populations in 2016, given out one week prior to the start of the survey by outreach workers. Multiplier methods rely on several assumptions, including that no individual is counted more than once in each multiplier, that there is limited in-and-out-migration, that the two data sources are independent of each other, and that the probability-based survey is representative of the hidden population. Wisdom of the crowds assumes that, in aggregate, the responses of a sufficient number of key population members about the size of their population will provide a good estimate of the actual size of their population. Participants in the RDS survey were asked for their best guesstimate on the population size and the average was computed.

Table 2 compares the point estimates for the PSEs for the 15 datasets using object and service multipliers, wisdom of the crowds, SS-PSE without visibility imputation, and imputed visibility SS-PSE. The expert values are provided for reference as well. The SS-PSE estimates compare favorably to PSEs using object and service multiplier methods, which are commonly either much too small (eg, FSW, Yerevan 2016 and FSW, Gyumri 2016) or much too large (eg, PWID, Gyumri 2016 and PWID, Vanadzor 2016). Similarly, the wisdom of the crowds’ estimates generally seem much too small (eg, 26 for PWID, Gyumri 2016, when the RDS sample size was 100) or much too large (eg, 19,342 for PWID, Yerevan 2016). Further, the SS-PSE models without using imputed visibility would not converge in 6 of the 15 datasets (40%) and produced poor estimates in many other cases; for example, the Yerevan PWID datasets. Imputed visibility SS-PSE makes size estimation possible in cases where they could not be previously calculated, both for older studies where needed questions were not correctly asked on the survey and for cases where SS-PSE models without visibility fail to converge. In cases where these other PSE methods are possible, imputed visibility SS-PSE still performs favorably.

\textbf{Trend Analysis}

The data considered included three rounds—2012, 2014, and 2016—of BBS for FSW, MSM, and PWID in Yerevan, Armenia. Imputed visibility SS-PSE models were fit for each year using the same prior median population size for each population, based on consultation with local experts. We compared the size estimates, descriptively, over these three years for each population. We present a visual inspection of trend in population size over time, as three years of data are not enough to do a time series analysis and a hypothesis test for equality depends on assumptions that may not be met by the RDS sampling process. Figure 4 shows the mirrored prior and posterior distributions for each year, with lines connecting the posterior median of each year. The prior distributions were the same for each year for a particular population; the placement of the posterior relative to the prior distribution indicates whether the estimate is being increased or decreased relative to the prior distribution based on the data. Because of sampling error, any time we draw a new random sample from the same population, we may get a slightly different estimate. This is a natural phenomenon in sampling and not a cause for concern.
Table 2. Comparison of imputed visibility SS-PSE (successive sampling-population size estimation) posterior medians with other population size estimation methods for the 15 Armenia datasets.

<table>
<thead>
<tr>
<th>Population</th>
<th>Expert values (n)</th>
<th>Object multiplier</th>
<th>Service multiplier</th>
<th>WOCa (best mean)</th>
<th>SS-PSE median (no visibility)</th>
<th>SS-PSE median (visibility)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low</td>
<td>Median</td>
<td>High</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FSWb, Yerevan 2012</td>
<td>1500</td>
<td>3143</td>
<td>9900</td>
<td>N/Ac</td>
<td>N/A</td>
<td>2041</td>
</tr>
<tr>
<td>FSW, Yerevan 2014</td>
<td>1500</td>
<td>3143</td>
<td>9900</td>
<td>N/A</td>
<td>N/A</td>
<td>469</td>
</tr>
<tr>
<td>FSW, Yerevan 2016</td>
<td>1500</td>
<td>3143</td>
<td>9900</td>
<td>571</td>
<td>1283</td>
<td>1615</td>
</tr>
<tr>
<td>FSW, Gyumri 2016</td>
<td>165</td>
<td>351</td>
<td>1089</td>
<td>150</td>
<td>92</td>
<td>196</td>
</tr>
<tr>
<td>FSW, Vanadzor 2016</td>
<td>115</td>
<td>239</td>
<td>759</td>
<td>204</td>
<td>156</td>
<td>67</td>
</tr>
<tr>
<td>MSMec, Yerevan 2012</td>
<td>2420</td>
<td>4202</td>
<td>6667</td>
<td>N/A</td>
<td>N/A</td>
<td>No fit</td>
</tr>
<tr>
<td>MSM, Yerevan 2014</td>
<td>2420</td>
<td>4202</td>
<td>6667</td>
<td>N/A</td>
<td>N/A</td>
<td>No fit</td>
</tr>
<tr>
<td>MSM, Yerevan 2016</td>
<td>2420</td>
<td>4202</td>
<td>6667</td>
<td>749</td>
<td>8300</td>
<td>11,900</td>
</tr>
<tr>
<td>MSM, Gyumri 2016</td>
<td>176</td>
<td>306</td>
<td>485</td>
<td>3659</td>
<td>N/A</td>
<td>138</td>
</tr>
<tr>
<td>MSM, Vanadzor 2016</td>
<td>123</td>
<td>214</td>
<td>339</td>
<td>150</td>
<td>N/A</td>
<td>40</td>
</tr>
<tr>
<td>PWIDf, Yerevan 2012</td>
<td>1667</td>
<td>5842</td>
<td>14,473</td>
<td>N/A</td>
<td>N/A</td>
<td>1245</td>
</tr>
<tr>
<td>PWID, Yerevan 2014</td>
<td>1667</td>
<td>5842</td>
<td>14,473</td>
<td>N/A</td>
<td>N/A</td>
<td>1743</td>
</tr>
<tr>
<td>PWID, Yerevan 2016</td>
<td>1667</td>
<td>5842</td>
<td>14,473</td>
<td>9000</td>
<td>N/A</td>
<td>19,342</td>
</tr>
<tr>
<td>PWID, Gyumri 2016</td>
<td>167</td>
<td>584</td>
<td>1446</td>
<td>3000</td>
<td>6800</td>
<td>26</td>
</tr>
<tr>
<td>PWID, Vanadzor 2016</td>
<td>117</td>
<td>409</td>
<td>1013</td>
<td>3000</td>
<td>7000</td>
<td>198</td>
</tr>
</tbody>
</table>

aWOC: wisdom of the crowd estimates.
bFSW: female sex workers.
cN/A: not applicable. Information was not collected at the time the study was implemented that would enable calculation of these values.
dSS-PSEs without visibility imputation where the value is No fit indicate that the model would not converge.
eMSM: men who have sex with men.
fPWID: people who inject drugs.

Therefore, even if the size of, for example, the Yerevan MSM population remained exactly constant over the period from 2012 to 2016, we would expect to get different estimates each year due to sampling. We used the overall variability of the estimates, indicated by the 90% credible intervals, to assess how unusual any particular year’s estimate was, and if it was actually indicative of a trend.

Panels (b) and (c) in Figure 4 indicate that even though the yearly posterior medians are different, we should not interpret a strong trend from these data. It may be tempting to view the size of the MSM and PWID populations as decreasing. However, the change in median population size over time is small relative to the overall variability in the posterior distributions, so we would caution against a strong interpretation of trend. Additionally, the appearance of trend in the Yerevan PWID populations relies heavily on the drop-off seen in 2016; the potential issues regarding the PWID posterior distribution from 2016 were previously mentioned in the discussion of Figure 3. Since the estimates from 2012 and 2014 are relatively consistent, we would advise against drawing any conclusions that rely too heavily on the posterior distribution from 2016. Nevertheless, it is worth considering a potential trend when additional years of data are collected, such as the 2018 BBS in Yerevan. Panel (a) in Figure 4 contains the 2014 FSW estimate from Yerevan, which, as noted previously, resulted in a Bad estimate, possibly due to a bottleneck in recruitment that resulted in only a subpopulation estimate. We therefore caution against reading too much into this apparent trend, as the 2012 and 2016 estimates are similar.
**Discussion**

**Principal Findings**

Imputed visibility SS-PSE provides an estimate for the size of a hidden population using data already routinely collected in an RDS survey. Unlike many other PSE methods, imputed visibility SS-PSE relies on only one data source and can therefore be performed retroactively, after an RDS study has already been conducted. Further, the visibility imputation modification allows for potentially erroneously self-reported network sizes to be modeled, making the method more robust to misreporting, missing values, and extreme values. However, given the difficulty measuring a hidden population and the potential for biases at many levels, including undetected bottlenecks in the network structure of the population, problems with the RDS sample, and errors in the prior size estimations, some estimates may not make sense. It is therefore always important to assess the quality of the PSE, rather than treating it as innately correct. Diagnostic plots, such as the plots of social network size by enrollment date, are useful tools to assess RDS and SS-PSE assumptions. The posterior distribution should also be examined to assess possible issues with model fit, which could be indicated by a flat distribution or one with a spike at large values of N.

When fitting the imputed visibility SS-PSE model, prior belief about the population size is specified. For these 15 datasets we used the prior median, as this was the information available. It is also possible to use the first and third quartiles or other distribution summary measures, based on available knowledge.

Prior values should be ascertained before fitting the model and not altered when an estimate does not make sense, in order to avoid introducing bias from the researcher. Instead, when the posterior distribution has the appropriate shape, but the estimate does not align with expert knowledge, it is advisable to engage additional stakeholders and examine the study in more detail. In this exercise, we found that the MSM populations in all three cities considered had inconsistencies with the expert prior values provided. The maximum low prior value was larger than the minimum high prior value, making a Great fit impossible. One possible explanation is the inclusion of transgender women in the MSM populations during these studies. Therefore, there could be differences between what experts perceive as the size of the population, based on who is an eligible member of that population, and what members of the population perceive. There could also be inconsistencies among different study participants, as some may include transgender peers in their accounting of personal network size, while others may not. Because of these difficulties, the transgender population was split apart from the MSM population for the 2018 BBS study.

To examine the sensitivity of the imputed visibility SS-PSE model fits to the choice of prior median, we fit each model with three different prior medians: the average of two expert values and each expert value individually. The average of the two expert values was the final prior median used for the models presented in the Results section. Using the other prior medians does not drastically change the PSE. Although the point estimates are slightly larger for the larger prior median and slightly smaller for the smaller prior median, the values are very similar given the overall variability of the distribution.
Superimposed posterior distributions for SS-PSE fits using these three prior medians for each of the 15 datasets are provided in Multimedia Appendix 1.

Evaluating the results from the imputed visibility SS-PSE, as well as other PSEs used in conjunction with RDS (ie, unique object and service multipliers, wisdom of the crowds), is essential given that they are prone to biases, which may lead to unrealistic over- and underestimations. Many size estimation techniques can be used as part of each survey to triangulate and validate the most optimal size estimation [2,3,5,9,31]. Further validation of size estimations relies on expert input from many stakeholders, including governmental and nongovernmental organizations working with the population, persons directly involved with the sampling, and people with knowledge about statistics and epidemiology. These collaborative efforts are needed to explain biases and failures to meet assumptions in both the sampling and the population size methods.

Conclusions
The imputed visibility SS-PSE method of PSE can be used with existing RDS data sources to obtain reasonable estimates when benchmarked against prior expert knowledge. We demonstrate the performance of this method on 15 datasets of FSW, MSM, and PWID populations from three waves of BBS studies conducted using RDS from three cities in Armenia. This is the first assessment of the modification to the imputed visibility SS-PSE methodology on such a large variety of data and the first to consider trend analysis for the same population over three time points. This is also the first presentation of how to interpret different outputs from SS-PSE in real data. These studies cover a variety of recruitment structures and sizes coming from nine different underlying social networks. The results provide examples of good model fits, where the RDS assumptions appear to be satisfied and the resulting posterior distributions are of the appropriate shape, and bad model fits, where the RDS assumptions appear to be violated in diagnostic plots or the posterior distributions depart greatly from expert opinions. We find that the imputed visibility SS-PSE model performs favorably compared to other PSE methods for these populations; these other methods have no basis on which to assess bias and often give impossibly large or small estimates or produce no estimate at all. Because SS-PSE does not rely on data from multiple surveys or census information, it is a valuable method of PSE. However, there are limitations to its use. If RDS assumptions are violated or there are issues with convergence in the model, results from SS-PSE should be interpreted with caution. To this end, we also provide guidance and suggested methods for goodness of fit to assess the SS-PSE methodology and the overall quality of the estimates. We recommend that SS-PSE be used in conjunction with other PSE techniques commonly used in RDS to ensure generation of the most accurate and acceptable size estimation.
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Abstract

Background: Limited data exist describing the population size of female sex workers (FSW) in South Sudan. A population size estimation exercise among FSW was undertaken in Juba and Nimule during the Eagle Survey.

Objective: The study aimed to estimate the number of FSW in Juba and Nimule to inform resource allocation and service provision for FSW.

Methods: We utilized service and unique object multipliers, and 3-source capture-recapture methods in conjunction with a respondent-driven sampling (RDS) survey to estimate the number of FSW in Juba and Nimule. For service multiplier, the number of FSW testing for HIV in 2015 (Juba) and 2016 (Nimule) was obtained from the LINKAGES program targeting FSW. Survey participants were asked whether they had been tested for HIV by LINKAGES during the relevant period. A total of 2 separate unique object distributions were conducted in Juba and Nimule. In Nimule, these were combined to produce a 3-source capture-recapture estimate. The exercise involved distribution of key chains and bangles to FSW, documentation of the number of those who received unique objects, and questions during RDS survey to assess whether participants received unique objects.

Results: In Juba, the service multiplier method yielded an estimate of 5800 (95% CI 4927-6673) FSW. The unique object estimate (key chain and RDS participation) yielded 5306 (95% CI 4673-5939). Another estimate using RDS participation and receipt of a bangle yielded a much lower estimate of 1863 (95% CI 1776-1951), as did a 2-source estimate of key chain and bangle (2120, 95% CI 2028-2211). A 3-source capture-recapture estimate could not be produced because aggregate rather than individual level data were collected during the third capture. The multiplier estimate using key chain and RDS participation was taken as the final population estimate for FSW in Juba, which constitutes more than 6% of the female population aged 15 to 64 years.

In Nimule, the service multiplier method yielded an estimate of 9384 (95% CI 8511-10,257). The 2-source estimates for key chain and bangles yielded a higher estimate of 13,104 (95% CI 7101-19,106); key chains and bangles yielded a lower estimate of 1322 (95% CI 1223-1420). The 3-source capture-recapture method using Bayesian nonparametric latent-class model-based estimate yielded a population of 2694 (95% CI 1689-6945), and this was selected as the final estimate for Nimule, which constitutes nearly 40% of female population aged 15 to 64 years.

Conclusions: The service and unique object multiplier, and 3-source capture-recapture methods were successfully used to estimate the number of FSW in Nimule, whereas service and unique object multiplier methods were successfully used in Juba. These methods yielded higher than previously estimated FSW population sizes. These estimates will inform resource allocation and advocacy efforts to support services for FSW.
Introduction

Background

South Sudan, the newest country in the world, gained independence in 2011. This was followed by the return of refugees and foreigners from neighboring countries. The HIV prevalence in the neighboring countries is 6% in Uganda [1] and 5% in Kenya [2], and it is higher than 2.4% in South Sudan [3]. The relative stability allowed increased commerce and the apparent increase in the number of female sex workers (FSW) [4]. Little data exist on sex workers in South Sudan. Programs for FSW are guided by mapping conducted in 2011 and 2012 and formative assessments conducted in 2014. Despite a period of relative calm after independence, South Sudan experienced political crises in December 2013 and July 2016 that resulted in significant population movements [5].

Previous mappings and formative assessments indicated that Juba was home to the largest number of FSW in the country. The South Sudan AIDS Commission and World Health Organization mapped a study in 2012, which estimated 2511 (range: 2013-3008) FSW in Juba and 378 (range: 316-439) in Yambio [4,6]. Nimule, on the South Sudan-Uganda border, was estimated to have 400 sex workers [7]. Sex work is illegal in South Sudan and sex workers operate in a very stigmatizing environment with the constant threat of arrest, imprisonment, and sexual exploitation [6,8]. This context has led many sex workers to operate in a covert manner, in lodges, brothels, and homes. Street sex work is less common [4,6]. Few health services targeting FSW exist in South Sudan and until recently the South Sudan Ministry of Health (MOH) had limited data describing sex workers in the country to inform service provision.

Accurate estimation of the size of key populations using empirical methods that include data collection rather than conjecture provides important data for advocacy and resource allocation of HIV programs [9]. These estimates further facilitate intervention planning, monitoring and evaluation, and epidemic modeling. Reliable estimates of the size of key populations who are hidden, outlawed, stigmatized, and highly mobile are difficult to obtain [10]. There is no gold standard for size estimation, which sometimes prompts researchers to use multiple methods to identify a single best estimate [9,11,12]. Common size estimation methods include mapping and census, both of which provide underestimates of key populations, successive sampling, multiplier method, and capture-recapture [13-15].

The latter method was originally developed to count wildlife populations [16]. The method has evolved to include significant improvement in the accuracy and reliability of estimates, particularly through the use of 3 or more sources for capture-recapture, and the method may produce the best estimates available [9].

Methods

Study Population

We included, in the survey and related size estimation activities, women and girls aged 15 years or more who received money, goods, or services in exchange for sex in the past 6 months; spoke English, Juba Arabic, or Kiswahili, and lived or worked in Juba or Nimule. Sexually exploited children and adult survivors of violence were referred to partner organizations experienced in providing counseling, health, social, and other protective services to these populations.

Procedures

The Eagle Survey utilized the service multiplier, unique object multiplier, and 3-source capture-recapture method to estimate population size of FSW. For the service multiplier, the number of FSW testing for HIV in Juba from January to December 2015 and from January to December 2016 in Nimule was obtained from the LINKAGES program that targets FSW. RDS survey participants were asked in an interview whether they had been tested for HIV by LINKAGES during the relevant period. All FSW getting services from LINKAGES receive unique identification numbers that are used each time they access services. This ensures that data from LINKAGES are unique counts reflecting the number of people tested rather than the number of tests conducted.

The second method used in both Juba and Nimule was the unique object multiplier method. This involved the distribution of key chains and bangles as unique objects to FSW. Paired together with the RDS survey, these 2 separate object distributions were used to produce a 3-source capture-recapture estimate.

Data collection began in Juba with the distribution of unique key chains to FSW in October 2015. After 5 weeks, data collection for the RDS survey began. Finally, in June 2016, unique bangles were distributed to FSW. In Nimule, unique key chains were distributed in June 2016 followed by a distribution of bangles 1 week later. The RDS survey was meant to begin 1 week after the bangle distribution but an eruption of violence days after the bangle distribution led to the postponement of the survey until January 2017. It was not possible to distribute new unique objects at that point.
In both Juba and Nimule, the number of FSW receiving a key chain during the distribution was the first data source. For Juba, the second data source was the RDS survey, which included questions to assess whether the participant had received a key chain. The third data source was the number of FSW who received a bangle after the RDS survey. Lessons learned in Juba resulted in a change in the sequence for Nimule with the unique object distributions occurring before the RDS survey.

Unique object distribution was conducted by FSW volunteers identified largely through LINKAGES. They were of different nationalities, operating in different parts of the city, and they were literate, respected, influential, and had the ability to explain the purpose of the object to potential recipients. In Juba, 54 FSW distributed key chains and 30 FSW distributed bangles, 6 of whom distributed both. In Nimule, 22 FSW distributed key chains and 14 FSW distributed bangles, 4 of whom distributed both. A 1-day volunteer training was conducted before each distribution covering the following: study background and objectives, eligibility criteria, safety and security, how to approach FSW, how to complete the distribution registration sheet and the unique object distribution form, the distribution process, and role plays. A second day was added for the key chain distribution training in Juba given the large number of volunteers. To facilitate recall and identification of volunteers, all volunteers wore a blue T-shirt bearing an eagle logo (the survey symbol). Volunteers were instructed to distribute objects to FSW in their neighborhoods.

In Juba, approximately 5 weeks before the start of the RDS survey in November 2015, the survey staff and volunteers identified and mapped hot spots with support from the LINKAGES project and with the aim of distributing at least 1300 key chains to FSW. Each of the FSW encountered received only 1 key chain, which she was instructed to keep because she may be asked about it in the near future by the survey staff. Volunteers used registration sheets to keep track of when, where, and how many objects were distributed and whether individuals had already received or rejected the object. Objects that were not distributed were returned to the study coordinator. Volunteers also told FSW about the Eagle Survey and let them know that they would not face stigma from the survey team. The volunteers received compensation for their time and transport to distribution locations.

Upon receipt of the object, the FSW was considered captured. Volunteers tracked the number of objects they distributed as this indicated the number of participants captured. During the RDS survey’s eligibility screening process, all FSW were asked by the coupon manager whether they received the unique object, to show or describe it, and how they received it. Those who could not show or describe the object were asked to identify the correct object from a panel of 5 similar objects. The third recapture in Juba was a bangle distributed 3 months after the end of the RDS data collection because of procurement challenges. It utilized the same methods as the first unique object distribution. During the bangle distribution, FSW were asked if they received a key chain, participated in the RDS survey, and received a bangle.

In Nimule, the order of activities was slightly modified. The 564 key chains were distributed in June 2016 followed by 546 bangles distributed 2 weeks later. Due to the conflict that started in July 2016, the RDS survey was delayed till January 2017. During the bangle distribution, participants were asked if they received a key chain or a bangle. The RDS survey again asked if the person received a key chain, bangle, or both. In both locations, all objects were distributed within 1 day. The number of key chains and bangles distributed was estimated to cover the entire FSW sample, 910 for Juba and 400 in Nimule with 40% extra key chains/bangles.

### Analysis

The 2-source multipliers were calculated using the standard formula described elsewhere in conjunction with weighted estimates from the RDS survey or nonweighted estimates in the case of the key chain-bangle estimates [9]. The 3-source capture-recapture estimate was calculated using a Bayesian nonparametric latent-class capture-recapture model as implemented in the R package [17].

### Ethical Approval

The study protocol was approved by the Government of South Sudan MOH Research Ethics Committee and CDC's Center for Global Health Associate Director for Science.

### Results

#### Main Findings

In Juba, volunteers distributing key chains contacted 1428 FSW across 10 neighborhoods (Figure 1). Approximately 9 in 10, that is, 86.29% (1127/1306) of the FSW were in possession of a key chain agreed to receive it. About 13.71% (179/1306) of the FSW contacted had already received a key chain. During the RDS survey, 179 FSW reported receiving a key chain. More neighborhoods where women sell sex were identified during the RDS survey; consequently, volunteers distributed bangles in 28 neighborhoods. Volunteers distributing bangles contacted 1179 FSW. Similar to the key chain distribution, 85.84% (1012/1179) of the FSW contacted had agreed to participate. Of those that participated, 94.86% (960/1012) of the FSW agreed to receive a bangle whereas 5.14% (52/1012) of the FSW had already received a bangle.

In Juba, LINKAGES service data indicated that 2204 FSW tested for HIV in 2015. The RDS survey included 835 FSW participants, 323 of whom tested for HIV at LINKAGES-Juba in 2015. Of the 9 seeds in the RDS survey, 3 were affiliated with LINKAGES. The longest chain had 17 waves. Among RDS participants, 314 received a key chain and 33 presented it during eligibility screening. A total of 498 RDS participants received a bangle.
The service multiplier method yielded an estimate of 5800 (95% CI 4927-6673) FSW. The unique object multiplier method of key chain and RDS participation yielded a similar result of 5306 (95% CI 4673-5939) but with tighter uncertainty bounds. Another unique object multiplier estimate using RDS participation and receipt of a bangle yielded a much lower estimate of 1863 (95% CI 1776-1951), as did an estimate produced by key chain and bangle (2120, 95% CI 2028-2211), as represented in Table 1. A 3-source capture-recapture estimate could not be produced because aggregate rather than individual level data were collected during the third capture. We should have asked a few more questions to be able to better disaggregate the data to know the precise number of FSW who were in each capture. The setup of Juba forms would not allow for this.

In Nimule key chain distribution, 22 volunteers contacted 788 FSW in 20 neighborhoods (Figure 2). Approximately 9 in 10, that is, 89.1% (702/788) of the FSW agreed to participate, of which 80.3% (564/702) accepted to receive a key chain. Nearly 1 in 5, that is, 19.7% (138/702) of the FSW had already received a key chain. Furthermore, 3 weeks after the key chain distribution, 14 volunteers contacted 770 FSW in 20 neighborhoods. Approximately 9 in 10, that is, 91.4% (704/770) of the FSW agreed to participate, of which 77.6% (546/704) accepted to receive the bangles. More than a fifth, that is, 22.4% (158/704) of the FSW had already received the bangles.

In Nimule, LINKAGES service data indicated that 2204 FSW tested for HIV in 2016. The RDS survey included 408 participants, out of which 31 tested for HIV at LINKAGES-Nimule in 2016. Of the 7 seeds in the RDS survey, 2 were affiliated with LINKAGES. The longest chain had 12 waves. Among RDS participants, 16 received a key chain, and 17 received a key chain and bangle. None received only a bangle. Of the 33 who received a key chain, 10 presented it during eligibility screening.

The service multiplier method yielded 9384 (95% CI 8511-10,257). The 2-source estimates for key chain and RDS yielded 6973 (95% CI 4759-9186); bangles and RDS yielded 13,104 (95% CI 7101-19,106), and key chains and bangles yielded 1322 (95% CI 1223-1420). The 3-source capture-recapture method using the Bayesian nonparametric latent-class model-based estimate yielded a population of 2694 (95% CI 1689-6945; see Table 1).

**Female Population Estimates**

On the basis of the National Bureau of Statistics population estimate of 2015 for females aged 15 to 64 years for Juba city, the service multiplier method estimates that 6.79% (5800/85386) of the female population are FSW, and based on 2-source capture-recapture, considering the key chain and RDS, 6.21% (5306/85386) are FSW. Using the females aged 15 to 64 years population estimates for 2017 for Nimule and taking the 3-source capture-recapture population estimates; we determined that 39.68% (2694/6790) are FSW.
Table 1. Population size estimates for female sex workers in Juba and Nimule using service multipliers and capture-recapture methods.

<table>
<thead>
<tr>
<th>City or town and method</th>
<th>Population estimate</th>
<th>95% CI</th>
<th>Proportion of females aged 15 to 64 years(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Juba</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Service multiplier method(^c)</td>
<td>5800</td>
<td>4927-6673</td>
<td>6.79</td>
</tr>
<tr>
<td>Capture-recapture method(^d)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>2-source (keychain and RDS(^e))</td>
<td>5306</td>
<td>4673-5939</td>
<td>6.21</td>
</tr>
<tr>
<td>2-source (RDS and bangle)</td>
<td>1863</td>
<td>1776-1951</td>
<td>2.18</td>
</tr>
<tr>
<td>2-source (keychain and bangle)</td>
<td>2120</td>
<td>2028-2211</td>
<td>2.48</td>
</tr>
<tr>
<td><strong>Nimule</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Service multiplier method</td>
<td>9384</td>
<td>8511-10,257</td>
<td>138.20</td>
</tr>
<tr>
<td>Capture-recapture method</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>2-source (keychain and RDS)</td>
<td>6973</td>
<td>4759-9186</td>
<td>102.70</td>
</tr>
<tr>
<td>2-source (bangle and RDS)</td>
<td>13,104</td>
<td>7101-19,106</td>
<td>192.99</td>
</tr>
<tr>
<td>2-source (keychain and bangle)</td>
<td>1322</td>
<td>1223-1420</td>
<td>19.47</td>
</tr>
<tr>
<td>3-source (keychain, bangle, and RDS)</td>
<td>2694</td>
<td>1689-6945</td>
<td>39.68</td>
</tr>
</tbody>
</table>

\(^a\)Indicates the National Bureau of Statistics population estimate of 2015 for females aged 15 to 64 years for Juba and estimates of 2017 for Nimule.

\(^b\)Data captured under the separate source options.

\(^c\)Service multiplier method: method used for population size estimation methods used in Juba and Nimule.

\(^d\)Capture-recapture method: method used for population size estimation in Juba and Nimule using unique objects that resulted into the different coerced combinations as indicated in the table.

\(^e\)RDS: respondent-driven sampling.

Figure 2. Population size estimation process in Nimule. BBS: biobehavioral survey; RDS: respondent-driven sampling; KP: key population.
**Discussion**

**Principal Findings**

In Juba, the service multiplier and the key chain unique object multiplier yielded similar population size estimates. These estimates were higher than previous estimates developed through mapping [4]. This may be because the mapping exercise defined FSW as those who received money for sex, excluding those that received goods or services for sex. The mapping was only conducted at hot spots (venues) and may have excluded hidden subpopulations operating in homes and compounds that were reached through the unique object distribution and RDS. The BBS widely defined FSW as those who exchange sex for money or goods or services, and through the peer referral, it was able to reach the hidden subpopulations. We noted divergent population size estimates in Nimule across all methods. This may result from a violation of the assumption of a closed population, stemming from displacement of FSW and other people as a result of the 2016 conflict.

The service multiplier method relied on the LINKAGES program data. The LINKAGES program uses a unique identification code for those who are reached with HIV testing and counseling; however, the difficulty in correct identification of FSW during outreach community-level testing may have resulted in some members of the general population being included in the counts, increasing the number of FSW testing and therefore the LINKAGES service beneficiaries. Our service count in Juba included all of 2015 to ease participant recall; however, the RDS survey began in November 2015. It is highly unlikely that people who tested negative in the survey in November to December 2015 would have gone for testing again at LINKAGES before the end of 2015. Survey participants living with HIV would have had no need for HIV testing after participating in the survey. Therefore, we do not feel that using the LINKAGES data through the end of 2015 risked excluding survey participants to produce a sizeable impact on the size estimate.

The proportion of FSW in the female population aged 15 to 64 in Juba is close to the estimates of 5% obtained in Kenya [10,18]. However, the absolute number for population estimates for FSW varies across the East Africa region and elsewhere [10,19,20]. In Nimule, the female population aged 15 to 64 years, who are FSW, was higher than that found in East Africa and elsewhere [10,19,20]. This is a result of high estimates of absolute numbers for FSW in this cross-border town. Ferguson and Morris estimated the number of FSW along the northern transport corridor of East Africa that links Mombasa port in Kenya and the rest of East African countries, and they found a higher proportion of FSW compared with general population women in the cross-border town of Busia (between Kenya and Uganda) compared with similar size towns along the transport corridor that are not on a border [21]. Our findings from the BBS also indicate that many of the sex workers who sell sex in Nimule reside or work across the border in the town of Elegu, Uganda.

**Limitations**

Capture-recapture has 4 conditions that need to be fulfilled to give reliable estimates [22]. First, encounter (capture) and recapture (second encounter) need to occur close to the capture visit (first encounter). The short time frame helps ensure that a very small number of sex workers move in or out of Juba and Nimule, meeting the condition of a closed population. However, this was not possible because of logistical challenges followed by operational challenges brought on by the conflict in the country. Second, all FSW should have the same probability of being captured. In order to address this, we mapped hot spots to facilitate volunteer selection. Unique object distribution occurred during the time FSW were most available. However, some FSW, particularly South Sudanese, operate in homes and likely had a lower probability of being captured. Third, we could not eliminate all dependency among samples; for instance, women captured during the first round may be more likely to be captured again if they recognize the volunteers or were recognized by volunteers. A positive dependency among samples, the most likely situation, will lead to an underestimation of the number of sex workers. The independence of samples is most important for multiplier and 2-source capture-recapture methods, but it can be relaxed for the 3-source method. The independence of service and unique object multiplier estimates was likely assured by using weighted estimates from the RDS survey. In addition, we used key chains and bangles that did not have significant monetary value but were unique and attractive so that they would be remembered by survey participants. Furthermore, volunteers wore distinct T-shirts to facilitate recognition and participant recall. Asking RDS participants to identify the key chain or bangle during the RDS survey helped ensure data quality and check that FSW were not biased to provide a certain response or guessing.

It was not possible to produce a 3-source capture-recapture estimate in Juba because we only collected aggregate data during the bangle distribution. Having finalized the RDS, we needed to have asked a few more questions during the distribution of the second unique object (bangle) to enable disaggregation of the data to precisely determine the number of FSW who were in each capture. The analysis method required individual level data at each capture, which were not collected. The 3-source would have given much more accurate results, though with wider confidence intervals compared with the 2-source.

The correct identification of sex workers at the hot spots is a key factor to the success of the object distributions. The use of FSW as volunteers was of utmost value [23]. Peers are not only in the best position to identify other FSW but they also build confidence and trust in potential participants. However, it is possible that that some FSW were missed because of nonidentification, especially those operating out of their homes. There also could have been recall bias given that the interval between object distribution and the start of the RDS survey was quite long in Nimule, as was the bangle distribution in Juba. Using the same volunteers for the distribution of both objects may decrease the independence of samples; however, given the limited number of such volunteers in our study, we do not think our results were impacted by this.
Conclusions

By utilizing multiple size estimation methods that include people who are not easily counted in mapping activities, this study produced the robust estimates of the number of FSW in Juba and Nimule, South Sudan. Unsurprisingly, we found that the number of FSW in Juba and Nimule is higher than previously estimated. Despite the limitations brought about by the conflict in South Sudan, the 3-source capture-recapture method was successfully used to estimate the population of FSW in Nimule. It may also be the method best-suited for estimating the size of populations in conflict-affected settings and other environments with high mobility as the assumptions of independent samples are more relaxed and can be done without relying upon a BBS that can take months to plan and implement. These estimates will help inform resource allocation and advocacy efforts to support services for FSW in South Sudan.

Recommendations

The implementing partners that provide services to the FSW should improve on data quality during collection by ensuring correct identification of FSW and deduplication of the records to facilitate the use of the service multiplier method. For the unique object multiplier and capture-recapture methods, we recommend having different volunteers distribute objects for each distribution to increase the independence of samples. When a BBS is used as part of a 3-source capture-recapture method, the 2 unique object distributions should occur before the BBS. This enables individual level data to be more accurately collected in a survey setting by data collectors who receive intensive training rather than by volunteers who may not be able to collect the required data.
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Abstract

Background: Female sex workers (FSW), men who have sex with men (MSM), and transgender women (TGW) are at high risk of acquiring HIV in many settings, such as Papua New Guinea (PNG). An understanding of the approximate size of these populations can inform resource allocation for HIV services for FSW, MSM, and TGW.

Objective: An objective of this multi-site survey was to conduct updated population size estimations (PSE) of FSW and MSM/TGW.

Methods: Respondent-driven sampling (RDS) biobehavioral surveys of FSW and MSM/TGW were conducted in 3 major cities—(1) Port Moresby, (2) Lae, and (3) Mount Hagen—between June 2016 and December 2017. Eligibility criteria for FSW included: (1) $\geq$12 years of age, (2) born female, (3) could speak English or Tok Pisin (PNG Pidgin), and (4) had sold or exchanged sex with a man in the past six months. Eligibility for MSM/TGW included: (1) $\geq$12 years of age, (2) born male, (3) could speak English, or Tok Pisin, and (4) had engaged in oral or anal sex with another person born male in the past six months. PSE methods included unique object multiplier, service multiplier, and successive sampling-population size estimation (SS-PSE) using imputed visibility. Weighted data analyses were conducted using RDS-Analyst and Microsoft Excel.

Results: Sample sizes for FSW and MSM/TGW in Port Moresby, Lae, and Mount Hagen included: (1) 673 and 400, (2) 709 and 352, and (3) 709 and 111 respectively. Keychains were used for the unique object multiplier method and were distributed 1 week before the start of each RDS survey. HIV service testing data were only available in Port Moresby and Mount Hagen and SS-PSE estimates were calculated for all cities. Due to limited service provider data and uncertain prior size estimation knowledge, unique object multiplier weighted estimations were chosen for estimates. In Port Moresby, we estimate that there are 16,053 (95% CI 8232-23,874) FSW and 7487 (95% CI 3975-11,000) MSM/TGW, approximately 9.5% and 3.8% of the female and male populations respectively. In Lae, we estimate that there are 6105 (95% CI 4459-7752) FSW and 4669 (95% CI 3068-6271) MSM/TGW, approximately 14.4% and 10.1% of the female and male populations respectively. In Mount Hagen, we estimate that there are 2646 (95% CI 1655-3638) FSW and 1095 (95% CI 913-1151) MSM/TGW using service multiplier and successive sampling, respectively. This is approximately 17.1% and 6.3% of the female and male populations respectively.
Conclusions: As the HIV epidemic in PNG rapidly evolves among key populations, PSE should be repeated to produce current estimates for timely comparison and future trend analysis.

(JMIR Public Health Surveill 2019;5(1):e11285) doi:10.2196/11285
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Introduction
HIV disproportionately affects marginalized and stigmatized populations [1]. Female sex workers (FSW), men who have sex with men (MSM), and transgender women (TGW) are 3 key populations (KP) at greater risk for HIV [1-3]. Globally, FSW, MSM, and TGW are estimated to be 13.5 [2], 19.3 [3], and 48.8 [4] times more likely to be infected with HIV than the general population, respectively. This risk is accentuated by critical barriers to HIV-related prevention and treatment services, such as violence, criminalization, stigma, and discrimination [5-7].

Papua New Guinea (PNG) has the largest HIV epidemic in the Pacific region, with a national prevalence estimated at 0.9% [8]. Recent surveys of FSW and MSM/TGW estimated HIV prevalence among FSW and MSM/TGW at 14.9% and 8.5%, respectively, in the capital of Port Moresby. In Lae, the country’s economic hub, it was estimated at 12.9% and 7.1%, respectively [9].

Population size estimates can inform resource targeting and program monitoring [1]. The only population size estimation of FSW and MSM in Port Moresby using empirical methods was conducted in 2006 and utilized the service multiplier in conjunction with a respondent-driven sampling (RDS) survey [10]. Social changes such as population growth and increased mobility have occurred since then [11,12]. Updated size estimates are needed in Port Moresby and other cities, such as Lae and Mount Hagen, to inform resource targeting and program monitoring.

Methods

Community Consultation
Community consultation was undertaken within each city. Population members recognized that MSM and TGW are distinct populations but TGW are too few to achieve adequate sample size as an independent RDS sample. The 2 populations thus agreed to be combined into a single sample.

Recruitment
Seeds were purposively selected to be diverse with respect to age, sexual and gender identity, residence, region of origin, marital status, receipt of a unique object, and affiliation with a non-governmental or community-based organization.

Data Collection
Separate RDS biobehavioral surveys (BBS) of FSW and MSM/TGW were conducted in the 3 cities Port Moresby, Lae, and Mount Hagen between June 2016 and December 2017. Survey eligibility criteria for FSW included: (1) born female, (2) >12 years of age, (3) able to speak English or Tok Pisin, and (4) had sold or exchanged sex with a man in the past 6 months. Survey eligibility for MSM/TGW included: (1) born male, (2) >12 years of age, (3) able to speak English or Tok Pisin, and (4) had engaged in oral or anal sex in the past 6 months with another person born male.

Sample Size and Precision
We aimed to enroll 700 people into each BBS in each city. This assumed a design effect of 2 and was sufficiently powered to estimate an assumed HIV prevalence of 20% with an absolute precision of 10% [1]. The sample size was calculated so that the results of the present survey can be compared to anticipated follow-up studies (Multimedia Appendix 1, [13-15]).

Unique Object Multiplier Method
Given the general unavailability of HIV testing or organization membership data in the survey cities, we primarily used the unique object multiplier (UOM) in conjunction with RDS surveys to estimate population size [16,17]. Volunteers, consisting of local KP peers and survey team members, distributed approximately 1000 keychains per population 1 week before survey rollout in each city. They were instructed to verify that each keychain recipient had not already received an object, that this person received only 1 object, and told the recipient to keep the object for the near future and not to give it to anyone else. Distributors were provided with 30 kina (US $12) for distributing keychains, irrespective of the actual number distributed—this removed any incentive to report distributing more keychains than actually may occur if the compensation was given per keychain distributed. They also received 5 kina (US $2) for transportation. To strengthen recall of receiving an object among BBS participants, keychain distributors wore distinctive hats that featured the survey logo “Kauntim mi tu.” During survey eligibility screening, the coupon manager asked participants if they received a unique object from a distributor. Those indicating that they had the unique object were asked to show it. If unable to do so, they were asked to select the keychain from among other keychains displayed by the coupon manager.

Service Multiplier Method
The service multiplier method was used only in Port Moresby and Mount Hagen [10,18,19]. Survey participants were asked during the face-to-face interview whether they had tested for...
HIV at specific health facilities in 2015 (Port Moresby) or 2016 (Mount Hagen). Four HIV testing providers in Port Moresby and 1 in Mount Hagen were capable of providing key population-specific testing information. None were able to do so in Lae. Survey participants in each city were also asked whether they belonged to a KP organization. Responses to these questions were paired with data from HIV testing organizations and the KP community organization to develop multiple service multiplier estimates. In Lae and Mount Hagen, no KP organization could provide unique membership data.

**Successive Sampling Method: Population Size Estimation**

Using Respondent-Driven Sampling Analyst (RDS-A) version 0.62 [20,21] the successive sampling-population size estimation (SS-PSE) method was used to produce size estimates using routinely collected data in RDS surveys including: (1) self-reported network size, (2) number of participant’s recruits enrolled in the survey, and (3) the date order of survey enrollment. We imputed visibility using these 3 routinely collected data items in order to smooth the network size distribution, reduce the effect of outliers, and minimize heaping of values (eg, around 5,10,15) [22]. Prior estimates were calculated using distribution of age and sex in each city, city general population sizes, proportions of FSW, MSM, and TGW in other countries, and previous knowledge of sex work in PNG.

**Data Analysis**

Data were analyzed using RDS-A with the Gile SS-PSE and Microsoft Excel 2016. Standard formulas for the UOM method, service multiplier method, and SS-PSE were used [1]. Both weighted and unweighted estimates were produced for the multiplier methods to compare results. The 95% CI were calculated around point estimates using RDS-A.

**Protection of Minors**

Participants <18 years were provided referrals as needed to organizations that offer counseling, protection, and other relevant services for victims of sexual exploitation and abuse.

**Ethical Approval**

This survey was approved by the PNG National Department of Health’s Medical Research Advisory Committee, the Research Advisory Committee of the National AIDS Council Secretariat, the PNG Institute of Medical Research’s Institutional Review Board, and the Human Research Ethics Committee at University of New South Wales Sydney, Australia. The activity was reviewed according to the Centers for Disease Control and Prevention (CDC) human research protection procedures and was determined to be research but the CDC was not engaged in research collection. Two peer-led organizations for KP (ie, Friends Frangipani and Kapul Champions) provided letters of endorsement.

**Results**

**Sampling and Recruitment**

Among the FSW, 673 were enrolled in Port Moresby, 709 in Lae, and 709 in Mount Hagen while for MSM/TGW there were 400 enrolled in Port Moresby, 352 in Lae, and 111 in Mount Hagen (Table 1). Similarly, more keychains were distributed to FSW in Port Moresby, Lae, and Mount Hagen (N=867, N=790, N=546, respectively) compared to MSM/TGW (N=598, N=777, N=152, respectively), suggesting that FSW are easier to reach, and they are likely to be better networked. The number of keychains to be distributed was determined with a calculator found in international guidelines [1]; we aimed to distribute more keychains than our sample size. The RDS data collection took approximately the same amount of time for each city and population (14-20 weeks).

Tables 2 and 3 present population size estimates for KP in each city. For FSW (Table 2), population size estimates in Port Moresby ranged from 3537-35,048 (2.1%-20.7% of the adult female population), in Lae from 4482-6105 (10.5%-14.4% of the adult female population), and in Mount Hagen from 2386-6315 (15.5%-40.9% of the adult female population). For MSM/TGW (Table 3), population size estimates in Port Moresby ranged from 501-18,644 (0.3%-9.6% of the adult male population), in Lae from 3455-4669 (7.5%-10.1% of the adult male population), and in Mount Hagen from 1095-3625 (6.3%-20.8% of the adult male population).
Table 1. Description of surveys conducted among female sex workers (FSW) and men who have sex with men (MSM) and transgender women (TGW) in Papua New Guinea in 2016 and 2017.

<table>
<thead>
<tr>
<th>Target population in each city</th>
<th>Enrolled participants, (N)</th>
<th>Keychains distributed, (N)</th>
<th>Keychains not distributed, (N)</th>
<th>Participants receiving keychains, (N)</th>
<th>Survey period</th>
<th>Data collection period, weeks</th>
</tr>
</thead>
<tbody>
<tr>
<td>FSW</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Port Moresby</td>
<td>673</td>
<td>867</td>
<td>133</td>
<td>51</td>
<td>Jun 2016-Nov 2016</td>
<td>20</td>
</tr>
<tr>
<td>Lae</td>
<td>709</td>
<td>790</td>
<td>291</td>
<td>110</td>
<td>Jan 2017-May 2017</td>
<td>16</td>
</tr>
<tr>
<td>Mount Hagen</td>
<td>709</td>
<td>546</td>
<td>454</td>
<td>71</td>
<td>Sep 2017-Dec 2017</td>
<td>14</td>
</tr>
<tr>
<td>MSM/TGW</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Port Moresby</td>
<td>400</td>
<td>598</td>
<td>402</td>
<td>35</td>
<td>Jun 2016-Nov 2016</td>
<td>20</td>
</tr>
<tr>
<td>Lae</td>
<td>352</td>
<td>777</td>
<td>223</td>
<td>75</td>
<td>Jan 2017-May 2017</td>
<td>17</td>
</tr>
<tr>
<td>Mount Hagen</td>
<td>111</td>
<td>152</td>
<td>848</td>
<td>5</td>
<td>Sep 2017-Dec 2017</td>
<td>14</td>
</tr>
</tbody>
</table>

Port Moresby provided the most analytic possibilities, although there was variability in the number of unique individuals tested across these 4 organizations and only 1 KP organization could provide data on the number of members. As described above, in Lae, only the UOM and SS-PSE methods were used. In Mount Hagen, UOM, service multiplier (only for FSW), and SS-PSE estimates were derived for both KP. As many population estimates were developed in Port Moresby, meetings were held to discuss the estimates and the extent to which assumptions were met in order to identify a final estimate. In Lae and Mount Hagen, where fewer population estimates were developed, such meetings played a smaller role. Each of the 3 methods is direct and empirical, making them superior to other indirect methods such as census and enumeration [1]. These latter simplistic methods depend on counting everyone or a large number of people, which can be costly for census and often unfeasible for both with hidden groups like KP. Finally, weighted estimates were selected over unweighted estimates in order to increase the likelihood of independence between the convenient nature of keychain distribution (the capture) and RDS recruitment (the recapture) by turning the RDS sample data into population-based data. Without weighting of estimates, key assumptions of multiplier methods are violated.

Population Size

Final weighted estimates chosen for each city were (1) 16,053 (95% CI 8232-23,874) FSW and 7487 (95% CI 3975-11,000) MSM/TGW in Port Moresby approximately 9.5% and 3.8% of the female and male populations, respectively, (2) 6105 (95% CI 4459-7752) FSW and 4669 (95% CI 3068-6271) MSM/TGW in Lae, approximately 14.4% and 10.1% of the female and male populations, respectively, and (3) 2646 (95% CI 1655-3638) FSW and 1095 (95% CI 913-1151) MSM/TGW in Mount Hagen approximately 17.1% and 6.3% of the female and male populations respectively (Tables 2 and 3).
Table 2. Population size estimates for female sex workers (FSW) in Port Moresby, Lae, and Mount Hagen using unique object multiplier (UOM), service multipliers organizations (ORG1, ORG2, ORG3, ORG4), and successive sampling-population size estimation (SS-PSE) in 2015 and 2016.

<table>
<thead>
<tr>
<th>Population size estimation method</th>
<th>Multiplier number, N</th>
<th>Survey, %</th>
<th>Estimate, 95% CI</th>
<th>Female urban population size based on total, %ab</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Port Moresby, N=169,291</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>UOM</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unweighted</td>
<td>867</td>
<td>7.6</td>
<td>11,407 (8487-14,327)</td>
<td>6.7</td>
</tr>
<tr>
<td>Weighted</td>
<td>867</td>
<td>5.4</td>
<td>16,053 (8232-23,874)</td>
<td>9.5</td>
</tr>
<tr>
<td><strong>ORG1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KP membership</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unweighted</td>
<td>3169</td>
<td>10.8</td>
<td>28,906 (22,764-35,048)</td>
<td>17.1</td>
</tr>
<tr>
<td>Weighted</td>
<td>3169</td>
<td>9.6</td>
<td>32,532 (30,324-34,743)</td>
<td>19.2</td>
</tr>
<tr>
<td>HIV testing</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unweighted</td>
<td>908</td>
<td>16.6</td>
<td>5464 (4599-6329)</td>
<td>3.2</td>
</tr>
<tr>
<td>Weighted</td>
<td>908</td>
<td>14.4</td>
<td>6328 (4383-8273)</td>
<td>3.7</td>
</tr>
<tr>
<td><strong>ORG2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIV testing</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unweighted</td>
<td>77</td>
<td>1.2</td>
<td>6487 (2257-10,717)</td>
<td>3.8</td>
</tr>
<tr>
<td>Weighted</td>
<td>77</td>
<td>1.9</td>
<td>3907 (432-7383)</td>
<td>2.3</td>
</tr>
<tr>
<td><strong>ORG3</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIV testing</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unweighted</td>
<td>208</td>
<td>0.6</td>
<td>35,048 (1134-68,962)</td>
<td>20.7</td>
</tr>
<tr>
<td>Weighted</td>
<td>208</td>
<td>1</td>
<td>18,773 (0-39,354)</td>
<td>11.1</td>
</tr>
<tr>
<td><strong>ORG4</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIV testing</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unweighted</td>
<td>63</td>
<td>0.4</td>
<td>14,154 (0-29,750)</td>
<td>8.4</td>
</tr>
<tr>
<td>Weighted</td>
<td>63</td>
<td>0.4</td>
<td>14,078 (0-31,388)</td>
<td>8.3</td>
</tr>
<tr>
<td>SS-PSE</td>
<td>_b</td>
<td>_b</td>
<td>3537 (1062-6870)</td>
<td>2.1</td>
</tr>
<tr>
<td><strong>Lae, N=42,532</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>UOM</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unweighted</td>
<td>790</td>
<td>15.5</td>
<td>5092 (4280-5903)</td>
<td>12</td>
</tr>
<tr>
<td>Weighted</td>
<td>790</td>
<td>13</td>
<td>6105 (4459-7752)</td>
<td>14.4</td>
</tr>
<tr>
<td>SS-PSE</td>
<td>_b</td>
<td>_b</td>
<td>4482 (1473-7388)</td>
<td>10.5</td>
</tr>
<tr>
<td><strong>Mount Hagen, N=15,430</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>UOM</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unweighted</td>
<td>546</td>
<td>10</td>
<td>5452 (4330-6574)</td>
<td>35.3</td>
</tr>
<tr>
<td>Weighted</td>
<td>546</td>
<td>8.6</td>
<td>6315 (4668-7963)</td>
<td>40.9</td>
</tr>
<tr>
<td><strong>ORG2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIV testing</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unweighted</td>
<td>138</td>
<td>5.8</td>
<td>2386 (1792-2981)</td>
<td>15.5</td>
</tr>
<tr>
<td>Weighted</td>
<td>138</td>
<td>5.2</td>
<td>2646 (1655-3638)</td>
<td>17.1</td>
</tr>
<tr>
<td>SS-PSE</td>
<td>_b</td>
<td>_b</td>
<td>3843 (1303-7989)</td>
<td>24.9</td>
</tr>
</tbody>
</table>

aValues provided by the 2011 census of Papua New Guinea.
bNot applicable.
Table 3. Population size estimates for men who have sex with men (MSM) and transgender women (TGW) in Port Moresby, Lae, and Mount Hagen using unique object multiplier (UOM), service multiplier organizations (ORG1, ORG2, ORG3, ORG4), and successive sampling-population size estimation (SS-PSE) in 2015 and 2016.

<table>
<thead>
<tr>
<th>Port Moresby, N=194,834(^a)</th>
<th>Multiplier number, N</th>
<th>Survey, %</th>
<th>Estimate, (95% CI)</th>
<th>Male urban population size based on total, %(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>UOM</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unweighted</td>
<td>598</td>
<td>8.8</td>
<td>6834 (4735-8932)</td>
<td>3.5</td>
</tr>
<tr>
<td>Weighted</td>
<td>598</td>
<td>8</td>
<td>7487 (3975-11,000)</td>
<td>3.8</td>
</tr>
<tr>
<td>ORG1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KP membership</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unweighted</td>
<td>792</td>
<td>5.8</td>
<td>13,773 (8388-19,158)</td>
<td>7.1</td>
</tr>
<tr>
<td>Weighted</td>
<td>792</td>
<td>4.2</td>
<td>18,644 (13,773-23,514)</td>
<td>9.6</td>
</tr>
<tr>
<td>HIV testing</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unweighted</td>
<td>183</td>
<td>8</td>
<td>2288 (1597-2978)</td>
<td>1.2</td>
</tr>
<tr>
<td>Weighted</td>
<td>183</td>
<td>7.8</td>
<td>2380 (1218-3543)</td>
<td>1.2</td>
</tr>
<tr>
<td>ORG2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIV testing</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unweighted</td>
<td>_b</td>
<td>_b</td>
<td>_b</td>
<td>_b</td>
</tr>
<tr>
<td>Weighted</td>
<td>_b</td>
<td>_b</td>
<td>_b</td>
<td>_b</td>
</tr>
<tr>
<td>ORG3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIV testing</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unweighted</td>
<td>7</td>
<td>1.3</td>
<td>560 (299-821)</td>
<td>0.3</td>
</tr>
<tr>
<td>Weighted</td>
<td>7</td>
<td>1.5</td>
<td>501 (0-1175)</td>
<td>0.3</td>
</tr>
<tr>
<td>ORG4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIV testing</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unweighted</td>
<td>8</td>
<td>0.8</td>
<td>1067 (116-2017)</td>
<td>0.5</td>
</tr>
<tr>
<td>Weighted</td>
<td>8</td>
<td>0.3</td>
<td>2185 (0-4941)</td>
<td>1.1</td>
</tr>
<tr>
<td>SS-PSE</td>
<td>_c</td>
<td>_c</td>
<td>3846 (3074-4200)</td>
<td>2</td>
</tr>
<tr>
<td>Lae, N=46,076(^a)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UOM</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unweighted</td>
<td>777</td>
<td>21.3</td>
<td>3647 (2951-4343)</td>
<td>7.9</td>
</tr>
<tr>
<td>Weighted</td>
<td>777</td>
<td>16.8</td>
<td>4669 (3068-6271)</td>
<td>10.1</td>
</tr>
<tr>
<td>SS-PSE</td>
<td>_c</td>
<td>_c</td>
<td>3455 (2752-3672)</td>
<td>7.5</td>
</tr>
<tr>
<td>Mount Hagen, N=17,400(^a)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UOM</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unweighted</td>
<td>152</td>
<td>4.5</td>
<td>3374 (532-6217)</td>
<td>19.4</td>
</tr>
<tr>
<td>Weighted</td>
<td>152</td>
<td>4.2</td>
<td>3625 (754-6497)</td>
<td>20.8</td>
</tr>
<tr>
<td>ORG2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIV testing</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unweighted</td>
<td>_b</td>
<td>_b</td>
<td>_b</td>
<td>_b</td>
</tr>
<tr>
<td>Weighted</td>
<td>_b</td>
<td>_b</td>
<td>_b</td>
<td>_b</td>
</tr>
<tr>
<td>SS-PSE</td>
<td>_c</td>
<td>_c</td>
<td>1095 (913-1151)</td>
<td>6.3</td>
</tr>
</tbody>
</table>
We employed several methods to develop population size estimates of FSW and MSM/TGW in PNG. We believe that the most robust population size estimates produced were with the UOM for both KP in Port Moresby and Lae, and in Mount Hagen, the service multiplier for FSW and SS-PSE for MSM/TGW. We present both unweighted and weighted estimates, the latter which adjusts for RDS recruitment. Individuals with smaller network sizes are up-weighted, whereby their responses are more valued as seen by the larger weighted estimates than unweighted estimates in our study.

Final population estimates were chosen through a series of rigorous meetings between experts in PNG, Australia, and the United States. Given the number and range of estimates produced, investigators reviewed each size estimation method, the extent to which their assumptions were met, and the resulting estimates. The investigators narrowed down the estimates to those that were most robust in each city. These estimates were then presented to key stakeholders including the National Department of Health, key population organizations, donors, and United Nation agencies who were tasked with agreeing on a single estimate. Details and results of these discussions follow below.

Several precautionary steps were taken to maximize the utility and accuracy of the unique object multiplier. We minimized the risk of participants falsely indicating that they had received a keychain when in fact they had not by asking participants to (1) show their keychain, or (2) identify the correct keychain from a group consisting of this keychain and other incorrect keychains. Distributing the unique object approximately one week before the start of the RDS survey helped to (1) limit in and out-migration of participants, (2) minimize the possibility of target population members giving their object away, and (3) reduce the possibility of someone receiving objects from multiple distributors.

It is worth noting that fewer keychains were distributed to MSM/TGW, which may be explained by their lower propensity toward gathering in public places due to stigma and discrimination and smaller network sizes, as compared to FSW. While keychain distribution is influenced partially by how well a distributor is trained, smaller network sizes pose a challenge because fewer people may be present in KP-friendly hotspots and there is greater reliance on tapping into an individual’s limited social connections to distribute these keychains. We tried to address stigma/discrimination barriers in Mount Hagen prior to study initiation by building trust and rapport. For future work, we would consider using more volunteers who each distribute fewer objects, since individuals may know fewer people due to stigma.

We encountered no problems distributing keychains to either population and leftover keychains were returned to survey sites, suggesting that keychain distribution occurred with fidelity. In Mount Hagen, UOM estimates indicated that FSW account for approximately 40% of the adult female population and MSM/TGW 20% of the adult male population. (Tables 2 and 3). These estimates were deemed unreasonably high, leading to their exclusion in favor of the service multiplier and SS-PSE estimates, respectively, in this city. All MSM/TGW estimates in Mount Hagen were hampered by the small RDS sample recruited.

While the data provided by HIV testing organizations in Port Moresby were meant to represent unique individuals, some service multiplier results there were excluded due to very wide CI values, while other population size estimates were too low to be plausible given our understanding of sex work in this city, and MSM/TGW globally [16]. Our results are higher than results from a previous survey in Port Moresby [10], which reported FSW and MSM service multiplier estimates to be 4212 (95% CI 3586-4839) and 2126 (1787-2468), respectively. We believe that our results are acceptable because those population estimates are almost a decade old, Port Moresby has undergone tremendous growth since then, and we included transgender women in our estimates.

Given the age of previous PNG estimates, we lacked a recent and more accurate prior value for use in producing an estimate with the SS-PSE method, suggesting a reason why the results from this method were relatively low. Likewise, the SS-PSE method estimates the number of people that fit our survey’s time-frame eligibility criteria (ie, behaviors in the past 6 months) [23]. Therefore, individuals who sold sex, engaged in same-sex sexual behaviors, or TGW who had sex with men more than six months ago are not included in this estimate. As these people are still KP and face multiple vulnerabilities, we felt it important to select a larger and more plausible estimate, hence the selection of the UOM for Port Moresby and Lae. In both cities, the UOM produced population size estimates that were slightly larger than SS-PSE.

Our findings are limited in several ways, beginning with the self-reported nature of the interview data. Participants may have chosen to underreport or overreport HIV testing or organization membership due to stigma or fear, resulting in overestimation and underestimation, respectively. This social desirability bias could be mitigated in the future through the use of computer-assisted self-interviews [24-26]. The unique object multiplier relies on accurate reporting of keychains given out by distributors and received by KP. We cannot know whether all keychains that were said to be distributed were actually distributed correctly, that individuals received only one keychain each, or how many keychain recipients were ineligible for the survey. Additionally, though we distributed keychains immediately before survey initiation, data collection took up to four months to complete, so it is possible that KP members migrated out of the catchment area, causing an underestimation.
Few HIV testing providers in Port Moresby and Mount Hagen were able to provide data and those that were able tested only a small number of KP. HIV testing data were nonexistent in Lae, meaning the service multiplier method could not be used. There is also the concern of recall bias for participants in Port Moresby who were asked about services accessed in 2015. Furthermore, SS-PSE relies on prior estimates, which themselves may not be accurate in Port Moresby and we did not have in either Lae or Mount Hagen.

Our findings are important for describing the number of FSW and MSM/TGW in the survey cities. The direct and empirical size estimation methods used in this survey are superior to other indirect methods, such as census and enumeration. The population size estimates in this survey will inform efforts to improve resource targeting and monitoring of both existing and new services for these key populations. HIV testing providers in PNG should be encouraged to disaggregate their data by key population to facilitate the use of the service multiplier. This will also increase the utility of routinely collected data.

Lessons Learned
Much of this project’s success, which was led by the national government of PNG with technical assistance from the United States and Australia, should be credited to the Papua New Guinean “Kaumtim mi tu’u” survey team, which included KP members in strategic staff positions, and who nurtured trust among KP in each city. The staff was crucial in organizing keychain distribution and obtaining service provider data. In addition, the survey team was almost unchanged across all cities. This resulted in a consistency of operations and data collection, improved efficiency, and an overall increase in technical capacity to implement RDS surveys and population size estimation activities. We also used tablets to collect data electronically, which simplified data management and decreased chances of error. Furthermore, we found it valuable to start our project with the “easiest” site first, Port Moresby, because the capital city had the most visible KP, facilitating KP engagement and survey implementation. News of the survey’s benefits to individuals and KP as a whole, as well as the friendliness and professionalism of the survey team, traveled to Lae and Mount Hagen motivating participation there. Given the lack of recent population size estimates, we found it indispensable to use several methods to estimate population size because each method has its strengths and weaknesses.

Multimedia Appendix 1
Study sample size and precision calculations.
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Abstract

Background: The literature in statistics presents methods by which autocorrelation can identify the best period of measurement to improve the performance of a time-series prediction. The period of measurement plays an important role in improving the performance of disease-count predictions. However, from the operational perspective in public health surveillance, there is a limitation to the length of the measurement period that can offer meaningful and valuable predictions.

Objective: This study aimed to establish a method that identifies the shortest period of measurement without significantly decreasing the prediction performance for time-series analysis of disease counts.

Methods: The data used in this evaluation include disease counts from 2007 to 2017 in northern Nevada. The disease counts for chlamydia, salmonella, respiratory syncytial virus, gonorrhea, viral meningitis, and influenza A were predicted.

Results: Our results showed that autocorrelation could not guarantee the best performance for prediction of disease counts. However, the proposed method with the change-point analysis suggests a period of measurement that is operationally acceptable and performance that is not significantly different from the best prediction.

Conclusions: The use of change-point analysis with autocorrelation provides the best and most practical period of measurement.

(JMIR Public Health Surveill 2019;5(1):e11357) doi:10.2196/11357
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Introduction

Overview

In a time-series prediction for a population, a measurement is the record of equally spaced disease counts over time. The length of these measurements, or equivalently, the interval between records, is the period of measurement [1]. Although time-series predictions have been widely used in public health surveillance, a body of literature in statistics presents methods by which autocorrelation can detect the best periodicity. Periodicity detection refers to the detection of periodic patterns in a time-series database [2] and can improve the performance of time-series prediction [3-5]. Autocorrelation is a measure of the internal correlation within a time series [4] and a way of measuring and explaining internal association between
observations in a time series. The autocorrelation sequence of a periodic time series has the same cyclic characteristics as the time series itself. Thus, autocorrelation can help verify the presence of cycles and determine their durations [3]. Autocorrelation is often used to identify the best periodicity for time-series analysis [3-5]. This method selects the periodicity in which the autocorrelation is maximized, which would provide time series with better prediction performance [5]. The main aim of this study was to establish a period of measurement in which the autocorrelation is maximized and the periodicity is the interval that its prediction outperforms.

The selection of the period of measurement determines the interval for prediction. Thus, from the operational perspective, for the prediction to be meaningful and valuable in public health surveillance, there has to be a limit to its length. For example, when predicting influenza A cases for the next year, although the 8-week period of measurement may generate the best performance for the prediction, it also produces predicted values that are aggregated 8 weeks at a time. This period is too long to provide any value for practitioners. The 8-week period would cover most of the winter, which is expected to have more influenza A cases even if there is no prediction. For many diseases, particularly infectious diseases that are not disruptive to the healthcare infrastructure (eg, influenza), a 1-week prediction window is generally sufficient. However, for the healthcare infrastructure, a greater prediction window would be helpful to allow planning for potential changes, staffing, or resource allocation. Ultimately, identification of the optimal prediction window allows users to decide what is acceptable for their role in the community.

In response to the operational concern discussed above, this study aims to identify the shortest period of measurement without significantly decreasing the performance. Although autocorrelation provides the best period of measurement, this period may be too long to be practically acceptable. Therefore, we adopted a change-point analysis (CPA) to detect a shorter period of prediction with no change point in between in order to achieve similar performance with a shorter period. To this end, our method aims to apply CPA for autocorrelations of different periods of measurement. The objective is to identify the shortest period of measurement that has an autocorrelation value similar to the maximum value of autocorrelations.

Background and Significance

Public Health Surveillance

The initial target of public health surveillance was infectious diseases; however, with the recent advancements in analytics, data from surveillance systems are increasingly used to predict future trends in a wide range of noninfectious disease distributions. Data have been used for further resource planning and initiating warning systems [6,7]; for example, the Centers for Disease Control and Prevention organized a challenge to predict the 2013-2014 United States influenza season [8]. The ability to accurately forecast various diseases could facilitate the development and use of medical countermeasures, communication strategies, and healthcare resource management [9]. To achieve this goal, different statistical methods have been used to forecast disease counts; time-series prediction is a method often used in relevant literature [1,10-12], wherein the analysis predicts disease counts by modelling historical surveillance data [1,13]. However, the literature in this area recommends the use of a wide range of methods such as Autoregressive Integrated Moving Average (ARIMA) [14] and structural equation modelling [15].

Time-Series Prediction in Public Health Surveillance

Prior work in time-series prediction of public health surveillance has heavily relied on aberrancy-detection algorithms that are used to detect temporal changes in the data, which may be indicative of a disease outbreak [16]. The Centers for Disease Control and Prevention's Early Aberration Reporting Systems uses C algorithms. In terms of prediction capabilities, C1 only supports moving average with a 7-day window, whereas C2 and C3 offer moving average with a 7-day window and 2-day guard band. Similar to C1-C3, other algorithms [17-19] do not have long-term predictive features that allow public health authorities to achieve annual planning.

These algorithms are primarily designed on the basis of conventional hypothesis testing for the existence of disease outbreak. Aberrancy-detection algorithms only detect changes in static disease activity at a given time when the outbreak occurs and only notice the direction of changes in disease trends at a single time point [20]. However, when the prediction is for an annual disease count rather than a disease outbreak, ARIMA models and machine learning can address the limitation of aberrancy-detection algorithms [21].

ARIMA models are commonly used in public health surveillance [14] and are built on three basic ideas: (1) the present value of time-series is a linear function of its past values and random noise in the AR model [22], (2) the present value of time-series is a linear function of its present and past values of residuals in the moving average model [23], and (3) the AR moving average model [24] considers both the AR and moving average models as well as the historical values and residuals. The ARIMA model generally fits the time-series data based on a previous AR moving average model [24] and includes a differentiating process that effectively transforms nonstationary data required for the abovementioned models into stationary data used in ARIMA [14]. The ARIMA models have been widely used for time-series prediction in public health surveillance [13,25], including hemorrhagic fever with renal syndrome [26,27], dengue fever [28], tuberculosis [29], and mental health [30].

Although methods in conventional statistics are designed to assign most importance to immediate data, they work better with short-term predictions. In addition, these techniques are based on the notion that relationships among the constructs would continue in future, which may not be true [30]. A growing body of literature [31-35] addressed this issue through the use of machine-learning approaches such as Artificial Neural Networks (ANNs) for time-series prediction in public health surveillance. ANNs are inspired by the ways in which biological nervous systems such as the brain process information. It is composed of a large number of highly interconnected processing elements (similar to neurons) working in unison to recognize patterns in data. In addition, ANNs, like people, learn by example.
The ability of ANN to recognize patterns in data allows for better predictions and provides assistance for public health surveillance because it is able to self-organize and self-learn processes [36]. Public health surveillance uses ANN to forecast disease distributions, whereas Guan et al (2004) used ANN to forecast incidents of hepatitis. Mehra et al (2016) also used ANN to predict the preplanting risk of Stagonospora nodorum blotch in winter wheat.

Since this study focuses on forecasting disease counts and limitations of aberrancy-detection algorithms to detect disease outbreak, we only discuss ARIMA and machine learning here.

### Period of Measurement for Time-Series Prediction in Public Health Surveillance

Several studies have focused on predicting diseases for public health surveillance through the use of time-series methods such as ARIMA and machine learning. However, it is necessary to recognize that measurement periods play a significant role in the performance of time series, as time-series prediction methods may show different performances for the same population when predicting in different measurement periods [37-39]. For better surveillance of a disease, it is crucial to identify the period of measurement in which the time-series methods demonstrate the best performance for prediction in a particular population.

The performance indicators for time series, such as Q-score [40], can be used to identify the period of measurement that generates the best performance. However, they are computationally expensive to run across multiple time-series analysis for different periods of measurement and compare the performance using the indicator. Therefore, the literature in this field has suggested autocorrelation as one of the most commonly used algorithms to identify the best period of measurement in time series [5]. Autocorrelation refers to the correlation of a time series with its own past and future values [3]. The main objective of this method is to obtain an autocorrelation sequence of a periodic signal with the same cyclic characteristics as the signal itself, allowing autocorrelation to verify the presence of cycles and determine their durations [4]. Therefore, the overall goal is to determine the period of measurement that maximizes the autocorrelation to provide better performance prediction [5].

Although autocorrelation may suggest a periodicity mapped to a period of measurement that is operationally too long to be meaningful, the current study aims to use CPA in order to identify the shortest period of measurement with an autocorrelation value similar to the maximum autocorrelation value. Therefore, we do not expect to see a significant drop in the performance prediction.

### Methods

#### Change-Point Analysis

CPA is exclusively designed to detect subtle changes and characterize changing trends in a time-series [20,41]. The literature has proposed several methods of CPA such as standard normal homogeneity, two-phase regressions with a common trend, and penalized likelihood criteria. In this study, we used the pruned exact linear time (PELT) CPA method suggested by Killick et al (2012) [42]. This method is based on the CPA method of Jackson et al (2005) [43], but incorporates a pruning step that reduces the computational cost of the method and does not affect the exactness of the resulting segmentation. Although many CPA methods that can only detect the most significant change point, PELT can identify multiple change points. Therefore, owing to its computational performance, this study adopted the PELT method [44]. In addition, we used the R package for CPA [45], which implements PELT. In this algorithm, a change point is defined as the point that characterizes changing trends. As such, the value for the change point is significantly different from the point value immediately before the change point.

The PELT algorithm uses a common approach to detect change points through minimization of costs, which improves the computation performance of PELT. To find multiple change points, the PELT algorithm is first applied to the whole dataset and iteratively and independently to each partition until no further change points are detected. The main assumption of the PELT algorithm is that the numbers of change points increase linearly with the increase in the dataset; the change points are spread throughout the data and are not restricted to one portion of the data [44]. Since we used a small dataset in this study, this assumption is met.

#### Proposed Method

Our method sorts the autocorrelations based on their period of measurements, wherein the autocorrelation for the shortest period of measurement occupies the first place and the autocorrelation for the longest period of measurement occupies the last place. After conducting CPA using the PELT algorithm on autocorrelations, our method indicates the immediate ascending change point (ACP) before the highest autocorrelations. The autocorrelation of the ACP is the autocorrelation for the shortest period of measurement with similar performance as the highest autocorrelation. Since ACP indicates the closest ACP to the highest autocorrelations, there will be no ACP between the ACP and the highest autocorrelations. This would result in similar performance between the period of measurement associated with the ACP and the period of measurement for the highest autocorrelations. In addition, this will be the shortest period of measurement with similar performance as the highest autocorrelations, because we skip all periods of measurements between the ACP and the highest autocorrelations. As such, the ACP is the shortest period of measurement that has similar performance as the highest autocorrelations.

If the immediate change point before the highest autocorrelations is descending, there is no available period of measurement that is shorter than the highest autocorrelations and has similar performance as the highest autocorrelation. Therefore, the highest autocorrelations indicates the aimed period of measurement. If there is no change point before the highest autocorrelation, we consider the first point as the immediate change point prior to the highest autocorrelation. Figure 1 presents the evaluation of the proposed method.
**Data Description**  
We used the notifiable disease case counts by epidemiological week from 2007 to 2017 in Washoe, Clark, and Carson Counties in Northern Nevada. The data included case counts for chlamydia, salmonella, respiratory syncytial virus (RSV), gonorrhea, viral meningitis, and influenza A. The data were deidentified and included patients of all age. For each disease, the dataset provides the number of reported cases in each epidemiological week. Therefore, for each week between 2007 and 2017, the dataset included all the reported cases of the abovementioned diseases in the three counties, separated according to the diseases.

**Training and Test Datasets**  
The data were divided into training and test datasets in the ratio of 10:1. The scaling guidelines proposed by Guyon [46] were adopted to identify the size of the training and test sets. The time-series analysis was trained using the dataset created from the data of 2007-2016 and tested on the data for 2017. The performance was subsequently reported. The original datasets, mentioned in the Data Description section, are measured at 1-week periods. Therefore, the minimum period of measurement was 1 week. However, the study evaluated periods of measurement from 1 to 8 weeks. Depending on the period of measurement, the training and testing sets were aggregated into groups of 1-8 weeks. For example, when we look at the 3-week measurements, the 1-week measurements are aggregated into groups of three. This aggregation starts from week 1. **Figure 2** presents the training and testing sets for period measurements.

![Figure 2](image-url)
Time-Series Analysis

In order to implement ARIMA, we used auto.arima from the R package of forecast [47]. Considering the growing body of literature on ANN for public health surveillance [36,48,49], we selected the ANN model for machine learning. Depending on the learning structure, there are many different types of ANNs. In this study, we adopted a feed-forward perceptron-based ANN [50] implemented by the R package CRAN: nnet (version, 7.3-5), as it was the most-suitable ANN for our data structure in the preliminary analysis. The parameters were model=multinomial log-linear models: maximum number of iterations=100, fitting=least squares, initial random weights=0.7, maximum allowable number of weights=1000, absolute stop fit criterion=1.0e-4, relative stop fit criterion=1.0e-8, size of single hidden layers=11, and weight decay=0.1. These parameters were run for each disease separately, and the predictor variable was time measured by the period of measurement. Figures 3-8 present the performance of ANN and ARIMA.

Performance Indicator: Q-Score

The performance of time-series analysis was measured using the Q-score indicator proposed by Ghil et al (2011) [40]. This indicator treats the data as continuous data, and therefore, the predicted value or observed value can be any positive number in the testing set. Formally, for each disease under the evaluation, we consider the prediction values of \( P(t) \in [0,\infty) \) and the observation values of \( O(t) \in [0,\infty) \) with integer time \( 1 \leq t \leq 52 \) counting weeks within a year. The overall error of the prediction is quantified by the total squared discrepancy between the prediction values and observed values for the testing set (Figure 9).

To evaluate the performance of prediction, we compared the time-series analysis under evaluation with the unskilled prediction that predicts constant historic average count. This formula is defined in Figure 10.
Finally, the Q-score was defined as the quadratic errors of prediction under evaluation and the unskilled prediction presenting as a constant average. Therefore, the Q-score was defined as presented in Figure 11.

The Q-score may take positive values. It takes Q–score=1 if the time-series prediction under evaluation generates similar results as the unskilled prediction, producing a constant average. A desired time-series analysis produces Q–score=1. Therefore, the aim was to minimize the Q-score.

The Q-score for each period of measurement was calculated for both ARIMA and ANN. Subsequently, a CPA was conducted to determine if the suggested period of measurement generated similar performance as the best performance prediction generating the smallest Q-score with ARIMA and ANN.

This provides a comparative indicator to show the extent to which a method improves unskilled random prediction, which fits our study requirements. The Q-score uses unskilled prediction as a basis and demonstrates how a method outperforms an unskilled prediction. Therefore, the Q-score is suitable for our purpose of comparing methods.

Figure 5. Evaluation of the proposed method for respiratory syncytial virus cases. ANN: Artificial Neural Network; ARIMA: Autoregressive Integrated Moving Average; AC: ascending change.

Figure 6. Evaluation of the proposed method for gonorrhea cases. ANN: Artificial Neural Network; ARIMA: Autoregressive Integrated Moving Average; AC: ascending change.
Figure 7. Evaluation of the proposed method for viral meningitis cases. ANN: Artificial Neural Network; ARIMA: Autoregressive Integrated Moving Average; AC: ascending change.

Figure 8. Evaluation of the proposed method for influenza A cases. ANN: Artificial Neural Network; ARIMA: Autoregressive Integrated Moving Average; AC: ascending change.

Figure 9. Prediction error.

\[ R_{\text{prediction}} = \sum_{t} [P(t) - O(t)]^2 \]

Figure 10. Historic average.

\[ U(t) = P = \frac{1}{n} \sum_{t=1}^{n} P(t) \]
Results

Figure 3 depicts the evaluation of the proposed method for chlamydia cases. The results show that the proposed method suggests a period of measurement of <3 weeks, which is operationally acceptable. Our result was validated against the performance of ANN and ARIMA, measured by the Q-score (Table 1).

Figure 3 and Table 1 present the evaluation of the proposed method for chlamydia cases. The biggest AC is for the 4-week period of measurement. However, the immediate ACP is in the 2-week period of measurement. Therefore, the autocorrelations are similar in the 2- to 4-week periods of measurements. The proposed method suggests that the 2-week period of measurement yields a good performance, similar to the best performance. The best performance measured by Q-score occurs in 7-week period of measurement for ANN and the 5-week period of measurement for ARIMA. Although there is no ACP, the descending change point (DCP) is in the 2-week period of measurement. As such, performance of ANN and ARIMA remained similar for the 2-week period of measurement or longer. Although the 7-week period of measurement for ANN and 5-week period of measurement for ARIMA provided the best performance, and the smallest Q-scores, our results show that the 2-week period of measurement indicated by our proposed method showed similar performance.

Although our proposed method suggests the 3-week period of measurement for salmonella cases, the best performance occurs in the 8-week period of measurement for both ANN and ARIMA (Figure 4 and Table 2). However, the results of CPs on Q-scores shows that 3-week period of measurement generates similar performance as the best Q-scores for ANN and ARIMA. The results for RSV (Figure 5 and Table 3) and gonorrhea cases (Figure 6 and Table 4) validate the proposed method.

Figure 7 and Table 5 demonstrate an interesting example for viral meningitis. The 2-week period of measurement was suggested by the proposed method, whereas the highest and ACP for AC occurs in the 2-week period of measurement. For ANN, the best performance measured by the Q-score occurs for the 3-week period of measurement; however, the 2-week period of measurement shows a DCP for the Q-scores of ANN. Therefore, the 3-week period of measurement generates similar performance as the 2-week period of measurement suggested by the proposed method. For ARIMA, the best performance occurs in the 2-week period of measurement, which has the DCP as well. The proposed method was also validated for viral meningitis.

Influenza A has attracted a lot of attention from time-series analysis in public health. The biggest AC occurs in the 2-week period of measurement, but the best performance is in the 1-week period of measurement for both ANN and ARIMA. However, there is no change point until the 5-week period of measurement for ANN and the 7-week period of measurement for ARIMA when ACP occurs. Therefore, we can assume that in both ANN and ARIMA, the performance of the 1-week period of measurement with the best Q-score is similar to that of the 2-week period of measurement suggested by the proposed method, because of the biggest AC with the DCP in the 2-week period of measurement (Figure 8 and Table 6). In addition, the proposed method improves the prediction of influenza A.

Table 1. Validation of the proposed method for chlamydia cases against the performance of Artificial Neural Networks and Autoregressive Integrated Moving Average, measured by the Q-score.

<table>
<thead>
<tr>
<th>Period of measurement (week)</th>
<th>Q-score of the Artificial Neural Networks</th>
<th>Q-score of the Autoregressive Integrated Moving Average</th>
<th>Ascending change</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.63</td>
<td>0.55</td>
<td>0.94</td>
</tr>
<tr>
<td>2</td>
<td>0.07 (DCP&lt;sup&gt;a&lt;/sup&gt;)</td>
<td>0.08 (DCP&lt;sup&gt;b&lt;/sup&gt;)</td>
<td>0.95 (ACP&lt;sup&gt;b&lt;/sup&gt;)</td>
</tr>
<tr>
<td>3</td>
<td>0.06</td>
<td>0.08</td>
<td>0.95</td>
</tr>
<tr>
<td>4</td>
<td>0.02</td>
<td>0.02</td>
<td>1.04&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>5</td>
<td>0.03</td>
<td>0.01&lt;sup&gt;d&lt;/sup&gt;</td>
<td>1.03</td>
</tr>
<tr>
<td>6</td>
<td>0.02</td>
<td>0.02</td>
<td>1.03</td>
</tr>
<tr>
<td>7</td>
<td>0&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.01</td>
<td>1.03</td>
</tr>
<tr>
<td>8</td>
<td>0.01</td>
<td>0.01</td>
<td>1.02</td>
</tr>
</tbody>
</table>

<sup>a</sup>DCP: descending change point.  
<sup>b</sup>ACP: ascending change point.  
<sup>c</sup>Biggest ascending change.  
<sup>d</sup>The best performance measured by the Q-score for Artificial Neural Networks and Autoregressive Integrated Moving Average.
Table 2. Validation of the proposed method for salmonella cases against the performance of Artificial Neural Networks and Autoregressive Integrated Moving Average, measured by the Q-score.

<table>
<thead>
<tr>
<th>Period of measurement (week)</th>
<th>Q-score of the Artificial Neural Networks</th>
<th>Q-score of the Autoregressive Integrated Moving Average</th>
<th>Ascending change</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.23</td>
<td>0.59</td>
<td>0.56</td>
</tr>
<tr>
<td>2</td>
<td>1.31</td>
<td>0.57</td>
<td>0.59</td>
</tr>
<tr>
<td>3</td>
<td>0.91 (DCP&lt;sup&gt;b&lt;/sup&gt;)</td>
<td>0.38 (DCP&lt;sup&gt;b&lt;/sup&gt;)</td>
<td>0.83 (ACP&lt;sup&gt;a&lt;/sup&gt;)</td>
</tr>
<tr>
<td>4</td>
<td>0.89</td>
<td>0.38</td>
<td>0.85</td>
</tr>
<tr>
<td>5</td>
<td>0.89</td>
<td>0.36</td>
<td>0.86&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>6</td>
<td>0.86</td>
<td>0.36</td>
<td>0.84</td>
</tr>
<tr>
<td>7</td>
<td>0.85</td>
<td>0.35</td>
<td>0.84</td>
</tr>
<tr>
<td>8</td>
<td>0.82&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.32&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.85</td>
</tr>
</tbody>
</table>

<sup>a</sup>DCP: descending change point.
<sup>b</sup>ACP: ascending change point.
<sup>c</sup>Biggest ascending change.
<sup>d</sup>The best performance measured by the Q-score for Artificial Neural Networks and Autoregressive Integrated Moving Average.

Table 3. Validation of the proposed method for respiratory syncytial virus cases against the performance of Artificial Neural Networks and Autoregressive Integrated Moving Average, measured by the Q-score.

<table>
<thead>
<tr>
<th>Period of measurement (week)</th>
<th>Q-score of the Artificial Neural Networks</th>
<th>Q-score of the Autoregressive Integrated Moving Average</th>
<th>Ascending change</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.43</td>
<td>0.32</td>
<td>0.82&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>2</td>
<td>0.04 (DCP&lt;sup&gt;b&lt;/sup&gt;)</td>
<td>0.09&lt;sup&gt;c&lt;/sup&gt; (DCP&lt;sup&gt;b&lt;/sup&gt;)</td>
<td>0.98 (ACP&lt;sup&gt;c&lt;/sup&gt;)</td>
</tr>
<tr>
<td>3</td>
<td>0.03&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.1</td>
<td>0.99</td>
</tr>
<tr>
<td>4</td>
<td>0.09</td>
<td>0.11</td>
<td>0.99</td>
</tr>
<tr>
<td>5</td>
<td>0.12</td>
<td>0.12</td>
<td>1.01</td>
</tr>
<tr>
<td>6</td>
<td>0.14</td>
<td>0.11</td>
<td>1.02</td>
</tr>
<tr>
<td>7</td>
<td>0.17</td>
<td>0.23</td>
<td>1.03</td>
</tr>
<tr>
<td>8</td>
<td>0.14</td>
<td>0.15</td>
<td>1.04</td>
</tr>
</tbody>
</table>

<sup>a</sup>Biggest ascending change.
<sup>b</sup>DCP: descending change point.
<sup>c</sup>ACP: ascending change point.
<sup>d</sup>The best performance measured by the Q-score for Artificial Neural Networks and Autoregressive Integrated Moving Average.
Table 4. Validation of the proposed method for gonorrhea cases against the performance of Artificial Neural Networks and Autoregressive Integrated Moving Average, measured by the Q-score.

<table>
<thead>
<tr>
<th>Period of measurement (week)</th>
<th>Q-score of the Artificial Neural Networks</th>
<th>Q-score of the Autoregressive Integrated Moving Average</th>
<th>Ascending change</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.04&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.01&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1.42&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>2</td>
<td>0.33</td>
<td>0.02</td>
<td>1.01</td>
</tr>
<tr>
<td>3</td>
<td>0.34</td>
<td>0.02</td>
<td>0.98</td>
</tr>
<tr>
<td>4</td>
<td>0.39</td>
<td>0.02</td>
<td>0.93</td>
</tr>
<tr>
<td>5</td>
<td>1.38</td>
<td>0.02</td>
<td>0.88</td>
</tr>
<tr>
<td>6</td>
<td>1.36</td>
<td>0.4</td>
<td>0.82</td>
</tr>
<tr>
<td>7</td>
<td>1.59</td>
<td>0.5</td>
<td>0.81</td>
</tr>
<tr>
<td>8</td>
<td>4.3</td>
<td>0.05</td>
<td>0.31</td>
</tr>
</tbody>
</table>

<sup>a</sup>The best performance measured by the Q-score for Artificial Neural Networks and Autoregressive Integrated Moving Average.

<sup>b</sup>Biggest ascending change.

Table 5. Validation of the proposed method for viral meningitis cases against the performance of Artificial Neural Networks and Autoregressive Integrated Moving Average, measured by the Q-score.

<table>
<thead>
<tr>
<th>Period of measurement (week)</th>
<th>Q-score of the Artificial Neural Networks</th>
<th>Q-score of the Autoregressive Integrated Moving Average</th>
<th>Ascending change</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.91</td>
<td>1.17</td>
<td>0.63</td>
</tr>
<tr>
<td>2</td>
<td>0.17&lt;sup&gt;a&lt;/sup&gt; (DCP&lt;sup&gt;b&lt;/sup&gt;)</td>
<td>0.39 (DCP&lt;sup&gt;b&lt;/sup&gt;)</td>
<td>0.92&lt;sup&gt;c&lt;/sup&gt; (ACP&lt;sup&gt;d&lt;/sup&gt;)</td>
</tr>
<tr>
<td>3</td>
<td>0.99</td>
<td>0.34&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.47</td>
</tr>
<tr>
<td>4</td>
<td>1.01</td>
<td>0.82</td>
<td>0.43</td>
</tr>
<tr>
<td>5</td>
<td>1.04</td>
<td>0.87</td>
<td>0.41</td>
</tr>
<tr>
<td>6</td>
<td>1.05</td>
<td>0.89</td>
<td>0.41</td>
</tr>
<tr>
<td>7</td>
<td>1.07</td>
<td>0.93</td>
<td>0.38</td>
</tr>
<tr>
<td>8</td>
<td>1.07</td>
<td>0.94</td>
<td>0.37</td>
</tr>
</tbody>
</table>

<sup>a</sup>The best performance measured by the Q-score for Artificial Neural Networks and Autoregressive Integrated Moving Average.

<sup>b</sup>DCP: descending change point.

<sup>c</sup>Biggest ascending change.

<sup>d</sup>ACP: ascending change point.
Table 6. Validation of the proposed method for influenza A cases against the performance of Artificial Neural Networks and Autoregressive Integrated Moving Average, measured by the Q-score.

<table>
<thead>
<tr>
<th>Period of measurement (week)</th>
<th>Q-score of the Artificial Neural Networks</th>
<th>Q-score of the Autoregressive Integrated Moving Average</th>
<th>Ascending change</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.01\textsuperscript{a}</td>
<td>0.07\textsuperscript{a}</td>
<td>0.63</td>
</tr>
<tr>
<td>2</td>
<td>0.03</td>
<td>0.09</td>
<td>0.92 (ACP\textsuperscript{b})</td>
</tr>
<tr>
<td>3</td>
<td>0.02</td>
<td>0.10</td>
<td>0.47</td>
</tr>
<tr>
<td>4</td>
<td>0.03</td>
<td>0.1</td>
<td>0.43</td>
</tr>
<tr>
<td>5</td>
<td>0.19 (ACP\textsuperscript{c})</td>
<td>0.1</td>
<td>0.41</td>
</tr>
<tr>
<td>6</td>
<td>0.2</td>
<td>0.13</td>
<td>0.41</td>
</tr>
<tr>
<td>7</td>
<td>0.2</td>
<td>0.49 (ACP\textsuperscript{c})</td>
<td>0.38</td>
</tr>
<tr>
<td>8</td>
<td>0.22</td>
<td>0.94</td>
<td>0.37</td>
</tr>
</tbody>
</table>

\textsuperscript{a}The best performance measured by the Q-score for Artificial Neural Networks and Autoregressive Integrated Moving Average.

\textsuperscript{b}Biggest ascending change.

\textsuperscript{c}ACP: ascending change point.

**Discussion**

Following the extensive use of time-series predictions in public health surveillance, autocorrelation is commonly used in statistics to identify the best period of measurement and improve the performance of predictions [3-5]. However, the forecast needs to address the operational perspective and offer meaningful and valuable predictions. Therefore, practitioners in public health surveillance may choose a shorter period of measurement wherein the forecast results may not be as accurate as those of analyses of longer periods of measurements. The literature in statistics shows how the best period of measurement suggested by autocorrelation can improve the performance of a time-series prediction [3-5]. In addition, our empirical results revealed that the most-outperforming period of measurement is not always the shortest one. However, the long periods of measurement that likely provide better prediction performance may not be useful to practitioners because they are too long. We have provided examples of such instances in the Introduction section of the manuscript.

This study proposed a method that runs CPA on autocorrelations and identifies the shortest period of measurement with a performance prediction similar to the best performance prediction. Our method was evaluated against ANN and ARIMA methods for a time-series analysis of disease counts in Cark, Carson, and Washoe Counties in Northern Nevada between 2007 and 2017, including case counts for chlamydia, salmonella, RSV, gonorrhea, viral meningitis, and influenza A.

Unfortunately, autocorrelation cannot guarantee the best performance for disease prediction. For example, for chlamydia, the greatest autocorrelation occurred in the 4-week period of measurement, the best performance of ANN was noted in the 7-week period, and the best performance of ARIMA was observed in the 5-week period of measurement. This was also the case for RSV, gonorrhea, viral meningitis, and influenza A. However, the proposed method adopting CPA suggests that the shortest period of measurement (to satisfy operational perspective) ensures acceptable performance predictions similar to the best Q-scores.

The current study has two implications for academics. First, the study adds information on the importance of the period of measurement as a factor for providing better disease count forecasts. Second, it demonstrates the application of CPA in providing operationally focused autocorrelation for a more practical period of measurement that not only improves the prediction performance but also generates practical insights.

From a practical perspective, time-series prediction is an important tool for public health and clinical medicine to identify seasonal periods of changes in the relative risk for disease activity. Observed values that exceed predicted parameters do not necessarily reflect a “failed” prediction, but rather, a pattern of reported activity that was not observed in previous data. This is an important adjunct to other methodologies for aberration detection, such as the aforementioned Early Aberration Reporting System. Predictions offer value to the unaware practitioner by offering a “most likely” hypothesis for expected disease activity, which may carry implications for proactive education and disease-control policies.

Although the current study evaluated the proposed method for a variety of diseases, the data were limited to Northern Nevada. Therefore, expanding the datasets and re-evaluating the method with a wider range of diseases from various geographical locations and larger sample sizes would provide a better understanding of the performance prediction of this method. In addition, the proposed method was evaluated against only ARIMA and ANN. This limitation can be addressed in future studies by applying more time-series prediction methods. Although this method uses autocorrelation, Fourier Transforms have been used in the literature to identify the period of measurement [51]. Thus, further research can compare the performance of AC and Fourier Transforms adopted in the method proposed in this study. In addition, the use ARIMA as a predictive model despite its difficulties with periodic prediction has limited the evaluation of our study. However, the purpose
of this study was to compare ANN and ARIMA for their
applicability with the method proposed.

Although we chose ARIMA and ANN to demonstrate the
performance of the suggested method, researchers in this field
are encouraged to use other conventional or machine-learning
algorithms to evaluate the performance of this method in future.

The study has potential from a mathematical perspective, since
the different time series generated by autocorrelation are
mathematical manipulations of the original time series. For
example, they could be modelled as reindexed discrete-time
stochastic processes. This would open an avenue of future
research to mathematically study the behavior of these time
series.

The period of measurement plays an important role in the
performance of time-series analysis for disease counts. The
literature in statistics has been using autocorrelation to identify
the outperforming period of measurement. However, in
predicting disease counts, long periods may not provide
sufficient values for public health and surveillance practitioners.
Therefore, we used CPA to find the shortest period of
measurement, which has similar performance as the period
identified by AC.

In conclusion, through the adoption of autocorrelation and CPA,
we propose a novel method for identifying the period of
measurement, which can improve the performance of time-series
predictions for disease counts. Our method implements a
practical perspective through which we aim to determine the
shortest period of measurement that achieves a better prediction
performance. This finding makes the method practically
applicable in the field when longer periods of prediction, even
with better performance, are not operationally valuable to public
health professionals. Our method was evaluated against ANN
and ARIMA analyses for disease counts of chlamydia, salmonella, RSV, gonorrhea, viral meningitis, and influenza A
between 2007 and 2017 in Northern Nevada. Future work should
focus on enhancing the evaluation of the method by using more
diverse datasets as well as assessing the use of Fourier
Transforms instead of AC. Moreover, we encourage researchers
to use a wide range of machine learning and alternative CPA
methods to improve the suggested approach.
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Abstract
Public health professionals in the Eastern Mediterranean region (EMR) have limited access to continuing education, including workshops and conferences in public health. Held under the theme Innovative Approaches: Adapting to the Current EMR Context, the Eastern Mediterranean Public Health Network (EMPHNET) organized and conducted the Sixth EMPHNET Regional Conference from March 26 to 29, 2018. This paper summarizes the key activities including workshops, roundtable discussions, oral and poster presentations, keynote speeches, and side meetings. Before the opening, 5 preconference workshops were held: “Field Epidemiology Training Program (FETP) Accreditation,” “Innovative Public Health Surveillance,” “Human and Animal Brucellosis,” “Rapid Response Teams,” and “Polio Transition and Routine Immunization.” The conference hosted 6 roundtable discussions: “Consolidation of the FETP Network,” “One Health to Achieve Global Health Security,” “Polio Eradication Efforts and Transition Planning for Measles Elimination,” “Mobile Data Collection and Other Innovative Tools to Enhance Decision Making,” “Confronting Candida auris: An Emerging Multidrug-resistant Global Pathogen,” and “Functioning and Sustainable Country
Public Health Emergency Response Operation Framework.” One of the conference’s key objectives was to provide a space for FETP residents, graduates, and public health professionals to showcase achievements. A total of 421 abstracts were submitted and after professional review, 34.9% (147/421) were accepted (111 for oral presentations and 36 for poster presentations) and published by Iproceeding. The conference met the primary objectives of showcasing the public health accomplishments and contributions of the EMR, encouraging the exchange of ideas and coordination among stakeholders, and engaging cross-sectoral workforce in producing recommendations for approaching regional and global health concerns. Moreover, the conference presented a unique opportunity for FETPs and other public health professionals from the Mediterranean region to present their significant scientific work and also facilitated networking among professionals. EMPHNET strives to continue to present similar exchange opportunities for public health professionals in the region.

(JMIR Public Health Surveill 2019;5(1):e11382) doi:10.2196/11382
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Background

The Eastern Mediterranean region (EMR) has complex and diverse health challenges especially because of the political instability, conflicts and forced displacement, frequent outbreaks of infectious diseases, increasing burden of noncommunicable disease, and poverty [1-3]. This demands public health professionals with a diverse set of skills including medical, behavioral, social, and environmental sciences. Continuing education for public health professionals is also essential to deliver high-quality public health services. However, public health professionals in the EMR have limited access to continuing education [4].

Workshops and conferences provide a critical infusion of public health capital. The Eastern Mediterranean Public Health Network (EMPHNET) holds workshops and conferences, and also supports the Field Epidemiology Training Programs (FETPs) in the EMR (ie, Afghanistan, Egypt, Iraq, Jordan, Morocco, Pakistan, Sudan, Tunisia, Saudi Arabia, and Yemen) [5]. EMPHNET organized and conducted the Sixth EMPHNET Regional Conference from March 26 to 29, 2018. It created the space for public health professionals to present accomplishments, share experiences, and provide networking opportunities. The target audiences were public health professionals and policy makers in EMR and regional and international organizations. This manuscript summarizes the key activities of the Sixth EMPHNET Regional Conference including workshops, roundtable discussions, oral and poster presentations, keynote speeches, and side meetings.

The Conference Theme and Objectives

The central theme of the Sixth EMPHNET Regional Conference was addressing a variety of innovative approaches to public health and how these approaches can be adapted to the current EMR context. The conference’s main objectives were to create an opportunity for public health professionals from the region to present their accomplishments to a wide range of audience, discuss innovative approaches and solutions in counteracting public health challenges and problems in the EMR countries, and engage members of the public health community in a dialogue that focuses on reducing the impact of public health problems in the region.

The conference program offered a platform to showcase the scientifically grounded work of FETP residents and graduates, as well as other public health professionals. The abstracts presented at the conference covered a wide range of topics including outbreak investigations for respiratory diseases, outbreak investigations for vaccine preventable diseases, surveillance systems, zoonotic and vector-borne diseases, noncommunicable diseases (NCDs), mental health, child health, hepatitis, and HIV. Presenters included teams of public health experts and FETP graduates and residents from different countries across the EMR including Afghanistan, Algeria, Bahrain, Egypt, Ethiopia, Iraq, Iran, Jordan, Lebanon, Morocco, Oman, Pakistan, Palestine, Qatar, Saudi Arabia, Sudan, Tunisia, United Arab Emirates, Yemen, and other countries.

The preconference workshops were facilitated by experts from the respective fields to highlight public health concepts relevant to the EMR, whereas the roundtable sessions hosted a wide range of expert panelists. Roundtable sessions tackled issues related to the high burden of NCDs, communicable disease outbreaks, emerging and re-emerging infections, weak surveillance systems, public health threats in mass gatherings, risks to biosecurity, and public health emergencies.

Oral and Poster Presentations

One of the conference’s key objectives was to provide a space for FETP residents, graduates, and public health professionals to showcase achievements. A total of 421 abstracts were submitted and after being reviewed, 34.9% (147/421) were accepted (111 for oral presentations and 36 for poster presentations; Table 1) and published by Iproceeding [6]. Multimedia Appendix 1 shows the abstract book. Presentations were given by FETP residents and graduates, as well as other public health professionals from 13 countries (ie, Pakistan, Iraq, Egypt, Yemen, Morocco, Jordan, Saudi Arabia, Lebanon, Bangladesh, Palestine, Tunisia, Oman, and Sudan). Abstracts covered vaccine-preventable diseases, public health service evaluation, food- and waterborne diseases, vector-borne diseases, maternal, child, and reproductive health, respiratory diseases, zoonotic diseases, NCDs, and sexually transmitted infections.
Table 1. The distribution of abstracts and posters that were accepted and presented at the Sixth Eastern Mediterranean Public Health Network Regional Conference according to the abstract track and country of origin.

<table>
<thead>
<tr>
<th>Track</th>
<th>Statistics (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vaccine preventable diseases</td>
<td>26</td>
</tr>
<tr>
<td>Surveillance system evaluation</td>
<td>23</td>
</tr>
<tr>
<td>Food- and waterborne diseases</td>
<td>17</td>
</tr>
<tr>
<td>Vector-borne diseases</td>
<td>11</td>
</tr>
<tr>
<td>Maternal, child, and reproductive health</td>
<td>11</td>
</tr>
<tr>
<td>Respiratory diseases</td>
<td>15</td>
</tr>
<tr>
<td>Zoonotic diseases</td>
<td>9</td>
</tr>
<tr>
<td>Noncommunicable diseases</td>
<td>13</td>
</tr>
<tr>
<td>Sexually transmitted infection</td>
<td>4</td>
</tr>
<tr>
<td>Other</td>
<td>18</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Country</th>
<th>Statistics (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pakistan</td>
<td>52</td>
</tr>
<tr>
<td>Iraq</td>
<td>16</td>
</tr>
<tr>
<td>Egypt</td>
<td>13</td>
</tr>
<tr>
<td>Yemen</td>
<td>13</td>
</tr>
<tr>
<td>Morocco</td>
<td>16</td>
</tr>
<tr>
<td>Jordan</td>
<td>9</td>
</tr>
<tr>
<td>Afghanistan</td>
<td>4</td>
</tr>
<tr>
<td>Sudan</td>
<td>1</td>
</tr>
<tr>
<td>Oman</td>
<td>1</td>
</tr>
<tr>
<td>Palestine</td>
<td>2</td>
</tr>
<tr>
<td>Tunisia</td>
<td>2</td>
</tr>
<tr>
<td>Bangladesh</td>
<td>3</td>
</tr>
<tr>
<td>Lebanon</td>
<td>4</td>
</tr>
<tr>
<td>Saudi Arabia</td>
<td>7</td>
</tr>
<tr>
<td>Other</td>
<td>4</td>
</tr>
</tbody>
</table>

Preconference Workshops

A total of 5 preconference workshops were organized: FETP Accreditation, Innovative Public Health Surveillance, Human and Animal Brucellosis, Rapid Response Teams, and Polio Transition and Routine Immunization.

Field Epidemiology Training Program Accreditation Workshop

FETP accreditation by Training Programs in Epidemiology and Public Health Interventions Network (TEPHINET) [7] is a process aimed at improving and maintaining the quality of FETP training and graduates and their involvement and effectiveness in supporting the country’s public health priorities. The accreditation process references a set of minimum quality standards, provides momentum for continuous program quality improvement, and facilitates the identification of program needs. The purpose of the workshop was to share with program directors and coordinators and FETP management staff both the process of becoming accredited and the ways that programs can be improved even if not seeking accreditation status. Specifically, the objectives of the preconference workshop were to review the purpose and benefits of FETP accreditation, describe in detail the eligibility requirements, indicators, and standards for FETP accreditation, and guide the program directors and coordinators to get their programs accredited.

The main recommendation of this workshop was to sustain the FETPs by institutionalization and integration of curricular at academia with the active contribution of countries to guarantee continuous funding and central program coordination and networking. Moreover, the FETP directors and coordinators and management staff in the EMR countries should work to get their FETPs accredited.
**Innovative Public Health Surveillance**

The emerging field of new technologies and innovative tools has led to an evolution in public health surveillance and epidemic intelligence gathering [8]. Informal or “nontraditional” public health surveillance should enable quicker recognition of outbreaks. In response, TEPHINET—in joint venture with the Skoll Global Threats Fund, HealthMap, and ProMED-mail—developed EpiCore (a system that aims to complement existing surveillance methods and speed up the process of finding, reporting, and verifying public health events) [9]. The regional contributions made through the utilization of the EpiCore platform can create an impact on global health development that is significantly different than the one produced by traditional surveillance.

The objectives of this workshop were to discuss types, functions, challenges, and opportunities of traditional and nontraditional public health surveillance, recognize the importance and use of nontraditional public health surveillance in early detection and response to disease outbreak, and to demonstrate the functions and significance of EpiCore in improving public health surveillance. The workshop highlighted innovative public health surveillance tools to detect and respond to public health events in a more timely manner and raised awareness of EpiCore. All participants agreed on the following specific recommendations: Identify and prioritize various applications, platforms, and data collection devices through carefully listed selection criteria, develop a mobile app for EpiCore to allow easier access to the EpiCore platform and in turn easier and faster reporting, and share the concept of EpiCore with other relevant groups including schools of public health.

**Human and Animal Brucellosis**

Brucellosis is known to be widespread in Middle Eastern and North African (MENA) countries, yet many of these countries do not have well-established surveillance systems or laboratory capacity to confirm brucellosis in humans or animals. Therefore, true disease burden and circulating species causing illness in humans and animals are not known.

This workshop aimed at improving brucellosis diagnosis and disease management and related practices. Specifically, the main objectives of the workshop were to explore the importance of strengthening the capacity of the public and veterinary health professionals in surveillance, diagnosis, and control of Brucella disease in animals and humans; emphasize EMPHNET experience in brucellosis surveillance, diagnosis, and control in Jordan and Iraq; present the laboratory diagnostic methods for brucellosis, advanced technology, and biotyping; discuss brucellosis control strategy in MENA region; and propose contextualized solutions for improving zoonotic diseases management and related best practices with focusing on awareness.

This workshop discussed the impacts of zoonotic diseases and explored collaborative opportunities to work on human and animal health related to brucellosis. It focused on detecting and preventing brucellosis in rural areas where borders are porous and neighboring countries should collaborate. The participants agreed on the following recommendations:

- Strengthen the surveillance and diagnostic capacities of the EMR countries including veterinary public health surveillance and response systems.
- Implement public awareness programs for the public, health workers, home industries, and farmers, by producing printing materials (e.g., brochures, posters, and leaflets).
- Develop a national strategic action plan for the control of the major zoonotic diseases in the region. Evidence-based policy framework should be designed to strengthen information systems within each country in the EMR, and methods should be developed for estimating the total economic burden of zoonotic diseases in each country.
- Establish a regional mechanism that can serve the region and overcome the challenges and delayed responses witnessed in some countries such as Yemen.

**Rapid Response Teams**

The EMR is one of the most vulnerable regions in the world. Furthermore, 10 EMR countries have suffered one or more disasters or emergencies just in the last couple of years, ranging from communicable disease outbreaks to complex emergencies. In 2017, more than 76 million people were directly or indirectly affected by political conflicts, environmental threats, or natural disasters [10]. Public health suffers from prolonged responses and the system itself is under immense pressure. EMPHNET and Global Health Development (GHD) has significant experience in the arena of rapid response including training, coordination, and deployment within and outside the region. EMPHNET has trained an important number of rapid response teams from 7 countries from 2012 onward.

This workshop was conducted to update knowledge and understanding of participants on rapid response, update rapid response procedures and protocols as well as structure and management, and expose participants to real-time information on disasters and complex emergencies at the regional level. Most of the participants agreed on the importance of working under a framework for emergency management. There was an agreement among participants on the importance and need for a regional rapid response team mechanism that can serve the region and overcome the challenges and delayed responses witnessed in some countries such as Yemen. The discussion also highlighted the importance of sustained rapid response team training programs at the national and subnational levels. The participants agreed on and recommended the following:

- Adequate public health emergency response operations plan for all the countries of the region. While developing and revising their public health emergency response plans, countries have to consider functionality, sustainability, and flexibility among the key characteristics of the end product and operate accordingly.
- Secure strong synergies and interactions between the country’s public health emergency operation center, rapid response teams, and the available health care workforce.
- FETPs should be considered (among other opportunities such as academia) as an important asset while building the country’s public health emergency response capacities as well as a mechanism to ensure sustainability of the country’s public health emergency response system.
Countries have to cost their public health emergency response plans and fund them from their government’s basic budget lines to secure functionality and sustainability.

**Polio Transition and Routine Immunization**

The progress toward the objectives of the eastern Mediterranean regional vaccine action plan from 2016 to 2020, except polio eradication, has been very slow and some of them are estimated to be off-track. The main reason is that a number of countries are facing acute or protracted emergencies.

The objectives of the workshop were to brief participants on the polio transition planning and postcertification strategy, share the country’s experiences with progress in developing transitional plans (Somalia and Sudan), discuss the remaining nonendemic countries’ plans to develop a transitional plan (Iraq, Syria, and Yemen), focus more on the country’s efforts, achievements, and constraints using polio assets to improve routine immunization (all countries), and discuss the best mechanisms to synergize and support priority countries in maintaining polio-free status.

This workshop offered an opportunity for senior immunization staff to interact with senior officers from the global polio eradication initiative partners (World Health Organization Eastern Mediterranean Regional Office, United Nations International Children’s Emergency Fund Middle East and North Africa [UNICEF MENA], Centers for Disease Control and Prevention [CDC] Atlanta, and Bill and Melinda Gates Foundation) and focus on the country’s major debated concerns. The workshop recommended the following:

- All countries in the EMR should have a polio transition plan, whether these countries were identified, either globally or regionally, as priority countries or not.
- Increasing expanded program on immunization (EPI) coverage is crucial for sustaining gains for polio eradication.
- Countries should document the experience of polio eradication, its best practices, and how it is being used for improving EPI and other health programs.
- In endemic and high priority countries, transition should be initiated in subnational levels, which have been polio-free for a long time or have relatively stronger health systems than others.
- Orientation on transition and provision of technical support if needed for the staff in nonpriority countries should be taken into consideration.

**Roundtable Discussions**

**Textbox 1.** Roundtable discussions hosted by the Sixth Eastern Mediterranean Public Health Network Regional Conference.

1. **Polio Eradication Efforts and Transition Planning for Measles Elimination:**
   - **Moderator:** Dr Wael Hayejneh, Dean of Faculty of Medicine at Jordan University of Science and Technology
   - **Presenter:** Dr Dastagir Nazary, National Expanded Program on Immunization manager, Ministry of Health, Afghanistan
   - **Panellists:**
     - Mr Christopher Maher, Manager, Polio Eradication and Emergency Response, World Health Organization, Eastern Mediterranean Region (EMR)
     - Dr Jay Wenger, Manager, Polio Eradication Program, Bill and Melinda Gates Foundation
     - Dr Noha Farag, Deputy Team Lead for Science and focal point for research with Centers for Disease Control and Prevention’s (CDC) Eastern Mediterranean Team in the Polio Eradication Branch
     - Dr Sittana Ahmed, Polio C4D, UNICEF (United Nations International Children’s Emergency Fund) Regional office for MENA (Middle East and North Africa)

2. **Toward the Consolidation of Field Epidemiology Training Program (FETP) Network in the EMR:**
   - **Moderator:** Dr Mohamed Chahed, Director for the Center of Excellence of Applied Epidemiology, GHD/EMPHNET (Global Health Development/ Eastern Mediterranean Public Health Network)
   - **Presenter:** Dr Mohannad Al-Nsour, Executive Director, GHD/EMPHNET
   - **Panellists:**
     - Dr Mohamed Chahed, Director for the Center of Excellence of Applied Epidemiology, GHD/EMPHNET
     - Dr Kip Baggett, Chief of the US CDC’s Workforce and Institute Development Branch
     - Dr Dionisio Herrera, Director of the Training Programs in Epidemiology and Public Health Interventions Network
     - Dr Christophe Longuet, Executive Director of Connecting Organizations for Regional Disease Surveillance
     - Dr El Fatih El Semani, Professor at Ahfad University for Women
     - Dr Amrish Baidjoe, President of the European Programme for Intervention Epidemiology Training Alumni Network, currently an Operational Research Associate and Coordinator for outbreak analyses at Imperial College within the R Epidemics Consortium
     - Dana Shalabi, Communication Specialist, GHD/EMPHNET

3. **Mobile Data Collection and Other Innovative Tools to Enhance Decision Making:**
   - **Moderators:**
     - Dr Soloman Chandrasegarar, Immunization Specialist, UNICEF MENA Regional Office
     - Scott JN McNabb, Research Professor, Emory University, Rollins School of Public Health
     - Dr Mirwais Amiri, Operational Research Specialist, GHD/EMPHNET
   - **Presenters:**
     - Dr Moazzem Hossain, Chief of Health and Nutrition in UNICEF Iraq
     - Dr Farida Al Hosani, Manager of Communicable Diseases Department United Arab Emirates (UAE)
   - **Panellists:**
     - Dr Amr Youssef Ali Kotb, Ethics Committee and FETP Mentor, Egypt
     - Dr Scott Mc Nabb, Research Professor, Emory University, Rollins School of Public Health

4. **Confronting Candida auris: An Emerging Multidrug-Resistant Global Pathogen:**
   - **Moderator:**
     - Dr Tarek Al-Sanouri
   - **Presenters:**
     - Snigdha Vallabhaneni, CDC Mycotic Diseases Branch
     - Adnan Alatoom, Consultant physician, Head of Clinical Microbiology, Cleveland Clinic Abu Dhabi, UAE
5. Roundtable on building Functioning and Sustainable Country Public Health Emergency Response Operation Framework:

- **Moderator:**
  - Dr Ezzeddine Mohsni, Advisor Global Health Security, GHD/EMPHNET

- **Presenters:**
  - Mahmoud Kaed Yousef, Crisis Management Unit Director, MoH Jordan
  - Dr Elmuez Eltayeb Elnaiem, General Director, Primary Health care General Directorate, Federal Ministry of Health, Sudan
  - Dr Abdel Wahed Al Serour, professor of Community Health, Faculty of Medicine and Health Sciences, Sana'a University, Yemen; and technical advisor of Yemen (FETP)

- **Panellists:**
  - Sheik Dr Mohammed Bin Hamad Bin J. Al-Thani, Director of Public Health Department. Ministry of Public Health – Qatar; Associate Professor of Clinical Health care Policy and Research at Weill Cornell Medical College - Qatar
  - Dr Mark Salter - Consultant for Global Health
  - Tasha Stehling-Ariza, Epidemiologist with the Global Rapid Response Team at the US CDC

6. One Health to Achieve Global Health Security:

- **Moderator:**
  - Scott JN McNabb, Research Professor, Emory University, Rollins School of Public Health

- **Presenters:**
  - Professor Mahmudur Rahman, Former Director Institute of Epidemiology, Disease Control and Research and National Influenza Center, Bangladesh
  - Professor Ahmad Al-Majali, Professor of Infectious Diseases and Epidemiology at the Faculty of Veterinary Medicine, Jordan University for Science and Technology
  - Dr Zahida Fatima, Deputy Director/ Senior Scientific Officer, Pakistan Agricultural Research Council
  - Dr Ekhlas Qasem Hailat, Senior Disease Control Specialist/GHD/EMPHNET

**Consolidation of the Field Epidemiology Training Program Network**

For the past 10 years, EMPHNET has been providing its support to existing FETPs and supporting the establishment of new FETPs in the region (6 new FETPs). The network is growing over time and the number of FETP graduates is now more than 500, which represents an invaluable core capacity for the countries’ health systems. EMPHNET has already undertaken some activities and initiatives to interconnect FETP graduates (via website, social media, and the ambassador initiative). EMPHNET would like to strengthen the consolidation of the network to value field experiences and support the public health systems.

The main objective of this roundtable was to discuss how to secure the emergence of field epidemiology in the EMR based on the lessons learned through the panelist experiences. The roundtable discussion focused on how to reinforce a productive and useful network through the region as a strategic orientation. The panel emphasized the willingness of EMPHNET to mountain and support an FETP network and the big need for the FETPs in the region to be strongly linked and supported by EMPHNET. The participants recommended to develop an interactive communication with graduates through “EpiShares” to consolidate the EMR FETP network.

**One Health to Achieve Global Health Security**

*One Health* is based on the concept that the health of humans, animals, and environment is interconnected [11]. The most effective way to reduce human health threats is to interoperate all health disciplines. Protecting human health by combating outbreaks and preventing international spread remain a universal national priority. Addressing emerging and reemerging diseases (most being zoonotic) as a global health security issue will promote the prevention and rapid detection of novel biological threats, as well as assist in contextualized solutions for the response to these disease threats.

This roundtable aimed to present an overview of priority zoonotic global health security concerns and the importance of the interface of human, animal, and environmental public health sciences; describe regional zoonotic disease prevention, detection, and response using brucellosis as a model; and
contextualize solutions to improve zoonotic disease management through best practices.

The panelists presented an overview of priority zoonotic global health security concerns and suggested different ways to strengthen collaboration between human and veterinary health and laboratory systems to prevent, detect, and respond to emerging and reemerging global health security threats and enhance information exchange. Facilitators agreed that zoonotic diseases represent significant challenges to human health and identified some gaps in both the veterinary and medical sectors, such as insufficient information to build a strategy; lack of training programs for veterinarians, technicians, clinicians, farmers, and laboratory workers; lack of diagnostic capacity that can ensure early detection of zoonotic pathogens; surveillance gaps for important diseases; limited capacity in field epidemiology and rapid field investigations; delays in reporting insufficient preparedness to control epidemics; and lack of monitoring and evaluation and weak coordination between entities such as ministries of agriculture, health, and environment.

The roundtable discussed the way forward to enable, enhance, and empower One Health and participants agreed on the below steps to enhance and empower the One Health approach:

- A national strategic action plan must be launched for the control of major zoonotic diseases.
- An evidence-based policy framework should be designed to strengthen information systems within each country.
- Methods should be developed for estimating the total economic burden of zoonotic diseases in each country.
- Strengthening of veterinary public health surveillance and response systems.
- Adoption of internet-based information technologies to improve disease reporting, facilitate emergency communications, and dissemination of information.
- Implementing effective preventive and therapeutic interventions.
- Implementing awareness programs in collaboration with media partners.
- Strengthening international collaboration and communication.
- Strengthening collaboration and coordination between different entities such as ministries of health, agriculture, and environment.
- Securing political commitment and adequate resources to address underlying socioeconomic factors.

**Polio Eradication Efforts and Transition Planning for Measles Elimination**

Stopping polio transmission has been possible through improvement in implementing supplementary immunization activities (SIAs), supported by important innovative tools such as the precampaign readiness assessment, strong precampaign monitoring, and drastic postcampaign evaluation. Unlike polio SIAs, most priority countries have not implemented strong measles campaigns. Accordingly, countries continue to experience frequent measles outbreaks.

This roundtable aimed to review the package of assets, innovative tools, mechanisms, and procedures that allowed countries to make the change and achieve high-level performance in polio SIAs and to discuss some “low hanging fruit” solutions that countries and partners can support to allow smooth transition of polio assets in terms of measles immunization campaigns.

Participants agreed that polio SIAs benefit from a high government ownership and commitment translated into a strong accountability framework at all administrative levels of the country, an excellent coordination between implementing and supporting partners, and from a sustained high-quality acute flaccid paralysis surveillance. Moreover, they agreed that implementation of measles elimination programs suffers from low political commitment, lack of accountability, limited number of staff at national levels, and lack of dedicated staff in provinces. There was an agreement among the majority that the challenges of measles campaigns can be addressed through better campaign preparation, coordination, monitoring, and evaluation, as well as ownership and accountability, and that polio infrastructure should be used wherever and whenever possible (without jeopardizing the polio eradication efforts) to support required measles elimination vaccination campaigns that are much less frequent than polio SIAs but cost a lot of money.

The roundtable recommendations included the following:

- The country’s decision makers and stakeholders, as well as national, regional, and global partners, have to multiply efforts to support the implementation of high-performance measles vaccination campaigns.
- All priority countries that succeeded to stop polio transmission should start planning for and using, wherever and whenever relevant, polio assets, tools, and mechanisms to tackle public health priorities, with focus on routine immunization and measles elimination, while securing essential polio functions to sustain polio-free status.
- Routine immunization stakeholders and partners should not hide behind the structural differences between polio and measles to start transitioning polio SIAs assets and mechanisms to improve measles campaigns and surveillance performance.
- Social mobilization mechanisms and tools, such as barriers analysis, community empowerment, communication through front-line mothers, and others, used for polio, should be expanded to incorporate routine immunization as well as measles elimination.
- Where polio and EPI management teams are not integrated, countries and partners should encourage establishing of regular communication, information sharing, and coordination mechanisms to secure optimal utilization of resources, avoid duplication, and synergize efforts and messages for the benefits of both programs.

**Mobile Data Collection and Other Innovative Tools to Enhance Decision Making**

Mobile data collection (MDC) and other innovative tools can effectively improve the decision-making process by providing on-demand reports and information in the shortest time and
across all levels of the health system. Use of MDC is important in many areas such as minimizing cost of data collection and data entry, minimizing human errors, and eliminating quality issues related to data capturing, management, processing, and utilization [12,13]. MDC tools can improve current health systems by providing accurate results and information for public health practice while supporting the decision-making processes at various levels.

The main objectives of this roundtable were to share and highlight experiences from selected efforts in the region on how MDC or other innovative tools improved data quality and timeliness and discuss the most important challenges or lessons learned. The roundtable raised awareness of the importance and use of MDC in enhancing decision making and focused on programmatic implications and other innovative tools. One of the concerns was related to data security and sensitivity of the use of technology in conflict areas. Therefore, it is recommended to identify and prioritize them through carefully listed selection criteria, researching MDC platform options and considering data needs.

**Confronting Candida auris: An Emerging Multidrug-Resistant Global Pathogen**

*Candida auris* is an emerging serious threat and causes severe illness in hospitalized patients [14]. *Candida auris* is an emerging global pathogen that poses the problem of multidrug resistance.

This roundtable aimed to raise awareness and increase knowledge about *Candida auris* and discuss concerns and issues related to it as an emerging global pathogen, and discuss strategies to prevent and control infections caused by it. All agreed that accurate identification is important to estimate the prevalence of this under-reported pathogen in different geographic areas. Some isolates are resistant to antifungal drugs which is a concern for getting the attention of the health care community. All agreed that implementation of stringent infection prevention and control for cases along with regular audits for compliance should be undertaken. Participants concluded that there was a need to stay alert and vigilant in monitoring the epidemiology of *Candida auris* globally through strengthening public health surveillance and laboratory capacities to detect and identify the organism.

**Functioning and Sustainable Country Public Health Emergency Response Operation Framework**

Current turbulences and conflicts in the region affected tremendously at least half of the EMR countries, which conjugated with the increased number of threats from infectious diseases as well as other public health events [15]. Public health emergency response plan is a key component of overall emergency preparedness and response.

While developing the public health emergency response operation framework, countries should take measures that the final “product” is functional, sustainable, and flexible (dynamic and adaptable across time and circumstances). Unfortunately, this has not always been the case in the EMR, where the public health emergency response operation framework is fragmented and not built on available opportunities that can ensure sustainability with almost no links with the FETP, academia, and even national public health institutes.

This roundtable highlighted the importance for countries in the EMR to consider a comprehensive approach while developing their public health emergency response operation capacities. In addition, this roundtable helped to understand the importance for countries to consider strong links between their rapid response teams, public health emergency operation centers, and health care workforce development opportunities, particularly FETP graduates, while building their emergency response operations system.

Moreover, it highlighted the importance for countries to regularly check the functionality and performance of their public health emergency response operation framework, in particular after each outbreak or with periodic simulations and tabletop exercises, and undertake the required corrections and revisions. Panelists highlighted the fact that the prerequisites for a good preparedness include adequate knowledge about all potential hazards, perfect risk analysis, resource mapping and prioritization process, and develop capacities to prevent occurrence of public health events, reduce impact when they occur, and recover from their impact.

**Other Activities**

**Launch of EpiShares**

The conference launched *EpiShares*, a networking platform powered by GHD and EMPHNET. Developed with the aim to increase opportunities for the exchange of knowledge among public health professionals, the platform was developed by GHD and EMPHNET’s team to ensure a mechanism for sharing information and experience and to be a space that can attract public health experts, FETP residents, FETP graduates, or any community of practice. It comes with a host of features including a social media networking platform, the capacity for people with mutual interests to form groups, the capacity for members to start blogs, and a feature listing members within FETP directories or rosters of experts.

**Launch of Alumni Association**

The conference also launched an alumni association aimed at bringing FETP alumni together from the region to share their rich experiences. The process of launching was discussed in a meeting well-participated by the interested FETP graduates. The agenda included a presentation by the President of the European Programme for Intervention Epidemiology Training (EPIET) Alumni Network, Dr Amrish Baidjoe, who gave an overview of the work done by EPIET and the challenges faced when initiating its launch. The presentation was deemed beneficial, as it allowed prospective FETP alumni members from the EMR to benefit from past experiences gained by their European peers. In his presentation, Dr Amrish stressed that the success of an alumni association was based on several key factors, the most important of which is having a passionate group of core committee members and a membership base willing to see this initiative succeed.
**Conclusions**

The conference met the primary objectives of showcasing the public health accomplishments and contributions of the EMR, encouraging the exchange of ideas and coordination among stakeholders, and engaging cross-sectoral workforce in producing recommendations for approaching regional and global health concerns. Moreover, the conference presented a unique opportunity for FETPs and other public health professionals from the Mediterranean region to present their prominent work and network with other international professionals.

At the heart of action on global health security is a commitment to protecting the health of each community and bridging initiatives of all geographical and political regions. Hence, EMPHNET will continue to present similar exchange opportunities for public health professionals in the region. Conference participants and expert panellists provided many insights for moving onward.
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Abstract

Background: Understanding the influence of media coverage upon vaccination activity is valuable when designing outreach campaigns to increase vaccination uptake.

Objective: To study the relationship between media coverage and vaccination activity of the measles-mumps-rubella (MMR) vaccine in Denmark.

Methods: We retrieved data on media coverage (1622 articles), vaccination activity (2 million individual registrations), and incidence of measles for the period 1997-2014. All 1622 news media articles were annotated as being provaccination, antivaccination, or neutral. Seasonal and serial dependencies were removed from the data, after which cross-correlations were analyzed to determine the relationship between the different signals.

Results: Most (65%) of the anti-vaccination media coverage was observed in the period 1997-2004, immediately before and following the 1998 publication of the falsely claimed link between autism and the MMR vaccine. There was a statistically significant positive correlation between the first MMR vaccine (targeting children aged 15 months) and provaccination media coverage (r=0.49, P=0.004) in the period 1998-2004. In this period the first MMR vaccine and neutral media coverage also correlated (r=0.45, P=0.003). However, looking at the whole period, 1997-2014, we found no significant correlations between vaccination activity and media coverage.

Conclusions: Following the falsely claimed link between autism and the MMR vaccine, provaccination and neutral media coverage correlated with vaccination activity. This correlation was only observed during a period of controversy which indicates that the population is more susceptible to media influence when presented with diverging opinions. Additionally, our findings suggest that the influence of media is stronger on parents when they are deciding on the first vaccine of their children, than on the subsequent vaccine because correlations were only found for the first MMR vaccine.

(JMIR Public Health Surveill 2019;5(1):e9544) doi:10.2196/publichealth.9544
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online news media; vaccination uptake; media influence on vaccination uptake; MMR; autism

Introduction

Reaching all children with two doses of a measles vaccine is an important aim of all national immunization programs. However, many countries have difficulties achieving the declared aim of measles elimination [1]. Achieving and maintaining measles elimination is possible through a two-dose vaccination program with vaccination coverage of at least 95% for both doses [2]. According to World Health Organization statistics for 2016, only 41/160 (25.6%) countries have a coverage of 95% for the second measles-mumps-rubella (MMR) vaccine [3]. A 2009
assessment of measles elimination in Europe attributed differences in measles incidence in European countries to the varying degrees of success of the national immunization programs [1] (ie, lower coverage equals higher incidence). Several factors influence the success of an immunization program, including accessibility and availability of vaccination clinics, knowledge about vaccination-preventable diseases, and vaccination cost [4]. In this study, we aim to investigate the relationship between media coverage, the incidence of measles, and the vaccination uptake for the MMR vaccine in Denmark. For our analysis, we use historical data on vaccination and media activity over an 18-year period (January 1, 1997, to December 31, 2014).

The safety of the MMR vaccine became an important topic after 1998 when Wakefield [5] falsely claimed a link between the MMR vaccine and autism. This reduced the public confidence in the vaccine and resulted in a drop in vaccination uptake from above 90% to 79% in England [6,7]. The uptake of the MMR vaccine has also in Denmark been vulnerable to negative media attention. In 1993, the safety of the vaccine was questioned in a nationwide TV program, resulting in record low vaccination coverage [8]. This vulnerability of a vaccination program to public distrust is not limited to the MMR vaccine. Recently the fear of adverse reactions to the human papillomavirus vaccine caused a significant decline in vaccination uptake in Denmark [9]. Hypothesizing that there is a link between media coverage and changes in vaccination coverage is not new [10-13]. However, no study has examined the relationship over an extended period. Understanding the relationship between media coverage and vaccination uptake may underpin the design of new surveillance strategies.

In this paper, we take advantage of an 18-year long time series to analyze the correlation between MMR vaccinations, the incidence of measles and media coverage in Denmark. Additionally, we look at the effect of provaccination versus antivaccination media coverage.

Methods

Register Data: Vaccination and Measles Incidence

The MMR vaccination program was introduced in Denmark on January 1, 1987 [14]. The vaccination program consists of 2 vaccinations: 1 targeted at 15-month-old children (MMR-1), and another targeted at 12-year-old children (MMR-2). Since April 1, 2008, the MMR-2 vaccination schedule has changed to target 4-year-old children [15]. Every time a general practitioner vaccinates a child, the date and civil registry number (CRN) of the child are recorded in order for the doctor to receive a reimbursement [16]. These reports are saved in the childhood vaccination database, an immunization information system containing reports from 1997 onwards [16]. Using the CRN, we looked up the birthday of the vaccinated person and calculated the child’s age when receiving the vaccine. We separated the registered MMR vaccines into groups based on the recommended vaccination schedule of 15 months, 4 years or 12 years. Each registered vaccine was assigned to the group where the age of the child at vaccination was closest to the target age of the group. We excluded data on the 4-year-old children because they were not represented in the full study period (this corresponds to 374,867 vaccinations). Table 1 shows a summary of the number of registered vaccinations.

We defined vaccination activity as 100 times the number of children vaccinated in a given month divided by the number of eligible children (ie, for MMR-1 the number of children turning 15 months that month). We controlled for yearly and seasonal variations in vaccination activity by dividing by the birth cohort size.

The reported dates of vaccination contain some errors, mainly when doctors report the date of the reimbursement claim instead of the vaccination date. We, therefore, aggregated data on a monthly basis. The top plot in Figure 1 shows the monthly vaccination activity for the 2 vaccines.

To evaluate to what extent MMR vaccination numbers and media coverage about MMR were correlated with the number of measles cases, we also retrieved information about the number of reported measles cases during the study period. Measles is a notifiable disease, and each case is reported to Statens Serum Institut. We aggregated data on a monthly basis, which is shown in Figure 1 (bottom plot). Table 1 shows the total number of reported measles cases in the study period.
Table 1. Summary of the study data. Measles-mumps-rubella (MMR) vaccinations were grouped into MMR-1 (15-month-old children) and MMR-2 (12-year-old children).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MMR-1</strong></td>
<td></td>
</tr>
<tr>
<td>Number of vaccinations</td>
<td>1,098,389</td>
</tr>
<tr>
<td>Age (years) at vaccination</td>
<td>1.7 (1.4)</td>
</tr>
<tr>
<td><strong>MMR-2</strong></td>
<td></td>
</tr>
<tr>
<td>Number of vaccinations</td>
<td>1,108,205</td>
</tr>
<tr>
<td>Age (years) at vaccination</td>
<td>12.3 (1.8)</td>
</tr>
<tr>
<td><strong>Reported measles cases</strong></td>
<td></td>
</tr>
<tr>
<td>Number of cases</td>
<td>334</td>
</tr>
<tr>
<td><strong>Media coverage</strong></td>
<td></td>
</tr>
<tr>
<td>All media, N</td>
<td>1622</td>
</tr>
<tr>
<td>National media, n (%)</td>
<td>390 (24.0)</td>
</tr>
<tr>
<td><strong>Analysis of all media content</strong></td>
<td></td>
</tr>
<tr>
<td>Relevant to MMR, N</td>
<td>681</td>
</tr>
<tr>
<td>Provaccination, n (%)</td>
<td>430 (63.1)</td>
</tr>
<tr>
<td>Neutral, n (%)</td>
<td>500 (73.4)</td>
</tr>
<tr>
<td>Antivaccination, n (%)</td>
<td>72 (10.6)</td>
</tr>
</tbody>
</table>

*a* The dataset for MMR-1 (targeted 15-month-old children) and MMR-2 (targeted 12-year-old children) only contains age at vaccination in years. This should be considered when interpreting the mean age (SD).

*b* Media coverage is quantified as the number of news items containing MMR related keywords over the 18-year study period.

*c* This row denotes the number of news items that have been labeled as either provaccination, neutral or antivaccination. A news item can get more than one label; hence, the numbers do not sum to 681.

Figure 1. A plot of monthly vaccination activity, media coverage, and measles incidence.

Web-Mined Data: Media Coverage of Measles-Mumps-Rubella

To determine media coverage of MMR, we used the Infomedia archive [17], an online Danish news archive. The archive covers 9 major Danish newspapers, as well as a variety of other news sources. The number of sources indexed is continuously expanding as local newspapers, magazines, news agencies, web media, radio news, and TV news are added to the archive [17].
Radio news and TV news are included in the archive as written summaries.

To measure media coverage related to the MMR vaccine, we constructed a query to retrieve relevant news items from the Infomedia archive (this is standard practice when mining health information from the web [18,19]). The query was designed to have high sensitivity, in other words, most relevant news items should be retrieved. The high sensitivity came with a loss of specificity, since all articles that merely mentioned the MMR vaccine would be retrieved. The query, which we will refer to as the MMR-query, was:

\[
((\text{"mæslinger" OR \"mæslinge\" OR \"fåresyge\" OR \"røde hunde\" OR \"mfr\"}) \text{ AND } \text{"vaccine") OR } \text{"mæslingevaccine" OR \"fåresygevaccine\" OR \"røde hunde-vaccine\" OR \text{mfr-vaccine}}
\]

where “mæslinger” is the Danish word for measles, “fåresyge” means mumps, “røde hunde” means rubella, and “mfr” is the Danish abbreviation for MMR. This query retrieved all news items mentioning “mæslinger” or “mæslinge” (plural or singular) or “fåresyge” or “røde hunde” together with “vaccine,” or news items where either one of the compound phrases (as shown in the second line of the MMR-query) was present. We did not add search terms regarding vaccination, on the assumption that relevant news items will also mention the vaccine. After retrieval, we counted the number of news items returned for this query, for each month of our study period. This type of analysis, which is based on frequency counts, is inspired by computational epidemiology approaches that use web search frequencies to predict health events (eg, influenza-like illness [20], vaccination coverage [21], or antimicrobial drug consumption [22]).

The Infomedia archive has expanded throughout the 18-year study period. In 1997 the archive indexed news items from 20 sources, while in 2014 this number was 1389. As the number of news sources increased, the number of news items added to the archive each month also increased. To accommodate for this change in archive size, we applied 2 sets of frequency counts: (1) 8 major nationwide newspapers that were present in the full duration of the study and (2) all news sources in the archive. We refer to approach (1) as national media and (2) as all media. The middle plot in Figure 1 shows the monthly number of news items retrieved using the MMR-query for each approach, and Table 1 shows the total number of retrieved news items for the 18-year period.

### Annotation of News Items

The MMR-query was designed with high sensitivity and low specificity. All retrieved news items were subsequently annotated as being relevant to MMR vaccination or irrelevant to improve the specificity. In addition, relevant news items were labeled as having either provaccination, antivaccination, and neutral stance towards the vaccine. The 3 labels are defined in **Textbox 1**.

Relevant news items were categorized into 1 or more of the three categories. For example, an article with an interview of an antivaccination group accompanied by comments from a doctor explaining the medical reasons and benefits of getting vaccinated would be categorized as both pro and antivaccination. News items whose main focus was not the MMR vaccine (eg, vaccines for pets, annual accounts of vaccination producers, charities for developing countries) would be viewed as irrelevant and would not be categorized.

### Data Analysis

The data described above is a time-series (ie, it consists of MMR/media signals that have timestamps). We analyzed this data as follows. First, we removed any seasonality to avoid general seasonal trends biasing the results. Second, we quantified the relationship between the MMR and media (or measles) signals.

#### Adjusting for Seasonal Correlations

In the analysis, we are not interested in effects due to seasonality. For example, reduced vaccination activity during Christmas. Any seasonality or serial dependencies in the signals were therefore removed by fitting an autoregressive model to the signal and subsequently using the residual of the fitted model. An autoregressive model is defined in Figure 2 where where \(x\) is a time series, \(t\) is a time point, \(p\) is the number of autoregressive terms, the \(\alpha\) is the model coefficient, and \(\varepsilon\) is the residual at time \(t\).

To quantify seasonality and serial dependencies we calculated the autocorrelation and partial autocorrelation [23] for all signals. Autocorrelation refers to calculating the Pearson correlation (Pearson \(r\)) between the signal and a lagged version of itself. The Pearson correlation for 2 time series, \(x\) and \(y\), with mean \(\mu\) and length \(n\) is defined in Figure 3.

---

**Textbox 1.** Annotation criteria for the news items.

<table>
<thead>
<tr>
<th>Provaccination</th>
<th>Antivaccination</th>
<th>Neutral</th>
</tr>
</thead>
<tbody>
<tr>
<td>• News items expressing positive views about the vaccine</td>
<td>• News items expressing negative views about the vaccine</td>
<td>• Neutral information about the vaccine (eg, reports on the number of people vaccinated per year or diseases covered by the vaccine)</td>
</tr>
<tr>
<td>• Encouraging people to get vaccinated</td>
<td>• Discouraging people to get vaccinated</td>
<td></td>
</tr>
</tbody>
</table>
The partial autocorrelation can be used to determine the value of $p$ in Figure 2 because as the partial autocorrelation approaches zero, the value of additional autoregressive terms is reduced. The partial autocorrelation consists of calculating the correlation between the signal $x$, and a version of itself with a lag of $k$ (ie, $x_{k}$), while at the same time controlling for the autocorrelation of the $k-1$ previous lags [23]. The partial autocorrelation at lag $k$ can be calculated by fitting an autoregressive model, as defined in Figure 1, with $k$ autoregressive terms. The value of the $k$th coefficient (ie, $\alpha_k$, corresponds to the partial autocorrelation at lag $k$).

**Quantifying the Relationship Between Signals**

To quantify the relationship between 2 signals we estimated the cross-correlation. The cross-correlation consists of calculating the Pearson correlation (Figure 3) between 2 signals using different lags. We applied lags between $-12$ and $+12$ (ie, up to one year before and after). A cross-correlation of 1 means perfect positive correlation, while a correlation of $-1$ corresponds to perfect negative correlation. To measure the significance of the correlations we treated a series of $n$ cross-correlations as random variables from a student $t$ distribution with degrees of freedom $n-1$. We only reported results for the lags where the correlation was significant (ie, $P<.01$).

**Quantifying the Quality of the News Item Annotation**

The first author of this paper (NDH) annotated all news items. A random subset of 200 news items was annotated by a second annotator (the second annotator has no medical or computer science background and works as a legal advisor) to assess the reliability of the annotation. The interannotator agreement is quantified by calculating the Cohen kappa coefficient ($\kappa$) [24], which measures interannotator reliability while taking into account chance agreement. The coefficient ranges from $-1$ to 1, with a common interpretation for $\kappa$ being that $<0$ is poor agreement, $0$ to $.20$ is slight, $.21$ to $.40$ is fair, $.41$ to $.60$ is moderate, $.61$ to $.80$ is substantial and $.81$ to 1.00 almost perfect [25]. Because the 3 categories are not mutually exclusive (ie, a news item can be categorized as both neutral and antivaccination) a kappa coefficient is calculated for each label.

**Software**

The Python packages StatsModels (version 0.8.0) and SciPy (version 0.19.0) were used for calculating autocorrelation, partial autocorrelation, and cross-correlation.

**Results**

**Modeling Expected Variations**

Figure 1 (top plot) shows the monthly vaccination activity for MMR-1 and MMR-2. There was a marked periodicity of the number of MMR-2 vaccinations and a visible change in vaccination pattern around 2009. From 1997-2008, inclusive, a reminder letter was sent at the beginning of the year to all children turning 12 that year. The letter was sent at the beginning of each year, and we assume that this was responsible for the annual peak around March. Since May 2014 a reminder letter was sent at age 2, 6.5, and 14 if a child was missing a vaccination [26]. The letters were sent every month, and the effect would, therefore, be spread evenly throughout the year. Figure 4 shows the autocorrelation of vaccination activity, national media (390 articles), all media (1622 articles), and measles incidence. Based on this plot we see that the vaccination activity has a peak at 0, 12, and 24 months. This shows that vaccination activity repeats an annual pattern. For MMR-2 this annual autocorrelation was more pronounced than for MMR-1, likely caused by the pronounced yearly peaks from 1997-2008. For all media, we observed consistent high autocorrelation due to a steady increase in media coverage throughout the study period in the number of retrieved news items. Since this increase was not observed for the national media, the increase is likely explained by the increasing number of media sources in the Infomedia archive, as opposed to generally increased media attention towards the MMR vaccine.

Figure 5 shows the partial autocorrelation for the vaccination activity, media coverage, and measles incidence. The partial autocorrelation reflects the number of autoregressive terms (ie, $p$ in Figure 2) in the autoregressive models used to control for seasonality and serial dependencies. The partial autocorrelation for MMR-1 and MMR-2 quickly drops after the first lag and subsequently peaks again at a 12 months lag. For all media, partial autocorrelation remains close to .2 until a 7-month lag after which it fluctuates around zero.

Based on the observation above we applied an autoregressive model with 12 terms, corresponding to the peak in partial autocorrelation for the vaccination activity. We fit the model both to the vaccination activity and to the media coverage time series. The residual (ie, $e_{t}$ from Figure 2) will be used in the remaining analysis since this part of the signal is not accounted for by seasonality or serial dependencies.
Figure 4. Autocorrelation for MMR-1, MMR-2, national media coverage, all media coverage, and measles incidence. (MMR: measles-mumps-rubella).

Figure 5. Partial autocorrelation for MMR-1, MMR-2, national media coverage, all media coverage, and measles incidence. (MMR: measles-mumps-rubella).

Figure 5 shows that when an autoregressive model with 12 terms was fitted to the all media signal, then seasonal dependencies are removed. To assess to what extent this was also the case for a general upwards or downwards trend, we fitted a linear model with only a trend term and intercept to the all media signal and the residual of the autoregressive model. For the original signal, the trend was 0.0672 with \( P < .001 \), while for the residual the trend was 0.0072 with \( P = .32 \). In other words, with a 0.0672 monthly increase in the number of news items over 18 years, we would expect to see 14.5 additional news items in the last month of the period compared to the first. While for the residual this increase is only 1.6 news items over an 18-year period. Because controlling for seasonal dependencies also removed the bias from a general upwards trend in the media coverage,
we will, for brevity, in the remainder of the article focus on the results from all media, and disregard the results using national media.

**Annotation of News Items**

Table 1 shows the number of news items in each category. The results clearly show low specificity of the retrieval method, with only 42.0% (681/1622) of the news items being relevant to the MMR vaccine. Figure 6 shows the distribution of each category during the study period. The peaks in provaccination and neutral information in 2002, 2006, and 2011 correspond to measles outbreaks. The majority of antivaccination news items occurred in the period 1997-2004. This coincided with the retracted study by Wakefield et al [5] published in 1998 that linked autism to the MMR vaccine. The antivaccination news items were primarily about the now falsified link between autism and MMR, but also about Danish court cases on allegations of adverse reactions to the MMR vaccine.

The first author annotated the complete dataset of 1622 news items. A random subset of 200 news items has been annotated by a second annotator, and the interannotator agreement was evaluated using the Cohen kappa coefficient to assess the quality of the annotation. For provaccination, the Cohen kappa coefficient is .54, for neutral it is .35, and for antivaccination, the score is .56. In other words, there is general agreement on provaccination and antivaccination, while less so for neutral.

**Relationship Between Media Coverage and Vaccination Activity**

For the whole period 1997-2014, we found no significant correlations between vaccination activity and media coverage. This was the case both when we calculated the cross-correlation between MMR-1 vaccination activity and media coverage, and MMR-2 vaccination activity and media coverage, and similarly when using the annotated media data.

Most of the negative media coverage 65.3% (47/72) occurred in the period 1997-2004 (Figure 6). To assess if parents in this period were more susceptible to media influence than in the following period, we separated the dataset into 2: 1998-2004 and 2005-2014 (1997 is omitted because of the 12 months autoregressive models used to control for the seasonal changes and serial dependencies). Stratifying the data on these 2 periods, we found that for the period 1998-2004 there was a small but significant correlation at lag 0 between MMR-1 and all media ($r=.32$, $P=.009$). When using the annotated data, we saw that for the period 1998-2004 there was a statistically significant correlation between provaccination media and MMR-1 vaccination activity ($r=.49$, $P=.004$) and a statistically significant correlation between neutral media and MMR-1 vaccination activity ($r=.45$, $P=.003$). For MMR-2 we observed no significant correlation. Figures 7 and 8 show the cross-correlation at different lags for the 2 periods and 2 vaccines.

Figure 6. Vaccination attitude (stance) in media. For readability, we plotted a 12 months rolling mean. The rolling mean is calculated based on the number of articles published in a window of 6 months before and after a given data point.
Figure 7. Cross-correlation for vaccination activity of MMR-1 and annotated media data for the 2 periods. (MMR: measles-mumps-rubella).

Figure 8. Cross-correlation for vaccination activity of MMR-2 and annotated media data for the 2 periods. (MMR: measles-mumps-rubella).

Relationship With Measles Incidence
A possible confounder could be media coverage of measles outbreaks. To quantify this, we have analyzed the cross-correlations between vaccination activity and measles incidences, and between media coverage and measles incidence. We observe that the correlation between measles incidence and MMR-1 ($r = .31$, $P = .005$) was statistically significant at shift 1, meaning that an increase in measles incidence was followed the next month by an increase in MMR-1 vaccinations. For the media data, we found a statistically significant correlation at lag 0 between provaccination media and measles incidence ($r = .38$, $P = .007$). Though not statistically significant, the correlation between neutral media and measles incidence was also relatively high ($r = .35$). We observed no statistical correlations for MMR-2.

Discussion
Principal Results
Our study covered the period 1997-2014 and investigated the relationship between written media coverage and vaccination activity for the MMR vaccine in Denmark. Treating the whole period as 1 time series revealed no relationship between media and vaccination activity. However, the majority of antivaccination media coverage occurred in the beginning of the period (1998-2004). This represents a period where fear of adverse reactions to the vaccine was high, and the public discourse was tainted by the work of Wakefield [5] and others on the link between autism, as well as other diseases, and the MMR vaccination. During this period there is a statistically significant positive correlation between both provaccination media and vaccination activity for MMR-1 ($r = .49$, $P = .004$), and between neutral media coverage and vaccination activity for MMR-1 ($r = .45$, $P = .003$). In the period 2005-2014 we found no significant correlations. The observed correlations were small, indicating only a limited relationship between media coverage and vaccination activity. Additionally, we only observed the relationships for the first MMR vaccine, targeted the 15-month-old children. This could indicate that parents are more susceptible to media influenza when deciding on the first vaccine.

Analysis of the media coverage shows that peaks in provaccination and neutral media coverage often coincided with measles outbreaks. To quantify to what extent measles incidence is a confounder, we calculated the cross-correlation between media coverage and measles incidence. For provaccination media, there was a significant positive correlation of $r = .38$. This shows that there is a temporal relationship, but also that measles incidence does not fully explain the variations in the media coverage.
Strengths and Limitations

The long study period of 18 years strengthens the research because the dynamics between media coverage and vaccination uptake could be studied both in a period with debate and in one without. The Danish vaccination register [16] ensures very reliable vaccination data on a per person level, which allows us to investigate timely changes in the vaccination activity. This is not possible with vaccination uptake data accumulated for each birth cohort.

There are some limitations to the study design. First, not all Danish media have been included, and information about news on radio and television are only present from May 2009 [17]. Additionally, social media have not been analyzed at all. However, we know from other studies on the relationship between social media and news media during a measles outbreak in the Netherlands, that the correlation between social media and news media is very high [27].

Another limitation is the annotation approach, specifically the threshold for when to rate a news item as relevant. Based on the subset of 200 news items annotated by a second annotator, it is evident that the threshold is unclear. This means that conclusions based on the absolute number of news items within a specific category can be questioned. For our analysis, this is not a problem, since we are using the Pearson correlation, which only considers changes relative to the mean. In other words, the information about the absolute number of news items is not used in the analysis.

Finally, it should be noted that we cannot make any statements on causality based on our results. Additionally, the general vaccination activity throughout the period is relatively stable, indicating a priori that external events only have a limited effect on the vaccination activity.

Comparison With Prior Work

There has been previous work on analyzing the effect of media coverage on public behavior. In the 1970s during the US presidential elections, McCombs and Shaw [28] observed a correlation between people’s news consumption and their political opinions, which they defined as an agenda-setting effect. The agenda-setting effect depends on the issue at hand. If the issue affects people directly (eg, raising gas prices) the effect will be minimal; however, for more abstract issues (eg, trade deficits or balancing the national budget) the effect will be strong [29]. In our analysis of the media coverage, we saw that measles outbreaks are one of the strong drivers of provaccination and neutral media content, while antivaccination content is driven by fears of adverse reactions. We observe a significant correlation between media coverage and vaccination activity in the period with the most focus on adverse reactions. Analyzing the observation within the context of agenda-setting effects, one explanation could be that the risk of adverse reactions is hard to grasp, and the debate is often filled with discussions of abstract concepts such as relative risks of vaccination versus infection. We hypothesize that because the fear of adverse reactions is hard to relate to everyday life, people are more affected by the media when the discourse is dominated by safety concern, as we saw in the period 1998-2004. Another explanation for only observing a relationship in the period with a focus on safety maybe because it was a period where opposing views on vaccinations were expressed in the media. Similar observations have been made with respect to political debates [29], where a correlation between media coverage and people's opinions was observed for countries where the politicians did not agree, but no correlation was observed if the politicians agreed. In other words, when the media come to a consensus, their impact vanishes.

Related work more directly comparable to ours shows similar results. The effect of media coverage on vaccination uptake has been studied with respect to the influenza vaccine [12], HPV vaccine [10], and MMR vaccine [11,13]. Smith et al [11] focused on selective MMR nonrecipients, meaning children who received all recommended vaccinations except the MMR vaccine, and concentrated on media related to Wakefield et al [3] and its now discredited link between the MMR vaccine and autism. They concluded that there was a limited influence of mainstream media on MMR vaccinations in the United States. This fits with our results, where we also observe a limited effect. In a study by Mason and Donnelly [13] they compare vaccination uptake in different areas of Wales for the period 1997-1998. They observed a lower vaccination uptake in areas where a series of anti-MMR vaccine articles had been published. Ma et al [30] concluded that media coverage together with recommendations from physicians was associated with increased influenza vaccination coverage in young children. Finally, Kelly et al [10] looked at the relationship between media exposure and knowledge about the HPV vaccine. They found that people exposed to health-related media had more knowledge about HPV than people with less exposure. These results indicate that, to some extent, there is an agenda-setting effect from the media on people’s vaccination behavior.

Future Work

Vaccination programs are an essential part of most countries’ public health programs, and maintaining a sufficient vaccination coverage is high priority. With disinformation being used as a part of cyberwarfare [31], and the easy spreading of fake news [32,33] surveillance of traditional media and social media is an essential task for public health authorities. Digital media has made the publishing of information easy by both qualified and unqualified persons. The resulting variety of publication outlets of various authority make detailed surveillance an increasingly time-consuming task. One solution to this problem could be automation of the surveillance task. In our study, the crude retrieval method based on only a query showed very low specificity, only 42% (681/1622) of retrieved news items were judged relevant. Manual labeling was required to improve the specificity. This could be work we need to automate. Traditional sentiment detection will likely not suffice, since articles do not necessarily express negative views about the vaccine, but could, for example, emphasize benefits of “natural” immunization (ie, getting infected by measles). A related approach, namely stance detection [34], aims at automatically determining the stance expressed in ideological debates. Such approaches could potentially be used for detecting changes in attitudes expressed in the continuous stream of published media.
An important consideration when continuing the work on media monitoring is to assess to what extent the cost associated with the monitoring corresponds to the potential gain. Could changes in media coverage have been an early indicator of the reduced public trust in the MMR vaccine? And would this signal be strong enough to launch a proactive information campaign, potentially reducing vaccination distrust and the associated costs? The fact that media contains a potential for improved public health communication was illustrated in a study by Bahri et al [35], who showed that active monitoring of the HPV media debate and creation of derived questions could support proactive communication and preparedness. They estimated that the work corresponded to 49% of a full-time position. Extrapolating this to a full vaccination program corresponds to several full-time positions. This raises the question of whether new research within natural language processing, information retrieval, and machine learning could be used to automate this process and make it accessible at a low cost?

**Conclusion**

This paper assesses the overall effect of media coverage on the rate of the MMR vaccination in Denmark during the period 1997-2014. The study shows that while for the whole period 1997-2014 there is no correlation between vaccination uptake and media coverage, there is a significant positive correlation in the period 1998-2004 between provaccination and neutral media coverage and vaccination activity for the first MMR vaccine. The period 1998-2004 was characterized by having both provaccination and antivaccination views expressed in the media. The results indicate 2 things: (1) the influence of media is stronger on parents when they are deciding on the first vaccine and (2) the effect of media coverage is stronger when it presents opposing viewpoints.
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Abstract

Background: Despite the introduction of the human papillomavirus (HPV) vaccination as a preventive measure in 2006 for cervical and other cancers, uptake rates remain suboptimal, resulting in preventable cancer mortality. Social media, widely used for information seeking, can influence users’ knowledge and attitudes regarding HPV vaccination. Little is known regarding attitudes related to HPV vaccination on Reddit (a popular news aggregation site and online community), particularly related to cancer risk and sexual activity. Examining HPV vaccine–related messages on Reddit may provide insight into how HPV discussions are characterized on forums online and influence decision making related to vaccination.

Objective: We observed how the HPV vaccine is characterized on Reddit over time and by user gender. Specifically, this study aimed to determine (1) if Reddit messages are more related to cancer risks or sexual behavior and (2) what other HPV vaccine–related discussion topics appear on Reddit.

Methods: We gathered all public Reddit comments from January 2007 to September 2015. We manually annotated 400 messages to generate keywords and identify salient themes. We then measured the similarity between each comment and lists of keywords associated with sexual behavior and cancer risk using Latent Semantic Analysis (LSA). Next, we used Latent Dirichlet Allocation (LDA) to characterize remaining topics within the Reddit data.

Results: We analyzed 22,729 messages containing the strings hpv or human papillomavirus and vaccin. LSA findings show that HPV vaccine discussions are significantly more related to cancer compared with sexual behavior from 2008 to 2015 (P<.001). We did not find a significant difference between genders in discussions of cancer and sexual activity (P>.05). LDA analyses demonstrated that although topics related to cancer risk and sexual activity were both frequently discussed (16.1% and 14.5% of word tokens, respectively), the majority of online discussions featured other topics. The most frequently discussed topic was politics associated with the vaccine (17.2%). Other topics included HPV disease and/or immunity (13.5%), the HPV vaccine schedule (11.5%), HPV vaccine side effects (9.7%), hyperlinks to outside sources (9.1%), and the risks and benefit of HPV vaccination (8.5%).

Conclusions: Reddit discourse on HPV vaccine encompasses a broad range of topics among men and women, with HPV political debates and cancer risk making up the plurality of the discussion. Our findings demonstrated that women and men both discussed HPV, highlighting that Reddit users do not perceive HPV as an issue that only pertains to women. Given the increasing use of social media as a source of health information, these results can inform the development of targeted online health communication strategies to promote HPV vaccination to young adult users of Reddit. Analyzing online discussions on Reddit can inform health communication efforts by identifying relevant, important HPV-related topics among online communities.
This stigma is exacerbated by the fact that the initial recommendation of HPV vaccination was for girls only. Consequently, marketing of the HPV vaccine as primarily for cervical cancer prevention in 2006 has led to continued framing of HPV as a women’s health issue despite the fact that HPV affects both men and women [15,16]. A strong “gender bias” in vaccine uptake has been observed, as parents of male teens may feel their child is at low risk and the vaccine is unnecessary [17]. This enduring, gendered narrative has contributed to low vaccine uptake and opportunity loss for cancer prevention among men, who are increasingly affected by HPV-related anal, penile, and oropharyngeal cancers [18].

Traditional and Social Media

The media are influential in relaying HPV-related cancer risk communication and contributing to fears of adolescent sexual behavior, including promiscuity concerns. Prior content analyses of US and Canadian newspapers have found that HPV-related articles mentioning sexual promiscuity concerns ranged from 30% to 60% [4,5,19], detracting from a focus on more pertinent details of vaccination (eg, reducing HPV-associated cancers and vaccination schedule and benefits). The media’s framing of the HPV vaccine as competing narratives of adolescent sexual behaviors and cancer risk may have implications for influencing public knowledge, awareness, and beliefs on HPV vaccination. Although HPV vaccination has been studied on other media, social media may have a particularly strong impact on public perception of HPV vaccination risks. In total, 69% of adults use some form of social media [20], and research has shown that an increasing number of people seek health information online [21,22]. Furthermore, the open nature of social media provides a critical opportunity to investigate personal attitudes and beliefs regarding HPV vaccination. Thus, an understanding of the online discourse regarding HPV vaccination can aid public health communicators in their efforts to address public misconceptions.

Reddit is a popular online forum that allows users to post, share, and rank content through a voting system. Reddit has 542 million monthly visitors, nominating it as the fifth most visited website in the United States [23,24]. Although HPV has been studied on social media platforms such as Twitter, YouTube, and Pinterest [25-27], to our knowledge, no published study has examined Reddit content related to HPV vaccination. Reddit data capture attitudes and trends that are not readily accessible in traditional data surveillance methods, as highlighted in previous studies that used Reddit data [28,29]. Moreover, Reddit’s features allow users to post anonymously, allowing users to disclose personal behaviors more readily [28,29].

Reddit’s relative lack of restrictions on posting requirements and its significant number of publicly available posts related to HPV vaccination make it a critical site to assess HPV discourse among its user base. Reddit is typically associated with a male adolescent culture as 67% of users are men and 59% of users...
are between the ages of 18 and 29 years [30], providing an opportunity to communicate with a group that is eligible for vaccination, at risk of HPV-associated cancers, and otherwise hard to reach. In a survey of the Reddit community [31], 83.5% of participants identified themselves as aged between 18 and 34 years. Of these, 80.4% identified themselves as male. Thus, an analysis of Reddit provides insight into the male perspective of HPV vaccination on social media, an understudied area in the previous literature where women have been the focus.

Study Objectives
This study was the first to utilize Reddit data to gain a better understanding of online public discussions of the HPV vaccine, including determining whether online discussions mirror previous research and media coverage. We observed how the HPV vaccine is characterized on Reddit over time and by user gender. Furthermore, to the extent that those two topics may not be representative of the total HPV-related discourse on Reddit, we conducted an additional topic analysis. Our research questions (RQs) are as follows:

RQ1: Are Reddit messages more related to cancer risks or to sexual behavior?
RQ2: What other topics characterize the discussion on HPV vaccination on Reddit?

Studying cancer risks, sexual activity, and other emerging topics from Reddit content would provide greater insight into extant online discussions about HPV vaccine, which can inform concerted, tailored health communication efforts to promote HPV vaccination and improve uptake rates.

Methods

Data Source
We used Reddit as our main data source. Unlike microblogging social media platforms such as Twitter, Reddit does not limit message length, allowing users to express their opinions in depth. Communities can be organized by different topics through “subreddits,” which are forums dedicated to a specific topic such as news (/r/news) or HPV (/r/HPV). Reddit also has a strong community-based moderation culture; repetitive messages or unrelated messages will often be removed by moderators of each subreddit. Although it is possible that messages in our sample are due to malicious actors, such as bots and trolls [32], Reddit’s moderation culture also helps to mitigate these concerns. Therefore, Reddit comments are a promising data source for understanding how a segment of the online community perceives the risks of HPV and the risks and benefits of the HPV vaccine. The study was determined to be research that is exempt from the Institutional Review Board at the George Washington University (IRB-180804).

Data Collection
We downloaded all recent Reddit comments from January 1, 2007, to September 30, 2015, using a platform which allows researchers to collect and share complete Reddit datasets for research purposes [33]. At the time of analysis in 2016, the most up-to-date data were culled, resulting in our use of data from 2007 to 2015. From the total set of all messages, we identified a subset of HPV-related messages by filtering all comments containing the text “hpv” or “human papillomavirus”. From the set of hpv-related messages, we further identified a subset of vaccine-related messages by filtering messages for the string “vaccin.”

Data Analysis
Our first analysis was designed to answer RQ1. Our aim was to determine whether HPV-related messages discussed sexual behavior or cancer risk more often. First, 2 annotators (YL and AJ) manually annotated 50 messages and selected an initial set of keywords associated with both topic areas. The same annotators then annotated another 350 messages, in rounds of 50 each, adjusting the keywords and refining coding techniques. We agreed upon a final set of keywords as follows: a single keyword, “cancer,” was sufficient to identify messages pertaining to cancer. Messages pertaining to sexual behavior included keywords derived from the “purity” category in the Moral Foundation Dictionary [34]: “piety, pious, purity, pure, clean, sterile, sacred, chaste, saint, innocent, unclean, slut, whore, dirty, impious, impious, promiscuity, promiscuous, adulter, unchaste, sexual, sex, intercourse, courtis, lovemaking, and premaritil.” Using these specific keywords, annotators initially began annotating for promiscuity; however, owing to a limited number of messages, this topic was expanded to include all sexual activity related to HPV (including promiscuity). Through this iterative process, we created a codebook to identify messages as either pertaining to cancer risk, sexual activity, or other (Table 1). There was moderate agreement on messages indexing sexual behaviors, Cohen kappa=0.62 (95% CI 0.54 to 0.69), and high agreement on messages indexing cancer risk, kappa=0.81 (95% CI 0.74 to 0.88).

Next, we employed Latent Semantic Analysis (LSA) [35], a commonly used technique in natural language processing, to measure the semantic similarity between each Reddit message and the keyword lists. Specifically, we rendered the set of all HPV-related Reddit messages into a term-document matrix and transformed this corpus into a “latent semantic space.” When preparing the corpus for the LSA analysis, we removed all but the 500 most frequent unigrams. We next applied term frequency-inverse document frequency weighting to the corpus. Finally, consistent with the past literature, we retained dimensions 2 to 101 when computing the Singular Value Decomposition underlying LSA. We used the underlying LSA space to measure the cosine similarity between each Reddit post and each keyword list and calculated the average similarity score per month (see Multimedia Appendix 1).

In addition, we developed a classifier to assess the gender of the user posting each message. This tool helped us understand the overall difference between male and female user discussions related to the HPV vaccine. The classifier works by identifying gender-indicating keywords and expressions included in Reddit messages. For instance, statements such as “As a man…” or “I am a straight woman…” are used as indicators of a user’s gender (Multimedia Appendix 2). In some instances, there was not enough information to identify a user’s gender with confidence, so those users were classified as having an unknown gender.
We manually annotated over 100 messages to test the accuracy of the classifier. A total of 2 annotators (DH and DB) read messages identified by the classifier and determined that 43 of 50 messages were correctly classified as “male” and 45 of 50 messages were correctly classified as “female.” This indicates an overall accuracy of 88% (see Multimedia Appendix 3).

We also developed a classifier to assess the age of users into 7 age categories (10 to 18, 18 to 24, 25 to 34, 35 to 44, 45 to 54, 55 to 64, and 65 and older) consistent with Reddit surveys [31]. When reading the gender-indicating expressions (eg, “I am 27 years old”), we observed the linguistic features related to age-indicating expressions were sometimes complicated and open to misclassification. For example, some expressions discussing time or gestational age were coded as ages, resulting in the classifier achieving 67% accuracy. Nevertheless, the current accuracy is higher than the random baseline of 7 categories (14.28%; Multimedia Appendix 4). This classifier, which is being developed, cannot be used to reach a definite conclusion of the age groups. Instead, it can be applied to report Reddit users’ demographic information for the scope of this study.

Our second analysis addressed RQ2.

To further explore the topics discussed on Reddit, we used Latent Dirichlet Allocation (LDA) [36], a Bayesian topic model, to automatically segment Reddit messages into 10 probabilistic “topics” (using unigram features; hyperparameter values were alpha=1 and eta=0.01). LDA assigns each word token to one of these topics, allowing one to summarize the content of each Reddit post. After examining models with 20 and 50 topics, we determined that a 10-topic model best captured the variety of these topics, allowing one to summarize the content of each topic. A total of 2 annotators (YL and AJ) read the sample messages and top word tokens of each topic to determine the theme of each LDA topic. The proportional topic weight of each year was calculated by the following equation:

\[
\text{proportional topic weight of Topic } X = \frac{\text{The frequency of all words that belong to Topic } X}{\text{The total frequency of all words in given years}}
\]

The detailed results and interpretation are reported below.

**Results**

**Research Question 1: Cancer Risk and Sexual Activity**

Our final dataset included 22,729 messages filtered to include “hpv” or “human papillomavirus” and “vaccin”. Mitigating concerns about behavior by malicious actors, such as bots, we found that no two messages in our dataset are exactly the same, a common indicator of bot behavior [37]. The number of messages varied by year and increased over time, from 162 messages in 2007 to a peak of 5311 messages in 2015 (Figure 1). Among those posting HPV vaccine messages (n=12,952), 53.0% (6869/12,952) were male, 8.8% (1143/12,952) were female, and 38.1% (4940/12,952) were of unknown gender (Table 2). Nearly 17% of users were aged from 25 to 34 years, followed by 11.2% of users aged 18 to 24 years, although 60.0% of users did not specify their age (Table 2).

In manual annotation, it was clear that messages describing cancer risk were more identifiable than messages discussing HPV-related sexual behavior. Cancer risk messages tended to focus on specific themes, including the relationship between HPV infection and cancer incidence (especially related to specific HPV strains), and on HPV vaccination as a resource to prevent future cancer incidence. Messages about sexual behaviors were more varied. Initially, we attempted to code for instances strictly related to HPV vaccine and sexual promiscuity but found very few instances (<5 in the first 100 messages) that we were unable to do so. The widespread use of sarcasm and irony on Reddit also made it difficult to know the meaning of some messages out of context. Many of the messages we encountered incorporated the moral foundation keywords, but only to refute the idea that HPV vaccine promotes promiscuity. To capture the complexity of this topic, we broadened our coding scheme to include any discussion of sexual activity and HPV vaccination and were able to identify a wider range of subjects including safe sex practices, personal stories, and debates over sexual risk.
The LSA analysis showed that cancer is significantly more discussed than sexual activity (Table 3). Discussions about sexuality and cancer did not typically co-occur: The cosine similarity score between the cancer risk and sexual activity keyword lists in the semantic space was \(-0.01\), indicating that the 2 lists were essentially orthogonal. Discussions about HPV vaccine were more similar to the keyword “cancer” than to the sexual purity keywords, particularly after 2007 (Figure 2). However, the average monthly Reddit message discussed neither cancer nor sexuality (cosine similarity values were 0.11 and 0.08, respectively). These low similarity scores indicate that other topics must exist in the corpus that are neither about cancer nor sexual behavior. Furthermore, we observed a decrease in average similarity to both cancer and sexuality over time, indicating that other topics of discourse may have emerged within these forums.

In general, we did not notice a significant difference between genders in discussions of cancer and sexual activity (all \(P\) values were greater than .05, except in 2012; note that we would expect one \(P\) value to be less than .05 owing to chance alone; Figure 2).
Table 3. *t* test of similarity of messages between human papillomavirus (HPV) cancer risk and sexual activity on Reddit by Latent Semantic Analysis (LSA).

<table>
<thead>
<tr>
<th>Year</th>
<th>Message count</th>
<th>Sexual similarity, mean</th>
<th>Cancer similarity, mean</th>
<th>Yearly <em>t</em> test score</th>
</tr>
</thead>
<tbody>
<tr>
<td>2007</td>
<td>162</td>
<td>0.10</td>
<td>0.14</td>
<td>−1.70</td>
</tr>
<tr>
<td>2008</td>
<td>279</td>
<td>0.08</td>
<td>0.15</td>
<td>−4.83&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>2009</td>
<td>558</td>
<td>0.07</td>
<td>0.13</td>
<td>−6.84&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>2010</td>
<td>751</td>
<td>0.06</td>
<td>0.13</td>
<td>−9.26&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>2011</td>
<td>2850</td>
<td>0.06</td>
<td>0.11</td>
<td>−11.97&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>2012</td>
<td>3148</td>
<td>0.07</td>
<td>0.10</td>
<td>−9.35&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>2013</td>
<td>5108</td>
<td>0.06</td>
<td>0.11</td>
<td>−19.20&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>2014</td>
<td>4562</td>
<td>0.07</td>
<td>0.10</td>
<td>−10.25&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>2015</td>
<td>5311</td>
<td>0.06</td>
<td>0.10</td>
<td>−14.64&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>*P*<.001.

Research Question 2: Selected Topic Analysis

In our close reading of messages for manual annotation, we recognized that although messages included keywords related to cancer risk or sexual activity, there were additional topics that extended beyond the scope of either topic (Table 4). Some of these conversations were narrowly focused on HPV vaccination, for instance, debates over whether vaccinating the entire population was a cost-effective prevention method or discussions of vaccine efficacy related to particular strains of HPV. Other conversations were focused on sexual activity and health, in general. We observed a subset of conversations that detailed personal experiences with STIs and described the various steps individuals had taken to avoid all types of STIs (eg, condom use, HPV vaccination, and regular STI testing).

Another major topic was related to circumcision, as some users felt that primary prevention measures such as HPV vaccination reduced the need to circumcise (as circumcision is often cited as a method to reduce STI infection). Finally, another subset of conversations was focused on broader political and philosophical discussions that sometimes used HPV vaccination as a talking point. For instance, political discussions of the role of government sometimes questioned vaccine mandates as infringing on parental rights as part of a larger justification for libertarianism. Alternatively, users would discuss sexual education, access to contraceptives, and HPV vaccination as talking points in discussions of abortion rights (Table 4). Although these conversations were not specifically focused on HPV vaccination, we believed they reflect the broader discourse on the topic and were an important area of study.

---

**Figure 2.** Comparison of message similarity between human papillomavirus (HPV) cancer risk and sexual activity on Reddit by Latent Semantic Analysis (LSA).
### Table 4. Summary of human papillomavirus (HPV) vaccine topics generated by the Latent Dirichlet Allocation (LDA) approach.

<table>
<thead>
<tr>
<th>Topic name</th>
<th>Topic keywords</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>General vaccine debate (Topic 0)</td>
<td>peopl, immun, dises, get, like, flu, one, hpv, caus, children</td>
<td>Broadly concerned with vaccine decision making; Vaccine safety; Risks of side effects; Importance of vaccination; Personal stories</td>
</tr>
<tr>
<td>HPV-related cancer and genital warts (Topic 1)</td>
<td>hpv, strain, cancer, caus, wart, protect, type, infect, genit, genit-wart</td>
<td>HPV strains related to cancer and genital warts; Strains covered by vaccine</td>
</tr>
<tr>
<td>HPV cancer prevention (Topic 3)</td>
<td>cancer, cervic, cervic-cancer, hpv, get, women, prevent, caus, hpv-vaccin, men</td>
<td>Gender-related vaccine and HPV concerns; Cervical cancer; other HPV related cancers; recommendations for men and women</td>
</tr>
<tr>
<td>HPV-specific vaccine debate (Topic 4)</td>
<td>effect, gardasil, studi, report, gt, hpv, death, year, side, hpv-vaccin</td>
<td>Adverse events linked to HPV vaccination; Side effect risk; Vaccine efficacy; Debating facts (fewer personal stories than topic 0).</td>
</tr>
<tr>
<td>HPV vaccine political debate (Topic 5)</td>
<td>peopl, hpv, make, gt, would, like, hpv-vaccin, think, one thing</td>
<td>Parental vaccine rights; Reach of federal power; Abortion debate; Sexual education policy; General political debate; Individual politicians; Corruption</td>
</tr>
<tr>
<td>Sharing general links on HPV (Topic 6)</td>
<td>http, com, www, http-www, org, amp, en, hpv, comment, wikipedia</td>
<td>HPV concerns with links to news stories; Links to other Reddit threads; Generally sharing single links rather than a list of links (Topic 2)</td>
</tr>
<tr>
<td>HPV vaccination schedule (Topic 7)</td>
<td>get, hpv, hpv-vaccin, year, got, doctor, go, shot, age, girl</td>
<td>Age of vaccination; Preventive screenings; Medical advice; Personal stories; Deciding whether to vaccinate</td>
</tr>
<tr>
<td>Circumcision debate (Topic 8)</td>
<td>circumcis, men, gt, risk, women, male, hiv, infect, hpv, benefit</td>
<td>Risks and benefits of circumcision; Likelihood of contracting STI; Cancer prevention</td>
</tr>
<tr>
<td>Sexual behaviors including HPV (Topic 9)</td>
<td>get, hpv, sex, test, condom, peopl, like, know, partner, std</td>
<td>Discussions of sexual behaviors; STI prevention; Vaccination; Condom use; Relationship norms</td>
</tr>
</tbody>
</table>

\(^a\)HPV: human papillomavirus.  
\(^b\)CDC: Centers for Disease Control and Prevention.  
\(^c\)STI: sexually transmitted infection.

In addition to the diversity in topics, it appears users were turning to Reddit for a variety of reasons: some were posing questions and were looking for answers; others seemed to want to debate; some just wanted to discuss topical issues in the news; and still others seemed to want to make jokes. Messages ranged from one-word responses to posts a few thousand words long. Some were based on personal experiences and anecdotes, and others were based on facts and statistics, often linking to cited research. The understanding gained from reading HPV vaccine–related messages led us to our second research question, as we realized we needed to explore the full range of topics that were being discussed on Reddit.

Expanding upon the LSA findings, the LDA topics (Table 4) generated a more comprehensive list of all HPV vaccine–related topics of interest. The most widely discussed topic was HPV-related political debate (17.2%), wherein users posted messages on political topics including vaccine policy, abortion rights, and sex education policy. Cancer was the second most widely discussed (16.1%), after combining the two closely related topics of HPV strains causing cancer and genital warts and HPV cancer prevention. This was followed by sexual activity and preventive behaviors (14.5%), which focused on behaviors such as using condoms, receiving HPV vaccination, and regular testing and screenings for STIs. The fourth most popular topic was HPV disease and immunity (13.5%), which included broad concerns with diseases and infections associated with HPV. The fifth was the vaccine schedule related to HPV (11.5%), which included messages on age of vaccination initiation and requesting information on vaccination from physicians. The sixth, vaccine side effects and risks (9.7%) included messages on adverse events linked to HPV vaccination. The seventh topic was related to messages that included use of government or research (eg, CDC and PubMed) papers and general websites (eg, Wikipedia and news sites) to corroborate user opinions (9.1%). The final topic discussed circumcision, particularly the risks and benefits as related to STI and cancer prevention (8.5%) (Figure 3).
The political debate surrounding HPV vaccines peaked in 2011 (24%) and decreased in 2013 (14%), when the number of messages plateaued (Multimedia Appendix 5). General HPV vaccine messages peaked in 2008 (20%), whereas general vaccine messages sharply decreased during 2008 (8%) and increased in 2009 (22%). Discussion of sexual behavior sharply increased in 2010 (18%) and 2014 (17%). Circumcision debate sharply increased in 2012 (11%; Multimedia Appendix 5).

Across the LDA topics, notable spikes were apparent in certain time periods (ie, 2008, 2009, 2011, 2013, and 2014). We observed peaks for certain years across LDA topics (Multimedia Appendix 5). Specifically, we observed an increase in the discussion related to HPV-associated cancers and genital warts in 2008 (10%; Multimedia Appendix 5). Furthermore, increases were observed across HPV cancer (11% and 0.092) and sexual activity discussions (20% and 18%, respectively) in 2010 (Multimedia Appendix 5). Discussions of cancer increased in 2013 (8% and 10%, respectively) and 2014 (17%).

Discussion

Principal Findings

Our findings emphasize increased discussion of HPV-related cancer risks on Reddit, in contrast with the mainstream media’s focus on sexual behavior linked to HPV vaccine. Of the total set of HPV vaccine–related Reddit messages, 16.1% were focused on cancer risk topics and 14.5% were focused on HPV related to sexual activity. However, even when combined, these two topics represented less than one-third of the total HPV vaccine–related messages on Reddit. LSA findings did not show significant gender differences in discussions of HPV-related sexual behaviors and cancer risks, though discussions of both topics decreased over time. We identified additional topics that provide insight into the broader HPV discourse on Reddit, which included HPV disease and immunity, vaccine schedule, side effects, risks and benefits of vaccination, and the circumcision debate (Figure 3), providing further public health surveillance of nuanced HPV attitudes on Reddit.

Our LSA findings demonstrated that, on Reddit, cancer is significantly more discussed than sexual activity, consistent with the majority of prior research [14,38,39]. Although HPV
cancer risk prevention and HPV-related sexuality are presented as competing narratives in the broader media discourse, these two topics alone do not reflect the focus of the majority of HPV-related conversations on Reddit. Indeed, the political debate regarding vaccination was the most discussed topic on Reddit. The HPV vaccine has been the subject of political discussion since its introduction in 2006 [40]. Messages spiked in 2008 for the HPV vaccine debate, perhaps associated with media attention surrounding state consideration for school vaccination mandates for middle-school age girls [41]. The following year also saw spikes in messages for general vaccine debate, perhaps associated with the introduction of a second HPV vaccine, Cervarix, in 2009. That same year, Gardasil was approved for boys aged 9 to 26 years to reduce genital warts; however, the ACIP did not recommend routine vaccination among males until 2011 [40]. We observed continued increases in discussion through 2011 and 2012, most likely due to CDC HPV vaccine recommendations for boys in fall 2011 coinciding with the 2012 presidential campaign, which incited debates around vaccination [40]. Increases in cancer discussions during 2013 and sexual activity in 2014 do not coincide with major policy changes or announcements and thus warrant additional research on factors that contributed to these trends.

Our analyses did not support the idea of HPV as primarily a woman’s health issue on Reddit, highlighting the differences between narratives on Reddit and general public discourse. This discrepancy is surprising, given the initial recommendation and marketing of the vaccine toward girls to prevent cervical cancer [15] and given the majority of Reddit users are adolescent males. Furthermore, until recently, media coverage of HPV vaccine has largely been focused on women, particularly regarding promiscuity [42] even with expanded vaccine recommendations to include males. Our LDA findings also challenge the notion that HPV is perceived as an issue affecting women exclusively, with sizable discussion on Reddit on HPV prevention for men related to circumcision. The circumcision debate indicates broader concerns of men concerned with STI and cancer prevention related to HPV. These results further emphasize the difference between discussions on Reddit and media representations on the HPV vaccine.

The implications of inconsistencies between HPV vaccination discussion on Reddit compared with media outlets are significant. Continued media coverage of controversies may detract from focus on benefits of vaccination, which may translate to lower rates of vaccine uptake and increased incidence of cancer [43]. Public health agencies can utilize traditional and digital media to share targeted and tailored health messages promoting HPV vaccination to the broader population. Our findings demonstrated a wide spectrum of viewpoints, ranging from evidence-based posts to subjective personal experience posts with varying accuracy. Users reported questions about HPV prevention strategies (eg, vaccination vs using condoms), best practices for regular screenings (eg, Pap tests), and the benefits of vaccination while considering potential side effects. By highlighting the topics most salient to Reddit users, public health communication efforts can be targeted to suit the needs of this online community. In addition, the range and extent of messages from users seeking information highlights a gap in accessible credible information online. These messages on Reddit can pose a challenge for a user to navigate and make an informed decision regarding vaccination.

Critical to vaccine uptake is the receipt of health care provider (HCP) recommendation [42], which may increase awareness of the benefits of HPV vaccine as well as cancer risks of nonvaccination. Despite recommendations being a key driver in uptake, physicians are more likely to recommend other vaccines (ie, tetanus and diphtheria) compared with HPV vaccine [44]. Lacking HCP recommendations or accurate knowledge, users may turn to online forums such as Reddit seeking advice, which may be filled with inaccurate information. In addition, without provider and public health engagement in these forums, misconceptions surrounding HPV vaccination may proliferate, fueling vaccine hesitancy.

Our analysis of Reddit posts can inform health communication efforts tailored to users’ queries. Topics such as HPV vaccination as cancer prevention can be promoted whereas other topics, such as fear of vaccine side effects, can be combated with accurate messaging. Our findings suggested an increasing interest in HPV vaccination on Reddit over time, indicating a need for public health communication through social media platforms such as Reddit. Public health officials can develop health communication strategies that engage users, such as answering questions through Ask Me Anything events on Reddit or enlisting experts or well-known public figures to promote vaccination. Providers can share accurate HPV information and engage with patients regarding their questions and concerns regarding HPV vaccination, particularly through national campaigns and events. Massey et al found that HCPs were less likely to utilize hashtags and engage in Twitter chat events, resulting in decreased online presence and missed opportunities to productively engage with users [45].

Given the increasing number of people using social media and seeking health information online, public health practitioners and agencies need to take advantage of these opportunities to connect with users online to advocate for accurate, timely information. This may help to combat misconceptions related to HPV vaccination behavior. For example, in posts related to the vaccine schedule, users questioned the need for age cutoffs for HPV vaccines, a question which can be addressed with clear messaging about eligibility, especially given the recent Food and Drug Administration approval for expanded use of individuals aged from 27 to 45 years [46]. The continued failure to address these communication needs may contribute to increased vaccine hesitancy, further decreasing vaccination rates and, subsequently, increasing HPV-related morbidities. Although the increased effort of targeted engagement with users online will require more resources (ie, dedicated time) from public health agencies, the opportunities to reach and impact HPV vaccination greatly outweigh the challenges.

Limitations

The messages are drawn from Reddit users and do not necessarily represent the range of attitudes and beliefs across the broader population. Consistent with Barthel et al, our dataset revealed that the majority of users who posted HPV vaccine messages were males (53%) compared with females (8.8%).

http://publichealth.jmir.org/2019/1/e12480/
However, the fact that Reddit users skew younger in age, with 59% users between the ages of 18 and 29 years, is in line with target audiences for vaccination, particularly at the catch-up stage (aged 18 to 26 years) [30]. Our findings do not examine other demographic variables besides binary gender (ie, male or female) and only examined messages from 2007 to 2015. During this period, we noticed spikes in conversation that did not coincide with major policy recommendations or noteworthy events, warranting a further examination of underlying causes of these upticks in discussion.

Future studies would benefit by examining other demographic variables across further time points. Although our data limited us to examine only gender and age, future research can be expanded to parse messages by user characteristics such as age and geographical area to examine complex HPV attitudes with another level of granularity. This is especially important given the disparities in HPV vaccine uptake in rural areas compared with urban areas. Furthermore, sentiment analysis may provide insight regarding differences in message content (positive, neutral, and negative) across users. Topic analysis can also be applied across social media to examine any differences in discussion across different platforms.

Conclusions
This study provided critical insight about HPV vaccination discourse on Reddit over time. In particular, we found Reddit users were discussing a wider variety of topics, beyond cancer risks and sexual activity, in contrast to prevailing media focus. Reddit can be a surveillance tool to examine emerging trends among users. In response, health communication stakeholders can utilize this platform to address concerns of Web-based communities to the extent that they are representative of the broader public, instead of concerns of the news cycle. Finally, our results indicate that HPV is discussed among both men and women on Reddit, and it is heartening that HPV is not perceived as an issue that only pertains to women. These findings may inform the development of strategies to address HPV vaccine information, while dispelling misinformation and misconceptions, to increase vaccination and promote sexual health online. As young adults increasingly use Web-based resources to seek health information, public health communication efforts are needed to leverage this opportunity to deliver timely, accurate health information to internet communities.
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Abstract

Background: Austria has been among the main European countries hosting incoming asylum seekers since 2015. Consequently, there was an urgent need to predict any public health threats associated with the arriving asylum seekers. The Department of Surveillance and Infectious Disease Epidemiology at the Austrian Agency for Health and Food Safety (AGES) was mandated to implement a national syndrome-based surveillance system in the 7 reception centers by the Austrian Ministry of Interior and Ministry of Health.

Objective: We aimed to analyze the occurrence and spread of infectious diseases among asylum seekers using data reported by reception centers through the syndrome-based surveillance system from September 2015 through February 2018.

Methods: We deployed a daily data collection system for 13 syndromes: rash with fever; rash without fever; acute upper respiratory tract infection; acute lower respiratory tract infection; meningitis or encephalitis; fever and bleeding; nonbloody gastroenteritis or watery diarrhea; bloody diarrhea; acute jaundice; skin, soft tissue, or bone abnormalities; acute flaccid paralysis; high fever with no other signs; and unexplained death. General practitioners, the first professionals to consult for health problems at reception centers in Austria, sent the tally sheets on identified syndromes daily to the AGES.

Results: We identified a total of 2914 cases, presenting 8 of the 13 syndromes. A total of 405 signals were triggered, and 6.4% (26/405) of them generated alerts. Suspected acute upper respiratory tract infection (1470/2914, 50.45% of cases), rash without fever (1174/2914, 40.29% of cases), suspected acute lower respiratory tract infection (159/2914, 5.46% of cases), watery diarrhea (73/2914, 2.51% of cases), and skin, soft tissue, or bone abnormalities (32/2914, 1.10% of cases) were the top 5 syndromes.

Conclusions: The cooperation of the AGES with reception center health care staff, supported by the 2 involved ministries, was shown to be useful for syndromic surveillance of infectious diseases among asylum seekers. None of the identified alerts escalated to an outbreak.

(JMIR Public Health Surveill 2019;5(1):e11465) doi:10.2196/11465
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Introduction

Background
Since 2015, over 1.5 million refugees and asylum seekers have reached Europe [1], where Austria, Sweden, and Hungary were the top 3 countries per capita in hosting this vulnerable population [1]. The majority of these asylum seekers came from Syria (49%), Afghanistan (21%), and Iraq (9%) [2,3].

The asylum seekers entered Austria largely through the Balkan corridor. The countries they travel through include, in the order, are Turkey, Greece, the Former Yugoslav Republic of Macedonia, Serbia, Croatia, Slovenia, and finally Austria [2,4], during a period ranging between 1 and 7 months [5]. Among the top 5 countries of origin of the asylum seekers who entered Austria in 2015-2016, over half of those were from Afghanistan and Syria, followed by Iraq, Iran, and Pakistan [6]. On behalf of the Republic of Austria, since 2012, a medical organization, called in German Organisation für Regie und Spezialaufträge (ORS Service AG, Zurich, Switzerland), has looked after all asylum seekers who are in federal care, including the operation of 3 permanent reception centers (RCs) for asylum seekers. Health services, including physical examination at arrival and need-based health care, are provided in the RCs by a physician and a nurse.

A refugee population is considered as a vulnerable group due to their living conditions during migration and their psychological stress, combined with limited access to sanitation, health services, and nutritious food [4]. This places asylum seekers, especially children and women, at a higher risk of acquiring communicable diseases during their migration in transit and in host countries [7]. A systematic evaluation of health conditions of migrants at the RCs will inform health care service providers [8]. In July 2015, following a recommendation of the Austrian Agency for Health and Food Safety (AGES), the Austrian Ministry of Health together with the Ministry of Interior decided to implement a syndrome-based surveillance system (SbSS) in all of the 7 national RCs for asylum seekers. The AGES implemented this SbSS in 3 phases, starting in August 2015. Phase 1 was preparatory, which included the selection of the RCs and collection of information on the number of beds in the RCs, applied hygiene measures, and procedure of the health status assessment of asylum seekers at their arrival at the center. We assessed the risk for epidemic-prone infectious diseases existing in the country of migrant origin, prevailing in transit countries, present in the host country, and favored by the immunization status, as recommended by the European Centre for Disease Prevention and Control (ECDC) [9]. Finally, we prepared a protocol on the SbSS. Phase 2 was piloting the SbSS in 2 of the 7 RCs in September 2015. These 2 were located in 2 of the 9 Austrian provinces (Lower Austria and Tyrol). Phase 3 included the implementation of the SbSS. In November 2015, the ECDC published a report based on expert opinion on the public health needs of asylum seekers at the southern and southeastern borders of the European Union (EU) [4]. According to this document, the public health measures to be considered included (1) disease screening, (2) vaccination, (3) access to health care, free of charge, general hygiene measures, and prevention of overcrowding in RCs, and (4) implementation of an SbSS [10].

Overall, SbSS is a reliable method for public health surveillance that has been used in different countries and contexts. It provides timely information and supports suitable public health responses [11]. According to EU member state experiences [4], the following syndromes were suggested: (1) respiratory tract disease, (2) suspected pulmonary tuberculosis, (3) bloody diarrhea, (4) watery diarrhea, (5) fever and rash, (6) meningitis or encephalitis, or encephalopathy or delirium, (7) lymphadenitis with fever, (8) botulism-like illness, (9) sepsis or unexplained shock, (10) hemorrhagic illness, (11) acute jaundice, (12) parasitic skin infection, and (13) unexplained death [4,10,12].

Objective
The main objective of the Austrian SbSS was to enhance early detection of single cases or outbreaks of infectious diseases that require an assessment to initiate and guide appropriate public health measures in order to prevent spread of these diseases among the migrant population and the host population. To our knowledge, the use of the SbSS method among asylum seekers in the EU has not been thoroughly documented during the current refugee crisis. In this paper, we present and describe the results of using a national SbSS for asylum seekers in Austrian RCs.

Methods

Description of the Syndromic Surveillance System

Population and Syndromes Under Surveillance
The population under surveillance comprised asylum seekers hosted by the 7 Austrian RCs, which were located in 7 of the 9 Austrian provinces (Table 1). The SbSS was rolled out in these 7 centers one after another, 6 between September and December 2015, and the last 1 in August 2016. Table 1 gives the RCs by province and dates of implementation of the SbSS. The longest period of surveillance was in the permanent RC, which is located in the province of Lower Austria (RC1 east) for a duration up to 2.5 years.

The surveillance included 13 syndromes (Table 2), which we selected according to the infectious disease risks assessed specifically for asylum seekers in Austria and to the ECDC’s assessment for risks related to asylum seekers in Europe [13-15]. The syndromes were rash with fever; rash without fever; suspected acute upper respiratory tract infection (URTI); suspected acute lower respiratory tract infection (LRTI); meningitis or encephalitis; fever and bleeding; non–bloody gastroenteritis or watery diarrhea; bloody diarrhea; acute jaundice; skin, soft tissue, or bone abnormalities; acute flaccid paralysis; high fever with no other signs; and unexplained death. Table 2 presents the 13 syndromes by name and gives the definition, underlying target diseases, and relevant public health actions.
Table 1. Reception centers in Austria by duration of syndrome-based surveillance in place and number of beds.

<table>
<thead>
<tr>
<th>Province (geographical location inside Austria)</th>
<th>Reception center</th>
<th>Surveillance start date</th>
<th>Duration of surveillance (days)</th>
<th>Beds (N)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lower Austria (east)</td>
<td>RC1 (east)</td>
<td>September 2015</td>
<td>890</td>
<td>1800</td>
</tr>
<tr>
<td>Tyrol</td>
<td>RC2 (west)</td>
<td>September 2015</td>
<td>873</td>
<td>200</td>
</tr>
<tr>
<td>Upper Austria (north)</td>
<td>RC3 (north)</td>
<td>October 2015</td>
<td>852</td>
<td>180</td>
</tr>
<tr>
<td>Carinthia (south)</td>
<td>RC4 (south)</td>
<td>December 2015</td>
<td>804</td>
<td>200</td>
</tr>
<tr>
<td>Vienna (east)</td>
<td>RC5 (east)</td>
<td>December 2015</td>
<td>797</td>
<td>150</td>
</tr>
<tr>
<td>Styria (south)</td>
<td>RC6 (south)</td>
<td>December 2015</td>
<td>787</td>
<td>150</td>
</tr>
<tr>
<td>Salzburg (west)</td>
<td>RC7 (west)</td>
<td>August 2016</td>
<td>538</td>
<td>160</td>
</tr>
</tbody>
</table>

Case Finding and Case Reporting
In Austrian RCs, health care staff, including general practitioners and nurses, are the first professionals to consult for health problems of asylum seekers. The health care staff assessed the presence of syndromes, as defined in Table 2, during the medical entry examination (active case finding) and any other consultation required by asylum seekers during their stay at the RC (passive case finding). The RC’s SbSS focal person accordingly filled in a tally sheet, which listed the 13 syndromes with their clinical definition by age group (0-4, 5-14, 15-44, 45-64, ≥65 years) and was asked to send it on a daily basis to the SbSS project manager at the AGES by fax, email, or an online data entry form.

Quality Indicators Used for Syndromic Surveillance System Evaluation
We defined completeness and timeliness as a completed tally sheet (including “zero” reporting) sent within 24 hours of detection to the AGES.

Data Analysis
We adapted and modified the model for signal and alert generation as described by Napoli et al and applied in refugee RCs in Italy [16]. We determined the number of observed (reported) daily cases for each syndrome (syndrome-specific ODCs) and RC, including zero reporting. By calculating the 1-sided moving average of the syndrome-specific ODCs of the previous 14 days with the formula shown in Figure 1, we determined the expected daily cases (EDCs). We created a threshold for the expected daily cases (ETH) by adding 2 times the standard deviation to the EDCs (ie, ETH = EDCs + 2 × SD). We measured the ODCs daily against the ETH for each syndrome. A signal was generated when the number of syndrome-specific ODCs exceeded the ETH for the syndrome, and an alert was defined as signals occurring over 2 consecutive days. We analyzed the data and generated outputs (syndrome-specific number of signals and alerts) automatically on a daily, weekly, and monthly basis using R [17]. We shared the weekly reports with the Federal Ministry of Health and the monthly reports with the contact person at each RC. In case the RCs did not send the daily report, the manager of the SbSS called the contact person at the respective RC to follow up on the status of the report. In case of a signal, the SbSS manager at the AGES immediately called the respective RC contact person to clarify the underlying diseases and to verify the cluster of cases. In case of an alert, the AGES immediately informed the Ministry of Health.

Ethics and Informed Consent
The SbSS was conducted as part of the health care services offered by the Austrian Ministry of Interior, in collaboration with the Ministry of Health and the Department of Surveillance and Infectious Disease Epidemiology at the AGES. As data were collected in an anonymous fashion, there was no need for ethical clearance.
Table 2. List of syndromes surveilled and their definition, target diseases, and public health action.

<table>
<thead>
<tr>
<th>Name of syndrome</th>
<th>Definition of syndrome</th>
<th>Target disease</th>
<th>Public health action or measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rash with fever</td>
<td>Temperature ≥38.0°C and generalized rash of any nature</td>
<td>Measles, rubella, varicella, smallpox, louse-borne diseases (relapsing fever due to <em>Borrelia recurrentis</em>, trench fever due to <em>Bartonella quintana</em>, epidemic typhus due to <em>Rickettsia prowazekii</em>).</td>
<td>Outbreak confirmation and investigation, contact tracing, isolation, vaccination</td>
</tr>
<tr>
<td>Rash without fever</td>
<td>N/A[^b]</td>
<td>Scabies.</td>
<td>N/A</td>
</tr>
<tr>
<td>Suspected acute upper respiratory tract infection</td>
<td>Fever, cough, sore throat, runny nose</td>
<td>Pharyngitis, tonsillitis caused by adenovirus, rhinovirus, respiratory syncytial virus, influenza, parainfluenza.</td>
<td>N/A</td>
</tr>
<tr>
<td>Suspected acute lower respiratory tract infection with fever</td>
<td>Temperature ≥38.0°C and at least one of the following signs or symptoms: breathing difficulties; chest rales or increased respiratory rate</td>
<td>Tracheitis, bronchitis, pneumonia, bronchopneumonia, or bronchiolitis, including those caused by, for example, adenovirus, streptococci, pneumococci, <em>Mycoplasma</em>, <em>Legionella</em>.</td>
<td>Outbreak investigation in case of clustering of cases</td>
</tr>
<tr>
<td>Meningitis or encephalitis</td>
<td>Temperature ≥38.0°C and at least one of the following signs or symptoms: severe, persistent headache; neck stiffness; altered consciousness; altered mental status; confusion; delirium; or disorientation</td>
<td>Bacterial, viral, fungal, or other infectious meningitis or encephalitis. This could be caused by meningococci, <em>Haemophilus influenzae</em>, pneumococci, <em>Listeria</em>, <em>Leptospira</em>, <em>Mycoplasma tuberculosis</em>, <em>Treponema pallidum</em>, enteroviruses, poliovirus, measles virus, mumps virus, rubella virus, influenza virus, <em>West Nile virus</em>, other arboviruses.</td>
<td>Outbreak confirmation and investigation, contact tracing, isolation</td>
</tr>
<tr>
<td>Fever and bleeding</td>
<td>Temperature ≥38.0°C and at least one of the following signs or symptoms: petechial rash with any purpuric areas; hemorrhagic exanthema; hematuria; conjunctival hemorrhage; gingival bleeding; epistaxis; bloody diarrhea; unexplained bleeding from other sites; or clinical suspicion of a viral hemorrhagic illness</td>
<td>Hemorrhagic fevers due to infectious disease agents. These could include yellow fever, dengue, or Crimean-Congo hemorrhagic fever and other arboviral diseases, <em>Ebola</em>.</td>
<td>Contact tracing, isolation</td>
</tr>
<tr>
<td>Non–bloody watery diarrhea</td>
<td>≥3 watery stools per day, nausea, vomiting</td>
<td>Gastroenteritis caused by norovirus, rotavirus, bacterial toxins. <em>Campylobacter</em>, <em>Salmonella</em>, <em>Escherichia coli</em>, <em>Yersinia</em>, <em>Vibrio cholerae</em>.</td>
<td>Outbreak investigation for source and vehicle, and control in case of clustering of cases</td>
</tr>
<tr>
<td>Bloody diarrhea</td>
<td>Red blood in the stool</td>
<td>Amoebic dysentery, <em>Shigella</em>, <em>Campylobacter</em>, verotoxin-producing <em>E.coli</em>.</td>
<td>Outbreak investigation for source and vehicle, and control in case of clustering of cases</td>
</tr>
<tr>
<td>Acute jaundice</td>
<td>Acute onset of jaundice and at least one of the following signs or symptoms: temperature ≥38.0°C; malaise or hepatomegaly</td>
<td>Acute viral hepatitis A and E; other hepatitis.</td>
<td>Outbreak investigation for source and vehicle</td>
</tr>
<tr>
<td>Skin, soft tissue, or bone abnormalities</td>
<td>Skin or soft tissue lesions, ulceration, inflammation</td>
<td>Cutaneous diphtheria, cutaneous tuberculosis, cutaneous leishmaniasis, bacterial wound infection.</td>
<td>N/A</td>
</tr>
<tr>
<td>Acute flaccid paralysis</td>
<td>Person under the age of 15 years with acute flaccid nonsymmetrical paralysis</td>
<td>Acute flaccid paralysis, or paralytic or poliomyelitis.</td>
<td>Contact tracing, immunization</td>
</tr>
<tr>
<td>High fever with no other signs</td>
<td>High fever up to 40°C or more, persisting, intermittent, long-lasting</td>
<td>Typhoid fever; malaria, or visceral leshmaniasis.</td>
<td>N/A</td>
</tr>
<tr>
<td>Unexplained death</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

[^a]: Sources: European Centre for Disease Prevention and Control [4,10].
[^b]: N/A: not applicable.
Figure 1. Formula for the expected daily cases (EDCs) at day $t$ defined as the 1-sided moving average of the syndrome-specific observed daily cases (ODCs) of the previous 14 days.

\[ EDC_t = \sum_{i=1}^{14} ODC_{t-i}/14 \]

**Results**

**Reports of Cases, Signals, and Alerts**

During the period of September 2015 through February 2018, a total of 2914 cases, showing 8 of the 13 syndromes surveilled, were reported. The majority of patients were aged between 15 and 44 years (2179/2913, 74.80%), followed by children aged between 5 and 14 years (369/2913, 12.67%) and under 5 years (311/2913, 10.68%; Table 3).

The top 5 syndromes by number of cases were (1) suspected URTI (1470/2914, 50.45% or cases), (2) rash without fever (entirely due to scabies; 1174/2914, 40.29% of cases), (3) suspected acute LRTI with fever (159/2914, 5.46% of cases), (4) watery diarrhea (73/2914, 2.51% of cases), and (5) skin, soft tissue, or bone abnormalities (32/2914, 1.10% of cases; Table 4). Figure 2 shows a plot of the data output for the example of the number of ODCs of scabies.

Among the total 405 triggered signals, the predominating signal-causing syndromes were suspected URTI (151/405, 37.3%), rash without fever (142/405, 35.1%), and suspected acute LRTI (67/405, 16.5%). Of the 405 signals, 26 (6.4%) triggered an alert, which were due to suspected acute URTI (10/26, 39%), rash without fever (10/26, 39%), suspected acute LRTI (4/26, 15%), and skin, soft tissue, or bone abnormalities (2/26, 8%; see Table 5). Figure 3 shows a plot of the data output for the example of the number of signals and alerts for scabies. Figure 4 shows the monthly number of signals and alerts for all syndromes during September 2015 through February 2018.

**Laboratory Diagnostics of the Case-Patients**

Of the 1470 case-patients with URTI, 21 of 30 patients (70%) with influenza-like illness tested positive for influenza during the 2015-2016 influenza season. Among asylum seekers with acute LRTI with fever and cough, 3 cases were diagnosed as pulmonary tuberculosis. Of the 73 cases of watery diarrhea, 3 cases were culture-confirmed shigellosis. As the others had short-term diarrhea, the causative pathogen was not identified. One case of malaria was identified among those with high fever with no other signs.

**Quality Indicators**

Among the RCs, only RC1 and RC2, with permanent health care staff, sent tally sheets on syndromes daily within 24 hours. The remaining RCs sent the sheets whenever the health care service was delivered at the site.

Table 3. Number of cases of each syndrome in total and by age group recorded by the syndrome-based surveillance system, Austria, September 2015-February 2018.

<table>
<thead>
<tr>
<th>Name of syndrome</th>
<th>All agesa</th>
<th>Age groups (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0-4</td>
</tr>
<tr>
<td>Suspected acute URTI, n (%)</td>
<td>1469 (50.43)</td>
<td>235 (75.6)</td>
</tr>
<tr>
<td>Rash without fever, n (%)</td>
<td>1174 (40.30)</td>
<td>20 (6.4)</td>
</tr>
<tr>
<td>Suspected acute LRTI with fever, n (%)</td>
<td>159 (5.46)</td>
<td>16 (5.1)</td>
</tr>
<tr>
<td>Watery diarrhea, n (%)</td>
<td>73 (2.51)</td>
<td>34 (10.9)</td>
</tr>
<tr>
<td>Skin, soft tissue, or bone abnormalities, n (%)</td>
<td>32 (1.10)</td>
<td>1 (0.03)</td>
</tr>
<tr>
<td>Rash with fever, n (%)</td>
<td>4 (0.14)</td>
<td>4 (0.13)</td>
</tr>
<tr>
<td>Meningitis or encephalitis, n (%)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>High fever (≥39°C) with no other signs, n (%)</td>
<td>1 (0.03)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Unexplained death, n (%)</td>
<td>1 (0.03)</td>
<td>1 (0.3)</td>
</tr>
<tr>
<td>Total (N)</td>
<td>2913</td>
<td>311</td>
</tr>
</tbody>
</table>

aOne case-patient had missing information on age.

bURTI: upper respiratory tract infection.

cLRTI: lower respiratory tract infection.
Table 4. Number of cases of each syndrome, in total and stratified by reception center (RC; RC1-RC7), recorded by the syndrome-based surveillance system, Austria, September 2015-February 2018.

<table>
<thead>
<tr>
<th>Name of syndrome</th>
<th>All RCs</th>
<th>RC (by geographical location in Austria)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>RC1 (east)</td>
</tr>
<tr>
<td>Suspected acute URTI, n (%)</td>
<td>1470 (50.45)</td>
<td>722 (38.16)</td>
</tr>
<tr>
<td>Rash without fever, n (%)</td>
<td>1174 (40.29)</td>
<td>1031 (54.49)</td>
</tr>
<tr>
<td>Suspected acute LRTI with fever, n (%)</td>
<td>159 (5.46)</td>
<td>84 (4.44)</td>
</tr>
<tr>
<td>Watery diarrhea, n (%)</td>
<td>73 (2.51)</td>
<td>29 (1.53)</td>
</tr>
<tr>
<td>Skin, soft tissue, or bone abnormalities, n (%)</td>
<td>32 (1.10)</td>
<td>24 (1.27)</td>
</tr>
<tr>
<td>Skin rash with fever, n (%)</td>
<td>4 (0.14)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Meningitis or encephalitis, n (%)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>High fever with no other signs, n (%)</td>
<td>1 (0.03)</td>
<td>1 (0.05)</td>
</tr>
<tr>
<td>Unexplained death, n (%)</td>
<td>1 (0.03)</td>
<td>1 (0.05)</td>
</tr>
<tr>
<td>Total (N)</td>
<td>2914</td>
<td>1892</td>
</tr>
</tbody>
</table>

aURTI: upper respiratory tract infection.
bLRTI: lower respiratory tract infection.

Figure 2. Observed daily cases of rash without fever, illustrated by gray bars, and threshold of the expected daily cases, shown by the orange line (n=151), 2015-2018, Austria.
### Table 5

Number of signals and alerts for each syndrome recorded by the syndrome-based surveillance system, Austria, September 2015-February 2018.

<table>
<thead>
<tr>
<th>Name of syndrome</th>
<th>Signals</th>
<th>Alerts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Suspected acute URTI(^a), n (%)</td>
<td>151 (37.3)</td>
<td>10 (39)</td>
</tr>
<tr>
<td>Rash without fever, n (%)</td>
<td>142 (35.1)</td>
<td>10 (39)</td>
</tr>
<tr>
<td>Suspected acute LRTI(^b) with fever, n (%)</td>
<td>67 (16.5)</td>
<td>4 (15)</td>
</tr>
<tr>
<td>Watery diarrhea, n (%)</td>
<td>27 (6.7)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Skin, soft tissue, or bone abnormalities, n (%)</td>
<td>14 (3.5)</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Rash with fever, n (%)</td>
<td>2 (0.5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>High fever (≥39°C) with no other signs, n (%)</td>
<td>1 (0.3)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Unexplained death, n (%)</td>
<td>1 (0.3)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Total (N)</td>
<td>405</td>
<td>26</td>
</tr>
</tbody>
</table>

\(^a\)URTI: upper respiratory tract infection.  
\(^b\)LRTI: lower respiratory tract infection.

**Figure 3.** Selected 2 weeks of surveillance, during November 13-25, 2016, illustrating the observed daily cases of rash without fever by bars, threshold of the expected daily cases by orange line, the signals by blue squares (n=4; at November 14, 18, 19, and 23, 2016), and the alerts by a yellow triangle (n=1; at November 19, 2016).
Discussion

Principal Findings

This was the first attempt to use an SbSS in Austria during an unusual influx of asylum-seeking refugees, facing harsh travelling conditions, since World War II. During the total surveillance period from September 2015 to February 2018, more than 400 statistical signals were triggered, caused by 5 predominating syndromes: suspected acute URTI, rash without fever, suspected acute LRTI, watery diarrhea, and skin, soft tissue, or bone abnormalities. The small number of alerts (n=26) indicated sufficient control of infectious disease spread at the 7 Austrian RCs. The signals triggered appropriate and prompt public health actions by the RCs’ health care staff and responsible public health authorities: investigations of alerts; exclusion of people suspected to be contagious from crowded activities, such as the RC refectory; contact tracing; scabies-related hygiene measures; intensified cleaning and disinfection in case of environmental contamination; and referral to specialized, secondary health care for adequate treatment.

We identified suspected acute URTI as the predominant syndrome among the asylum seekers, which was similar to the experience with refugees arriving at the Greek-Turkish border [18] and among 51 RCs in Greece [19]. Our findings support previous experiences that asylum seekers, compared with the host population, mainly acquire infections with agents present among the host population, even though they are at higher risk due to many infection-favoring factors.

Interestingly, the second most frequently reported syndrome was rash without fever (scabies-like), for which over half of the signals (1032/1892, 54.49%) were reported in RC1. This was relatively higher than those reported among refugees in other countries, such as Greece [19]. Over half of the bed capacity of all RCs was provided by RC1 (1800/2840, 63.38%), which is considered as a large RC. According to the ECDC, exposure to crowded shelters increases the risk of the spread of lice, fleas, and mites [4]. Watery diarrhea accounted for less than 3% of reported syndromes among the RC residents, which is likely due to strict national food safety and control according to the Austrian Food Safety and Consumer Protection Act. Surprisingly, there was no norovirus outbreak in any of the RCs. A cluster of 21 cases of shigellosis occurred between July and November 2015 among refugees, mainly affecting transit centers in Austria. However, 3 cases of this cluster were identified in 3 of the 7 RCs, which indicates the sensitivity of the Austrian SbSS. In addition, completeness and timeliness, which were measured as system quality indicators, were high. Surprisingly, in RC5, acute URTI accounted for the smallest proportion across all RCs (39% vs 49% among the remaining RCs), whereas the proportion of LRTI was the highest in RC5. The opening of RC5 in December 2015 in the crowded urban setting of Vienna...
may explain the high rate of tracheobronchitis; 1 case also turned out to be pulmonary tuberculosis.

**Syndrome-Based Surveillance System Implementations in the European Union**

Systematic data collection on asylum seekers’ health is limited in the EU [20]; therefore, there is a need to enhance national health surveillance systems [21], including being innovative in health surveillance methods to monitor the health of asylum seekers [22-24]. SbSS requires a near real-time automated data collection and analysis system [25]. Therefore, the Austrian SbSS was established in the form of a collaboration, and with a strong commitment, among different national authorities [13], including the Ministry of Interior, the RC health care staff, and the surveillance experts at the AGES. All signals and alerts were addressed on a daily basis through direct contact between the AGES and the focal RC SbSS. Sharing daily reports on syndromes with each RC and communicating signals and alerts immediately to both the focal RC SbSS and the Ministry of Health made appropriate action possible. We have observed that during the rollout of SbSS, the medical staff in nearby hospitals became more aware of the potential risk of communicable diseases among refugees. For example, in 1 of the RCs, located in Salzburg, a case of louse-borne relapsing fever was identified prior to the implementation of the SbSS (DS, unpublished data, 2016).

SbSS has been deployed in other high-income countries to supplement national public health surveillance systems. This includes during the 2006 heat wave in France [25], during the Olympic Games in each of Greece [26] and Italy [27], in Virginia, USA [28] during a national youth camp, in Sweden [29] using a Web-based query system for influenza, and in the United Kingdom [30] for the national telephone health helpline. In Austria, the AGES has introduced SbSS as a supplement to routine tuberculosis screening in selected migrant groups and to the routine national surveillance of 65 notifiable infectious diseases.

**Strengths and Limitations**

The AGES had to face some limitations in operating the SbSS. The daily number of asylum seekers registered at the RCs was not reported in a consistent fashion. Thus, we could not calculate the incidence of syndromes among the asylum-seeking population. However, this is considered as a common limitation [16]. Of the 7 RCs, 5 were established on an ad hoc basis as temporary asylum seeker–hosting centers. In these ad hoc RCs, the availability of health care–providing staff was not consistent on a daily basis. This may have caused underdetection and underreporting of syndrome cases, particularly when asylum seekers were immediately transferred to the hospital. We analyzed the reported data in this study without comparison with a reference standard SbSS [30]; however, we need to acknowledge that, in general, SbSSs have a low specificity [31-33].

Strengths of the Austrian SbSS were, first, that data were collected in near real time [31] and that the largest RCs reported on a daily basis, which made the public health response time-efficient. Second, the SbSS had high sensitivity and practicability due to the use of easily ascertainable clinical signs without requiring laboratory testing [32,33]. Third, the Austrian SbSS could be deployed and implemented rapidly in the emergency situation of the most recent refugee crisis [10,22,31]. The SbSS in Austrian RCs proved to be highly eligible for identifying infectious diseases and detecting clusters among the asylum-seeking population.

**Conclusion**

This was the first time that an SbSS was used in Austria for an increased number of incoming refugees seeking asylum. The SbSS was reliable at identifying and controlling the spread of infectious diseases among the asylum-seeking population from September 2015 onward.
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Abstract

**Background:** In the United States, language barriers pose challenges to communication in emergency response and impact emergency care delivery and quality for individuals who are limited English proficient (LEP). There is a growing interest among Emergency Medical Services (EMS) personnel in using automated translation tools to improve communications with LEP individuals in the field. However, little is known about whether automated translation software can be used successfully in EMS settings to improve communication with LEP individuals.

**Objective:** The objective of this work is to use scenario-based methods with EMS providers and nonnative English-speaking users who identified themselves as LEP (henceforth referred to as LEP participants) to evaluate the potential of two automated translation technologies in improving emergency communication.

**Methods:** We developed mock emergency scenarios and enacted them in simulation sessions with EMS personnel and Spanish-speaking and Chinese-speaking (Mandarin) LEP participants using two automated language translation tools: an EMS domain-specific fixed-sentence translation tool (QuickSpeak) and a statistical machine translation tool (Google Translate). At the end of the sessions, we gathered feedback from both groups through a postsession questionnaire. EMS participants also completed the System Usability Scale (SUS).

**Results:** We conducted a total of 5 group sessions (3 Chinese and 2 Spanish) with 12 Chinese-speaking LEP participants, 14 Spanish-speaking LEP participants, and 17 EMS personnel. Overall, communications between EMS and LEP participants remained limited, even with the use of the two translation tools. QuickSpeak had higher mean SUS scores than Google Translate (65.3 vs 48.4; \( P = .04 \)). Although both tools were deemed less than satisfactory, LEP participants showed preference toward the domain-specific system with fixed questions (QuickSpeak) over the free-text translation tool (Google Translate) in terms of understanding the EMS personnel’s questions (Chinese 11/12, 92% vs 3/12, 25%; Spanish 12/14, 86% vs 4/14, 29%). While both EMS and LEP participants appreciated the flexibility of the free-text tool, multiple translation errors and difficulty responding to questions limited its usefulness.

**Conclusions:** Technologies are emerging that have the potential to assist with language translation in emergency response; however, improvements in accuracy and usability are needed before these technologies can be used safely in the field.
KEYWORDS
Chinese; Emergency Medical Services; emergency response; language barriers; language translation; public health informatics; Spanish; limited English proficient; translation technologies

Introduction
The United States is linguistically diverse, with over 350 spoken languages [1]. In 2016, approximately 63.2 million US residents spoke a language other than English [2], and approximately 40% of these individuals (25.4 million people) are considered limited English proficient (LEP) [3]. LEP is defined as having a primary language that is not English and limited ability to read, speak, write, or understand English [4].

With growth of the foreign-born population in the United States, the number of LEP individuals is also growing [5]. From 1990 to 2010, the number of LEP individuals in the United States increased by 80%, meaning that in 2010, about 25.2 million or 9% of the US population over the age of 5 years was considered LEP [5].

Health care providers in many parts of the country likely experience challenges with language translation on a frequent basis. In hospital settings, language barriers have contributed to disparities in care for LEP individuals, including longer hospital stays, greater risk of hospital-acquired infections, and increased likelihood of readmission after discharge [6]. In worst-case scenarios, LEP individuals are misdiagnosed and experience serious consequences from improper or delayed treatment [7]. In the emergency response setting, lack of clear communication between LEP individuals and Emergency Medical Services (EMS) personnel can interfere with prompt and accurate dispatching of aid [8]. Language barriers were listed as the second most common reason for delay in care delivery among EMS providers in Minnesota [9]. While the use of interpreters and telephone language lines are recommended in emergency situations involving LEP individuals, time constraints and perceived delays in connecting with interpreters present barriers to their use.

With the advent of new technologies, options for communication with LEP individuals are expanding. A variety of automated translation tools have been developed to assist with translation and interpretation between individuals who have language incongruence. In one study, EMS personnel report using digital applications on their personal mobile devices, such as Google Translate (a freely available Web-based system developed for general translation use), to attempt to communicate with their patients [10]. Many fire departments are also using electronic tools in the field, such as tablets [11]. Access to tablets in the field has opened the door to the use of other translation software. For example, some EMS departments are considering the use of “QuickSpeak,” a tablet-based translation app and one of the few translation tools designed specifically for use in emergency response.

Although digital communication devices could be promising, these tools have not been systematically evaluated for use in the field by EMS, and there is little to no evidence regarding the usefulness of these newer strategies in facilitating communication between LEP individuals and EMS providers.

Our prior work and review of the literature has revealed that in clinical or public health settings, most automated translation systems are not accurate enough to be safely used [12–19].

This study takes place in King County, Washington, where in a recent survey, 78% (96/123) of 911 dispatchers reported that communication difficulties with LEP individuals affect the medical care these callers receive [20]. In Washington, Spanish and Chinese (Mandarin) are the two most commonly spoken non-English languages. Among non-English speakers in the United States, Chinese and Spanish-speaking individuals are also some of the most likely to have limited English proficiency [21]. Many EMS agencies in the King County area are considering the use of automated language tools to improve communication with LEP individuals but are concerned about the safety of these tools in the field. The purpose of this study was to gather evidence on how QuickSpeak and Google Translate (which were both being considered for use by EMS personnel in King County) performed in emergency situations where clear communication is critical for rapid identification, treatment, and transport of patients. Specifically, we tested how QuickSpeak and Google Translate performed in mock emergency response settings requiring prompt EMS response and translation from English to Spanish and Chinese (Mandarin).

Methods
Participants
For our study, we focused on the two most common languages spoken by LEP individuals in the King County area: Spanish and Chinese (Mandarin). We recruited Spanish- and Chinese-speaking individuals whose native language was not English and who self-identified as LEP (henceforth referred to as LEP participants) from local community organizations in King County, Washington. Bilingual research team members collaborated with community organization staff from programs serving LEP individuals in King County to recruit participants. Additionally, we used convenience sampling, through research team members’ personal contacts, to enhance recruitment. To be eligible for the study, LEP participants had to be 18 years or older, speak at least some English but identify themselves as having difficulty communicating in English, and prefer to receive medical care in their native language (Spanish or Chinese) [22]. Given the challenges of recruiting and collaborating with LEP individuals, we sought to minimize the burden of participant screening procedures and did not add a quantitative language assessment instrument to the screening. The University of Washington Institutional Review Board approved all study protocols and materials.

We recruited EMS personnel, including on-duty fire fighters and emergency medical technicians, from local fire departments in King County through convenience sampling. The research team contacted battalion chiefs at local fire departments located in close proximity to communities where there are a large number of LEP residents and asked for permission to recruit...
firefighters and conduct a simulation session at their station. We based the number of sessions on when data saturation was reached and additional responses were not forthcoming [23].

Tools
The King County Vulnerable Populations Strategic Initiative [24] team identified two translation tools, QuickSpeak and Google Translate, which EMS personnel were piloting for use (QuickSpeak) or were using on rare occasions (Google Translate). We investigated the potential use of these tools for improving communication between EMS and LEP individuals through simulation sessions involving emergency scenarios.

QuickSpeak
QuickSpeak is an EMS domain-specific translation software that provides EMS personnel access to internally validated, verbal translations of a set of standard English questions asked by first responders. QuickSpeak is one of the few translation tools designed specifically for emergency response. The EMS personnel can select written questions using a touchscreen, and the software provides recorded translations in the requested language. All questions are posed in a yes or no response format. Questions and answers are not recorded or archived. At the time of this study, QuickSpeak could respond in 7 languages: Spanish, Italian, French, German, Finnish, Chinese (Mandarin), and Vietnamese. Figures 1 and 2 present screenshots of QuickSpeak.

Figure 1. Screenshot of QuickSpeak translation software. (Source: www.esosolutions.com).
Google Translate

Google Translate is a free, Web-based and app-based translation software that allows users to write free text in one language and have it converted to written or spoken text in another language. Google Translate utilizes a statistics-based translation (statistical machine translation) method that produces translations based on their probability of being correct [25]. Currently, Google Translate can translate over 100 languages. Google Translate has been used in many machine translation studies for comparison [26,27]. Figure 3 presents a screenshot of Google Translate.

Figure 2. Screenshot of QuickSpeak translation software (Source: www.esosolutions.com).

Figure 3. Screenshot of Google Translate software (Source: translate.google.com).
Study Design

Because field evaluation of new translation tools poses logistical and ethical issues, we drew from scenario-based design to guide this research. Scenario-based design is a key approach to testing and comparing the usefulness of new technologies under “controlled” but realistic conditions [28,29]. In scenario-based design, potential technology users assess the value of technology through participation as actors in realistic, scripted situations. The scripted situations, or scenarios, are developed based on knowledge of actual events, revealed through interviews, focus groups, or observations with the potential technology users.

For our study, 2 research team members (AT, a pediatrician and MT, an emergency medicine physician) created three pairs of scenarios, based on their experience and prior review of transcripts from real-life emergency calls involving LEP.

Scenarios were developed to illustrate a common situation occurring during an EMS response and described the information EMS responders need from LEP individuals. Each scenario described the emergency situation, the “patient” and “support person” (family or friend), precipitating events, the “patient’s” medications and allergies, and basic “patient” demographics, such as age and occupation. We created a pair of similar but not identical scenarios to test and compare the two translation tools.

A battalion chief from a local fire department reviewed the scenarios to ensure that they reflected realistic situations. In response to the review, we made minor modifications. Bilingual research team members translated completed scenarios into traditional Chinese and Spanish. Multimedia Appendix 1 presents the scenario pairs created for this study.

To test the feasibility and usability of QuickSpeak and Google Translate, we held group simulation sessions with Spanish-speaking and Chinese-speaking (Mandarin) LEP participants and EMS personnel at locations convenient for the participants. There were 2 language-appropriate bilingual facilitators who recruited participants and organized the sessions. Table 1 provides a summary of the sessions.

At the beginning of each session, the bilingual facilitator obtained informed consent from LEP participants; collected demographic data including age, education level, number of years in the United States, and self-identified spoken and written English proficiency levels; and explained the overall goals of the evaluation and the language technologies.

Prior to the session, we appraised the LEP participants of the scenario and their role. Working in pairs, one LEP participant played the role of a “patient,” responding to the EMS provider’s questions with the assistance of either QuickSpeak or Google Translate; the other LEP participant served in the role of a friend or relative “support person.” We provided the EMS participants with information similar to what they would receive from a 911 dispatcher, such as the “patient’s” address, age, chief complaint, and primary language. We did not give the EMS personnel information regarding the underlying health issue that the LEP “patient” was acting out.

Each LEP participant acted in the role of a “patient” or “support person” in scenarios involving each of the two technologies. The EMS personnel sought answers to key questions, such as the chief complaint, symptoms, and medications.

Measures

At the end of the session, EMS personnel and LEP participants filled out postsession questionnaires, providing feedback on the translation technologies (see Multimedia Appendix 2). The EMS personnel questionnaire included qualitative feedback questions to gather their impressions and experiences with the translation technologies in their own words. For example, it asked them to compare the two technologies (Google Translate and QuickSpeak), identify problems they experienced, and suggest changes. It also collected information on their prior experiences using translation technologies during an emergency.

LEP questionnaires were translated into Spanish and Chinese by native-speaking bilingual research members. The LEP questionnaire asked similar qualitative questions about the participants’ experiences using the translation technology, the problems they encountered, and whether they had ever needed translation during a medical emergency.

The EMS participants were also asked to evaluate the usability of the technologies using a System Usability Scale (SUS) instrument [30]. The SUS generates a quantitative measure of usability through 10 5-point, Likert-type questions, where participants provide their level of agreement or disagreement. The SUS is employed widely for assessing the perceived usability of technologies including mobile apps and monitoring devices for health care [30-33], and it has demonstrated validity, reliability, and sensitivity in numerous studies [34-36]. Since the SUS measures usability, it was only administered to EMS participants, as they were the primary user group operating the translation tools, and LEP participants were not handling the translation technologies and driving the interactions.

LEP participants received a US $25 honorarium for participation in our study, but as paid professionals, EMS participants could not accept honorariums.

Table 1. Overview of simulation sessions.

<table>
<thead>
<tr>
<th>Sessions</th>
<th>Location</th>
<th>Limited English proficient participants, n (%)</th>
<th>Emergency Medical Services personnel, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spanish #1</td>
<td>Local fire department</td>
<td>6 (23)</td>
<td>6 (35)</td>
</tr>
<tr>
<td>Spanish #2</td>
<td>Local fire department</td>
<td>8 (31)</td>
<td>6 (35)</td>
</tr>
<tr>
<td>Chinese #1</td>
<td>Research office</td>
<td>4 (15)</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Chinese #2</td>
<td>Chinese group home residence</td>
<td>4 (15)</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Chinese #3</td>
<td>Local fire department</td>
<td>4 (15)</td>
<td>4 (25)</td>
</tr>
</tbody>
</table>
Data Analysis
We used thematic analysis to examine qualitative responses to open-ended questions on the postsession questionnaires. The practical research question of whether automated language translation tools can facilitate LEP communication in emergency settings drove our thematic analysis. Researchers (YKC, KD, SW, DS) coded the questionnaire responses independently and then met to discuss identified codes and themes. Through several rounds of discussion, we reconciled differences and grouped similar codes to formulate meaningful thematic categories [37].

We conducted descriptive statistical analysis of quantitative data using R software (R Foundation for Statistical Computing) [38]. We also used a Mann-Whitney U test to investigate the relationship between SUS scores and the two technology tools evaluated.

Results
Participants
We held 5 group simulation sessions (3 Chinese and 2 Spanish) with 12 Chinese-speaking LEP participants, 14 Spanish-speaking LEP participants, and 17 EMS personnel. Each session lasted about 1.5-2.5 hours, depending on the number of people in the group. Table 2 summarizes the characteristics of participants. The EMS personnel in the study had a mean age of 44.2 years and an average of 17.8 years of experience.

The Chinese-speaking LEP participants had a mean age of 46 years and had lived in the United States for an average of 7.3 years. The Spanish-speaking LEP participants had a mean age of 44.7 years and lived in the United States for an average of 13.9 years. Over half of the Chinese-speaking participants and two-thirds of the Spanish-speaking participants identified themselves as having intermediate level English, both spoken and written.

Comparison of QuickSpeak and Google Translate
Postsession Questionnaire
Of 17 EMS respondents, 53% (n=9) indicated that they preferred QuickSpeak over Google Translate. Some EMS personnel (3/17, 18%) stated that they would like a tool that combines features of both technologies. There was 1 EMS participant who said they would not use either system. In the specific follow-up questions (summarized in Table 3), 76% (13/17) of EMS participants stated that QuickSpeak helped them to get the information needed during the simulation session. Fewer participants (10/17, 59%) reported that Google Translate provided the needed information. All but 1 EMS participant noted that QuickSpeak helped them to communicate with LEP participants. In contrast, only approximately two-thirds of respondents mentioned that Google Translate helped them with communication.

Table 2. Participants’ demographics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Emergency Medical Services (n=17)</th>
<th>Chinese-speaking (n=12)</th>
<th>Spanish-speaking (n=14)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>44.2 (9.6)</td>
<td>46.0 (25.1)</td>
<td>44.7 (16.1)</td>
</tr>
<tr>
<td>Years of Emergency Medical Services experience, mean (SD)</td>
<td>17.8 (11.9)</td>
<td>N/A^a</td>
<td>N/A</td>
</tr>
<tr>
<td>Years in the United States, mean (SD)</td>
<td>N/A</td>
<td>7.3 (7.5)</td>
<td>13.9 (8.8)</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than high school or equivalent</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>5 (36)</td>
</tr>
<tr>
<td>High school graduate or equivalent</td>
<td>2 (12)</td>
<td>5 (42)</td>
<td>4 (29)</td>
</tr>
<tr>
<td>Some college or college graduate</td>
<td>13 (76)</td>
<td>2 (17)</td>
<td>3 (21)</td>
</tr>
<tr>
<td>Graduate or professional degree</td>
<td>2 (12)</td>
<td>3 (25)</td>
<td>2 (14)</td>
</tr>
<tr>
<td>Chose not to answer</td>
<td>0 (0)</td>
<td>2 (17)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Self-reported English level (spoken), n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beginner</td>
<td>N/A</td>
<td>4 (33)</td>
<td>3 (21)</td>
</tr>
<tr>
<td>Intermediate</td>
<td>N/A</td>
<td>8 (67)</td>
<td>5 (29)</td>
</tr>
<tr>
<td>Advanced</td>
<td>N/A</td>
<td>0 (0)</td>
<td>3 (21)</td>
</tr>
<tr>
<td>Chose not to answer</td>
<td>N/A</td>
<td>0 (0)</td>
<td>3 (21)</td>
</tr>
<tr>
<td>Self-reported English level (written), n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beginner</td>
<td>N/A</td>
<td>4 (33)</td>
<td>4 (29)</td>
</tr>
<tr>
<td>Intermediate</td>
<td>N/A</td>
<td>8 (67)</td>
<td>5 (36)</td>
</tr>
<tr>
<td>Advanced</td>
<td>N/A</td>
<td>0 (0)</td>
<td>2 (14)</td>
</tr>
<tr>
<td>Chose not to answer</td>
<td>N/A</td>
<td>0 (0)</td>
<td>3 (21)</td>
</tr>
</tbody>
</table>

^aN/A: not applicable.
Table 3. Emergency Medical Services’ ability to obtain the needed information (n=17).

<table>
<thead>
<tr>
<th>Follow-up question to Emergency Medical Services</th>
<th>QuickSpeak, n (%)</th>
<th>Google Translate, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Able to get the information needed</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>13 (76)</td>
<td>10 (59)</td>
</tr>
<tr>
<td>No</td>
<td>2 (12)</td>
<td>5 (29)</td>
</tr>
<tr>
<td>Maybe</td>
<td>0 (0)</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Chose not to answer</td>
<td>2 (12)</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Helped with communication</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>16 (94)</td>
<td>10 (59)</td>
</tr>
<tr>
<td>No</td>
<td>0 (0)</td>
<td>3 (18)</td>
</tr>
<tr>
<td>Maybe</td>
<td>1 (6)</td>
<td>3 (18)</td>
</tr>
<tr>
<td>Chose not to answer</td>
<td>0 (0)</td>
<td>1 (6)</td>
</tr>
</tbody>
</table>

Table 4. Postsession questionnaire results from limited English proficient participants.

<table>
<thead>
<tr>
<th>Criteria evaluated</th>
<th>Chinese-speaking (n=12), n (%)</th>
<th>Spanish-speaking (n=14), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tool useful overall</td>
<td>QuickSpeak</td>
<td>Google Translate</td>
</tr>
<tr>
<td>Yes</td>
<td>12 (100)</td>
<td>5 (42)</td>
</tr>
<tr>
<td>No</td>
<td>0 (0)</td>
<td>6 (50)</td>
</tr>
<tr>
<td>Maybe</td>
<td>0 (0)</td>
<td>1 (8)</td>
</tr>
<tr>
<td>Help to understand Emergency Medical Services</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>11 (92)</td>
<td>3 (25)</td>
</tr>
<tr>
<td>No</td>
<td>1 (8)</td>
<td>7 (58)</td>
</tr>
<tr>
<td>Maybe</td>
<td>0 (0)</td>
<td>2 (17)</td>
</tr>
<tr>
<td>Help to speak to Emergency Medical Services</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>9 (75)</td>
<td>3 (25)</td>
</tr>
<tr>
<td>No</td>
<td>0 (0)</td>
<td>6 (50)</td>
</tr>
<tr>
<td>Maybe</td>
<td>3 (25)</td>
<td>3 (25)</td>
</tr>
</tbody>
</table>

Table 4 summarizes findings from the postsession questionnaire administered to LEP participants. Similar to EMS, both Chinese-speaking and Spanish-speaking LEP participants clearly favored QuickSpeak. When asked about overall usefulness of the tools, all 12 Chinese-speaking LEP participants and 11 of the 14 Spanish-speaking LEP participants noted that QuickSpeak was useful. There was 1 participant who commented on the necessity of such a tool.

Yes, it was useful at the time. It is necessary when there is no interpreter. [Chinese-speaking, P3]

Relatively few LEP participants deemed Google Translate useful (5/12, 42% Chinese-speaking and 2/14, 14% Spanish-speaking). Some participants explained that it took too long for EMS personnel to use Google Translate, and they did not feel confident in the quality of the translation.

[Google Translate is] not useful nor pleasant…I could not communicate what I have or what I need. It takes too long for them to ask questions and it does not feel safe or that one is being understood. [Spanish-speaking, P2]

Again, similar to responses from EMS participants, the majority of Chinese-speaking and Spanish-speaking LEP participants (11/12, 92% and 12/14, 86%, respectively) thought QuickSpeak helped them understand the EMS personnel’s questions. On the other hand, Google Translate was considered helpful by only 25% (3/12) Chinese-speaking and 29% (4/14) Spanish-speaking LEP participants.

When describing their experience with Google Translate, many LEP participants mentioned difficulty in understanding what was being said due to the poor translation quality, ambiguous meanings, and inappropriate wording.

The more basic ones [questions] yes, but the rest, no. The language, the words or the grammar is not appropriate. The words were not translated correctly. [Spanish-speaking, P4]
Textbox 1. Summary of limited English proficient participants’ feedback on problems encountered during simulation sessions.

<table>
<thead>
<tr>
<th>QuickSpeak</th>
<th>Google Translate</th>
</tr>
</thead>
<tbody>
<tr>
<td>• restriction on response format (yes or no)</td>
<td>• restriction on response format (yes or no)</td>
</tr>
<tr>
<td>• sound unclear</td>
<td>• unclear questions</td>
</tr>
<tr>
<td>• slow communication process</td>
<td>• slow communication process</td>
</tr>
<tr>
<td>• poor quality translation</td>
<td>• awkward interaction</td>
</tr>
<tr>
<td>• difficult to communicate temporal or body position information</td>
<td>• unsafe</td>
</tr>
<tr>
<td>• cannot communicate back</td>
<td>• cannot communicate back</td>
</tr>
<tr>
<td>• guessing necessary to understand</td>
<td>• guessing necessary to understand</td>
</tr>
<tr>
<td>• poor quality</td>
<td>• poor quality</td>
</tr>
<tr>
<td>• difficult to ask questions</td>
<td>• difficult to ask questions</td>
</tr>
<tr>
<td>• culturally inappropriate words</td>
<td>• culturally inappropriate words</td>
</tr>
<tr>
<td>• inconsistent</td>
<td>• inconsistent</td>
</tr>
</tbody>
</table>

In addition, some participants mentioned that they had to do a lot of guesswork to make connections between poorly translated words.

_Basically I can understand these questions, but with my guesses and understandings._ [Chinese-speaking, P6]

The use of inappropriate words was also mentioned in relation to QuickSpeak. Spanish-speaking LEP participants, in particular, mentioned the ambiguity of word choices such as “drinking” (beverages or alcohol) or “drug.”

_Yes, but I believe that when it asks, “Were you drinking?” it is too general. The word “drug” can be used in a different manner by different people. It could mean: drug (illegal), medication, medicine, or remedy._ [Spanish-speaking, P2]

The LEP participants also commented on whether the tools helped them to respond or speak to EMS personnel. There were 9 of 12 Chinese-speaking participants and 11 of 14 Spanish-speaking participants who mentioned that QuickSpeak helped them speak to EMS personnel. However, only 3 of 12 Chinese-speaking and 6 of 14 Spanish-speaking participants thought that Google Translate helped them. Many participants experienced difficulty communicating detailed responses with both technologies.

_When we answered with more than a yes or no, they looked at us with a face of “What?” showing a question mark face._ [Chinese-speaking, P8]

During sessions, the research staff noted that when EMS were using the Google Translate tool, they started by typing in open-ended questions. However, because they could not understand the responses given, they evolved to asking more “yes” or “no” questions, similar to QuickSpeak. When typing questions into Google Translate, EMS participants also frequently forgot to add question marks, which affected the interpretation of the translation. _Textbox 1_ provides a summary of LEP participants’ feedback on the problems encountered during their simulation experience.

As primary users of the tools, the EMS participants were asked to provide feedback on usability and recommendations for improving each of the tools. For Google Translate, some EMS personnel mentioned that having a list of predefined questions (as with QuickSpeak) would be helpful. Specifically, they suggested that 4-5 essential questions be placed on the home screen. Some EMS personnel recommended increasing the size of the speaker button, which when clicked plays translated audio, for better usability. There was 1 EMS participant who mentioned that a better translation accent would aid comprehension. Another recommended that Google Translate create a medical domain-specific translation service.

For the QuickSpeak tool, many EMS personnel suggested adding the ability to type and verbalize their own questions, similar to the free-text ability of Google Translate. Some recommended that the list of predetermined questions follow a more logical flow of normal questioning. Some specific suggestions were: use a decision tree to assist with selecting appropriate questions, show a full-body image on the screen allowing EMS personnel...
to click body parts and view relevant questions, remove questions from the list once they have been asked, allow EMS personnel to add or modify existing questions loaded in QuickSpeak, and expand the number of languages translated.

Some recommendations applied to both technologies. EMS personnel recommended that both services support voice-operated, two-way translation or communication. They also suggested that actual interactions with LEP patients be audio-recorded for record keeping, education, and accountability. A summary of EMS feedback is provided inTextbox 2.

Textbox 2. Emergency Medical Services personnel feedback on problems encountered during simulation sessions.

<table>
<thead>
<tr>
<th>QuickSpeak</th>
<th>Google Translate</th>
</tr>
</thead>
<tbody>
<tr>
<td>• restriction on response format (yes or no)</td>
<td>• difficulty understanding limited English proficient responses unless questions posed in yes or no format</td>
</tr>
<tr>
<td>• cannot create own questions</td>
<td>• poor quality translation</td>
</tr>
<tr>
<td>• need more questions</td>
<td>• slow communication process</td>
</tr>
<tr>
<td>• difficult to find a question</td>
<td>• difficult to compose questions</td>
</tr>
<tr>
<td>• not able to type own questions</td>
<td>• too much attention directed to the screen</td>
</tr>
<tr>
<td>• poor organization of question flow</td>
<td></td>
</tr>
<tr>
<td>• questions not specific</td>
<td></td>
</tr>
<tr>
<td>• low sound volume</td>
<td></td>
</tr>
<tr>
<td>• difficult to solicit temporal information</td>
<td></td>
</tr>
<tr>
<td>• too many questions</td>
<td></td>
</tr>
</tbody>
</table>

**System Usability Scale Score Evaluation**

Table 5 shows the results of the SUS for QuickSpeak and Google Translate. The SUS was only administered to EMS participants, as they were the primary user group operating the translation tools. The mean SUS score for QuickSpeak was higher than the score for Google Translate. The difference between the two translation tools was statistically significant (Mann-Whitney U test, z=-2.1; P=.04). The results were similar for the Chinese and Spanish simulation sessions. However, EMS personnel who participated in the Chinese sessions rated Google Translate higher than EMS personnel who participated in the Spanish sessions.

<table>
<thead>
<tr>
<th>Language group</th>
<th>Tool</th>
<th>System Usability Scale Scorea</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>Overall</td>
<td>QuickSpeak</td>
<td>65.3 (13.7)</td>
</tr>
<tr>
<td></td>
<td>Google Translate</td>
<td>48.4 (25.6)</td>
</tr>
<tr>
<td>Chinese-speaking participants</td>
<td>QuickSpeak</td>
<td>63.6 (9.8)</td>
</tr>
<tr>
<td></td>
<td>Google Translate</td>
<td>56.1 (28.1)</td>
</tr>
<tr>
<td>Spanish-speaking participants</td>
<td>QuickSpeak</td>
<td>66.5 (16.3)</td>
</tr>
<tr>
<td></td>
<td>Google Translate</td>
<td>43.0 (23.7)</td>
</tr>
</tbody>
</table>

aMaximum possible score is 100.

**Discussion**

**Principal Findings**

Our scenario-based evaluation of the two translation tools confirmed a need for better tools to assist in communication between LEP individuals and EMS personnel during medical emergencies. This is consistent with prior study findings showing that EMS personnel often experience frustration with telephone language interpreters and resort to talking with bystanders or using body language and keywords they happen
to know [39]. Studies show that LEP individuals who have ad hoc interpreters (bystanders or family members) experience more dissatisfaction than those with medically trained interpreters and are more likely to experience errors that could impact clinical care [40]. Improving translation options is key to overcoming communication barriers and increasing the quality of emergency care for LEP individuals.

Although neither translation tool was considered ideal for use in the field, in our scenarios, LEP and EMS participants clearly preferred the fixed question translations of QuickSpeak over the free-text translation of Google Translate. Both LEP and EMS participants thought the ideal translation tool would have the accuracy and clarity of prefixed questions but the flexibility and potential bidirectional communication of the free-text tools. Google Translate currently allows for bidirectional communication, but inaccuracies in translation were often compounded with the existing system. Communication between EMS and LEP individuals was marginally improved with Google Translate and QuickSpeak; however, inaccuracies and potential for miscommunication are great, and neither tool was considered ready for use in the field, where the risks of any miscommunication or delay are high. Our prior research investigating the potential use of freely available Web-based translation systems, such as Google Translate and Microsoft Translator, indicates that in the area of health, these tools require careful postediting by professional translators to improve accuracy [18,41]. Obviously, this kind of post-editing would not be possible in the field. However, machine translation technology is constantly improving. Google has recently updated their translation system to utilize sophisticated artificial intelligence to produce more accurate language translations [42]. Further evaluation of the use of these tools in health settings is needed as automated language translation technology evolves.

In addition to improving translation accuracy, future translation technologies for emergency response should give particular attention to the needs and design recommendations of LEP individuals and EMS personnel. The EMS personnel voiced concern about operating a device and using the translation technology in the fast-paced, real-life emergency setting. Hands-free, accurate speech recognition technology that can facilitate bidirectional communication would be ideal. EMS participants also expressed a desire for translation answers to be recorded for use in documenting encounters. Archiving of answers associated with personal health information, however, would require careful consideration of Health Insurance Portability and Accountability Act of 1996 policies and rules. Currently, bilingual staff, interpreters, and language lines that can provide real-time, accurate translations are the gold standard for translation and interpretation in clinical settings. Prior studies have shown that LEP patients experience more satisfaction with telephone interpreters than with family, ad hoc, or no interpreters [40]. However, in informal interviews with EMS personnel, there is a hesitancy to use language lines because of concerns that they take too long and that phone-based interpreters may not accurately assess the situation at hand. Despite these perceived barriers, in the absence of in-person interpreters, language lines continue to be the best method of ensuring fast and accurate translations. As automated language translation technologies continue to evolve, further evaluations will be needed to assess whether they can provide safe, effective communication between English and non-English speakers in the field of emergency response.

**Limitations**

The simulation sessions were limited in number, and all took place in King County, Washington, which may limit the generalizability of our results. We evaluated Spanish and Mandarin Chinese, the two most common non-English languages spoken in our region. In general, Google Translate performs better with Spanish than with Chinese or lesser used languages [18,41,43], so it is likely that results may have been different if we had tested different languages. In addition, our study took place at one point in time, and translation tools using statistical machine translation are constantly evolving. Our evaluation of the translation tools was based on simulation sessions between EMS and LEP participants. Although we used scenarios based on actual EMS responses, these sessions took place in a controlled environment and do not accurately reflect the performance of these tools in the field.

**New Contributions to the Literature**

In the context of a growing LEP population in the United States and disparities in medical care resulting from language barriers, improving translation technologies is critical. In a recent review, Tate (2015) concludes that there are “substantial gaps in understanding the interaction between language barriers and prehospital care” [44]. Our study sheds light on the challenges of the use of new translation technologies in the prehospital, emergency care setting. While there is a significant need for translation tools to assist in translations in these settings, we need to continue to evaluate automated translation technologies as they evolve, to determine how they compare to more traditional phone interpreter services in terms of acceptability, accuracy, and efficiency.
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Abbreviations

EMS: Emergency Medical Services  
LEP: limited English proficient  
SMT: statistical machine translation  
SUS: System Usability Scale  
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