JMIR Public Health and Survelllance

A multidisciplinary journal that focuses on public health and technology, public health informatics, mass
media campaigns, surveillance, participatory epidemiology, and innovation in public health practice and
research
Volume 5 (2019), Issue 1 ISSN: 2369-2960 Editor in Chief: Travis Sanchez, PhD, MPH

Contents

Original Papers

Analytics for Investigation of Disease Outbreaks: Web-Based Analytics Facilitating Situational Awareness
in Unfolding Disease Outbreaks (€12032)

Nileena Velappan, Ashlynn Daughton, Geoffrey Fairchild, William Rosenberger, Nicholas Generous, Maneesha Chitanvis, Forest Altherr, Lauren
Castro, Reid Priedhorsky, Esteban Abeyta, Leslie Naranjo, Attelia Hollander, Grace Vuyisich, Antonietta Lillo, Emily Cloyd, Ashvini Vaidya, Alina
DES PN, . . .o e 4

Differences in Emotional and Pain-Related Language in Tweets About Dentists and Medical Doctors: Text
Analysis of Twitter Content (€10432)

Jan-Are Johnsen, Trude Eggesvik, Thea Rgrvik, Miriam Hanssen, Rolf Wynn, Per Kummervold. . ........... ... . . . . i 22

Forecasting the West Nile Virus in the United States: An Extensive Novel Data Streams—Based Time Series
Analysis and Structural Equation Modeling of Related Digital Searching Behavior (€9176)
Abdulla Watad, Samaa Watad, Naim Mahroum, Kassem Sharif, Howard Amital, Nicola Bragazzi, Mohammad Adawi. . ....................... 31

Google Trends Predicts Present and Future Plague Cases During the Plague Outbreak in Madagascar:
Infodemiological Study (e13142)

Nicola Bragazzi, Naim MahroUm. . . . . ... e e e e e e e e e e 42

Generating Engagement on the Make Healthy Normal Campaign Facebook Page: Analysis of Facebook
Analytics (€11132)

James Kite, Anne Grunseit, Vincy Li, John Vineburg, Nathan Berton, Adrian Bauman, Becky Freeman. . . ........... ... .. .. 50

Spatial Access and Willingness to Use Pre-Exposure Prophylaxis Among Black/African American Individuals
in the United States: Cross-Sectional Survey (e12405)

Bisola Ojikutu, Laura Bogart, Kenneth Mayer, Thomas Stopka, Patrick Sullivan, Yusuf Ransome. . . ...t 72

Fraud Detection Protocol for Web-Based Research Among Men Who Have Sex With Men: Development
and Descriptive Evaluation (e12344)
April Ballard, Trey Cardwell, APril YOUNG. . . . . oot e e e e e e e e e e e e e 80

Barriers to Implementation of Perinatal Death Audit in Maternity and Pediatric Hospitals in Jordan:

Cross-Sectional Study (e11653)
Yousef Khader, Mohammad Alyahya, Anwar Batieha. . . . .. ... . 90

JMIR Public Health and Surveillance 2019 | vol. 5 | iss. 1 | p.1

RenderX


http://www.w3.org/Style/XSL
http://www.renderx.com/

Applying National Estimates of Adults With Indications for Pre-Exposure Prophylaxis to Populations of Men
Who Have Sex With Men and People Who Inject Drugs in Colorado: Modeling Study (e11113)

Jennifer Donnelly, Thomas Deem, Megan Duffy, Anita Watkins, Alia Al-Tayyib, Daniel Shodell, Mark Thrun, Sarah Rowan. ... ................. 110

Programmatic Mapping to Estimate Size, Distribution, and Dynamics of Key Populations in Kosovo (e11194)
Dafina Gexha Bunjaku, Edona Deva, Luljeta Gashi, Pranvera Kaganiku-Gunga, Carly Comins, Faran Emmanuel. . ......................... 120

Population Size Estimation of Venue-Based Female Sex Workers in Ho Chi Minh City, Vietham:
Capture-Recapture Exercise (€10906)

Giang Le, Nghia Khuu, Van Tieu, Phuc Nguyen, Hoa Luong, Quang Pham, Hau Tran, Thuong Nguyen, Meade Morgan, Abu Abdul-Quader. . .
1 3 5

Estimating the Population Size of Female Sex Workers in Namibia Using a Respondent-Driven Sampling
Adjustment to the Reverse Tracking Method: A Novel Approach (e11737)

Paul Wesson, Rajatashuvra Adhikary, Anna Jonas, Krysta Gerndt, Ali Mirzazadeh, Frieda Katuta, Andrew Maher, Karen Banda, Nicholus Mutenda,
Willi McFarland, David Lowrance, Dimitri Prybylski, Sadhna Patel. . . . ... ... 142

Population Size Estimations Among Hidden Populations Using Respondent-Driven Sampling Surveys:
Case Studies From Armenia (e12034)

Katherine McLaughlin, Lisa Johnston, Laura Gamble, Trdat Grigoryan, Arshak Papoyan, Samvel Grigoryan. . ..............c i 154

Novel Approaches for Estimating Female Sex Worker Population Size in Conflict-Affected South Sudan
(e11576)

Alfred Okiria, Alex Bolo, Victoria Achut, Golda Arkangelo, Acaga Michael, Joel Katoro, Jennifer Wesson, Steve Gutreuter, Lee Hundley, Avi
HaKim . o 166

Kuantim mi tu (“Count me too”): Using Multiple Methods to Estimate the Number of Female Sex Workers,
Men Who Have Sex With Men, and Transgender Women in Papua New Guinea in 2016 and 2017 (e11285)

Damian Weikum, Angela Kelly-Hanku, Parker Hou, Martha Kupul, Angelyne Amos-Kuma, Steven Badman, Nick Dala, Kelsey Coy, John Kaldor,
Andrew Vallely, Avi HaKim. . . ..o 174

Period of Measurement in Time-Series Predictions of Disease Counts from 2007 to 2017 in Northern
Nevada: Analytics Experiment (e11357)
Amir Talaei-Khoei, James Wilson, Seyed-Farzan Kazemi. . . . . ... ...ttt e e e 184

Relationship Between Media Coverage and Measles-Mumps-Rubella (MMR) Vaccination Uptake in
Denmark: Retrospective Study (€9544)
Niels Hansen, Kéare Mglbak, Ingemar Cox, ChriStina LIOMA. . . . . .. ..ottt ettt et e e e e e e e e e e e e e e e e e e 210

Characterizing Trends in Human Papillomavirus Vaccine Discourse on Reddit (2007-2015): An Observational
Study (e12480)

Yuki Lama, Dian Hu, Amelia Jamison, Sandra Quinn, David BroniatOwsKi. . . . ... ...ttt 222

A Syndrome-Based Surveillance System for Infectious Diseases Among Asylum Seekers in Austrian
Reception Centers, 2015-2018: Analysis of Reported Data (e11465)
Ziad El-Khatib, Karin Taus, Lukas Richter, Franz Allerberger, Daniela Schmid. . . . ... .. ... e 235

Evaluating the Usefulness of Translation Technologies for Emergency Response Communication: A

Scenario-Based Study (e11171)
Anne Turner, Yong Choi, Kristin Dew, Ming-Tse Tsai, Alyssa Bosold, Shuyang Wu, Donahue Smith, Hendrika Meischke. . ... ................. 247

JMIR Public Health and Surveillance 2019 | vol. 5 | iss. 1 | p.2

RenderX


http://www.w3.org/Style/XSL
http://www.renderx.com/

Review

Considering the Impact of Social Media on Contemporary Improvement of Australian Aboriginal Health:
Scoping Review (€11573)
Troy Walker, Claire Palermo, Karen KIaSSeN. . . . .. ... i e e e e e e e e e 64

Rapid Surveillance Report

The Annual American Men's Internet Survey of Behaviors of Men Who Have Sex With Men in the United
States: 2016 Key Indicators Report (€11313)

Maria Zlotorzynska, Patrick Sullivan, Travis SANCNEZ. . . . . . ... e e 98

Viewpoints

The Continuing Value of CD4 Cell Count Monitoring for Differential HIV Care and Surveillance (e11136)
Brian Rice, Andrew Boulle, Sandra Schwarcz, Amir Shroufi, George Rutherford, James Hargreaves

Innovative Approaches to Improve Public Health Practice in the Eastern Mediterranean Region: Findings
From the Sixth Eastern Mediterranean Public Health Network Regional Conference (e11382)

Bashiruddin Noormal, Elmuez Eltayeb, Mohannad Al Nsour, Ezzeddine Mohsni, Yousef Khader, Mark Salter, Scott McNabb, Dionisio Herrera
Guibert, Salman Rawaf, Amrish Baidjoe, Aamer Ikram, Christophe Longuet, Abdulwahed Al Serouri, Faris Lami, Asmae Khattabi, Sami AlMudarra,
Ibrahim Iblan, Sahar Samy, Nissaf Bouafif ép Ben Alaya, Qahtan Al-Salihi. . . . . ... . e 199

JMIR Public Health and Surveillance 2019 | vol. 5 | iss. 1 | p.3

RenderX


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR PUBLIC HEALTH AND SURVEILLANCE Velappan et &

Original Paper

Analytics for Investigation of Disease Outbreaks: Web-Based
Analytics Facilitating Situational Awareness in Unfolding Disease
Outbreaks

Nileena Velappan®' , M'S; Ashlynn Rae Daughton®’, MPH; Geoffrey Fairchild", PhD; William Earl Rosenberger', BS;
Nicholas Generous!, MPH; Maneesha Elizabeth Chitanvist, MPH; Forest Michael Altherr!, MPH; Lauren A Castro!,
BA; Reid Priedhorsky®, PhD; Esteban Luis Abeyta’; Leslie A Naranjo'?, MS; Attelia Dawn Hollander', BS; Grace
Vuyisich!, BS; Antonietta Maria Lillo*, PhD; Emily Kathryn Cloyd™®, MPH; Ashvini Rajendra Vaidya', BS; Alina
Deshpande', PhD

1L os Alamos National Laboratory, Los Alamos, NM, United States

2Specifica Inc, New Mexico Consortium Biologica Laboratory, Los Alamos, NM, United States
3University of Virginia, Charlottesville, VA, United States

" these authors contributed equally

Corresponding Author:

Alina Deshpande, PhD

Los Alamos National Laboratory
TA-43, bldgl, MS - M888

Los Alamos, NM, 87545

United States

Phone: 1 505 667 9938

Email: deshpande a@lanl.gov

Abstract

Background: Information from historical infectious disease outbreaks provides rea-world data about outbreaks and their
impacts on affected populations. These data can be used to develop a picture of an unfolding outbreak in its early stages, when
incoming information is sparse and isolated, to identify effective control measures and guide their implementation.

Objective: This study aimed to develop a publicly accessible Web-based visual analytic called Analytics for the Investigation
of Disease Outbreaks (AIDO) that uses historical disease outbreak information for decision support and situational awareness of
an unfolding outbreak.

Methods: We devel oped an algorithm to allow the matching of unfolding outbreak data to a representative library of historical
outbreaks. This process provides epidemiol ogical cluesthat facilitate auser’s understanding of an unfolding outbreak and facilitates
informed decisions about mitigation actions. Disease-specific properties to build a complete picture of the unfolding event were
identified through a data-driven approach. A method of anal ogs approach was used to develop a short-term forecasting feature
in the analytic. The 4 major steps involved in devel oping this tool were (1) collection of historic outbreak data and preparation
of the representative library, (2) development of AIDO algorithms, (3) development of user interface and associated visuals, and
(4) verification and validation.

Results: Thetool currently includes representative historical outbreaksfor 39 infectious diseases with over 600 diverse outbreaks.
We identified 27 different properties categorized into 3 broad domains (population, location, and disease) that were used to
evaluate outbreaks across all diseases for their effect on case count and duration of an outbreak. Statistical analyses revealed
disease-specific properties from this set that were included in the disease-specific similarity algorithm. Although there were some
similarities across diseases, we found that statistically important propertiestend to vary, even between similar diseases. This may
be because of our emphasis on including diverse representative outbreak presentationsin our libraries. AIDO algorithm evaluations
(similarity algorithm and short-term forecasting) were conducted using 4 case studies and we have shown details for the Q fever
outbreak in Bilbao, Spain (2014), using datafrom the early stages of the outbreak. Using datafrom only theinitial 2 weeks, AIDO
identified historical outbreaks that were very similar in terms of their epidemiological picture (case count, duration, source of
exposure, and urban setting). The short-term forecasting algorithm accurately predicted case count and duration for the unfolding
outbreak.
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Conclusions: AIDO isadecision support tool that facilitates increased situational awareness during an unfolding outbreak and
enablesinformed decisions on mitigation strategies. AIDO analytics are avail abl e to epidemiol ogi sts across the globe with access
to internet, at no cost. In this study, we presented a new approach to applying historical outbreak data to provide actionable
information during the early stages of an unfolding infectious disease outbreak.

(JMIR Public Health Surveill 2019;5(1):€12032) doi:10.2196/12032
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Introduction

Challengesin Outbreak I nvestigation

Infectious diseases continue to be aleading cause of mortality
worldwide despite substantial advances in public health [1].
Disease outbreaks are not bound by national borders and can
have far-reaching economic and socia impacts. Therefore, early
detection and monitoring are key to curtailing unfolding
outbreaks. Tools and analytics that improve situational
awareness can aid communication in the initial stages of an
outbreak and enable effective decisions for outbreak control

2.

Traditionally, historical outbreak data have been used to enhance
and develop disease forecasting models. For example, when
modeling influenza, Viboud et al utilized the method of analogs,
which uses weighted vectors of historical time series data that
match current activity to build forecasts 1 to 10 weeks ahead
[3]. Relatedly, Sugiharaand May utilized alibrary of historical
measles and chickenpox outbreaks to understand historical
patternsin variation and devel op short-term forecasting models
[4]. In addition, extrapolation of retrospective data has proven
useful in resource-poor areas, for example, to establish levels
of antimicrobial resistance in areas with minimal surveillance
[5]. More broadly, historical disease data are often used for
model parameter estimation [6-8]. Data used are often not
confined to epidemiological data. For example, climate data
have been used to devel op outbreak modelsthat are affected by
environmental factors, such asmalaria, dengue, and cholera[9].
However, these data are typically difficult to use owing to poor
organization and integration. Extracting relevant information
from official reportsis time consuming.

Epidemiological data are rarely easily accessible or available
in an easily analyzed format. There are efforts to circumvent
these issues, such as Project Tycho [10,11] and Gideon [12],
but these Web applications have limitations. Project Tycho is
currently limited to data from the National Notifiable Disease
Surveillance System in the United States and Gideon offersits
datafor afee, which may proveto be prohibitive for some public
health users. Furthermore, neither provide information to
contextualize or describe historical outbreaks nor the tools to
meaningfully relate a present situation to a past one.

Rapid, Facile Decision Support Using Historical Data

To the authors’ knowledge, there have been no previous formal
attempts to build a decision-support application based on
historical data. However, historical analogies have been utilized
for disease projection and forecasting. In 2010, Haiti
experienced itsfirst choleraoutbreak in over 100 years, months

http://publichealth.jmir.org/2019/1/e12032/

after being struck by an earthquake that damaged its
infrastructure and gave rise to poor sanitary conditions[13]. In
the days following the first case notifications, the US Centers
for Disease Control and Prevention (CDC) contextualized the
Haiti outbreak by comparing it with asimilar outbreak in Peru
[14]. Asmore surveillance data became available and forecasting
models were developed, more complex projections were
established. However, quick comparisons, such asthe historical
analogy model that provided a notification to the Ministere de
la Sante Publique delaPopulation of Haiti of the need to prepare
for alarge epidemic [15].

Currently, internet accessiswidely available around the globe.
More than 40% of the world's population has access to the
World Wide Web [16]. Hence, Web-based analytics that
facilitate outbreak investigation have the potential to improve
outbreak control around the world. In this study, we presented
a Web-based visual anaytic called Anaytics for the
I nvestigation of Disease Outbreaks (AIDO) available under the
domain name bsvgateway.org [17], which has been devel oped
to facilitate situational awareness in the early stages of an
infecti ous disease outbreak. AIDO allows matching of unfolding
outbreak datato arepresentative library of historical outbreaks
and provides epidemiological clues that facilitate a user's
understanding of an unfolding outbreak and enables informed
decisions on mitigation actions. Thistool currently hasanalytics
for 28 infectious diseases and contains a browse library for an
additional 11 diseases. We described the methodology used to
develop this tool and illustrated the utility of the tool using 4
case studies, one of which isdescribed in detail. We offer AIDO
asarapid, easy-to-use no cost analytic for outbreak investigation
and short-term forecasting.

Methods

To develop AIDO, we used the following iterative process: (1)
collect historical outbreak data; (2) develop AIDO algorithms;
(3) develop the user interface, additional visuas, and
functionalities; and (4) perform verification and validation. In
this section, we have described the process for developing a
disease-specific representative historical outbreak library, the
associated algorithms, and the AIDO interface.

Collect Historical Outbreak Data

AIDO contains representative outbreak data for 39 diseases
(Multimedia Appendix 1). We defined a representative library
asonethat includes outbreaks with abroad range of cumulative
case counts, outbreak durations, diverse circumstances, and
which occur in a variety of locations. Outbreak data were
identified using official academic and government data, aswell
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asretrospective studies. Data sourcesincluded ProMED [18,19],
CDC|[20], World Health Organization [21,22], Eurosurveillance
[23], European Centre for Disease Prevention and Control
Disease Reports [24], and government Ministry of Health
databases (available from Biosurveillance Resource Directory
under the domain name bsvgateway.org) [25], as well as other
scholarly journals available on PubMed and Google Scholar.
If datawere only available in the graphical form (eg, graphsin
aPDF report or peer-reviewed publication), plotswere digitized
using PlotDigitizer [26].

To be considered for inclusion in a disease library, outbreak
data must contain (1) atime series of case counts, (2) enough
associated datato perform property analysis (described below),
and (3) enough metadata to annotate the outbreak (described
below). To apply analytics to a disease library, there must be
(1) aminimum of 10 outbreaksincluded per diseaselibrary and
(2) sufficient data to complete the property identification
protocol (described below). Our analytics rely on a robust
library; therefore, it is necessary to have a minimum threshold.
A total of 10 outbreakswere considered to be areasonablelower
limit and produced reasonableresults. In general, outbreaksthat
occurred during or after the year 2000 were prioritized for
inclusion to represent current natural and built environments.
However, in cases of rare diseases, outbreaks from previous
years were included to achieve the minimum threshold for
analysis (eg, both Ebolaand Marburg librariesinclude outbreaks
that occurred before 2000).

In addition to the outbreak time series, detailed information on
factorsthat influenced the outbreak was al so collected and used
to describe each outbreak. Information collected included index
case, important dates, the vector (if applicable), transmission
routes, pathogen classification, case definition, geographic and

http://publichealth.jmir.org/2019/1/e12032/
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historical information, and identified risk factors and control
measures that were implemented.

Algorithm Development

Similarity Algorithm

The similarity algorithm identifies outbreaks similar tothe user’s
unfolding situation through a similarity score that is computed
as a sum of values assigned to weighted properties specific to
adisease. Thealgorithm has 3 components: (1) disease-specific
properties; (2) weights calculated for each property; and (3)
computation of the weighted sum by the AIDO algorithm. Here,
we have described the statistical process used to identify
properties, the procedure used to weight properties for relative
importance, and the final equation used in this agorithm.
Diseases with less than 10 outbreaks do not have an associated
similarity agorithm and are represented in AIDO as
browse-only.

Property selection: In AIDO, properties are characteristics that
influence the case count or duration of outbreaks. In essence,
these arethe population-level signaturesthat help match auser’s
situation to outbreaks in our library. There were 3 types of
properties. (1) categorical (eg, vaccination status: 90% to 100%,
80% to 89%, 50% to 79%, and less than 50%), (2) continuous
(eg, physician density: range of values 0.1 to 10), and (3) binary
(eg, population movement: yes or no). Properties were
discretized if extant literature supported categorization of
continuous variables. We identified 27 different properties that
were used to evaluate outbreaks across al diseases for their
effect on case count and duration of an outbreak. These
properties and their definitions are included in Table 1.
Properties were further categorized into 3 domains.
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Table 1. Properties collected for statistical analysis.
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Name (variable type)

Description

Domain: population
Population (continuous)
Population (categorical)
Disease status (binary)

Rural versus urban (binary)

Age stratification (categorical)

Specia population group (binary)

Vaccination status (categorical)

Population movement (binary)

Sex (continuous)
Domain: location

Climate (categorical)

Season (categorical)

Precipitation (categorical)

Rainy versus dry (binary)

Natural disaster (binary)

Human Development Index (HDI; categorica or con-
tinuous)

Physician density (continuous)

Domain: disease
Pathogen source (categorical)
Outbreak curve (categorical)

Vector type (categorical)
Case fatality rate (CFR; continuous)
Attack rate (continuous)

Case definition (categorical)

Disease presentation classification (categorical)
Animal contact (binary or categorical)
Contamination source (categorical)

Transmission mode (categorical)

Outbreak source proximity (categorical)
Outbreak pathogen (categorical)

Population of affected location as a continuous variable
Population of affected location. Discretized into groups based on orders of magnitude

Endemicity status (ie, endemic or nonendemic to the region) during the time of the out-
break

Binary categorization of the relative population density of the outbreak’s location

Relevant age categories or median age of reported cases. (Varies by disease; groupings
are identified using published literature)

Binary (yesor no) indicator describing if the outbreak occurred in the general population
or aparticular group with a specific common exposure or risk factor

Vaccine coverage (%) of the country and/or region of interest

Indication of whether or not large-scale popul ation movement (eg, mass migration and
influx of arefugee population) was an influential component of the outbreak

Fraction of casesin males (identified using the literature)

Climate type corresponding to the location of interest, represented as the first letter of
the Képpen-Geiger climate classification key (A, B, C, D, and E) [27,28]

Time of year (Spring, Summer, Autumn, and Winter) during which the majority of the
outbreak occurred

Precipitation category corresponding to the location of interest, represented as the second
letter in the Képpen-Geiger climate classification (f, m,w, s, W, S, T, and F)

Binary indicator describing the typical weather patterns (ie, rainy or dry) in the location
at the start of the outbreak

Binary indicator describing if anatural disaster appeared to be associated with the onset
of the outbreak

HDI inthelocation and year of interest [29]. Both categorical and continuousvalueswere
tested. In the event that both propertieswere significantly related to outcomes, categorical
values were preferred because of they are more usable within the user interface.

Physician density per 1000 personsin the year of interest, or the most recent year reported
[30]

Main source of exposure to the pathogen of interest

Type of outbreak asreflected in the outbreak curve shape (point source, common source,
and propagated outbreak)

The most relevant genus/species/classification of the disease vector
Percent of fatal cases
Number of new cases per 1000 persons

Classification of reported cases (suspected, probable, confirmed, or any combination
thereof)

Description of clinical disease presentation (eg, bubonic plague and pneumonic plague)

Reported contact with potentially infectious animal (used for zoonotic diseases). Can be
binary (yes or no) or categorical (ie, contact with particular animal), depending on the
level of dataavailablein literature

Product or site epidemiologically linked to the outbreak (used for foodborne illnesses)

Mode of transmission that best characterizes the mgjority of disease spread during the
outbreak (eg, airborne and direct contact)

Geographic proximity of cases to aknown or likely source of contamination

Etiological agent
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Availabledatafor al propertieswere collected for each outbreak
in AIDO. Statistical analyses were used to identify which
properties separated outbreaks on the basis of outbreak size or
duration for use in the similarity algorithm described in the

following equation.
@]

Outbreak similarity scores are generated using this smple
weighted sum such that Osw;, m <1 and the sum of all w=1,
which ensure that 0<s <1. Here, sis the outbreak’s similarity
score, K isthe number of parameters considered, w; isthe weight
of parameter i, and m isthe outbreak’s match score of parameter
i (ie, how well the outbreak’s value for parameter i matchesthe
user’s value provided in the query form). Note that athough
thisequation returnsascore, s, between 0 and 1, AIDO displays
scores as percentages (ie, s [100).

Statistical analyses were conducted to determine which
propertiesto includein the disease specific similarity algorithm
based on relationships with outbreak magnitude and duration.
A conclusion that thereisameaningful association (ie, statistical
significance or a strong enough correlation) indicates that this
property helps to distinguish outbreaks of different magnitude
or length from one another, and thus can be used to find
outbreaks most similar to a user’'s data. The results from the
property analysisdo not reflect or intend to imply any causative
relationship between aproperty and outbreaks of agiven disease.
A statistical association is merely reflective of a property’s
relative ability to discriminate between outbreaks of different
sizes and lengths.

To perform the statistical analysis, a series of statistical tests
were automated using R (R-foundation) [31]. Properties were
segregated into their variable type: binary, categorical
(multilevel), or continuous. Figure 1 illustrates the process by
which these statistical analyses were completed for categorical
variables. For a given disease, after identifying al properties
listed in Table 1, statistical assessments first measured whether
or not the data met the assumptions of normality for the
distribution of residuals as well as equality of variance
(homoscedasticity) by performing the Shapiro-Wilk and
Brown-Forsythe tests, respectively. For continuous variables,
only the distribution of the residuals was assessed, and for
instances where the distribution was normal (Shapiro-Wilk test),
a Pearson correlation was run. A Spearman correlation was
performed on properties with non-normal distributions. We
assume that all values for dependent property variables (both
case count and duration) are independent, as we did not have
any prior knowledge that these values are dependent on one

http://publichealth.jmir.org/2019/1/e12032/
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another in any way. As our data are curated from available
scientific literature and published official reportsfrom different
locations across different years, we assume all individual values
to beindependent from other values and outbreaksin our library.

Following assessments of normality and homoscedasticity,
statistical tests of association, depending on variabletype, were
performed (either T-test, one-way analysis of variance
(ANOVA), or Pearson or Spearman correlation) to assess each
property’s relationship with both case count and duration,
independently. t test and ANOVA F test results were assessed
at asignificancelevel of 0.05, whereas a correlation above 0.30
was considered a meaningful association [32]. Properties that
did not meet these criteria were excluded from the similarity
algorithm, whereas those that did meet these criteria were
included.

Weight calculation for selected properties: In the previous
sections, analyses of outbreak data have been dedicated to
determining which properties correlate most strongly with the
duration and number of casesin the outbreaks of agiven disease.
The ultimate goal of these propertiesisto allow AIDO to sort
the historical outbreaks based on the user’s input. The exact
process used to create thisranking isdescribed in | ater sections,
but in short, the similarity algorithm is afunction that mapsthe
case count, duration, and di sease-specific properties of the user’s
input and the historical outbreak to a number between 0 and 1.
The set of values that are used by the similarity score are
referred to as parameters. These include the user’s input for
case count and duration.

After determining which parameters would be included in the
algorithm, amodified sensitivity analysiswas used to determine
the weights for each parameter. The sensitivity analysis
determines the relative importance of selected parameters to
size and duration of the outbreak. For all algorithms, the first 2
parameters are case count and duration, which were given the
greatest weight and were not considered in the processing done
for the weighting algorithm. For the additional disease-specific
properties, weightswere cal culated using an automatic algorithm
that compares each outbreak to all other outbreaks for a given
disease. Theeffect of each property on theranking of outbreaks
inthe library was evaluated. If removing a property had alarge
effect on the order of the outbreaks, it was inferred that the
excluded property was important and should be given a greater
weight. This evaluation was conducted for all properties for a
given disease, and relative ranking or weights were determined.
The sum of all weightswas set to 1. A more detailed description
of the processis given in Multimedia Appendix 2.
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Figure 1. Schematic depicting the flow of statistical operations performed on categorical properties during property anaysis.

For Each Disease
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——| P-value>=0.1 |——=| from the similarity
algorithm
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(One-way ANOVA./ T-test)
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Additional Analytics

In addition to the similarity algorithm, AIDO includes anumber
of other visua analytics designed to enhance situational
awareness. Use of these analytics is illustrated in the Results
section, Case Study, and associated figures.

Short-term forecasting: The AIDO disease library can also be
used to perform short-term forecasting using the method of
analogs (similar to, but simplified from, the study of Viboud et
al described above[3]) approach. Asafirst step in this method,
the cumulative case count curvesfor all outbreaksfor the disease
of interest were aligned in time. The distance criterion used in
AIDO is simpler than that used in Viboud et al; in AIDO,
because outbreaks are first deliberately aligned in time and
because AIDO stores representative outbreaks and not all
outbreaks, all available outbreaks are used in the analysis (ie,
without using all outbreaks, there would not be enough data to
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attempt the analysis). The mean and SD at each time point were
calculated and fit to anormal distribution. Thisdistribution was
then used to find the median, 50% prediction interval (Pl) and
90% Pl at each time unit. AIDO institutes alower bound of zero
(case counts cannot be below zero). To customize the forecast
to the user, each case count is weighted in proportion to its
outbreak similarity score; thus, case counts in outbreaks that
are scored higher weigh more than case countsin outbreaksthat
are scored lower. To achieve this, AIDO computed weighted
mean and SD values, which were then used as the norma
distribution’s parameters.

AIDO currently requires at least 10 data points at each time
point. Once there are fewer than 10 data points, the forecast
stops. If necessary, AIDO will use cubic B-spline interpolation
to handle time series interval granularity issues. For example,
if there are both monthly and weekly data, cubic B-spline
interpolation will be used to fill in the gapsin the monthly data
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so that they can be used alongside the weekly data. AIDO
interpolates at the finest resolution present in each outbreak
library; athough interpolating epidemiological data may
introduce errors into the forecasting algorithm, the authors felt
that because the method of analogsisalready arough forecasting
measure that in practice yields reasonably large Pls, the
additional error provided by interpolation would be
unsubstantial .

The method of anal ogs approach hasbeen applied in fieldssuch
asmeteorol ogy, climatology, and epidemiology [3,33,34]. When
auser sorts results by similarity score, a short-term forecast is
displayed at the top of the sorted outbreak results. This graph
presents a simple custom forecast of cumulative disease
incidence based on user input and our library of historical
outbreak curves.

Anomaly detection: AIDO features an anomaly detection
component that enables a user to compare their values to the
values in AIDO’s historical outbreak database. Rather than
employing a specific anomaly detection algorithm, AIDO offers
asimplevisual approach to guidethe user’sanalysisand identify
anomalies. We display the user's value among al outbreak
values so that the user can visually see where their values lie.
For example, for discrete variables, we draw a pie chart and
highlight the section that the user falls into; if the user’s dlice
represents only 5% of all outbreaks, for example, then this may
be indicative of an anomaly. For continuous variables, we plot
all outbreak points and show the corresponding box plot and
highlight the user’svalue; here, an anomaly may beif theuser’s
point lies within the outliers. An anomaly for the user’'s datais
easily seen through such visualizations and directs the user’'s
attention to key features of their unfolding event that may
warrant further investigation.

Owing to data sparsity issues and significant differences between
disease presentations, AIDO focuses on a qualitative, rather
than quantitative, anomaly detection approach that requires user
engagement and interpretation. Future work, however, could
include automated quantitative anomaly detection results. There
are a number of unsupervised anomaly detection agorithms
that could be explored [35]. For example, classifier-adjusted
density estimation (CADE) is a promising nonparametric
unsupervised anomaly detection algorithm [36,37]; CADE and
many other such algorithms, however, often require asignificant
volume of data for analysis, which can prove to be difficult
when epidemiological data are used.

Developing the User I nterface, Additional Visuals, and
Functionalities

AIDO functionalitiesarewritten in Python [ 38] using the Django
[39] Web framework and PostgreSQL [40] for the backend.
Bootstrap [41], jQuery [42], and Plotly [43] are used on the
front end for overall user interface design or functionality and
graphs. The AIDO homepage and various features of the user
interface are described in the Results section.

Outbreak comparisons, browsing and related outbreaks: An
outbreak comparison graph is displayed on each result page that
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shows the point estimate for user’s valuesin comparison to the
5 outbreaks listed on that page. In addition to the analytics
provided, the interface allows users to explore the outbreaks
available in each library without making use of the analytic
components. We refer to this as browsing the library. Utility of
these features were evaluated in the case study detailed in the
Results section.

We noted in our analysis of representative libraries that some
outbreaksin our libraries have meaningful relationshi ps between
each other. For example, there are some instances of outbreaks
that wererel ated because of common exposureto contaminated
food that is spread to multiple locations in a country. Other
times, outbreaks might be related by virtue of an individual
seeding a new outbreak of the same illness in a new location.
AIDO provides such information to the user if this option is
selected in the analytic.

Performing Verification and Validation

Verification of AIDO was performed using more than 200
automated tests. These tests are run automatically every time
the code baseis changed, allowing an alarm to beraised before
deployment if an error in the codebase is detected. In addition,
we performed two manual tests after implementation of
disease-specific agorithms in AIDO. The first uses data for
outbreaks already in the library to verify a 100% similarity
match between identical outbreaks. The second uses outbreaks
that were not included inthelibrary astest case scenarios. Here,
we qualitatively observe if the highest matching outbreaks are
similar to the situation from the test outbreak.

AIDO also underwent extensive user interface evaluation and
user experience testing by several externa entities such as
Massachusetts Institute of Technology Lincoln Labs, a user
interface design class from the University of Washington, the
Fusion Division within the Office of the Assistant Secretary for
Preparedness and Response in the US Department of Health
Human Services, Science and Technology Directorate in the
US Department of Homeland Security, community health
epidemiologists in the state of New Mexico, US CDC, and the
National Bio-surveillance Integration Center.

Results

Disease Librariesand Algorithm Properties

Currently, AIDO contains 673 outbreaks across 39 different
diseases. Figure 2 illustrates the geographic breadth and
multicontinent coverage of outbreaks for 4 diseases (measles,
Q fever, dengue, and chikungunya). Multimedia Appendix 1
provides data on the total number of outbreaks, geographical
distribution, and a gorithm propertiesfor all diseasesin AIDO.
The propertiesidentified for the similarity algorithmsfor the 4
diseases are shown in Table 2. Unsurprisingly, precipitation
and climate were identified as relevant properties for
mosquito-borne diseases such as chikungunya and dengue.
Vaccination coverage was found to be important for measles
outbreaks and animal-specific properties were considered
important for Q fever (a zoonotic disease).
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Figure 2. Geographic spread of historical libraries for four diseases. Points are proportional in size to the number of outbreaks in that country within

our library.
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Table 2. Meades, Q fever, dengue, and chikungunya a gorithm properties.
Disease Algorithm Properties
Measles Vaccination status (country)
Vaccination status (region)
Physician density
Climate
Q fever Animal contact
HDI?
Affected animal
Outbreak source proximity
Dengue Physician density
Climate
Population (discrete)
Chikungunya Precipitation
HDI

8HDI: Human Development Index.

Statistically significant algorithm properties for the 4 diseases
highlighted in the study are given.

An analysis of properties identified for diseases with similar
characteristics was conducted to identify trends in properties
across similar diseases Multimedia Appendix 3 show the
comparison of properties for mosquito-borne diseases and
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vaccine preventable diseases that are part of the AIDO library.
Although there are some similarities across diseases, we find
that statistically important propertiestend to vary, even between
similar diseases, which one may not expect given common
modes of transmission such as mosguitoes as vectors or
vaccine-preventable diseases. Thismay be due to our emphasis
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on including diverse representative outbreak presentations in
our libraries.

Case Study: Q Fever Outbreak in Bilbao, Spain 2014

To describe a plausible use case in AIDO, we present a case
study on a Q fever outbreak in Bilbao, Spain, in 2014. This
outbreak was described in depth by Alonso et a [44]. This
disease and outbreak combination was sel ected because available
data were detailed enough to illustrate multiple features of
AIDO.

AIDO user input data: Q fever was selected as the disease of
interest from the AIDO homepage and the following information
was used to populate the user input form (Figure 3). This
outbreak occurred among workers at a waste-sorting plant in
Bilbao, Spain, between February and April 2014. Approximately
10 caseswere reported in thefirst 2 weeks of the outbreak [44].
The plant employed about 100 employees, was located in a
municipality, and the patientsdid not report regular contact with
animal hosts [44]. The human development index (HDI) for
Spain in 2014 was 0.834 [28]. Information about animal hosts
and proximity to the farm was not available during the early
stages of this outbreak and was | eft blank. Figure 3 also shows
the ability to sort the AIDO library for Q fever based on date
and distance from location and illustrates the expanded filter
resultsthat can be used to narrow down outbreaks with specific
properties.

Analysis of AIDO output: After completion of the similarity
algorithm computation, the AIDO output showed the top
matching outbreaksin the outbreak comparison graph and details
of the five most similar outbreaks on page 1 (Figure 4). An
example of information provided for each outbreak in AIDO is
given here. In this case study, the outbreak comparison graph
showed that the 5 most similar outbreaks had cumulative cases
ranging from 10 to 100 cases and atotal duration of 2 weeksto
6 months. The Q fever outbreak reported from Italy in 1993 and
United Kingdom (2000) were the most similar outbreaks (80%
and 79% similarity, respectively; Figure 4 shows the Italian
outbreak). A radar plot is used to illustrate computation of the
similarity score. This plot can be accessed through the view this
outbreak’s detailed score hyperlink under the epidemic curve
graph. Further examination of the metadata showed that both
outbreaks were caused by environmental exposure (sheep
migration and contaminated strawboard in a factory office,
respectively). This is similar to the probable cause of the
outbreak in Bilbao, animal remains that had contaminated the
waste-sorting environment at a factory [44].

http://publichealth.jmir.org/2019/1/e12032/
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The other 3 outbreakswith the highest similarity scoreincluded
outbreaks from Hungary in 2013 (77%), Iraq in 2005 (75%),
and Canada in 1987 (69%). The outbreak factors revealed that
these epidemics also occurred among small groups of people
associated by work and that the case count and duration were
similar. Analysis using the anomaly detection features (Figure
5 top panel) showed that the case study outbreak parameters
fell within the normal range for natural outbreaks and revealed
high likelihood of the waste materials of sheep and goats asthe
cause of this outbreak. The short-term forecasting algorithm
predicted a mean cumulative case count of 50 to 100 cases
(Figure 5 bottom panel). Figure 6 shows AIDO outbreaks sorted
by date and distance from the location (Spain).

Using AIDO's analysis, it could be hypothesized that the case
study outbreak in Spain waslikely to have 30 to 50 cases during
the initial one to two months of the outbreak. This was
confirmed by Alonso et al, who showed that the Spanish
outbreak reported 45 cases from February 17 to April 27, 2014
[44]. The short-term forecast analysis in AIDO accurately
predi cted the expected case count and duration for the unfolding
outbreak using only data from the initial 2 weeks. This case
study shows that AIDO can be used during initial stages of an
outbreak with minimum input data and information on expected
case count and duration, and possible causes can be gleaned
from the analysis. AIDO analysis can be performed iteratively
as the outbreak progresses.

The AIDO Q fever library did not contain any related outbreaks.
Figure 7 describes the related outbreak feature by showing the
various outbreaks connected to the France 2008-2011 measles
outbreak. These graphs provide information on the timeline
associated with the start of related outbreaks and alertsthe user
on the possibility of the unfolding outbreak being part of alarger
phenomenon. The view related outbreaks hyperlink under
relevant outbreaks provides access to the related outbreak
information.

All disease libraries in AIDO were evaluated using multiple
case studies similar to the Q fever case study presented above.
Details on 3 additional case studies for chikungunya [45],
measles [46], and dengue [47-49] are given in Multimedia
Appendix 4. These case studies also demonstrate the utility of
AIDO analysis during the unfolding stage (3 to 4 weeks) of an
outbreak to identify possible case count, duration, and distinctive
features during the epidemic.
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Figure3. AIDO datainput forms. Panel A shows the AIDO home page and a drop down menu with Q-fever selected. This page also contains links to
atutorial, frequently asked questions, and a feedback form. Panel B shows the user input form, filled with data for the Bilbao outbreak. Panel C shows
thefilter options available for analysis.
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Figure 4. AIDO case study: Q-fever outbreak in in Bilbao, Spain in 2014. Panel A shows the outbreak comparison graph for the five most similar
outbreaks, and a point estimate reflecting the user's situation in this context. Here, line colors with higher saturation correspond to higher similarity. In
panel B, the graph shows an outbreak time series for a Q Fever outbreak in Italy in 1993. Panel C shows a breakdown of the similarity score between
the user's unfolding outbreak and the historical outbreak. All graphs presented in AIDO are interactive and available for download in multiple formats.
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Figure 5. Additiona analytics-anomaly detection and short-term forecast. Panel A illustrates two types of graphs used in the anomaly detection tab.
Continuous variables (e.g., average cases per day, population at risk, or total cases) are shown asbox plots. Discrete or categorical variables (e.g., season
or affected animal) are shown as pie charts. The example presented shows that the case study outbreak is similar to other outbreaks included in our
library. Panel B shows short term forecasting using the method of analogs. The data shown here can be used to estimate cumulative case count. This
figure also demonstrates how data points are aligned for the short-term forecast.
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Figure 6. Browse functionality. This figure demonstrates browse functionality by date and by location available on AIDO.
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Figure 7. Example of the related outbreak interface. Here, we show outbreaks related to the France 2008-2011 measles epidemic. All graphs presented

in AIDO areinteractive and available for download in multiple formats.
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AIDO presents relevant outbreak data in a visually concise
manner with graphs and point estimates of the user’s input
scenario in the context of the historical outbreak. Its analysis
can provide an estimated case count and duration (short-term
forecasting) and outbreak control measures that were effective
inthe past and AIDO facilitatesdelivery of outbreak information
in an easy-to-interpret format.

AIDO is intended for members of the infectious disease
surveillance community, both at the global level aswell asthe
local level. A nongovernmental organization studying an
ongoing outbreak can use this tool to analyze the scope of a
current outbreak in any part of the world and devise control
strategies that have proven effective in similar historical
outbreaks. An individual physician may find thistool useful in
understanding their case counts in a wider context and help
facilitate their decision-making process on reporting relevant
datato authorities. Individual analysts or local epidemiologists
can use this tool as an aid in accessing the ongoing outbreak
with increased situational awareness on what happens in their
region and in similar regions around the world. In effect, this
feature provides a projection of how the outbreak may unfold
and could be considered aform of forecasting.

The agorithms and visuals available in AIDO inform users
about the historical and geographical context of outbreaks for
agiven disease. The analysis also increases auser’s knowledge
on diverse outbreak scenarios associated with a given disease.
Thisinformation may enhance understanding on possible routes
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transmission). The related outbreak feature of AIDO can be
utilized to generate hypotheses on next hot spots for a given
outbreak and improve surveillance efforts in those locations.
The anomaly detection agorithm on AIDO was specifically
designed to detect anomalous presentations of an unfolding
outbreak, perhaps biothreat scenarios. External evaluators of
AIDO described it asresearch at fingertipsfor analystsor users.
AIDO can adso be used in education or training of
epidemiologists.

Historical data have been used to develop epidemiological
models. However, most models have challenges becoming
operationalized owing to a variety of reasons [50]. AIDO isa
tool that combines extensive epidemiological data with novel
but simple analytics to contextualize and generate hypotheses
about thetrgjectory of unfolding outbreaks. Rather than focusing
on complex epidemiol ogical models (which we recognize have
substantial use and utility in the field), we take a historical
approach and aim to identify relevant events that have already
happened. We believe that this approach is novel and can
provide complementary information to that derived from
traditional modeling approaches.

Limitations

It is important to note that our approach relies on a few
recoghized limitations. First, we know from prior research that
historical data are subject to change and are not fully complete
[51]. To minimize this known bias, we used the most compl ete
data available. However, it is likely that the data presented in
our libraries include some known reporting bias.
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Relatedly, the outbreak-matching algorithm depends on the
diversity of historical outbreaks that exist in the library. This
may particularly affect AIDO when investigating outbreaks
with no precedence. For example, the 2014 Ebola outbreak in
West Africahad no historical counterparts. Using AIDO in these
situations may prove to be less reliable. However, we aso
believe that the anomaly detection functions provide usein these
unprecedented situations.

As our libraries are created using publicly available data, it is
also likely that our libraries are dightly skewed toward large
or highly publicized outbreaks. Furthermore, because of this
bias, data are much more prevalent in nations with robust
surveillance systems. For example, Chase-Topping et a describe
this trend with respect to worldwide incidence of Escherichia
coli O157. Although food contamination of E. coli is present
worldwide, outbreak investigations are conducted almost
exclusively by developed nations [52]. It is because of this
known bias that we aim for representative outbreak libraries
that showcase the known breadth of disease outbreak
presentation. However, it is unlikely that our effort to create
representative libraries completely eliminates this bias.

AIDO data are largely limited to diseases affecting humans.
Although we havelibrariesfor Porcine Epidemic Diarrhea Virus
and Foot and Mouth Disease, attemptsto expand to other animal
diseases have been challenging. Thisis simply dueto alack of
data; time series data are difficult to obtain for animal diseases
and almost nonexistent in plant outbreaks. These types of data
are economically sensitive and, as a result, are not often
reported.

Additionally, our short-term forecasting component relieson a
method of analogs approach that assumes normally distributed
data, which may not always be agood assumption. Asaresult,
in some cases, the short-term forecast may not be reliable.

Finaly, we wish to draw attention to some important
considerations of our dtatistical analysis for property
identification. Asour procedure specifically identifies properties
that are statistically related to outbreak size or duration, any
updatesto the disease library can, by design, changetherelated
properties. Therefore, the property analysis must be performed
any timethereisachangein data. Automation of these processes
is planned as a future project.

Velappan et al

Future Work

Datain AIDO are constantly being updated. Much of thiswork
isperformed manually by ateam of biologistsand public health
experts. However, we have also created the infrastructure to
crowdsource data. AIDO includes a feedback form that allows
the user to send usinformation about an outbreak currently not
included in the library. The popularization of these types of
decision support tools and inclusion of outbreak data from
developing nationswill facilitate enhanced disease surveillance
and outbreak control in developing nations. In addition, we hope
to promote AIDO as atraining tool for epidemiologists. Owing
to the breadth of information contained, and the wide array of
analytics available, subject matter expert reviewers have
mentioned that this is a logica next step in AIDO's
development. We also envision application of AIDO for
investigation of syndromic outbreaks through the development
of afeature that would alow the identification of a causative
agent for syndromic input into AIDO. These analyses would
focus on identifying a pathogen within disease families (eg,
gastroenteritis mosquito-borne disease family).

Conclusions

History often repeats itself. This is the simple underlying
premise of AIDO. Rather than using limited elements of
historical outbreak datato merely inform mathematical models,
AIDO takes advantage of the entire story of ahistorical outbreak
to offer examples of similar outbreaks for a current unfolding
event. Importantly, it facilitates the use of limited and isolated
information in the early stages of an outbreak to make decisions.
Information obtained from AIDO can also be used to improve
outbreak modeling parameters. AIDO aids in the investigation
of disease outbreaks by contextualizing an unfolding outbreak
with closely matching historical outbreaks. We posit that by
providing diverse layers of information, visuals, and analytics,
AIDO furnishes a comprehensive picture that may alow the
user to make informed decisions about outbreak control. The
tool allows no cost epidemiological evaluations, asit is freely
available on the internet and can be used iteratively during the
early stages of an outbreak. We offer this analytic to the global
infectious disease surveillance community asarapid and facile
decision support tool that can be easily accessed—a simple yet
useful resource that isthe first of its kind.
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Multimedia Appendix 1

Disease library details. This table shows all diseases currently included in AIDO and the number of outbreaks included in each
disease. The number of countries represented in each library helps to describe the geographic variation represented therein.
Propertiesincluded in the similarity algorithm for each disease (per the statistical procedure described in the main text) are also
given. Some diseases had fewer than 10 outbreaks, which was determined to be too little data to run the statistical analysis. In
addition, some other diseases did not have any statistically significant properties. These outbreaks are available to interact with
via“browsing”, but do not include the similarity matching algorithm analytics.
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Multimedia Appendix 2
Automatic weight calculation algorithm.
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Multimedia Appendix 3

Supplementary Table 2A and 2B: Mosqguito borne and vaccine preventable disease property comparison. Table 2A compares
properties for eight mosquito-borne diseases. Table 2B shows a similar comparison for eight vaccine-preventable diseases. In
general, we find that similar diseases may have some properties in common, but properties tend to be distinct across diseases.
Note that no statistically significant properties were identified within our mumps library.
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Multimedia Appendix 4

Additional case study examples; chikungunya, measles and dengue outbreaks in 2017-2018. AIDO was used to evaluate three
recent outbreaks. AIDO input data and comparison of AIDO results and the actual outbreak data is given. Results showed that
AIDO was able to provide estimates of case count, duration for the outbreak as well as identify distinctive features with only
early stage data used as input.
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Abstract

Background: Socia media provides people with easy ways to communicate their attitudes and feelings to a wide audience.
Many people, unfortunately, have negative associations and feelings about dental treatment due to former painful experiences.
Previous research indicates that there might be a pervasive and negative occupational stereotype related to dentists and that this
stereotypeis expressed in many different venues, including movies and literature.

Objective: This study investigates the language used in relation to dentists and medical doctors on the social media platform
Twitter. The purpose isto compare the professionsin terms of the use of emotional and pain-related words, which might underlie
and reflect the pervasive negative stereotype identified in relation to dentists. We hypothesized that (A) tweets about dentists will
have more negative emotion-related words than those about medical doctors and (B) pain-related words occur more frequently
in tweets about dentists than in those about medical doctors.

Methods: Twitter content (“tweets’) about dentists and medical doctors was collected using the Twitter application program
interface 140Dev over a4-week period in 2015, scanning the search terms “dentist” and “doctor”. Word content of the selected
tweets was analyzed using Linguistic Inquiry and Word Count software. The research hypotheses were investigated using
nonparametric Wilcoxon-Mann-Whitney tests.

Results:  Over 2.3 million tweets were collected in total, of which about one-third contained the word “dentist” and about
two-thirds contained the word “doctor.” Hypothesis A was supported since a higher proportion of negative words was used in
tweets about dentiststhan in those about medical doctors (z=—10.47; P<.001). Similarly, tests showed adifferencein the proportions
of anger words (z=—12.54; P<.001), anxiety words (z=—6.96; P<.001), and sadness words (z=—9.58; P<.001), with higher
proportions of these words in tweets about dentists than in those about doctors. Also, Hypothesis B was supported since a higher
proportion of pain-related words was used in tweets about dentists than in those about doctors (z=—8.02; P<.001).

Conclusions: The results from this study suggest that stereotypes regarding dentists and dental treatment are spread through
social media such as Twitter and that social media also might represent an avenue for improving messaging and disseminating
more positive attitudes toward dentists and dental treatment.

(JMIR Public Health Surveill 2019;5(1):€10432) doi:10.2196/10432
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Introduction

An increasing number of people use socia media, such as
Facebook and Twitter; these are becoming central as news
outlets and are even creating headline news themselves, for
example, when the US President tweets and stirs controversy
[1]. The ubiquity of social mediahas created an opportunity for
researchers to use these tools as sources of data on a range of
topics, including on the spread of illnesses and attitudes to
health-related topics [2-4]. A few studies have also used social
media to examine public opinion on dental health, especially
fluoridation [5,6]. However, prior research has suggested that
social mediamay be used to spread distorted or falseinformation
and that such information may have important negative
consequences, for instance, when dangerous information is
spread about how to contain epidemics or when mental disorders
are associated with negative emotions and unsupportive tweets
[7,8].

With new technologies and social media, there are new venues
for health communication, aswell as new venuesfor expressing
stereotypes and social categories. In order to make sense of the
world, people have atendency to think about othersin terms of
stereotypes or categories [9,10], and the existence of
occupational stereotypesis relatively well established [11,12].
This tendency has benefits for saving cognitive resources [13]
but can pose problems concerning the accuracy of these
impressions. Regarding health professions, strong stereotypes
exist about medical doctorsand nurses. For instance, nursesare
often seen as good communicators, nurturing, feminine, and
caring [14,15], while doctors are described as confident and
decisive [16]. Regarding dentists, it has been documented that
stereotypes rel ated to gender, such asthe belief that femalesare
more emotionally and rel ationally competent than males, impact
the expectations and impressions of male and female dentists
alike. For instance, a study reported that female dentists were
expected to spend more time talking to their patients, while
mal e dentists were expected to value patients' tolerance of pain
without complaints [17].

Although logic dictates that stereotypes could be either good
or bad, evidence suggests that stereotypes are most often
negative. In their review, Baumeister et al [18] argue that
illusory correlation appearsto form more easily between asocia
group and negative or bad (distinctive) behaviors compared
with positive or neutral behavior, and bad information about a
person has more impact on impression formation than good
information. It appears to be easier to acquire bad reputations
than good reputations because fewer instances of bad behavior
are needed to confirm this to be indicating a bad trait or
disposition compared with good behavior [18]. Stereotypes or
social categories are quite easily learned by social learning
processes, but interestingly, stereotypes appear to become more
extreme and less variable through social learning processes[19].
Such distortions related to the social learning of stereotypes
could then negatively influence peopl€e’ s thoughts about certain
social groups or categories, including professions.

http://publichealth.jmir.org/2019/1/e10432/

Negative or bad behaviors could be a major influence on
professional stereotypes when such behaviors are perceived as
distinctive to the profession. In case of dentists and dentistry,
bad distinctive behaviors could include instances of painful
treatment. For instance, in a study of Norwegian adults,
20%-30% rated their last dental visit as moderately painful or
worse and 60% reported having at least one very painful
experience at the dentist’s office [20]. Also, astudy of Canadian
adults found that 42.5% reported having moderate to severe
pain during their last dental treatment [21]. In light of these
findings, it would be reasonable to assume that painful
experiences might serve as a foundation for creating negative
stereotypes in relation to dentists. This notion appears to be
supported by the findings of Thibodeau and Mentasti [22], who
reviewed 100 movies portraying dentists in Western culture. In
this study, it was shown that visits to the dentist in movies are
often portrayed as a negative and painful experience, wherethe
dentistisbeing depicted as*...incompetent, menacing, sadistic,
immoral, unethical, or corrupt, and one might assume that all
dentists behave in this manner” This association between
negative experiences and the public image of dentists has been
found in large population studies aswell [23], which would not
only hamper the image of dentists[23] but also be regarded as
a factor in both the maintenance and establishment of dental
anxiety [24]. Theimpact of the negative occupational stereotype
related to dentistry could be that people exposed to it are
reluctant to seek dental care, and some authors have argued that
the dental community should consider promotional campaigns
or marketing strategiesto dispel the negative images associated
with dentistry and to influence reluctant patients [25,26].

Based on the findings that indicate the existence of negative
emotionsrelated to dentistry and dentists, we would expect that
these associations and stereotypesinfluence how the profession
is talked about in social media. The current study seeks to
investigate the language used in Twitter posts about dentists
and compare these posts with those about another well-known
health profession (medical doctors). We hypothesize that (A)
tweets about dentists will have more negative emotion-related
words than those about medical doctors and (B) pain-related
words are used more frequently in tweets about dentiststhanin
those about medical doctors.

Methods

Data Source

Text data were collected from Twitter over a 4-week period
starting in the last week of May 2015. For data collection, we
used 140Dev server software [27], which ran at a server of the
Northern Research Institute in Tromsg, Norway. The server
monitored and stored all tweets containing the search terms
“dentist” and “doctor”. During the study period, the server
downloaded and stored 524,958 tweets containing the word
“dentist” and 1,821,914 tweets containing the word “doctor.”
To preserve the tweeters' privacy, none of the supplemental
user information available from Twitter was downloaded. The
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study can, therefore, be said to build only upon nonidentifiable
information.

The tweets were in English only, which enabled us to perform
the analysis on content written in a single language. Using
single, common English words as search terms resulted in over
2.3 million tweets collected over 4 weeks. This design, thus,
had the advantage of achieving a large sample size over a
relatively short time period.

Data Selection and Preparation

Because the research questions of the study wererelated to how
most people use Twitter to communicate about health
professionals, we made an informal analysis of the suitability
of the collected materia by browsing through arandom selection
of tweets from each database. Based on the screening process,
we decided that selection criteriawould have to be imposed on
the material because the text data contained many entries that
were outside of the scope of this study (eg, commercia content).
In order to remove irrelevant content and to increase the
likelihood that selected tweets were personal and relevant to
the tweets' authors, we used personal and possessive pronouns
to filter the data. Thus, we excluded all tweets without at least
one of the following words present: “I,” “me” “my,” “mine,”
“we,” “us,” “our,” and “ours.” The processwasautomated using
a simple custom-made algorithm ensuring that this selection
was case insensitive. A selection of tweets with personal or
possessive pronouns included are shown in Textbox 1. In
addition, only original tweets were chosen for analysis, that is,
tweets tagged as being retweets were excluded.

” o«

To obtain approximately the same amount of text datafor each
target group, we saved a random selection of 10,000 rows of
the databases astext filesfor each target group (eg, onetext file
containing 10,000 lines for dentists and a similar text file for
doctors).

Johnsen et al

Data Analysis

To investigate the research hypotheses, we ran these files
through Linguistic Inquiry and Word Count (LIWC) [28]. LIWC
is a computer application that analyzes text files according to
a predefined dictionary and gives information about the
percentage of wordsin thetext filesthat matchesthe dictionary.
The current study used the built-in English language dictionary.
Other authors have found LIWC to be a valid approach for
measuring emotion in verbal expression [29]. LIWC differs
from sentiment programs (such as SentiStrength), which
typicaly give an overall (positive and negative) sentiment [30].
LIWC gives detailed information about the use of different
categories of words (ie, “anger,” “anxiety,” and “sadness’),
which alows for alexicologically framed analysis. In order to
investigate Hypothesis A, we looked specifically at the word
categoriesin the LIWC dictionary related to negative emotions
(Negative emotions and 3 categories of specific negative
emotions. Anger, Anxiety, and Sadness) and an overal
emotional category (Affective processes) and Positive emotions.

In order to investigate Hypothesis B, we selected synonyms of
pain and pain-related words from apopular Web-based English
dictionary [31], which were then added to the dictionary of the
LIWC analysis software to provide a separate pain category
(Textbox 2).

Descriptive analyses were performed with asinglefile for each
target group, while specific hypotheses testing required
segmentation of the text filesto ssimulate individual tweets. For
the purpose of this study, we used 1000 segments per text file,
which was done automatically by choosing thisoptionin LIWC
(see Figure 1 for avisualization of the segmentation process).
Because the data is not normally distributed, nonparametric
Wilcoxon-Mann-Whitney tests were used to test the equality
of the distributions. Data were analyzed using Jeffreys's
Amazing Statistics Program (version 0.8.6; JASP Team) [32]
and SPSS (version 24; IBM Corp) [33].

Textbox 1. A selection of relevant tweets with pronoun filtering enabled; pronounsinitalics.

Dentists asthetarget group:

“Someone come to the dentist with me. I'm scared”
Medical doctorsasthetarget group:
“| tweet thison adaily basis. But | truly dislike my doctor office.”

“My ear isstill ringing... Time to go back to the doctor.”

“| hate the dentist man. Leave my wisdom teeth aloneeeee. They not bothering me”

“just went to the dentist and my mouth feels like someone has punched it”

“Hearing the doctor say I'm out for 6 weeks is probably the worst thing that has happened to me”

Textbox 2. Synonyms of pain used as a category in the Linguistic Inquiry and Word Count English language dictionary. Superscripted “a’ indicates
that aword stem was used and al words containing this word stem were counted.

ache, ached, aches, aching?, affliction® agony, burn, burned, burns, burnin? burnt, cramp, cramped, cramps, discomfort? hurt, hurts, hurtful?, illness?
injur® irritation? maladies, malady, misery, pain, painf2, pains, sickness® sore, soreness?®, sores? sting, stings, stingy, stitch, stitches, strain? suffer®
tenderness?, throb?, throe® tingle? torment?, torture? trouble, troubles, troubled, twinge?, wound?®

http://publichealth.jmir.org/2019/1/e10432/
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Figure 1. Visualization of asingletext file with N lines of text segmented into N text files.
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Results

The data sel ected for analyses contained atotal of 166,266 words
for “dentist” (704,397 characters without spaces) and 182,311
words for “doctor” (776,152 characters without spaces). Table
1 shows the mean proportions of emotional words for each
professional category (group). In addition, grand mean baseline
values for word categories across different writing tasks [28]
have been included for comparison (Table 1).

The analysis (Table 1) showed that there was a difference
between tweets about dentists and tweets about doctors, with
more affective words used in tweets about dentists (z=—6.80;

P<.001), but asignificant difference was not found for positive
emotion-related words. Regarding Hypothesis A, the
Wilcoxon-Mann-Whitney test showed that more negative words
were used in tweets about dentists than in those about medical
doctors (z=—10.47; P<.001). Similarly, tests of equality of
distributionswere performed for the specific emotion categories.
These tests showed a difference in the proportions of words
related to anger (z= -12.54; P<.001), anxiety (z=—6.96;
P<.001), and sadness (z=-9.58; P<.001), with morewordsfrom
these categories in tweets about dentists than in those about
doctors. Also, Hypothesis B was supported since more
pain-related words were used in tweets about dentists than in
those about doctors (z=—8.02; P<.001).

Table 1. Mean proportions and SDs of emotional and pain-related word categories, grand mean baseline values from the LIWC documentation, and
comparisons of the equality of distributions for the emotional word categories over professional categories.

Word category Dentist (n=1000), mean (SD) Doctor (n=1000), mean (SD) Baseline, mean P value®
Affective processes 6.29 (1.87) 5.63 (1.72) 441 <.001
Positive emotions 3.22 (1.46) 3.14 (1.43) 2.74 15
Negative emotions 3.05(1.41) 245 (1.22) 1.63 <.001°
Anxiety 0.42 (0.53) 0.34 (0.47) 0.33 <001°
Anger 1.25(0.92) 0.93 (0.76) 0.47 <.001°
Sadness 0.53 (0.56) 0.41 (0.49) 0.37 <001P
Pain 0.34 (0.45) 0.25 (0.40) N/AC <001°

Ailcoxon-Mann-Whitney test.

bThe alternative hypothesis specifies that group dentist is greater than group doctor (1-tailed); other tests are 2-tailed.
°N/A: not applicable; pain-related words are not included in the original LIWC dictionary.
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Discussion

Principal Findings

This study demonstrated that more negative emotion words
were used in tweets related to dentists than in those related to
medical doctors. Thus, compared with medical doctors, dentists
seemed to be associated with more negative emotionsin tweets.
Tweets about dentists did contain more affective words than
tweets about medical doctors, but not more positive emotions.
This study could be seen as supporting the idea that thereis a
negative stereotype related to dentists on Twitter. Twitter may,
therefore, be one of several channels where the negative
stereotypeistransmitted, spread, and learned, as other research
works indicate that emotions can be spread through both
Web-based [34] and redl-life social networks [35].

Dental anxiety isawidespread problem [36,37]. The results of
the present study can perhaps be seen in unison with the idea
that there are several pathwaysto developing dental anxiety. In
arecent qualitative study of Web-based videos related to dental
anxiety, 3 main pathwayswere outlined: direct experienceswith
aversive dental treatment, vicarious learning through parents
and peers, and exposure to negative information [38]. In light
of this, negative occupational stereotyping might be animportant
factor in the development of dental anxiety, asit creates negative
associations and expectations irrespective of the individuals
own experiences. Thus, ambiguous stimuli or information in
the dental situation might be interpreted negatively based on
the negative emotions and expectations rel ated to the stereotype.
For instance, nonverbal communication such as the tone of
voice used by the dentist when providing information might be
considered as condescending or authoritative by some patients
due to negative expectations, while patients without negative
expectations are less prone to drawing similar conclusions.

This study supported the hypothesis that negative emotions
would be more frequently used in relation to dentists than to
doctors. For anxiety words, this was expected given that a
potential occupational stereotype related to dentistry can be
linked to the relatively widespread phenomena of subclinical
dental anxiety or low-grade or moderate worry about dental
treatment, which is believed to be quite prevalent in most
societies[39,40]. More surprising, perhaps, wasthe differences
observed for both anger and sadness, which can be more difficult
to understand. However, it isaquite common finding that people
arewilling to share anger or anger-related materials on the Web
[41] and that feelings of anger might be related to the idea that
dental treatment is somehow unethical in the sense that it is
expensive, painful, or administered without proper consent
[42,43]. Also, the motivational direction of anger is argued to
be different from some other feelings in that anger is an
approach-oriented emotion concerned with removal of an
obstacle rather than withdrawal or avoidance from the obstacle
[44,45]. Thus, people might be motivated to write about (ie,
approach) their angry feelings about dentists and dental
treatment. Thisis, in part, supported by the fact that anger words
are used more than other specific negative emotional wordsin
this study’s data. It is also noteworthy that positive words were
more frequent than negative words for both doctors and dentists;
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however, the existence of positive information or information
that disconfirms stereotypes is often not effective in hindering
the spread of stereotypes [46].

In addition, we found an expected difference between tweets
concerning dentistsand medical doctorsfor pain-related words,
with more pain-related words used in relation to dentists. This
might be a testament to the significance of pain in relation to
dentistry [20,21], but it poses the question why pain is not as
significant in relation to medical doctors. For instance, a visit
to the doctor might very well be associated with pain and
discomfort. A possible reason for the current results might be
how pain is perceived in these different contexts. Pain related
to ahealth problem is most often alleviated through interaction
with a medical professional (ie, a doctor) either through a
medical procedure or prescribed painkillers (eg, avisit to our
genera practitioner for help with acute back pain or a swollen
knee after a fall). This also applies to acute dental problems.
However, in the case of nonacute dentistry, it might be argued
that pain is caused by the visit to the dentist rather than be a
byproduct of necessary examinations or treatment. This might
happen because we are expected to get frequent dental check-ups
to prevent dental problems even though we are symptom free
[47], whilethe notion of preventive medical check-ups appears
to berelated strongly to the concept of explicit risk factors[48].
Thus, we might end up receiving painful dental treatment and
suffering both physical and financial discomforts for which
there is no apparent reason (to the layperson), except for the
professional opinion of the dentist. Such differences in the
perception of pain related to these professions might provide
us with some explanation for the differences observed in the
current study, and it is important to consider pain experiences
in the dental setting as a key factor in determining patient
satisfaction [49,50].

Limitations

Asisoften the case with studies of language in natural settings,
the results of this study will have to be viewed in light of the
inherent challenges in interpreting language and language
elements (eg, manifest content) in relation to socia or
psychological processes (eg, latent content). Specificaly, we
propose that more negative words in tweets about dentists are
related to the existence of a negative occupational stereotype
or negative expectationsrelated to dentists. Thesefindings might
influence, or be a reflection of, people’'s behaviors, beliefs, or
attitudes related to oral heath. How differences in word
categories influence rea-life learning processes or reasoning,
as suggested here, is not clear. However, the relevance of
investigating linguistic data and word counts in relation to
thinking and behavior has been demonstrated elsewhere for a
wide range of issues [51-54]. While our study results support
the existence of anegative occupational stereotype and negative
expectationsrelated to dentists, as others have argued previously
[22,26,55], the actual impact of the stereotypes and expectations
are outside the scope of this study. Also, the specificity of the
search terms and single language content will impact the
generalizability of the current results. In future studies, longer
study periods, inclusion of more search terms, and adeeper |ook
into ancillary data (ie, retweets and likes of tweets) could give
larger sample sizes and additional insights.
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Conclusions social media. Potential interventions, however, could include

In conclusion, our study suggeststhat dentists are tweeted about informational campaigns on social media that could underline

in more negative terms than medical doctors. More researchjs  POStive aspects of dental heslth and dentistry [56,57],
needed concerning the potential impact of thison dental patients ~ INterventions  highlighting - preventive dental care [25],
health-related behavior and beliefs. It is unclear what can be INterventions aimed at reducing both actual dental costs and
done to reduce the proportion of dentist-related tweets with Uncertainty about dental cost [23,58], and increasing focus on
negative emotion-related words or the potential impact of a theimportance of provider-patient interaction in dental education

negative occupational stereotype about dentists expressed in [59].
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Abstract

Background: West Nile virusisan arbovirus responsible for an infection that tends to peak during the late summer and early
fall. Tools monitoring Web searches are emerging as powerful sources of data, especially concerning infectious diseases such as
West Nile virus.

Objective: This study aimed at exploring the potential predictive power of West Nile virus—related Web searches.

Methods: Different novel data streams, including Google Trends, WikiTrends, YouTube, and Google News, were used to
extract search trends. Data regarding West Nile virus cases were obtained from the Centers for Disease Control and Prevention.
Data were analyzed using regression, times series analysis, structural equation modeling, and clustering analysis.

Results. Inthe regression analysis, an association between Web searches and “real-world” epidemiological figures was found.
The best seasonal autoregressive integrated moving average model with explicative variable (SARIMAX) was found to be
(0,1,2)x(0,1,1)4. Using data from 2004 to 2015, we were able to predict data for 2016. From the structural equation modeling,
the consumption of West Nile virus—related news fully mediated the relation between Google Trends and the consumption of
YouTube videos, as well as the relation between the latter variable and the number of West Nile virus cases. Web searches fully
mediated the relation between epidemiological figures and the consumption of YouTube videos, as well as the relation between
epidemiological data and the number of accesses to the West Nile virus—related Wikipedia page. In the clustering analysis, the
consumption of news was most similar to the Web searches pattern, which was less close to the consumption of YouTube videos
and least similar to the behavior of accessing West Nile virus—related Wikipedia pages.
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Conclusions: Our study demonstrated an association between epidemiological data and search patterns related to the West Nile
virus. Based on this correlation, further studies are needed to examine the practicality of these findings.

(JMIR Public Health Surveill 2019;5(1):€9176) doi:10.2196/publichealth.9176
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forecasting model; West Nile virus; Google Trends; infodemiology; infoveillance; seasonal autoregressive integrated moving

average model with explicative variable (SARIMAX)

Introduction

West Nile virus, first isolated in Uganda in 1937, is a widely
distributed arbovirus belonging to the Flavivirus genus and to
the Flaviviridae family that can cause West Nile fever. This
mosquito-borneinfection has aseasonal trend with peaksduring
summer and autumn. In 70% to 80% of West Nile fever cases,
no or few symptoms are reported [1]. Symptomatic infections
generaly consist of self-limited influenza-like illness with
high-degreefever, chills, myalgia, and arthralgia, which last for
approximately 5 days. Although rare at arate of approximately
1%, neurological diseases, such as meningitis, encephalitis,
meningoencephalitis, or poliomyelitis, can occur and are of
great concern because they are characterized by many sequel ae,
especially among elderly hospitalized patients [2].

West Nileviruswas detected in North Americafor thefirst time
in August 1999 during an outbreak that occurred in College
Point, Queens, in New York City. A cluster of human
encephalitis cases, all residing in the same 16-square-mile area,
was identified by Drs Deborah Asnis (alocal physician based
in Queens), Marcelle Layton, and Annie Fine (of the New York
City Department of Health) [2]. This cluster was preceded by
anecdotal reports of dead animals and birds at the Bronx Zoo,
including American crows (Corvus brachyrhynchos), Chilean
flamingos (Phoeni copterus chilensis), and a snowy owl (Bubo
scandiacus). New human cases were subsequently diagnosed
in Brooklyn, the Bronx, and Manhattan. Since then, West Nile
virus has spread to the contiguous states, from the Mississippi
River to the Pacific Coast, causing further outbreaks such as
those that occurred during the summer of 2002. Cases decreased
from 2008 to 2011, but in 2012 a major outbreak took place
with its epicenter in the Dallas-Fort Worth, Texas metroplex
[3,4]. The Texas Public Health authority issued a public health
emergency, which attracted alot of media coverage and public
opinion reaction.

The widespread resurgence of human West Nile virus disease
in 2012 following several years of relatively low incidence has
highlighted the continued public health hazard posed by West
Nile virus, and has emphasized the need for more accurate
predictive models of when and where new West Nile virus
outbreaks will occur.

Web-based tools are emerging as remarkable sources of data,
especialy for infectious diseases, by enabling Web search
monitoring in real time and potentially capturing
epidemiologically relevant information [5-7]. Infodemiology (a
portmanteau of information and epidemiology) and infoveillance
(a portmanteau of information and surveillance) indicate the
emerging “science of distribution and determinants of

http://publichealth.jmir.org/2019/1/€9176/

information in an electronic medium, specifically the internet,
or in apopulation, with the ultimate aim to inform and improve
public health and public policy” [8]. Systematicaly tracking
and monitoring, collecting, and analyzing health-rel ated demand
data generated by novel data streams could have the potential
to predict events relevant for public health purposes, such as
epidemic outbreaks, aswell asto investigate the effect of media
coverage in terms of potential distortions, misinformation, and
biases—the so-called “epidemics of fear” [9].

Little is known about West Nile virus—related digital behavior.
To the best of our knowledge, only a few authors have
investigated this topic. Carneiro and Mylonakis [10] reported
apreliminary qualitative observation about a positive correlation
between Google searches and West Nile virus epidemiological
cases from 2004 to 2008. They found that the search volume
exhibited a cyclical pattern, with regular peaksin August each
year, reproducing the epidemiological figures. Also, Web
searchesrelated to West Nile fever symptoms (fever, headache,
fatigue, rash, and eye pain) were characterized by seasona
patterns. The authors noticed increases in search volume for
rash starting in May, just amonth before the increasesin cases.
Furthermore, the top-ranked US cities in terms of West Nile
virus—related search volumes were in states characterized by
the highest epidemiological burden.

Bragazzi and collaborators[11] assessed the association between
Web searches and cases in Italy from a quantitative standpoint
from 2004 to 2015. They found a correlation of r=.76 (P<.001)
and r=.80 (P<.001) between Google searches and “ real-world”
epidemiological cases in the same study period on a monthly
basisand ayearly basis, respectively. The presence of aregular
pattern in West Nile virus—related Web queries was confirmed
by the partial autocorrelation function analysis and by spectral
analysis. From a geospatial point of view, correlation between
digital behavior and epidemiological figures yielded r=.54
(P<.05).

However, the potential predictive power of West Nile
virus—related Web searches has not yet been explored. To fill
this gap in knowledge, we conducted this study.

Methods

West Nile virus-related data were retrieved, downloaded, and
analyzed from several novel data streams, including Google
Trends, WikiTrends, YouTube, and Google News, as well as
from epidemiological repositories.

Novel Data Streams

Google Trends (an open source tool) was mined from inception
(2004) to 2015, by searching for West Nile virusin the United
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States and using the “ search topic” option. This strategy enables
one to systematically collect all the searches related to a given
keyword or list of keywords (in this case, West Nile virus),
including synonyms and rel ated terms, not just the precise string
of characters typed by users [12]. WikiTrends is a freely
available tool that could be used to investigate information
seeking behavior concerning West Nile virus. It was mined
frominception (2008) to 2015. Theviewing of YouTube videos
was investigated from 2008 to 2015, using Google Trends and
selecting “YouTube” option. Finally, Google News is an open
source news aggregator that can be used to explore the media
coverage of a given topic. The consumption of West Nile
virus—elated news was explored from 2008 to 2015 using
Google Trends and selecting “ Google News” option. For further
details concerning novel data streams, the reader is referred to
Bragazzi et al [12].

Epidemiological Repositories

Epidemiological data related to West Nile virus cases in the
United States were obtained from the Centers for Disease
Control and Prevention (CDC) website and the bulletins of the
Morbidity and Mortality Weekly Report, a publication of the
CDC (data available on atrimester basis).

Statistical Analysis

Novel data streams-generated data were retrieved and
downloaded from 2004 for Google Trends and 2008 for the
other open source tools to 2015. All data were analyzed on a
trimester basis. To detect a potentia association with
“real-world” epidemiological figures, regression analyses (with
time asthe confounding variable) were carried out. Furthermore,
novel data streams-generated datawere modeled asatime series

Watad et al

and analyzed using time seriesanalyses. In particular, aseasonal
autoregressive integrated moving average model with explicative
variable (SARIMAX) was used. By visualy inspecting the
autocorrelogram and the partial autocorrelogram based on the
autocorrelation and partial autocorrel ation function, respectively,
p (the order of the model or, in other words, the number of time
lags), d (the degree of differencing of the model), g (the order
of the moving average model), P (the order of the seasonal part
of themodel), D (the degree of differencing of the seasonal part
of the model), and Q (the order of the moving average model
for the seasonal part) coefficients and s (lag parameter) were
determined. The explicative variable was the number of West
Nile virus cases. Different models were run, and the best one
was chosen based on the Akaike information criterion (AIC),
corrected AIC, and Schwartz Bayesian information criterion
values. The best model was used to forecast Google
Trends-based relative search volumes for 2016. Furthermore,
structural equation modeling and clustering analysis were used
to capture the complex interplay between the different novel
data streams.

Regression and clustering analyses were performed using SPSS
version 24.0 (IBM Corp, Armonk, NY, USA), whereas the
SARIMAX models and the structural equation modeling were
carried out with XLSTAT (Addinsoft, Paris, France). A P<.05
was considered statistically significant.

Results

Visual inspection of novel data streams—based data showed that
each tool captured a specific digital behavior, generating specific
curves which were not perfectly superimposable (Figure 1).

Figure 1. Tempora pattern of searching behavior related to the West Nile virusin the United States, as captured by four different novel data streams:
Google Trends, WikiTrends, Google News, and YouTube. RSV: relative search volume (expressed as percentage).

100 -

90

80 4

70 4

60 -+

RSV

40

e "l

30 4

—

e oy e

ZARY

=

r——

Google Trends
WikiTrends

=== Google News
YouTube

2004 2005 2006 2007 2008 2009 2010

Time (months)

http://publichealth.jmir.org/2019/1/€9176/

RenderX

2011

JMIR Public Health Surveill 2019 | vol. 5 |iss. 1 | €9176 | p.33
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR PUBLIC HEALTH AND SURVEILLANCE

Concerning temporal trends, only West Nile virus—+elated Web
searches pattern well-reproduced the epidemiological trend,
with most Google queries concentrated in August. For instance,
the number of accessesto the West Nile virus—+elated Wikipedia
page (as captured by WikiTrends) and the consumption of
YouTube videos exhibited high search volumes also during
winter months compared to Google Trends (Figure 2).

Watad et al

Regression analyses showed a significant correlation between
real-world epidemiological data and novel data
streams-generated figures only for Google Trends data (Table
1 and Figure 3), with the effect of year (P=.001) and of West
Nile virus cases (P<.001) reaching statistical significance.

Figure 2. Seasona pattern of searching behavior related to the West Nile virusin the United States, as captured by four different novel data streams:
Google Trends, WikiTrends, Google News, and YouTube. RSV: relative search volume (expressed as percentage).
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Table 1. Regression analyses to detect potential association between novel data streams (Google Trends, WikiTrends, Google News, and YouTube)

and real-world epidemiological figures.

Source Regression coefficient SE 95% Cl ta P value
Google Trends
Intercept 3327.876 966.213 1380.603, 5275.150 3.444 .001
Trimester -0.531 1.535 —3.624, 2.561 -0.346 .73
Year -1.653 0.481 —2.622, -0.684 -3.438 .001
West Nile virus cases 0.014 0.001 0.011, 0.017 9.629 <.001
WikiTrends
Intercept —7402.427 4130.337 —15863.039, 1058.184  -1.792 .08
Trimester 1.715 4.288 —7.068, 10.498 0.400 .69
Year 3.694 2.053 —0.512, 7.900 1.799 .08
West Nile virus cases -0.003 0.005 -0.012, 0.007 —0.566 .58
Google News
Intercept 8875.080 3807.169 1076.447, 16673.712 2331 .03
Trimester 1.478 3.952 —6.618, 9.574 0.374 71
Year —4.407 1.893 —8.284, -0.530 —2.328 .03
West Nile virus cases -0.001 0.004 -0.010, 0.008 -0.237 .81
YouTube
Intercept 3297.355 3606.758 —4090.754, 10685.464  0.914 .37
Trimester 3454 3.744 —4.216, 11.124 0.923 .36
Year -1.622 1.793 —5.295, 2.051 -0.904 .37
West Nile virus cases —0.002 0.004 -0.010, 0.007 —0.453 .65
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Figure 3. Correlation between real-world epidemiological figures of West Nile virus (WNV) cases and digital searches. RSV: relative search volume

(expressed as percentage).
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A Google Trends-based autocorrelogram and partia
autocorrelogram are reported in Figure 4. These show
statistically significant positive spikes for lags 0, 4, and 8 and
lags 0 and 4, respectively. Descriptive statistics for Google
Trends-generated data modeled as a time series is shown in
Table 2. The best SARIMAX model was found to be
(0,1,1)x(0,1,1), (Multimedia Appendix 1 and Figure 5), or a
“seasonal  exponential  smoothing” model,  being
MA(1)xSMA(1). This kind of model represents a variation of
the seasonal random trend, with a fine tuning obtained adding
the MA(1) and the SMA(1) components. Its parameters are
reported in Table 3.

Concerning structural equation modeling, the consumption of
West Nile virus—related news fully mediated the relationship
between Google Trends and the consumption of YouTube
videos, as well as the relation between this latter variable and
the number of West Nile virus cases. Web searches as captured
by Google Trends fully mediated the relation between West

Nile virus cases and the consumption of YouTube videos, as
well as the relation between epidemiological data and the
number of accesses to the West Nile virus—related Wikipedia
page as captured by WikiTrends (Figure 6a). When adjusting
for time as a potential confounding factor (Figure 6b), the
consumption of YouTube videos mediated by the consumption
of newswas found to increase throughout time in a statistically
significant way, athough when mediated by the number of
accesses to the West Nile virus—elated Wikipedia page as
captured by WikiTrends tended to decrease. Interestingly, the
West Nile virus—elated Web search behavior decreased over
time (as captured by Google Trends and mediated by the number
of epidemiological cases).

Clustering analysis showed that the consumption of news was
most similar to the Web searches pattern (as captured by Google
Trends), which was less close to the consumption of YouTube
videosand least similar to accessing the West Nilevirus—related
Wikipedia page as captured by WikiTrends (as can be seen by
the dendrogram in Figure 7).

Figure 4. Autocorrelogram and partial autocorrelogram of West Nile virus—related search volumes generated on Google Trends.
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Table 2. Descriptive statistics of the Google Trends—generated data concerning Web queries related to the West Nile virus.

Lag Autocovariance Autocorrelation SE 95% Cl Partial autocorrelation ~ SE 95% Cl

0 430.22 1.00 0.00 Ref? 1.00 0.00 Ref

1 53.83 0.13 0.14 -0.27,0.274 0.13 0.14 -0.28,0.28
2 —60.95 -0.14 0.14 -0.27,0.271 -0.16 0.14 -0.28,0.28
3 7.85 0.02 0.14 -0.27,0.268 0.06 0.14 -0.28,0.28
4 166.97 0.38 0.14 -0.27, 0.265 0.37 0.14 -0.28,0.28
5 3.73 0.01 0.13 —-0.26, 0.262 -0.11 0.14 -0.28,0.28
6 —66.73 -0.16 0.13 -0.26, 0.259 -0.06 0.14 -0.28,0.28
7 -19.78 -0.05 0.13 —-0.26, 0.256 -0.04 0.14 -0.28,0.28
8 114.81 0.27 0.13 -0.25, 0.253 0.14 0.14 -0.28,0.28
9 -13.47 -0.03 0.13 —-0.25, 0.250 -0.08 0.14 -0.28,0.28
10 —66.81 -0.16 0.13 -0.25, 0.247 -0.04 0.14 -0.28,0.28
11 -30.33 -0.07 0.12 —0.24,0.243 -0.04 0.14 -0.28,0.28
12 67.99 0.16 0.12 —0.24, 0.240 0.01 0.14 -0.28,0.28
13 —27.40 -0.06 0.12 -0.24,0.237 -0.07 0.14 -0.28,0.28
14 —45.30 -0.11 0.12 -0.23,0.233 0.02 0.14 -0.28,0.28
15 —22.67 -0.05 0.12 -0.23, 0.230 -0.02 0.14 -0.28,0.28
16 56.78 0.13 0.12 -0.23,0.226 0.03 0.14 -0.28,0.28
17 -15.62 -0.04 011 -0.22,0.223 -0.01 0.14 -0.28,0.28

8Ref: reference.

Figure 5. The outcome of the best seasonal autoregressive integrated moving average model with explicative variable (SARIMAX) forecasting the
West Nile virusin the United States using Google Trends-generated data. RSV: relative search volume (expressed as percentage).
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Table 3. Parameters of the best seasonal autoregressive integrated average model with explicative variable (SARIMAX) for forecasting West Nile
virusin the United States using Google Trends—generated data.

Parameter Vaue Hessian SD 95% ClI Asymptotic SD 95% CI

Constant 4.261 Ref? Ref Ref Ref

West Nileviruscases  0.022 0.055 —0.086, 0.130 Ref Ref

M Ab(l) -0.867 0.101 -1.065, -0.670 0.124 -1.110, -0.624

SMAS(1) 0.672 0.120 0.436, 0.907 0.150 0.379, 0.965
8Ref: reference.

BMA: nonseasonal component.
CSMA.: seasonal component.

Figure 6. Structural equation model showing the interplay between the different novel data streams concerning West Nile virus—related searching

behavior: (a) not adjusted and (b) adjusted for time as confounding variable.
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Figure 7. Dendrogram analysis of the four novel data streams (Google Trends, Google News, YouTube, and WikiTrends). Units are arbitrary.
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centuries—but today arboviral re-emergence and dispersion are
more rapid and geographicaly extensive mainly due to
globalization and to arthropod adaptation to its effects [13].

Discussion

Principal Findings
Currently, arboviruses are re-emerging infectious agents. This  In the existing scholarly literature, different predictive models
is not a new phenomenon—it has been happening for Of West Nilevirushavebeenreported. Kalaand colleagues[14]
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described a geographically weighted regression modeling of
West Nile virus risk based on environmental parameters (ie,
stream density, road density, and land surface temperature)
being statistically superior to classical approaches relying on
ordinary least squaresregression analysesin terms of predictive
power. Shand and coworkers [15] improved the performance
of the mosquito-based surveillance approach by incorporating
rainfall, temperature, and i nteraction terms between precipitation
and temperature as predictors. Rochlin and coauthors [16] also
expl oited socioeconomic factors and found a higher proportion
of the population with college education, increased habitat
fragmentation, and proximity to West Nile virus-positive
mosquito pools correlated with higher West Nile virus human
risk, whereas Trawinski and Mackay [17] relied on
meteorological parameters (including average, minimum, and
maximum temperature val ues; precipitation; relative humidity;
and evapotranspiration). Day and Shaman [18] used water table
depth as a measure of drought and as a proxy of arboviral
transmission in two peninsular Florida regions. In another
investigation, Shaman and coworkers [19] exploited
hydrological variables and found that wetter spring conditions
and drier summer conditions predicted increased West Nile
virus human risk in Colorado’s eastern plains. Ghosh and Guha
[20] performed a computational neural network analysis for
capturing the nonlinear complex relationship between West
Nile virus epidemiology and several different variables,
including temperature, precipitation, wetlands, housing age,
presence of catch basins and ditches, and mosquito abatement
policies. Establishing an accurate predictive model isof crucial
importance in arboviral infection control.

In our work, we exploited a variable (West Nile virus—related
digital behavior), which has so far not been used in predicting
West Nile virus epidemiology. We explored different novel
data streams (Google Trends, WikiTrends, Google News, and
YouTube) concerning seeking behavior and we were able to
find a satistically significant association between
epidemiological figuresand digital behavior only in the case of
Web searches as captured by Google Trends. Furthermore, we
computed the best SARIMAX model for the period of 2004 to
2015, and we were able to forecast data related to 2016.
Moreover, structural equation modeling and clustering analysis
have enabled us to capture the complex interplay between the
different novel data streams and the West Nile virus—related
digital seeking behavior.

Even if our experience suggests the usefulness of using Google
Trendsfor predicting West Nilevirus, this should be considered
asapilot study, calling for the need for making our model more
accurate and reliable, and maybe incorporating other variables
(eg, environmental, socioeconomic, and ecological ones). This
isof fundamental importance when designing and implementing
adigital system for West Nile virus surveillance, which could
complement the classical one or those actualy under
experimentation [21,22]. The combination of Google Trends
and other predictors could reach an adequate temporal
concordance with the real-world epidemiological figures and,
therefore, could enable nowcasting or forecasting of new West
Nile virus cases.

http://publichealth.jmir.org/2019/1/€9176/
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Our study has some limitations that should be recognized. Some
of the novel data streams used provide users with relative,
normalized figures, and not with raw, absolute data, thus
hindering further mathematical processing and statistical
analysis. Another drawback is given by the fact that Google
Trends captures only aportion of the entire population, namely
the percentage of people using Google astheir preferred search
engine (although Google is the most commonly used search
engine worldwide). Furthermore, we did not perform a content
analysis of the West Nile virus—related material; from the
existing literature, it is known to be of rather poor quality and
to exhibit some degrees of inconsistencies[23,24]. For instance,
Birnbrauer and colleagues [23] explored how West Nile virus
risk information was portrayed from its 1999 arrival in the
United States through the year 2012, analyzing 428 articles
obtained through Google News. Authorsidentified thefollowing
themes and topics: action, conflict, consequence, new evidence,
reassurance, and uncertainty, with the action frame recurring
most frequently. Moreover, West Nile virus risk was found to
be improperly communicated, with statistical figures generally
inaccurately reported. Dubey and coworkers [24] analyzed a
total of 106 West Nile virus—related YouTube videos, 79.24%
of which were found to contain useful information about the
disease (60.71% related to disease prevention, and 34.52%
concerning news and research updates). Videos were typically
uploaded by individuals (54.6%) or news agencies (41.8%), but
rarely by health care agencies (3.4%). Despite the usefulness
of most West Nile virus—elated videos, nonuseful videos
received more views, both overall and on a daily basis.
Moreover, West Nile virus—related digital behavior could have
been influenced and, eventualy, also distorted by extrinsic
variables, such asthe media coveragein terms of dissemination
of imbalanced and biased information [25]. Some articles have
shown that Google Trends does not always match with
epidemiological data[25,26], such asin the case of Google Flu
Trends[27], eventhough it isfeasibleto exploit some statistical
techniques to externally revise novel data streams-generated
figures, recalibrate them, and improve their accuracy and
predictive power [28,29]. As such, the field of “behavioral
medicing” remains largely unexplored [30], and because
traditional surveillance is plagued by intrinsic limitations,
enhanced methods for identification of real-time new casesand
assessment of disease patterns and trends are urgently needed
[31].

Conclusions

Statistically significant temporal correlations between West
Nilevirus epidemiological dataand Google Trends suggest the
feasibility of exploiting Google Trends as an internet-based
monitoring tool. Thisistimely and of crucial importance given
the recent re-emergence of arboviral infections. Workersin the
field of public health and health authorities should be aware of
the public interest and reaction to West Nile virus outbreaksin
terms of Web searches. They could exploit the new information
and communication technologies both for performing real-time
monitoring of new population-based epidemic events and for
carrying out a content analysis of the available online material,
promptly replying to public concerns and correcting prejudices
and inaccurate and misleading reports by disseminating
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high-quality information. However, based on the previously to make our model more useful and practical.
mentioned limitations of this paper, further studies are warranted
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Different tested seasonal autoregressive integrated average (SARIMAX) modelsfor forecasting the West Nile virusin the United
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Abstract

Background: Plague is a highly infectious zoonotic disease caused by the bacillus Yersinia pestis. Three major forms of the
disease are known: bubonic, septicemic, and pneumonic plague. Though highly related to the past, plague still represents a global
public health concern. Cases of plague continue to be reported worldwide. In recent months, pneumonic plague cases have been
reported in Madagascar. However, despite such a long-standing and rich history, it is rather difficult to get a comprehensive
overview of the general situation. Within the framework of electronic health (eHealth), in which people increasingly search the
internet looking for health-related material, new information and communication technol ogies could enable researchers to get a
wealth of data, which could complement traditional surveillance of infectious diseases.

Objective: Inthisstudy, we aimed to assess public reaction regarding the recent plague outbreak in Madagascar by quantitatively
characterizing the public’s interest.

Methods: We captured public interest using Google Trends (GT) and correlated it to epidemiological real-world datain terms
of incidence rate and spread pattern.

Results: Statistically significant positive correlations were found between GT search dataand confirmed (RP=0.549), suspected

(R?=0.265), and probable (R?=0.518) cases. From a geospatial standpoint, plague-related GT queries were concentrated in
Toamasina (100%), Toliara (68%), and Antananarivo (65%). Concerning the forecasting models, the 1-day lag model was selected
as the best regression model.

Conclusions: Anearlier digital Web search reaction could potentially contribute to better management of outbreaks, for example,
by designing ad hoc interventions that could contain the infection both locally and at the international level, reducing its spread.

(JMIR Public Health Surveill 2019;5(1):€13142) doi:10.2196/13142

KEYWORDS
plague; infodemiology; infoveillance; infectious outbreaks; Google Trends; nowcasting and forecasting models; digital surveillance

Plague, named after the Byzantine emperor. This outbreak took
placein Egypt in 542 AD and spread across the Mediterranean
basin regions, killing more than 25 million people [2]. Three
large pandemics occurred afterward, including amajor outbreak
during the decline of the Eastern Roman Empire, the rapid
weakening of the Persian Empire, and the subsequent tumultuous
rise of the Islamic Empire [3]. Another major episode was the

Introduction

Plague and history have always been strongly interrelated since
the earliest description of plague pandemic [1]. Excluding the
so-called plague of Athens, which could have been caused by
typhus or other microorganisms, the first well-authenticated
mention of plague dates back to the 6th century: the Justinian
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Great Plague Pandemic, which began in China in 1333-1334
during aperiod of famine and spread to Europe by trade causing
millions of deaths[4]. Thethird major outbreak wasthe Modern
Plague Pandemic, which originally occurred in Chinain 1860,
spreading worldwide by rats on trade ships leading to over 10
million deaths across the world [5,6].

Thishighly infectious zoonotic diseaseis caused by the bacillus
Yersinia pestis, amember of the Enterobacteriaceae family [7].
Transmission of plague occurswhen infected rodents’ fleashite
humans. Human-to-human transmission is possible when
transmitted by infected air droplets. Three major forms of the
disease are known: (1) bubonic plague, the most common form
of plague, which is characterized by acute febrile illness
accompanied by enlarged and tender lymph nodes; (2)
septicemic plague, characterized by sepsis manifested by fever
and systemic illness, generally without preceding symptoms;
and (3) pneumonic plague, which may be primary when acquired
directly by infected air droplets and secondary when it spreads
to the lung from other infected sites of the body—both of these
forms lead to a highly contagious and lethal disease [8].

Diagnosis of plague is made based on the above-mentioned
clinica findings accompanied with suspected history of
exposure. ldentification by culture as well as increased paired
serum titers are suitable diagnostic methods. Plague can befatal
if left untreated. Besides supportive therapy for severely ill
patients, treatment is composed of systemic antibiotics of
aminoglycoside-based therapy.

Though highly associated with the past, plague still represents
aglabal public health concern. Cases of plague continue to be
reported worldwide, especially in Africabut alsoin Asia, South
America, and eveninthe United States. According to the World
Health Organization (WHO), 3248 cases of plague were reported
from 2010 until 2015, with 584 deaths [9]. Recently, foci have
been described in Libyaand Algeria[8]. The highest incidence
of plague casesin recent yearsisreported from Madagascar. In
fact, cases of bubonic plague are reported annualy in
Madagascar since the first case was introduced in 1898;
however, recent reports show a large outbreak of pneumonic
plague occurring in major urban cities, which is different from
what was previously reported (ie, cases concentrated mainly in
rura areas). In recent months, we have witnessed the spread of
plague to the Seychellesislands, reflecting a further escalation
of the current outbreak [10-12].

However, despite such a long-standing and rich history, it is
rather difficult to get a comprehensive overview of the general
situation. Within the framework of electronic health (eHealth),
in which people surf the internet more and more looking for
health-related material, new information and communication
technologies, such as Web 2.0, portable computers, mobile
phones and devices, aswell as social mediaand socia networks,
could enable researchers to get a wealth of data, which could
complement traditional surveillance of infectious diseases.

In this study, we aimed to assess public reaction regarding the
recent plague outbreak in Madagascar by quantitatively
characterizing thisinterest and correlating it to epidemiol ogical
real-world data, in terms of incidence rate and spread pattern.

http://publichealth.jmir.org/2019/1/e13142/
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Methods

Google Trends (GT) isafree open-sourcetool used to track and
observe internet search activity [13]. GT was used to assess
recent search activity with regard to the recent plague outbreak
in Madagascar. To that end, GT was mined from August 1 to
November 17, 2017 [13]. This particular time frame was chosen
in order to better capture the tempora dynamics of the plague
outbreak, monitoring the internet-related activity before (ie,
digital behavior at the baseline) and during the epidemic. During
the drafting and production of this study, the latest available
WHO situation report, released on November 17, 2017 [14],
was utilized.

The GT search tool has two options for searching keywords:
searches can be performed by search term or by search topic.
Whilethe former enablesthe user to search for exact keywords,
thelatter option usesabroader search that findsall Web searches
containing the inserted keyword(s) or related terms.

The results given by GT are output as normalized values (ie,
relative search volumes [RSVS]) rather than absolute, raw
values. Every query is divided by the total searches performed
in a given geographic region and time range and normalized to
a scale between 0 and 100 based on the topic’'s popularity in
comparison to all searches carried out in that region and time
frame. For further details concerning GT, the reader isreferred
to Nuti et al’sreview of GT and its potential applicationsin the
medical field [15]; the reader is also referred to Mavragani et
al’s recent systematic review concerning methods, tools, and
statistical approaches and techniquesin thefield of GT research
[16].

In this study, the second search option (ie, searching by topic
with related terms) was used. Specifically, we searched for
“Plague (Topic).” Searches were geographically limited to
Madagascar. In Madagascar, the language spoken is Malagasy,
while the second official language is French. English is spoken
by less than 20% of the population. It iswidely known that the
sample when using online queries cannot be representative;
however, in our case, searching for “Plague’ and selecting the
search topic option enabled usto overcome any linguistic issue
related to the diffusion of the language. This approach ensured
the robustness of our results.

Correlational analysis and multivariate regression models for
nowcasting and forecasting, with lags up to 7 days, were
performed based on the GT results with the number of
confirmed, suspected, and probabl e cases of plague as reported
by the WHO situation report. Different regression modelswere

run, computing the different fitting parameters, including R?

and adjusted R?, and the best model was chosen according to
the Akaike Information Criterion (AIC) values.

Statistical analyses were performed with the commercial
software XLSTAT 2017 (Addinsoft). All values with P values
less than .05 were considered statistically significant.
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Results

Average plague-related search activities, expressed as RSV,
are shown superimposed on the trends of new suspected,
probable, and confirmed cases of plague in Figure 1. The
searches showed a small burst of activity on September 14,
2017, immediately after the official notification (ie, September
13, 2017) sent to the WHO by the Madagascar Ministry of
Public Heath of an outbreak of pneumonic plague in
Madagascar. This notification followed the death of a young
man some days before on September 11, 2017, who suffered
from severe respiratory disease confirmed to be caused by
plague. A very large spike was noticed during the first week of
October 2017. Afterward, RSV's tended to decrease over time
to dightly above baseline levels. Similarly, the incidence of
suspected, probable, and confirmed cases of plague in
Madagascar also exhibited a small spike in the third week of
September 2017, and many more cases were confirmed during
the recent outbreak starting in the first week of October.

Bragazzi & Mahroum

The best nowcasting model in terms of AIC values (see
Multimedia Appendix 1) showed that new confirmed cases of
plague had a statistically significant association with GT-based
RSVs (P<.001, beta coefficient 1.158), as shown in the
multivariate regression analyses in Multimedia Appendix 2.
Scatterplots of incident cases showed similar and statistically

significant positive correlationswith GT search data (R?=0.549,
P=.001 for the confirmed cases; R°=0.265, P=.005 for the

suspected cases; and R?=0.518, P=.001 for the probable cases;
see Figure 2). From ageospatial standpoint, plague-related GT
gueries were concentrated in certain regions of Madagascar,
most notably in Toamasina (100%), Toliara (68%), and
Antananarivo (65%). A heat map of search density in different
regions of Madagascar is shown in Figure 3. Concerning the
forecasting models, the 1-day lag model was selected for
regression analysis due to optimal AIC values (see Multimedia
Appendix 3). Thisforecasting model shows that we can predict
new probable cases up to 1 day in advance with statistically
significant certainty (P<.001; see Multimedia Appendix 4).

Figure 1. Time trends of plague cases (confirmed, probable, and suspected) and plague-related Google Trends (GT)—generated data. All data are

normalized for comparison purposes. RSV: relative search volume.
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Figure 2. Scatterplots of the correlations between epidemiological values and the Google Trends (GT)—generated data related to the recent plague

outbreak in Madagascar. RSV: relative search volume.
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correlates with the volume of plague-related Web searches.

Discussion

Principal Findings
Plague outbreak in Madagascar has drawn wide public attention
shown here by our findings based on large Web search activity

data analysis. Madagascar has been known as an endemic area
of plaguein itsbubonic form with annually reported casesfrom

http://publichealth.mir.org/2019/1/e13142/
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April to September, generally across rural areas. However, the
recent outbreak is characterized by pneumonic plague occurring
inlarger and more crowded cities. The current outbreak, known
to be a highly contagious form of plague and in combination
with the recent spread to the Seychelles islands, has its own
distinctive features.

Monitoring and analyzing Web search activity manifested by
novel data streams (NDS), especially during outbreaks, is of
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great importance in terms of surveillance as shown by O'Shea
[17] in arecent systematic review. Big data or vast digital data
analysisis, indeed, an opportunity to improve surveillance and
epidemic intelligence, being inexpensive, transparent, and
flexible. As such, event-based internet biosurveillance can act
as an extension of traditional surveillance and monitoring
systems and can be utilized as an additional data source,
contributing, therefore, to a more comprehensive estimate of
infectious diseases.

GT, based on Google search, is afreely accessed website tool,
which provides data on how often a specific search item (ie,
plague) is searched relative to total search volume worldwide
or in specific areas and in different languages. For instance, in
2009, during the peanut butter-associated outbresk of Salmonella
enterica subtype Typhimurium, GT provided preliminary
evidence of an emerging infectious outbreak, enabling early
disease detection [18]. Other research studies based on GT have
shown the possibility of monitoring and tracking flu epidemics
[19-21], aswell as other infections [22-35].

In our study, bursts of searches of plague-related topics
corresponded both spatially and temporally with the outbreak’s
gpatiotemporal trends acrossthe region studied (ie, Madagascar).
Therole of Web-based NDSfor outbreak surveillanceiscrucial
for workers in the field of public health and safety.
Plague-related digital behavior as captured by GT analysis
reflected rapid public response to the pneumonic plague
outbreak in Madagascar, with some minor search peaks
occurring even before the formal declaration by the WHO.
Moreover, this reaction seemed to decline rapidly afterward,
whereas the WHO continued to rel ease the report of additional
confirmed plague cases.

In our study, it isinteresting to note that the potential influence
of prior awareness of aclinical case of plague, which occurred
on September 13, 2017, on search behaviors of a population
was reflected by the rapid increase of searches found on
September 14, 2017. From September 30, 2017, people were
probably more able to recognize specific signs and symptoms
related to plague due to news or public campaigns. In this case,
the suspicion of disease may lead people to seek confirmatory
Web information, contributing to the increase of the activity of
internet users. These arguments could be used to explain the
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highest value of R? when including confirmed, probable, and
suspected cases in multivariate regression models (ie, searches
were probably motivated or driven by personal impressionsand
knowledge of disease).

Findings from the regression analyses showed the feasibility of
exploiting NDS for predicting (ie, nowcasting and forecasting)
plague cases. Extant predictive models of plague are usually
built within the ecol ogical-niche modeling framework, in which
geographic, environmental, and ecological parameters, such as
landscape-scal e environmental features, are utilized [36,37]. To
the best of our knowledge, thisisthe first model incorporating
plague-related information-seeking behavior in terms of
Web-based NDS, such as GT. Even though a correlation
between epidemiol ogical val ues and Web searches could appear
trivial, thisissurprising, especially considering the poor internet
penetration in Madagascar (ie, only 4%-5% of the population
have access to the internet).

Degspite its novelties, which are among the major strengths of
the current investigation, our study suffers from some
limitations, which should be properly recognized. The
shortcomingsinclude thefact that GT providesrelative and not
absolute values, thus hindering the possibility of further refining
and processing them. Moreover, GT capturesonly Web searches
carried out with the Googl e search engine, which is, onthe other
hand, the most utilized search tool. Another drawback was the

relatively low values of R%. Thelimited internet penetration (ie,
approximately 4%-5% of the entire population) as well as the
short time frame chosen for the study could be among the factors
explaining such values.

Conclusions

Our study has shown an increase in digital Web searches with
a unigue pattern induced by the recent outbreak of plague in
Madagascar. GT plays a highly important role in outbreak
tracking and monitoring, in that it can capture public reaction
and interest toward infectious disordersin real time before cases
are formally communicated by the WHO. This earlier digital
Web search reaction could potentially contribute to better
management of outbreaks, for example, by designing ad hoc
interventions that could contain the infection both locally and
at the international level, reducing its spread.

Multimedia Appendix 1
Regression analyses for the nowcasting models.

[PDF File (Adobe PDF Filg), 97KB - publichealth v5i1e13142_appl.pdf ]

Multimedia Appendix 2
Fitting parameters of the nowcasting models.

[PDEF File (Adobe PDF File), 90KB - publichealth v5i1e13142_app?2.pdf ]
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Multimedia Appendix 3
Regression analysis of the best forecasting model.

[PDE File (Adobe PDF Fil€), 124KB - publichealth v5i1€13142 app3.pdf ]

Multimedia Appendix 4
Fitting parameters of the forecasting models.
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Abstract

Background: Facebook isincreasingly being used as part of mass mediacampaignsin public health, including the Make Healthy
Normal (MHN) campaign in New South Wales, Australia. Therefore, it isimportant to understand what role Facebook can play
in mass media campaigns and how best to use it to augment or amplify campaign effects. However, few studies have explored
this.

Objective: This study aimed to investigate usage of and engagement with the MHN Facebook page and to identify influential
factors in driving engagement with the page.

Methods: We examined both post-level and page-level analytic data from Facebook from the campaign’s launch in June 2015
to September 2017. For post-level data, we conducted a series of negative binomia regressions with four different outcome
measures (likes, shares, comments, post consumers), including some characteristics of Facebook posts as predictors. We also
conducted time series analyses to examine associations between page-level outcomes (new page likes or “fans’ and number of
engaged users) and different measures of exposure to the page (number of unique users reached and total count of impressions)
and to television advertising.

Results: Of the 392 posts reviewed, 20.7% (n=81) received a paid boost and 58.9% (n=231) were photo posts. We found that
posts that received a paid boost reached significantly more users and subsequently received significantly more engagement than
organic (unpaid) posts (P<.001). After adjusting for reach, we found the effect of being paid was incremental for all outcome
measures for photos and links, but not videos. There were also associations between day of the week and time of post and
engagement, with Mondays generally receiving less engagement and posts on a Friday and those made between 8 AM and 5 PM
receiving more. At the page level, our time series analyses found that organic impressions predicted a higher number of new fans
and engaged users, compared to paid impressions, especially for women. We also found no association between television
advertising and engagement with the Facebook page.

Conclusions: Our study shows that paying for postsisimportant for increasing their reach, but that page administrators should
look to maximize organic reach becauseit is associated with significantly higher engagement. Once reach is accounted for, video
posts do not benefit from being paid, unlike the other post types. This suggests that page administrators should carefully consider
how they use videos as part of a Facebook campaign. Additionally, the lack of association between television advertising and
engagement suggeststhat future campaigns consider how best to link different channelsto amplify effects. These results highlight
the need for ongoing evaluation of Facebook pages if administrators are to maximize engagement.
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Introduction

Background

Facebook isthe largest social mediaplatformintheworld, with
more than 1.4 billion daily users on average in December 2017
[1]. In Austraia, nearly two-thirds of adults have a Facebook
profile, making it the most popular social mediaplatforminthe
country [2]. It is also the most intensely used social media
platform; around 40% of Australian Facebook userslog in 20
times or more per week. Further, Facebook is one of the most
commonly used social mediaplatformsfor engaging with health
issues[3]. Itisno surprise then that public health organizations
are using Facebook to communicate their messages, either as
stand-alone campaigns or as an additional channel in abroader
mass media campaign [4,5]. In both cases, organizations are
seeking to capitalize on the wide reach of Facebook, the ability
to engage directly with their target audiences, and the potential
for generating marketing directly between consumers
(word-of-mouth marketing), which lends credibility to abrand
and is known to be one of the most trusted forms of marketing
[6-8]. Within mass media campaigns specifically, the intention
is that Facebook posts will augment or amplify campaign
messages and, in so doing, increase theimpact of the campaign

[9].

The theory behind Facebook use for public health
communication places “engagement” as a critical first step in
achieving change. Creating engagement, defined as users
“liking,” sharing, commenting, or clicking on any content, is
important for two main reasons: it demonstrates that the content
is attention grabbing and it directly influences the reach of the
content and of future content through the Facebook algorithm
[10]. The algorithm determines the amount of exposure a post
receives and to whom it is shown, although it should be noted
that Facebook has revealed little on the specific parameters it
uses to prioritize posts. However, what is clear is that the
characteristics of the post and the engagement it receives are
factors in the algorithm’s calculations [4], making it essential
to investigate what drives engagement in order to maximize
Facebook’s marketing potential for public health campaigns.
Facebook also allows page administratorsto pay to increasethe
reach of apost, making it important to investigate theinteraction
between paying for posts and other post characteristics.

Despite the potential of Facebook and other social media for
public health and health communication being well recognized
[11-14], there is limited evidence available to guide practice.
The evidence we do haveis often either descriptive or based on
small-scaletrias[5,15-18], with suggestive but modest evidence
that social media can be effective in changing health outcomes
[19,20]. How to build engagement with health content on
Facebook has been recognized as one areain particular need of
more evidence given the role it plays in the theory of health
communication on social media[21]. Currently, there is some
evidence that testimonials, positive emotional appeals, and

https://publichealth.jmir.org/2019/1/€11132/

informative posts are associated with higher engagement,
whereas posts that evoke negative emotions, use conventional
marketing techniques (eg, sponsorships), or are posted during
or after work hours are associated with lower engagement
[4,22-24]. Similarly, poststhat use photos and videos appear to
generate higher engagement, although this is most likely due
to the Facebook algorithm preferencing such content over other
post types. In addition, one study that examined 20 public health
Facebook pages covering a range of health issues speculated
that particular health issues may be more suitable to Facebook
[4]. However, they lamented that they were unable to test this,
highlighting it as an areaworthy of further research.

In addition, the available evidence has limited relevance to
mass-reach campaigns, creating the risk that social marketers
will use Facebook without considering what strategy they should
employ to best use the platform in abroader campaign [25,26].
It is therefore important to investigate associations between
Facebook engagement and traditional communication channels
such as television. To our knowledge, no study has examined
these associations. The evaluation of the Tips From Former
Smokers (Tips) antismoking campaign in the United States did
provide some insights into the rel ationship between online and
traditional television marketing for public heath purposes,
although how relevant this is to Facebook is uncertain. Tips
showed an associ ation between television advertising and online
behaviors, including increased visits to the campaign website
and other cessation-related websites and searches for cessation
information [27,28]. The evaluation also found that digital video
was more cost-efficient at generating awareness compared to
television, although the authors note that television advertising
istill important because it reaches more people [29]. Another
study compared the cost-effectiveness of three media formats
(television, online video, and online display advertising) for
delivering an antismoking campaign [30]. This study found that
online display advertising was the most cost-effective way of
achieving Web page views, cals to the Quitline, online
registrations for a cessation support service, and requests for
the smoking cessation information pack. Thiswas followed by
acombination of online video and online display, with television
alonetheleast cost-effective. Collectively, these studies suggest
that online media present a potentially useful contribution to
the reach and effectiveness of antismoking campaigns, but its
role in other campaignsis yet to be explored.

To our knowledge, no population-level mass media campaign
has reported specifically on their use of Facebook for public
health purposes. Such information isonly going to become more
val uable as media consumption habits are changing rapidly [31],
creating questions about the accuracy of conventional wisdom
on “what works” in mass media campaigns. It will also help to
understand how to optimize the use of Facebook as part of a
wider mass media campaign. Here we report an evaluation of
the Facebook page component of an obesity prevention lifestyle
campaign, Make Healthy Normal (MHN).
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The Make Healthy Normal Campaign

The MHN campaign waslaunched in New South Wales (NSW),
Australia, in 2015, with theaim of challenging the normalization
of being unhealthy and promoting physical activity, healthy
eating, and healthy weight. The campaign initially targeted all
adults but focused on parents with children aged 5 to 12 years
and men aged 35 to 54 years from May 2017. The bulk of the
advertising expenditure was directed toward television, but the
campaign al so made use of other channels, including Facebook.
More details on the campaign are available elsewhere [32].
Briefly, the campaign was centered on two television
commercias that juxtaposed unhealthy and healthy choices
relating to nutrition and physical activity, while also making
use of a number of other support channels, of which Facebook
was one. Thetelevision commercials and most other campaign
materiasincluded the MHN website address but did not mention
the Facebook page.

The MHN Facebook page had, at the time of writing, posted
more than 400 times, generating over 100,000 likes, comments,
and shares, and had over 32,000 page“likes’ (hereafter “fans’).
The page styleisintended to be conversational and supportive,
highlighting easy ways to eat healthier and increase physical
activity, and promoting relevant NSW Government programs.
The page uses both paid and organic posts (ie, content that is
and is not paid advertising). The Ministry employed a strategy
of paying for boosts on all posts during a specific period, as
opposed to selectively boosting some posts and not others. This
decison was based largely on practical considerations,
especialy the availability of funding.

This study aimed to investigate usage of and engagement with
the MHN Facebook page as part of a broader multichannel
campaign since its inception in 2015. Our research questions
were: (1) What post characteristics influence the level of
engagement a post receives and to what extent? (2) What
page-level factors influence the number of fans, the
characteristics of fans, and the engagement of fans with the
MHN page over time? and (3) Is there a relationship between
television advertising for the broader campaign and page-level
engagement?

Methods

Study Overview

Facebook provides analytics (called “Insights’) to page
administrators to help them monitor and understand usage of

https://publichealth.jmir.org/2019/1/€11132/
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their page. In this study, we analyzed the Insights data for the
MHN page since June 2015 (when the campaign launched)
through to September 2017. This study was approved by the
University of Sydney’s Human Research Ethics Committee
(protocol number: 2017/145).

M easures

Post-Level Data

We explored the characteristics of posts and their associations
with engagement metrics (Table 1). Characteristics of posts
included the post type, the date and time of the post, whether
the post included a paid boost (paid posts tend to have a much
greater increase in their reach), and the targeted behaviors. We
also coded the content of the post using a modified version of
the communication technique code frame devel oped in an earlier
study [4]. The code frame was modified by collapsing some
categoriesdueto therelatively small number of posts compared
totheorigina study. Engagement metrics were operationalized
through the number of likes, shares, comments, and post
consumers. Although likes technically include other Facebook
“reactions’ (eg, “love” and “haha’), we refer to this metric as
“likes” because reactions were only introduced by Facebook a
year into the campaign and the number of other reactions per
post after that time was very low, typicaly zero.

Communication technique and target behavior were coded
manually. Two coders independently coded each post, with
interrater agreement for the communication techniques and
target behaviors of 70% and 91%, respectively. Differences
were resolved by discussion or referral to athird coder.

Page-Level Data

We used page-level data to examine the associations between
the number of fans, the characteristics of fans, and the
engagement of fans with campaign activity using the measures
described in Table 2. Campaign activity was operationalized
through weekly page impressions, separated by whether they
werepaid or organic, and weekly Target Audience Rating Points
(TARPs). TARPs are an estimate of reach and frequency of
exposure to television advertising, which is calculated by an
external television ratings agency.
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Table 1. Post-level measures and descriptions.

Variable Description

Day of post Day of the week the post first appeared

Time of post Time post first appeared

Type Whether the post is a photo, video, link, or text only

Paid/organic Whether the post received a paid boost to its reach (“paid”) or not (“organic”)

Reach Thetotal number of unique usersto whom the post was shown. Availablein aggregate, aswell as broken
down by paid and organic reach

Consumers The total number of unique users who clicked anywhere on the post

Likes The number of “likes” and other “reactions’ on a post. These are simple methods for users to indicate
their response to a post, including to “like” the post, as well as other emotional reactions, including
“love” “haha” “wow,” “sad,” and “angry”

Comment The number of user comments (excluding replies) on the post

Share The number of shares a post receives. The “share” button allows users to share the content with their

Communication technique

Informative

Call-to-action/instructive

Emotional

Target behavior
Eat
Drink

Act
Other

Facebook friends

Provides information on a health issue, its associated behaviors, and/or associated consequences or
benefits

Either provides instruction on how to do a behavior or encourages users to undertake a specific action
(eg, call ahelpline, make an appointment, register for a program or event). These were given coding
precedence over informative messages

Aimsto elicit positive (eg, hope, excitement) or negative (eg, fear) emotionsin users. Also includes
posts that aim to generate a positive feeling about the brand. Emotional appeals took coding precedence
over informative and call-to-action/instructive, reflecting evidence that emotive content is more powerful
than nonemotive content [33]

Information and encouragement to eat healthy food portions

Information and encouragement to make water the drink of choice and decrease sugar-sweetened beverage
consumption

Information and encouragement to be active daily and increase movement

Poststhat did not relate explicitly to one of the above categories, including changesto the profile picture
and page banner image and posts that shared stories about fans and stakeholders

Table 2. Page-level measures and descriptions.

Variable

Description

Weekly new fans
Weekly enga